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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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In order to meet the optimization needs of physical education curriculum resource allocation, the author proposes a deep belief-
based physical education curriculum resource allocation technology. The efficient feature abstraction and feature extraction
capabilities of deep belief technology fully explore the interests and preferences of learners on course resources. Because deep
belief has strong capabilities in feature detection and feature extraction, it has unique and efficient feature abstraction capabilities
for different dimensional attributes of input data; the author proposes a DBN-MCPR model optimization method based on deep
belief classification in the MOOC environment. Experimental results show that when the number of iterations reaches about 80,
the RMSE of DBN-MCPR trained with the training dataset without learner feature vector is 77.94%, while the RMSE of DBN-
MCPR trained with the dataset with learner feature vector is 77.01; DBN-MCPR with full eigenvectors tends to converge after
about 40 iterations, while DBN-MCPR without learner eigenvectors starts to converge after about 15 iterations; this result is in line
with the characteristics of the internal network structure of DBN. Conclusion. This application proves that the technical research
based on deep belief can effectively meet the needs of the optimization of physical education curriculum resource allocation.

1. Introduction

With the decline of physical fitness of Chinese students year
by year and the continuous deepening of the new curriculum
reform, the physical fitness of middle school students has
become a basic political task in China, which all shows the
importance of Chinese physical education and health
courses [1]. In the context of China’s basic education reform,
the research and application of physical education curric-
ulum resources play a key role in China’s physical education
work; the reform of the physical education curriculum is
mainly reflected in the physical education and health cur-
riculum of each school, and students are the participants of
the school physical education class and the object of
teaching, which is used to enhance the students’ physical
fitness. At present, the best way to exercise is to be reflected
in the school physical education class, which shows that
Chinese physical education teachers should focus on en-
hancing the physical fitness of students in physical education
classes; this way of class not only allows students to exercise

but also cultivates students’ love for sports; if the will to
persist in exercising is to be greatly improved, it should start
from the physical education class, and whether students can
persist in exercising independently; it also depends on the
role that teachers play in the course of the class. At present,
the classrooms of primary and secondary school students
still need to rely on the equipment and venue resources in
the physical education curriculum resources to complete the
teaching goals; this can not only achieve the effect of exercise
but also allow students to fully participate in the classroom
and then exercise the will quality of students [2].
Accordingly, the problem of the allocation of physical
education curriculum resources has been paid more and
more attention. The optimal allocation of curriculum re-
sources is a challenge to education from an economy and a
learning society and an urgent need for the cultivation and
growth of innovative talents. In the course of curriculum
reform, the allocation of curriculum resources has become a
brand-new research field in education and scientific re-
search. With the continuous advancement of a new round of
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college education curriculum reform, the optimal allocation
of physical education curriculum resources is attracting
attention and discussion in the field of physical education
theory and practice; the effective allocation of physical ed-
ucation curriculum resources is an important basis and
premise for the achievement of physical education curric-
ulum goals, and it has become more and more people’s
consensus.

On the basis of limited physical education curriculum
resources, optimize the allocation of resources that are
conducive to the construction of physical education courses,
fully explore the best benefits of physical education cur-
riculum resources with the help of the advantages of college
sports resources, and provide a strong and favorable
guarantee for improving the comprehensive quality of tal-
ents; this is not only an important task of deepening edu-
cation reform but also the core of improving the utilization
rate of China’s educational resources, which is of special
significance for promoting the reform and development of
China’s higher education.

2. Literature Review

With the vigorous development of Internet technology, the
era of big data is quietly coming, emerging concepts such as
artificial intelligence, machine learning, and deep learning
are surging, “Internet+ education” came into being, and
always the trend of the information age is followed [3]. The
in-depth combination of Internet technology and education
has made MOOC (Massive Open Online Courses) platforms
represented by XuetangX, NetEase Cloud Classroom,
Guoke, Coursera, and so on, which are strongly impacting
the ecology of traditional education and rapidly reshaping
the way learners learn. With the digitization and network
sharing of educational resources, MOOC platform course
resources are increasing day-by-day, and they are increasing
at the petabyte level every day. Faced with countless edu-
cational resources of varying quality, on the one hand,
learners can always discover the course resources they really
need; on the other hand, due to the differences in learners’
own cognitive ability and knowledge structure, it is difficult
for them to correctly identify the content of the resource
itself; it is impossible to filter out the learning resources that
interest you in a very short period of time, so you lose your
direction or choose blindly, wasting more precious time.
This leads to the dilemma of rich curriculum resources but
difficult-to-select resources, which makes learners have the
information trek [4]. Information trek is mainly blamed on
the problem of “information overload” caused by too many
courses. How to help learners quickly and accurately find
suitable learning resources among the rapidly growing
MOOC resources is an urgent problem to be solved in the
field of educational big data. Therefore, it is very important
to study the personalized recommendation system based on
course resources.

On the basis of the current research, the author proposes
a recommendation method for building a DBN-MCPR
personalized model based on deep belief classification in a
MOOC environment. The DBN-MCPR recommendation
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process mainly includes the following steps: (1) first,
according to the multifeatures defined by the learner’s in-
terest model, the original feature data that can fully represent
the learner’s interest preference is collected; (2) second,
through a series of data preprocessing operations such as
feature mapping, character data digitization, deletion of data
that seriously deviates from the normal value, and feature
normalization, a standard data set is formed and divided into
training set, validation set, and test set; (3) then, the DBN
classification model is used to perform feature learning on
the training set, and the unsupervised greedy algorithm is
used to pretrain each layer of RBM in the DBNs layer-by-
layer; finally, the trained DBNs are used as the feature vector
input of BP supervised learning; combined with the class
label of the course rating, the feature of BP error back
propagation is used to fine-tune the entire network; finally, a
well-trained DBN personalized recommendation model is
formed; (4) the scores of the model is predicted, and course
resources with higher predicted scores are recommended to
learners in order of their scores from high to low. Figure 1
shows the data preprocessing module.

3. Research Methods

3.1. Basic Model and Overview of Deep Belief Networks. In
recent years, with the continuous maturity of deep learning
application research, the use of deep learning for resource
recommendation has gradually become the mainstream trend
[5]. The deep belief network (DBN) is one of the main
implementation methods of deep learning. The DBN is a
generative model with several layers of latent variables. Latent
variables are usually binary, while visible units can be binary
or real [6]. Although it is possible to construct DBNs with
relatively sparse connections, in general models, each unit in
each layer is connected to each unit in each adjacent layer, and
there is no connection within a layer. The DBN can be
constructed by sequentially stacking several restricted
Boltzmann machines (RBMs); the learning process is divided
into two stages, that is, the RBM is firstly pretrained layer-by-
layer unsupervised and then the entire network is supervised
by the back propagation algorithm [7]. The structures of RBM
and DBN are shown in Figure 2, respectively.

Given the model parameters 6 = (wR,bV, by,), the joint
probability distribution P (v, h; 8) of the visible layer and the
hidden layer is defined by the energy function E (v, h; 0) as
follows:

1 _ .
(v,h;60) = e 7, (1)
Among them, Z=Y,,e E®9 js the normalization
factor, and the marginal distribution of the model about v is
as follows:

1« _son
(v;0) = 7 Ze Eh0), (2)
h

For a Bernoulli (visible layer) distribution-Bernoulli
(hidden layer) distributed RBM, the energy function is
defined as follows:
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FIGURE 2: RBM structure diagram.

Mz

E(V, h’ 6) = — Z bvivi — Z bh]h] - vlwihj (3)
i=1 j=1 i=1 j=1

1

Il
—

Among them, wR/ij is the connection weight of RBM,
and b,; and by,; represent the bias of visible layer nodes and
hidden layer nodes, respectively. Then, the conditional
probability distribution can be expressed as follows:

1 m
(1 =0) :o(bh]-+;:viw5>, @)

where o (-) is a sigmoid function.

1 n
(vi=ﬁ,9> =a<bv,.+zlwf§hj>. (5)
=

Since the visible layer and the hidden layer are Bernoulli
binary states, the standard for judging their binary proba-
bility is often achieved by setting a threshold.

By calculating the gradient of the log-likelihood function
log P(v; 0), the RBM weight update formula can be obtained
as follows:

R R R
wij(T+ 1) = wij(‘r) + quij
R
Au‘)ij = Edata(vihj) - Emodel(vihj)‘

In the formula, 7 and # represent the number of iter-
ations and learning rate of the RBM, respectively, and
Egaa (vihj) and E,, g0 (v;h;) represent the expectation of the
observed data in the training set and the expectation on the
distribution determined by the model, respectively. In
particular, RBMs have an interesting property that when
trained with maximum likelihood-based learning rules, the
update of specific weights connecting two neurons depends

(6)

only on the statistics collected by these two neurons under
different distributions: P, 4 (v) and Py, (h/v). The rest of
the network is involved in shaping these statistics, but the
weight parameters can be updated with absolutely no
knowledge of the rest of the network or how these statistics
were produced. This means that the learning rules are
“local,” which makes the RBM’s learning seem to be
somewhat biological.

As a deep network model, the DBN has the dual
properties of a generative model and a discriminative model.
Because the pretraining process of the DBN is mainly used to
express the high-order correlation of data or describe the
joint statistical distribution of data, it has the characteristics
of the generative model [8]. The DBN supervised that tuning
process is usually used to classify the intrinsic pattern of the
data or describe the posterior distribution of the data, which
has the characteristics of a discriminative model. At the same
time, as a generative model, the generative adversarial
network (GAN) has also received a lot of attention in recent
years and has been widely used.

The advantage of the DBN learning model is that by
combining many RBMs, taking the feature excitation of the
previous layer of RBM as the training data of the next layer,
the hidden layer can be learned efficiently. Recurrent neural
network’s (RNN) depth can even reach the same length as
the input data sequence. In the unsupervised learning mode,
the RNN is used to predict future data sequences based on
previous data samples, and class information is not used in
the learning process [9].

The convolutional neural network (CNN) is another
deep learning network with discriminative performance,
and each module of it is composed of a convolutional
layer and a pooling layer. The convolutional layer shares
weights, and the pooling layer downsamples the output
of the convolutional layer, reducing the amount of data
in the next layer. Studies have found that the application
of the CNN is mainly concentrated in the field of
computer vision or image recognition, and the effect is
relatively good [10]. The applications of the DBN are
widely distributed in the fields of computer vision and
data modeling and prediction.

In addition, the DBN has many hyperparameters, which
can be divided into two following categories: one is the
training parameters (such as learning rate and momentum
term); the other is the parameters that define the network
structure (such as the number of network layers and the
number of neurons in each layer). The automatic tuning of



the former belongs to the category of hyperparameter op-
timization (HO), while the automatic tuning of the latter is
generally called neural architecture search (NAS) [11].

3.2. DBN-Based Learner Interest Model Construction

3.2.1. Demographic Characteristics. At present, in the online
learning platform in the field of education, most personalized
resource recommendation systems usually only consider part
of the learner’s network behavior information when con-
structing the learner’s interest model, which is unfavorable for
fully expressing the learner’s interest. Descriptions about a
series of natural attributes and social conditions of people are
called demographic characteristics, such as gender, age, and
education level. In addition, for MOOC platform users,
things like the school grade of the learner can also be at-
tributed to demographic information. The introduction of
demographic information can effectively solve the cold start
problem of new users; when a learner registers a new learning
platform, the system does not have any behavior information
of the learner; at this time, it is possible to mine and predict
the interests and hobbies of learners according to the de-
mographic information of learners, and rational use of de-
mographic  characteristics can help improve the
recommendation efficiency [12].

3.2.2. Learner Behavior Characteristics. Explicit feedback
information refers to information such as grades and
evaluations that learners actively give to learning resources
after browsing or using resources. It is more objective and
specific to reflect some natural attributes of learners on the
platform. For example, in the MOOC platform, after a
learner has finished learning a certain course resource, the
displayed rating of the course reflects the learner’s direct
preference for the course resource. When learners register
on the platform, they manually input some basic infor-
mation to express the user’s interests and hobbies [13].

For example, learners’ search, click, comment, share,
collection of courses, and learners” behaviors are the image
depiction of learners’ inner feelings and reflect learners’
interest preferences [14]. The extraction of implicit feedback
information is done without the learner’s awareness and
without any additional burden on the learner, and the
learner’s interest is extracted by analyzing the learner’s
behavior log files.

3.2.3. Content Attributes and Characteristics of Course
Resources. This phenomenon leads to various types of
course resources on the MOOC platform, such as document
courseware, videos, and exercises. In addition, there are
structured, semistructured, and unstructured distinctions in
course resources, and they are heterogeneous. At the same
time, the curriculum resources in different subjects and
grades are also different. The definition and coding rules of
the curriculum resource classification system are shown in
Table 1 [15]. According to the content characteristics of
course resources, the division strategy can express the course
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resources themselves well to a certain extent, and these
course resource content characteristics can well complement
the expression of learners’ interest and preference for course
resources.

3.3. Personalized Model Recommendation Method Based on
DBN Classification

3.3.1. Composition of DBN-MCPR. DBN-MCPR is the key
to the study of personalized recommendation for learners; it
is mainly composed of four modules, namely, data collec-
tion, data preprocessing, feature learning, and rating pre-
diction. The overall service architecture diagram of DBN-
MCPR is shown in Figure 3.

3.3.2. DBN-MCPR Training. The quality of the recom-
mendation performance depends on the degree of training
the DBN classification model, and training the model to
optimize its performance is the key to realizing personalized
recommendation. The goal of training the model is to make
the mapped data fit the original input data as much as
possible after the deep feature abstraction of the DBN. The
model training process is divided into unsupervised pre-
training and supervised parameter fine-tuning. The DBN-
MCPR training process is shown in Figure 4 [16].

In the model training process, the most important work
is to determine the final parameter set 8= {W,b,c} of each
layer of RBM; since the pretraining process of the DBN can
be regarded as training several relatively independent RBMs,
the training set is firstly used as the input of the first RBM;
the first RBM is fully trained using the CD-k algorithm to
save the weights and biases of the visible and hidden layers of
the trained RBM. Then, the hidden layer of the first RBM is
used as the input of the second RBM; after the second RBM
is fully trained, the weights and biases of its visible and
hidden layers are saved; this process is repeated until all the
parameters defined in the model are trained, and the RBM
layer completes the unsupervised pretraining process. Fi-
nally, the hidden layer of the last RBM trained is used as the
input of the visible layer of BP; combined with the course
rating class label, the weights and biases of the entire net-
work are fine-tuned using the BP reverse error propagation
algorithm in a supervised manner. Finally, when the training
error meets a certain set value, the DBN output layer (i.e., the
output layer of BP) is classified by a logistic regression
classifier, and the score prediction is finally completed [17].

In the DBN-MCPR training process, the training sam-
ples come from the learning behavior information and
course ratings generated by the learners on the selected
course resources. The “learner-course resource” feature
vector and the learner’s rating of the course together con-
stitute a sample of the learner; for any course resource that
the learner has studied, the corresponding learner sample
can be obtained; all samples constitute a huge dataset for
training and testing [18, 19]. The number of neurons in the
visible layer is set as the attribute dimension of the feature
vector of “Learner-Course Resource.” In order to improve
the recommendation effect of DBN-MCPR, each parameter
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TaBLE 1: Example table of course resource classification strategy.

glre;stzlglcatmn Policy description Coding rules (part)
Language 1
. . . . . Math 2
. The educational resources are classified by subject tagging and are represented by unique .
Subject N English 3
identifiers .
Physical 3
education
. . . . . High school 1
According to the different knowledge levels, the educational resources are classified according 1811 SCh00 0
Grade . . . Sophomore 11
to grades and are represented by unique identifiers .
Senior year 12
Type Classify educational resources by type according to resource type, such as documents, videos, Co;llrii;egzare ;
P exercises, and discussion posts represented by a unique identifier .
Exercise 3
. Extract the content features of educational resources, build a knowledge map, and mine user Function 01
Knowledge point | . . ) . . . Sequence 02
interest points and weak points based on knowledge points represented by a unique identifier Derivative 03

Score prediction module \

Course recommendation

|
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FIGURE 3: DBN-MCPR overall service architecture diagram.

needs to be effectively set before the model runs; the settings
generally include the initialization of training parameters
and the parameter settings of influence factors.

4. Results Analysis

(i) Influence of training data set on the recommen-
dation accuracy of DBN-MCPR: considering the
complex structural characteristics of the DBN
classification model itself, due to its strong feature
expression ability, a large amount of data is re-
quired to avoid overfitting; if the model is

overfitted, its generalization ability will drop
sharply, which will be very detrimental to its
training. The authors verify the variation of DBN-
MCPR recommendation accuracy with the training
dataset by adjusting the size of the training dataset,
as shown in Figure 5 [20].

As can be seen from Figure 4, the number of
training sets directly affects the recommendation
accuracy of DBN-MCPR. Since the smaller the
training data set is, the weaker the correlation
between the data is, which leads to the easier it is to
generate “fragments” of the relationship between
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FIGURE 5: The variation of DBN-MCPR recommendation accuracy
with the size of the training set.

the samples [21]. In the case of weak correlation
between sample information, DBN-MCPR cannot
mine the complex relationship between data well,
resulting in low recommendation accuracy. As the
number of samples in the training data set in-
creases, the correlation between samples becomes
more and more abundant, which is more conducive
to DBN-MCPR to mine the hidden relationship
between samples, so the recommendation accuracy

learner eigenvectors on the recommendation accuracy of DBN-

MCPR.

()

will be higher. When using the entire training set to
train DBN-MCPR, its RMSE is as low as 76.68%
[22].

The influence of learner feature vector on the
recommendation accuracy of DBN-MCPR: learner
demographics and course resource content attri-
butes together influence learners’ interest
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preferences; a comparative experiment is set up
here to verify the influence of the learner’s feature
vector on DBN-MCPR and to further verify the
effectiveness and practicability of the learner’s in-
terest model [23]. Eliminate the relevant demo-
graphic feature dimensions and course resource
content attribute feature dimensions in each dataset;
these attribute dimensions include age, gender,
grade, level of_education, school, course_subject,
course_grade, course_knowledge, course_creator,
and course_school. Further experiments show that
the influence of learner feature vector on the rec-
ommendation accuracy of DBN-MCPR is shown in
Figure 6 [24].

5. Conclusion

The author proposes a DBN-MCPR model optimization
method based on deep belief classification under the
MOOC environment, which is mainly based on the ef-
ficient feature abstraction and feature extraction capa-
bilities of deep belief technology, fully excavates learners’
interests and preferences for course resources, and builds
a DBN-MCPR model to test the optimization effect of
course resource allocation. From the test results, it can be
seen that when the number of iterations reaches about 80,
the RMSE of DBN-MCPR trained with the training
dataset without learner feature vector is 77.94%, while
the RMSE of DBN-MCPR trained with the dataset with
learner feature vector is 77.01, the RMSE of DBN-MCPR
with full eigenvectors is 1.21% lower than that of DBN-
MCPR without learner eigenvectors; it is fully proved
that the learner feature vector has a great influence on the
prediction accuracy of DBN-MCPR. DBN-MCPR with
full eigenvectors tends to converge after about 40 iter-
ations, while DBN-MCPR without learner eigenvectors
converges after about 15 iterations; this result is in line
with the characteristics of the internal network structure
of the DBN, which effectively verifies that the model in
this study has a high optimization effect and further
proves that the technical model based on deep belief can
effectively meet the needs of the optimization of physical
education curriculum resource allocation.
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In order to better evaluate the quality of English pronunciation, this paper proposes a regression model design method based on
multiparameter evaluation of English pronunciation quality. This method takes college students’ English pronunciation as the
research object. Through the combination of various algorithms, a speech recognition model based on a machine learning neural
network is constructed with characteristic parameters as input, and a speech quality evaluation model based on multiple re-
gression is constructed with multiparameters such as intonation, speed, rhythm, and intonation as evaluation indicators. The
experimental results show that log posterior probability and GOP are good measures of pronunciation standard. When used
alone, a higher correlation with manual scores can be obtained, and the correlation of both exceeds 0.5. GOP has the best
performance, with a correlation of 0.549. The combination of these two pronunciation standard evaluation features can further
improve the evaluation performance, and the correlation degree reaches 0.574. Compared with the GOP algorithm with better
performance, the evaluation performance is improved by 4.6%. Conclusion. The model provides a scientific basis for oral English

speech recognition and objective evaluation of pronunciation quality.

1. Introduction

With the rapid development of computer science and
technology, computer English learning has become the
norm [1, 2]. In early 2007, the Ministry of Education clarified
the standard for computerized English language instruction.
Currently, most computer language learning tools focus on
memory, writing, and reading and are rarely used in oral
instruction. This is because computer speech is very difficult
to measure speech. However, in recent years, the use of
advanced technology in computer language learning has led
to more and more oral English learning, including the as-
sessment of time and sound adjustment by recording the
observer’s mouth [3]. This technique is helpful to correct
learners’ pronunciation errors. At the same time, this can
help learners, especially second language learners who do
not have an environment of speech and practice, to better
understand and improve their language. Nowadays, English
proficiency assessment has become a standard technology

for computer language learning [4]. In addition, a telephone
call test can be used to measure an English oral test, as it lacks
the independence of content, more objective and honest.
rather than a manual measurement, and can be very
effective.

In this context, the design of multiparameter regression
model for English pronunciation quality evaluation plays a
very important role. Through regression analysis of English
pronunciation quality, combined with multiparameter En-
glish pronunciation quality standards as a reference, stu-
dents’ English pronunciation quality can be greatly
improved.

2. Literature Review

Regression analysis is a mathematical method to deal with
the correlation between variables. Its main content is to
establish an approximate mathematical expression empirical
formula of the correlation between variables by using the
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least square method based on the observed test data; The
validity of the empirical formula is verified by the correlation
test; The established effective empirical formula is applied to
predict and control. The practice has proved that using the
regression analysis method in economic work is an effective
scientific method for better understanding the relationship
between economic phenomena, mastering economic laws,
and carrying out economic prediction and control [5, 6]. As
a global language, English has greatly facilitated the com-
munication of people all over the world. With the deepening
of China’s integration into the world, people pay more and
more attention to the oral English test and students’ oral
English ability. However, in the traditional English class-
room teaching in China, oral English has always been the
weakest link. Students’ time for oral English training is very
limited. Teachers cannot give targeted guidance according to
different students’ pronunciation, which leads to the poor
oral English level of Chinese students. Although most of the
students can achieve good results in the written examination
based on English vocabulary, grammar and writing, few
students can skillfully use English for practical and effective
oral communication [7].

The Chinese Academy of Sciences has adopted standards
such as accuracy and precision in the measurement of
English proficiency. Yi have added guidelines for good
telephone measurement and developed good telephone
measurement standards that make telephone calls better and
more efficient [8]. Ma et al, proposed a pronunciation
quality evaluation model independent of phonemes, and the
scoring effect is better than other methods [9]. Xh et al., use
the wheel as an event after a function in custom language.
The correlation coefficient between the automatic score and
the manual score was 0.795, and the rating performance
improved by 9% [10]. Wagner et al., developed an accurate
algorithm for measuring telephone quality based on the
ellipse design, which improved the accuracy and efficiency of
telephone quality measurement [11]. Wen and Fu have
proposed new procedures for assessing oral English and
using it in Tsinghua University’s English-speaking teaching
methods [12]. After testing, the sentence correlation between
pass and expert scoring is 0.66, which is better than other
scoring algorithms. Bang et al., comprehensively evaluated
the oral pronunciation quality of the testees by comparing
the speech speed, intonation, stress, intonation, and rhythm
of the pronunciation sentence to be tested with the standard
language in the corpus and achieved good results [13]. These
results provide strong support for the study of computer-
aided pronunciation quality assessment.

Based on the above-given research, this paper proposes a
method to develop a multiparameter regression model for
English pronunciation quality assessment. This method
takes English speech pronunciation of college students as the
research object, extracts Mel-frequency cepstral feature
parameters from the speech signal and uses the feature
parameters as input to build a machine learning neural
network-based speech recognition model. Based on multiple
regression, it is used as an evaluation criterion to create a
model for evaluating the quality of spoken English pro-
nunciation. According to the test results, combining the
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standard evaluation characteristics of these two pronunci-
ations further improves the evaluation performance, and the
correlation reaches 0.574. GOP algorithm and evaluation
performance improved by 4.6%. It aims to create a scientific
basis for the recognition of spoken English and the objective
assessment of pronunciation quality.

3. Research Methods

3.1. Principle of Regression Analysis. Regression analysis
methods can be divided into two types according to the
number of changes studied: single-variable regression
analysis, multivariate regression analysis, and linear re-
gression analysis and nonlinear regression analysis in the
form of empirical models. Most nonlinear regression tests
can be converted to horizontal tests, and the principle of
multiple regression tests is the same as a single test. In terms
of regression, this form is just a version of horizontal re-
gression. The empirical formula is defined by the smallest
square [14]. In the univariate linear regression analysis, we
study the relationship between two variables, one is the
common variable x, and the other is the random variable y.

For example, the relationship between the demand for
commodities and the number of residents is uncertain. In
order to make a purchase and supply plan for a certain
commodity throughout the year, the commercial depart-
ment needs to investigate the demand for such a commodity.
Suppose 20 residential areas are investigated, and the re-
lationship between the demand for commodities and the
number of residents is listed in Table 1.

How to infer the demand of the whole city and the
supply plan of each residential area based on these data? It
can be seen from Table 1 that the relationship between Y and
X is generally linear, but not completely determined [15]. If
there are three settlements with the same population of 600,
the demand for commodities is different. Therefore, after the
number of people is determined, the demand for goods can
not be completely determined. We can only roughly estimate
the demand or the range of the demand. That is to say, in
addition to the linear influence of X on y, there are other
factors on y, forming the randomness (i.e., uncertainty) of Y,
which is expressed by the mathematical formula as follows:

Y=a+bx+s¢ (1)

where ¢ is called a random term. The problem now is how to
use the survey data to eliminate the influence of random
factors and find out the linear relationship expression be-
tween Y and X. therefore, first draw 20 pairs of data as points
on the coordinate plane to get the following line graph, as
shown in Figure 1.

From Figure 1, this line is called the regression line of Y
to x, and the equation represented by the regression line
Y=a+ bx is called the regression equation of Y to x.

3.2. Mel Frequency Cepstrum Coefficient. The research on the
principle of human ear hearing shows that the sensitivity of
human ear to high and low frequency sound signals is
different, which is approximately logarithmic. Mel frequency
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TaBLE 1: Relationship between commodity demand and number of residents.

Settlement No ~ Number of residents =~ Commodity demand

Settlement No ~ Number of residents =~ Commodity demand

11 700 400
12 750 450
13 800 490
14 800 480
15 850 500
16 850 490
17 900 550
18 950 540
19 950 560
20 1000 610

1 100 50
2 200 120
3 300 160
4 300 190
5 400 240
6 500 290
7 550 330
8 600 350
9 600 360
10 600 380
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400
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FIGURe 1: Linear relationship between ordinary variables and
random variables.

cepstrum coeflicients (MFCC) is an acoustic feature that
makes full use of the auditory perception characteristics of
the human ear. By setting a group of triangular band-pass
filters that are nonuniformly distributed along the linear
frequency axis, the conversion from linear frequency to Mel
frequency is realized, and then the speech signal is processed
in the Mel frequency domain.

The conversion relationship from the actual linear fre-
quency f to Mel frequency m is

m= 2595(1 + f). (2)
700

Because MFCC features use Mel frequency, it can better
reflect the response of human auditory system than linear
frequency. The detailed process of extracting MFCC features
from preprocessed speech signals is shown in Figure 2.

Figure 2 shows that for each frame of speech signal after
preprocessing, the fast Fourier transform is first performed
to obtain the energy distribution on the spectrum. Then, the
spectrum is weighted and summed through a group of
triangular bandpass filters to convert the spectrum of each
frame of speech signal to Mel frequency domain. Then, take
the logarithm of Mel filter bank output. Since the filter banks
are overlapped, the output energy of each filter is correlated.
Then, discrete cosine transform (DCT) is performed on

these logarithmic energies to eliminate the correlation of the
output energy of the filter banks. After DCT transformation,
12 Mel cepstrum coeflicients and one energy feature can be
obtained for each frame of the speech signal, but these
parameters only reflect the static characteristics of the speech
signal [16]. In order to capture the dynamic characteristics of
speech signal at the same time, first-order difference and
second-order difference are made for these parameters in
turn. After the above processing, the 39 dimensional MFCC
feature vector can be extracted from each frame of the speech
signal.

3.3. Building a Search Network. After the construction of the
knowledge base is completed, in order to align the students’
reading pronunciation with the given reading text, a search
network should be built according to the information
provided by the knowledge base, as shown in Figure 3.

A three-layer search, the first layer is the conjunction
that connects the spoken words with some occurrences in
the trilingual structure, and the second layer is the phoneme
layer that describes the word sequence. Communication
words from the telephone dictionary. Phoneme sequences,
the third layer is the HMM state layer, which is an acoustic
statistical representation of phoneme sequences using the
HMM model.

3.4. Construction of Multiparameter Regression Model for
English Pronunciation Quality Evaluation

3.4.1. Voice Data Acquisition

(1) Training Data Set. In order to verify the effectiveness of
the speech recognition model in this study, the speech data
are downloaded from the libri speech ASR corpus. The
downloaded data set includes 8800 groups of English
phonetic data, which are composed of the pronunciation of
10 English words by 88 native speakers aged 10-40 and each
word repeated 10 times. The data set is mainly used to train
the speech recognition model.

(2) Test Data Set. According to the needs of College Students’
English audio-visual and oral teaching, this paper establishes
a database of test terms. The corpus text materials of this
study are derived from the original sound of four movies,
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FiGure 2: MFCC feature extraction flow chart.
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FIGURE 3: Three layer search network.

TABLE 2: Corpus information.

Corpus items

Corpus content

Recorder
Source of corpus
Recording mode

Preliminary evaluation
method

300 college students in a college
Select a segment from each of the four films kung fu panda, hua mulan, truman’s world and teddy bear. Under
each segment, select 5 representative lines as the reading text, a total of 20 sentences
Each student reads the assigned 20 sentences
In order to compare with the followup model evaluation, the designated teacher will first make a preliminary
evaluation of the sentence. According to the factors such as pronunciation intonation, rhythm, intonation and

speed, the comprehensive evaluation is carried out by using the national CET6 oral test grading standard

Total number of corpora

A total of 6000 wav format speech (16000 hz sampling rate, mono channel, 16 bit quantization), 6000

evaluation data

kung fu panda, Hua Mulan, Truman’s world and teddy bear
[17]. Some representative phonetic clips are selected as
reading materials. Students participating in the test can read
aloud and record the corresponding pronunciation. The
specific information of the test corpus is shown in Table 2.

3.4.2. English Speech Signal Preprocessing and Feature
Extraction. Before speech signal analysis and processing, in
order to eliminate the impact of environmental noise, clutter
and distortion on signal quality, it is necessary to preprocess
it, including pre-emphasis, windowing, endpoint detection,
noise filtering, and other operations. Speech signal pre-
processing and feature extraction are completed on mat-
1ab9.0 platform. MATLAB has corresponding data speech
toolbox and digital filter toolbox for the realization of the
above functions. Part of the theoretical analysis process is as
follows.

Note that, the speech signal is x(n), the output is tested,
and the digital speech signal is y(n) after the number. The

main purpose of the speech signal is to emphasize the
frequency of speech, eliminate the interference of the lip
language, and improve the accuracy of speech frequency
[18].

In order to strengthen the voice waveform and weaken
the rest of the waveform, the window function is used to
process the voice signal. At present, there are three com-
monly used window functions: hamming window, rectan-
gular window, and hanning window.

Speech exploration is the exploration of the beginning
and the end of conversation. There are two methods that are
most commonly used: multiple start-ups at the end of the
study end and two search-end points at the end. An algo-
rithm for end-to-end detection with two start-ups is usually
used to facilitate real-time removal. An algorithm for
detecting the end of the end with two starting points must
count the speech time: the energy of the short-term short-
term and the short-term zero-velocity interactions to cal-
culate check the end of the speech, which can overcome
many shortcomings looking forward.
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Decomposition of speech signals will eliminate infor-
mation that does not interfere with speech, and the analysis
and processing of speech signals. In this study, the Mel
frequency cepstrum coefficient (MFCC), based on listening
characteristics, was used to convert speech from the time
written to the cepstrum domain and determine speech. The
MFCC extraction procedure is shown in Figure 4.

The main extraction algorithms are fast Fourier trans-
form (FFT), Mel filter, logarithmic operation and discrete
cosine transform (DCT). MFCC feature parameters will be
used as input of speech recognition model.

The language signal pre-emphasis is realized by pro-
gramming the first-order fir high pass digital filter in the
MATLAB system digital filter toolbox. The Hamming
window is used to process the voice waveform. The Ham-
ming window is programmed by the window function
normalized DTFT amplitude function in the MATLAB
system voice toolbox. Voice endpoint detection is realized by
voice box function programming in MATLAB system voice
toolbox. The speech signal feature extraction process based
on Mel frequency cepstrum coefficient is realized by
MATLAB and speech toolbox.

3.4.3. Construction of Spoken English Speech Recognition
Model and Model Verification. Three machine learning
methods, support vector machine, BP neural network, and
deep neural network, are used to construct an oral English
speech recognition model. The MFCC feature parameters
are used as the input of the oral English speech recognition
model, and the four most commonly used pronunciation
quality evaluation indicators, such as intonation, speech
speed, rhythm, and intonation, are used as the output of the
model. The model is verified and the speech recognition
model with the best performance is selected.

(1) A Model of Spoken English Speech Recognition Based on
Support Vector Machine. Support vector machine (SVM) is a
supervised learning algorithm in machine learning. It can
learn the characteristics of different kinds of known samples
and then classify and predict the unknown samples
according to the learning results. In this study, SVM algo-
rithm is used to realize speech signal recognition and feature
parameter extraction. The kernel algorithm of SVM depends
on its kernel function. Kernel function determines the
transformation relationship from the inner product in the
original dimension to the inner product in the high di-
mension and directly determines the distribution of samples
in the high dimension space. The training data set is used to
train SVM, and the trained SVM is used to recognize and
verify the parameters of the test data set speech. Before the
training data, it is necessary to normalize the feature data to
be input into the training set and the test set and then use the
feature data in the training set to build SVM. Its parameter
settings are as described above and then use the generated
SVM prediction model to predict the test set, compare the
prediction results with the sentences in the test set, so as to

Voice Spectrum MEFCC
FFT
Signal

FIGURE 4: Extraction process of mel frequency cepstrum coefficient.

obtain English speech recognition information and record
the corresponding intonation, speed and other speech pa-
rameter information [19].

(2) A Model of Spoken English Speech Recognition Based on
BP Neural Network. BP neural network has good parallelism,
nonlinearity and fault tolerance and has excellent ability of
pattern recognition and classification. This study uses a
routing neural network consisting of three layers: the input
layer, the hidden layer, and the output layer. Commonly
used functions are logarithmic operations, logarithmic
S-type conversions, and hyperbolic tangent S-type functions.

The input of BP neural network is MFCC characteristic
value, the hidden layer adopts activation function, the
output is speech recognition information, and records the
speech speed, intonation, and other related information. In
this study, the BP neural network adopts S-type transfor-
mation function, the expected error is set as 0.001, and the
number of iterations is set as 200.

(3) Spoken English Speech Recognition Model Based on Res
Net Deep Neural Network. The deep residual neural network
res net model solves the problems that the traditional
convolutional neural network or fully connected network
may have more or less information loss and loss during
information transmission. Because of its excellent perfor-
mance, Res Net neural network is used in spoken English
speech signal recognition in this study. By training the res
net neural network model, the res net neural network model
which can recognize speech features is obtained, and then
the improved res net neural network model is trained with
the new cross feature image training set. The trained neural
network has formed a parameter matrix for a single feature
and improved the residual block to increase the robustness
of the model.

3.4.4. Multiparameter English Pronunciation Quality Eval-
uation Index and Model Construction

(1) Quantification of Oral English Pronunciation Quality
Indicators. In this study, the correlation coefficient between
MFCC feature parameters of standard sentences and MFCC
feature output from speech recognition model is used as the
quantitative index of intonation to judge whether the pro-
nunciation is clear and accurate. The evaluation of speaking
speed is quantified by the ratio of standard sentence length to
test sentence length. For rhythm evaluation, the pairwise
variability index (PVI) proposed by low of Nanyang
Technological University in Singapore was used to calculate
the rhythm correlation between standard sentences and
input sentences.



TaBLE 3: Characteristic performance of pronunciation standard
evaluation.

Evaluation characteristics Correlation degree

Logarithmic posterior probability 0.516
GOP 0.549
Pronunciation standard overall performance 0.574

(2) Construction of Regression Model for Multi Parameter
Evaluation of English Pronunciation Quality. A multipa-
rameter English oral quality analysis model is designed to
use multiregression statistical analysis to determine the
reliability of the above measurement parameters, as well as
bring into account for various parameter parameters such as
sound, speed, rhythm, and intonation and their heavy way.
Different patterns of different sentences of English speech
and pronunciation are considered to be English according to
the difference, and the music, fast, music, and music as a
difference. The standard English oral measurement model,
the coefficient of each measurement, and the values of the
model are used in the SPSS assessment analysis.

4. Results and Discussion

In this section, call recognition data effectively assesses
students reading English against the call pattern. After
testing the performance of the self-measurement function, a
support vector regression (SVR) algorithm is used to
combine the performance measurement to check the overall
performance of the model hu. The performance of the call
model measurement is shown in Table 3.

Table 3 shows that the log posterior probability and GOP
are good measures of call standardization. If they are used
alone, a high correlation with the manual score can be
obtained. The correlation between the two exceeds 0.5, and
GOP Evaluation has the best performance, with a correlation
of 0.549. By combining these two call standard estimation
features, the estimation performance is further improved
and the correlation reaches 0.574. Compared to the better
performing GOP algorithm, the estimation performance is
improved by 4.6%. This shows that the multi-parameter
regression model for English pronunciation quality assess-
ment has a stronger applicability and can improve the level
of spoken English pronunciation of college students [20].

5. Conclusion

This paper proposes several regression models to measure
the quality of English speech. Combining the return mea-
surement model and the English language proficiency
standard multiple measure, and the English language pro-
ficiency standard of the high school students, this model
creates a variety of different standards to measure good
English, so as to improve the college students” oral English
pronunciation level. The experimental results show that log
posterior probability and GOP are good measures of pro-
nunciation standard. When used alone, a higher correlation
with manual scores can be obtained, and the correlation of
both exceeds 0.5. GOP has the best performance, with a
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correlation of 0.549. The combination of the standard
measurement functions of these two contacts further im-
proves the performance measurement and the correlation
level up to 0.574. Performance rating was increased by 4.6%
compared to the performance of GOP algorithm. It shows
that the multiparameter regression model of English pro-
nunciation quality evaluation is more applicable and can
better improve college students’ oral English pronunciation.

Data Availability

The data used to support the findings of this study are
available from the author upon request.
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1. Introduction
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In order to solve the problem of large color matching errors exhibited in the previous color matching system, this study proposes a
special color automatic matching system for cultural and creative products based on virtual reality technology. In this study,
virtual reality technology (Technology) is applied to the proposed system design. Based on the three-tier architecture, the system
framework is designed. The architecture includes a data access layer, a business logic layer, and a presentation layer. The hardware
includes a spectrophotometer, a central processing unit, a storage device, and a virtual reality somatosensory interaction device,
and the four key devices are introduced in detail. The software part takes the BP neural network algorithm as the core, trains and
processes the three color values, constructs the automatic color matching model of cultural and creative products according to the
training results, and realizes the logical operation and analysis of the system software. The experimental results show that although
there is still a certain error between the color matching of the cultural and creative products output by the system and the actual
color matching of the test samples, the maximum absolute error of the matching is relatively small, both of which are less than
0.05, which proves the effectiveness of the research to a certain extent. The error between the 6 groups of actual matching samples
and the predicted matching samples is <1.5, which proves that the color difference is related to human vision, indicating that the
matched samples have no color difference and achieve the expected effect. Although there are some errors between the designed
system and the expected color matching, the error is small, so the color difference does not affect the visual presentation effect.

development of cultural and creative product design. Today,
with the rapid development of the digital age, product design

With the continuous improvement of industrialization and
the continuous improvement of people’s way of life, culture
and creative products have become an important part of the
culture. The innovative cultural value, retention value, and
information transmission value of cultural and creative
products have become the core of cultural and creative
products. With the advent of the digital age, cultural, and
creative products, the carriers of digital technical symbols
have emerged, which have the dual characteristics of the
integration of technical symbols and digital art. Digital
cultural and creative products with technical symbols can
not only increase the content and form of cultural and
creative products but also conform to the law of the

with digital technology symbols cannot be avoided by the
design industry. The digital age has included a series of
information technologies, such as networks and new media
virtual simulations. The application of its main technical
symbols has brought the possibility of innovation from
multiple perspectives. In the future of cultural and creative
product design, the integration of digital technology is not
only an innovative design but also more likely to become the
mainstream form and new media of creative product design
in the digital era. Such cultural and creative products are
more satisfied with the needs of market users and are also
conducive to breakthroughs in the design of cultural and
creative products [1, 2]. Exploring the design and research of
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cultural and creative products in the digital era can better
reflect the value and significance of the combination of the
digital era and traditional design in the current society and
will contribute to the new development of cultural and
creative product design and R&D.

2. Literature Review

Mallika Jecan studied virtual reality technology as purely
professional computer technology [3]. Trivedi et al. men-
tioned virtual reality technology. At the fifth annual meeting
of the computer application society of the Chinese Society of
Civil Engineering, virtual reality was proposed as one of the
three emerging cutting-edge technologies in the world at
that time. So far, the Chinese academic circles have paid
attention to virtual reality technology [4]. Li and Hou
comprehensively introduced the concept, characteristics,
short development history, three-dimensional interactive
tools, and interactive technology based on the natural skills
of virtual reality technology [5]. Liu and Pan started from the
technical level, mainly studied the relationship between
virtual reality technology and animation art, and paid at-
tention to the changes brought by virtual reality to the
animation experience [6]. Gao et al. analyzed the perfor-
mance technology of virtual reality and thus elaborated the
significance of studying virtual reality for vision, hearing,
force/touch, and smell/taste [7]. Li et al. regard virtual reality
as a core relationship between humans and images and
analyze the interaction and symbiosis between humans and
images from a macro perspective [8]. Taking “immersion”
and “illusion” as clues, this study traces back the historical
space of virtual reality fantasy to the frescoes in a mistery
villa and discusses the relationship between virtual art and
the viewer’s perception and consciousness. Akdere et al.
introduced the development process of AR and VR projects,
the process of the unity3d software industry, and the ap-
plication skills of unity3d software interface and nodes so
that readers can understand how to use unity3d to develop
products [9].

Although many color combinations have been devel-
oped, there are no color combinations for commercial and
creative products. As a result, there will be some variations of
the appropriate colors, there will be significant differences
between the product and the ideas and strategies, and the
special rules will disappear. Based on this, this material has
developed an expert process for automatic color mixing of
cultures and creative products to meet the design and
implementation requirements of equipment, use virtual
(technology) in design, and design consists of four phases:
design, hardware design, software development, and system
testing.

3. Research Methods

The key to creating a culture and a creative product is how to
engage with the culture of the product. It is important to use
color to achieve the above goals. Vision is the most sensitive
to color. Different colors combine to give a different feel and
meaning to the product. Use porcelain as an example: blue
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and white porcelain is white and blue, and white represents
purity; the green symbolizes spring and energy in Han
culture and is good. White glazed porcelain is mainly
monochromatic white, and there are many types of white.
The higher the whiteness, the stronger the meaning of
sweetness and purity. Therefore, once there is a problem
with the matching white and the soul of white glazed
porcelain will be lost. Different colors can create different
visual effects together, and once they are wrongly matched,
there will be nondescript phenomena. Therefore, to design
good cultural and creative products, virtual reality tech-
nology is applied to color matching to help designers “ex-
perience” the effect of color matching and adjust the design
scheme in time so that the design of cultural and creative
products can achieve the expected goal.

3.1. System Framework Design. The automatic color
matching system framework of cultural and creative
products based on virtual reality technology is designed with
reference to the b/s three-tier framework mode, including a
data access layer, business logic layer, and presentation layer
[10].

3.1.1. Data Access Layer. Be responsible for directly oper-
ating the database and adding, deleting, modifying, and
searching for data resources. The access layer in this system
mainly stores many cultural and creative product samples,
color matching schemes, and various operation program
codes.

3.1.2. Business Logic Layer. The operation on specific
problems, which can also be said to be an operation on the
data layer, is the core layer of the entire system [11]. In the
system, it is mainly composed of integrated circuit chips,
which are responsible for the color matching operations.

3.1.3. Presentation Layer. Generally speaking, it is the in-
terface presented to the user, which is responsible for the
successful display of color matching to the user. In the past,
the display results of color matching systems were mostly
two-dimensional images, lacking an intuitive three-
dimensional sense. In the designed system, the display re-
sults are mainly displayed through VR technology, which is
more intuitive.

3.2. System Hardware Design. The main hardware used in
the color automatic matching systems of cultural and cre-
ative products based on virtual reality technology includes a
spectrophotometer, a central processing unit, a storage
device, and a virtual reality somatosensory interaction de-
vice. The following is a specific analysis.

3.2.1. Spectrophotometer. The function of the spectropho-
tometer is to measure the color composition of samples,
which is the key to color matching and adjustment. The
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spectrophotometer in this system is a CS-580. The equip-
ment features are as follows:

(1) Color display, true color 2.8 inches, and resolution
320 %480

(2) ®8/4 mm two kinds of measuring calibers are suit-
able for measuring in various scenes

(3) The interface can use the power adapter for direct
charging operation

(4) Soft rubber buttons are measured at the back of the
fuselage, which conforms to the ergonomic design

(5) The storage capacity of the instrument is 100 stan-
dard samples and 20000 samples; it is automatically
saved during measurement and records can be
cleared

3.2.2. Central Processing Unit. The central processing unit is
responsible for the overall control and all operations of the
system and is the core part of the system [12]. In this system,
an STM32 F429/F439 microcontroller based on ARM ®
Cortex’ ™M 4 is selected as the central processor.

3.2.3. Virtual Reality Somatosensory Interaction Device.
Virtual reality somatosensory interaction devices are the key
to the effectiveness of automatic color matching when users
read cultural and creative products. The device is mainly
composed of a helmet-mounted display and data sensing
gloves. The role of an HMD is to provide users with three-
dimensional scenes in virtual reality. The HMD selected in
the system is a 3 GLASSESS 2 display. We use a Plug and Play
display that does not require drivers and realize voice in-
teraction function through Cortana. The main function of
data sensing gloves is to accurately and real time transmit the
posture of the human hand to the virtual environment so
that users can naturally interact with the establishment of
three-dimensional images through gestures, such as opening
applications with simple gestures, selecting and adjusting the
size of targets, and dragging and dropping holograms, which
greatly enhance the interactivity and immersion [13]. The
data sensing gloves in this system are Cyberglovell data
gloves. The device can measure up to 22 joint angles with
high accuracy. It adopts advanced anti-bending induction
technology, which can accurately convert the movements of
hands and fingers into digital real time joint angle data.

3.2.4. Storage Devices. The main function of the storage
device is to store programs and various types of data. Since a
large amount of sample data must ensure the accuracy of
color matching, it is insufficient to rely only on the memory
capacity of the central processor of the system. A storage
expansion device is also required in the system [14]. The
storage expansion device in the system is BBA-364.

3.3. System Software Program Design. The overall process
flow of the software of the automatic color matching system
for cultural and creative products based on virtual reality
technology is shown in Figure 1.

In the entire system color matching process, the key
algorithm is the application of the BP neural network al-
gorithm. For this system, the input value of RGB is three
color values of a sample color, and the output value is the
proportion of various colors of cultural and creative
products, that is, the color scheme [15, 16]. The basic
process of creating automatic color schemes of cultures or
products based on the BP neural network algorithm is as
follows:

Step 1 (prepare the samples): many supporting data
models require training BP neural network models.
Therefore, the first step in the development of auto-
matic color schemes for cultural or creative products
based on the BP neural network algorithm is to develop
a model library. The content of the library model
should be selected according to the cultural objectives
and the creative material.

Step 2 (sample data collection): RGB color character-
istic values are collected by a spectrophotometer.

Step 3: standardize RGB color characteristic values. The
RGB color characteristic values collected by a spec-
trophotometer cannot be directly input into a neural
network and need to be standardized. The method used
is the Premnmx function in MATLAB.

Step 4 (neural network model construction [17]): the
problem to be solved by the designed system is the
prediction of the color ratio of cultural and creative
products.

Creating a neural network is initially divided into two
phases: training and experimentation. The sample data are
usually divided into two categories, with the most common
being used as training models and the smaller ones as test
samples. Training: the training sample set is input into the
BP neural network model. After the hidden layer transfer
function processing, it reaches the output layer. Finally,
through the output layer transfer function operation, the
color matching scheme of cultural and creative products is
obtained [18]. At this time, it is necessary to judge whether
the difference between the actual cultural and creative
product color matching schemes and the expected cultural
and creative product color matching schemes is less than the
preset threshold. If the difference is less than the initial one,
complete the training of the BP neural network model. If the
value difference is greater than the pre-order value, the price
difference should be used as the difference between the input
value and the weight of each layer to be changed. Constantly,
until the weight measurement affects the color contrast of
the urine, a concept of culture and creative products to meet
demand.

Experiments: test samples were incorporated into a set of
BP neural network training models and color models for
culture and product development.

The input quantity of BP neural network input layer is
shown in the following formula:

o;.“ =x(j), j=1234 (1)
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FIGURE 1: Basic process of system color matching.

The input and output quantities of the BP neural net-
work hidden layer are, respectively, shown in formulas (2)
and (3):

net” (k) = ) w0 (k), (2)
=0

0 (k) = f[net® ()],

where w? is the weighting coefficient from the input
layer to tile hidden layer of the BP neural network, and
the input layer, hidden layer, and output layers corre-
spond to the above marks (1)-(3), respectively, and M is
the number of neuron inputs. A hyperbolic tangent
function is adopted as the excitation function for hidden
layer neurons:

i=1,2,...,5, (3)

x e—X

f(x) = (4)

e+e

The input and output quantities of BP neural network
output layer are, respectively, shown in formulas (5) and (6):

net” (k) = iw;f)of” (k), (5)
i=0
o” (k) = g(net/” (k). (6)
It is obtained from the following formula:
o (K) =K
oV (K) = K, 7)
o (K) =

where “’1 ) is the weighting coefficient from the hidden layer
to the output layer and g(x) is the activation function of
neurons in the output layer:

9(x) = 1 + tanh (x)

(8)

The performance index function is as

1
E(k):i[r(k+l)—y(k+1)]2. 9)
In order to speed up the convergence, an inertia term is
added to make the search converge to the global minimum
quickly. The formula of the neural network weight coeffi-
cient is modified according to the gradient descent method
as

OE (k
W e, (o)

li

Awg) (k+1) =

where 7 is the learning rate and « is the momentum factor.
(11) can be obtained from (7):

([ ou(k)
———=e(k)—e(k-1),
200 () e(k)—e(k-1)
ou (k)
I ——=ce(k),
207 () e(k) (11)
ou (k)
km=e(k)—26(k—l)+e(k—2).

Thus, the output layer weight calculation formula (12) of
the BP neural network can be obtained:

oy(k+1
Awl(i3) (k+1)=ne(k+ l)sgn(}(;(u(k))>
du (k) 3) @ 12
Por g[ net™ (k)]0 (k) (12)
+ adok,  j=1,2,3,4i=1,2,3
4. Result Analysis

4.1. System Test and Analysis. In order to test the automatic
color matching performance of the system, silk fabric is
taken as an object for color matching research, and the color
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TaBLE 1: System test environment.

Name

Parameters

Development language

Web application service
Database

Modeling tools

Image processing tools

Virtual reality software

Simulation software

VRML, HTML, C++
Visual Studio 2005
Microsoft SQL Server 2000
Microsoft Office Visio 2003
Adobe Photoshop 6.0
Pano2VR
Matlab 2.0

TABLE 2: Sample data set (part).

. Sample RGB value
Sample serial number

Color scale

R G B Brown White Red
1-1 150 140 135 5 5 2
1-2 151 77 135 5 5 2
1-3 152 77 138 5 5 2
1-4 149 76 134 5 5 2
1-5 144 77 129 5 5 2
2-1 153 75 140 1 1 5
2-2 135 86 117 1 1 5
2-3 136 85 119 1 1 5
2-4 136 84 118 1 1 5
2-5 135 85 116 4 4 2
3-1 134 86 116 6 6 2
3-2 130 100 109 6 6 2
3-3 127 101 107 6 6 2
3-4 128 96 108 6 6 2
3-5 127 96 107 6 6 2
4-1 128 98 108 3 3 4
4-2 116 82 94 3 3 4
4-3 115 81 93 3 3 4
4-4 113 81 91 3 3 4
4-5 112 81 920 3 3 4

difference in color matching is taken as the inspection
standard.

4.1.1. System Test Environment. The system test environ-
ment is shown in Table 1.

4.1.2. Test Samples. In this study, 150 types of silk fabrics are
selected as objects to build a sample library.

RGB color characteristic values are collected by a
spectrophotometer to obtain 150 groups of original sample
data sets, which are standardized to obtain training sample
sets and inspection sample sets [19]. Among them, 80% of
the data is used as the training sample set, and the remaining
20% is used as the test sample set, as shown in Table 2.

4.1.3. Neural Network Parameter Setting. Neural network
parameter settings are shown in Table 3.

TaBLE 3: Parameter setting table of BP neural network.

Parameters Value
Network layers 3
Number of nodes in each layer 3
Transfer function tansig
Output transfer function purelin
Learning rule function traingdx
Training error 0.07
Maximum steps of training 2000

4.1.4. System Color Matching Results. The benefits of au-
tomatic color schemes for comparison of materials and
design based on neural network algorithms are shown in
Table 4 (the last 6 groups are selected for explanation).

It can be seen from Table 4 that although there is still a
certain error between the color matching of cultural and
creative product output by the system and the actual color
matching of test samples, the maximum absolute error of
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TABLE 4: System color matching results (part).

. Actual proportioning
Sample serial number

Network output ratio

Maximum absolute error of proportioning

Brown White Red Brown White Red
31 5 3 2 5.262 2.767 1.764 0.0458
32 4 4 2 4.192 3.501 1.919 0.0196
33 3 5 2 2.530 5.535 2.175 0.0372
34 3 4 3 3.157 3.772 3.071 0.0238
35 3 3 4 3.244 2.813 3.873 0.0304
36 4 3 3 4,141 2.845 3.053 0.0155

TaBLE 5: Average values of R, G, and B of actual matching samples and predicted matching samples.

Sample serial number

Actual proportioning

Network output ratio

R G B R G B
31 87 76 68 85 75 69
32 95 84 77 93 83 75
33 111 98 92 108 95 90
34 96 81 76 97 80 76
35 92 73 69 87 72 67
36 91 76 69 89 71 66
1.4
1.2 -
1.0666 10951 1.05916
g 10+ 1o 0.9515
g 0.8562
5 08 -
=
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I Chromatic aberration

FIGURE 2: Color difference of R, G, and B mean values of actual matching samples and predicted matching samples.

matching is relatively small, both less than 0.05, which
proves the effectiveness of the study to a certain extent.

4.1.5. Color Difference Statistical Results. The above research
results are not intuitive enough and have little practical ref-
erence significance. Therefore, in order to further test the color
matching effect of the system, the color difference is used as an
indicator for further testing [20, 21]. Color difference detection
is used to analyze the color difference after extracting the image
color characteristic value. The color difference test results are
shown in Table 5 and Figure 2.

It can be seen from Table 5 and Figure 2 that the errors
between the 6 groups of actual matching samples and the
predicted matching samples R, G, and B are AE < 1.5, which
proves that the color difference is related to human vision,
indicating that the matched samples have no color difference
and achieve the expected effect [22, 23].

5. Conclusion

To sum up, the emergence of cultural and creative products
has promoted and inherited many traditional cultures.
Culture and creative products have been transformed and
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In order to solve the problems of inconsistent accounting and untimely accounting information, this paper proposes a research
method of intelligent optimization of financial sharing path based on big data of accounting. This paper analyzes the current
working situation of the financial sharing service center of large- and medium-sized enterprises and expounds the reasons for the
blockchain. The author embeds the blockchain technology in the financial sharing service center, with a view to optimizing the
design of the current FSSC’s functions in terms of the scope of daily business work, the effectiveness of accounting information
processing, and the utilization of financial analysis decisions, and finally analyzes the corporate effect of applying the financial
sharing architecture based on blockchain technology. The results show that compared with the financial sharing score under the
traditional mode, the financial sharing score under the blockchain technology is higher, and the former is 69.675 points, and the
latter is 80.6340 points. From this, we can conclude that financial sharing under blockchain technology has significant advantages.
This framework realizes the effective allocation of enterprise information resources through finance to achieve real industry

finance integration.

1. Introduction

With the development of economic globalization and in-
formation technology, mergers and acquisitions between
enterprises are becoming more and more frequent, and the
problems of financial cost separation, low efficiency, and
poor information quality caused by the expansion of en-
terprises are becoming more and more obvious. In recent
decades, large enterprise groups have grown rapidly. They
have established branches and subsidiaries all over the
world. The expansion of their scale has increased the
pressure of financial management. The repeated financial
institutions of branches and subsidiaries have increased the
cost of financial management, increased the difficulty of the
group’s management and control, and their independent
financial management rights have led to an increase in the
risks of the group’s operation and financial management,
and shareholders’ equity may be damaged [1]. Therefore,
large enterprise groups urgently need to find a way out to
solve the financial management crisis caused by the above

problems. Financial management activities produce a large
amount of data information for enterprises, and its pro-
cessing efficiency and security restrict the development of
large enterprise groups. The financial sharing mode in the
1980s focused on the centralized operation of accounting
processing business by establishing a new business unit.
Instead of focusing on the tedious basic business processing,
enterprise financial managers focused on the core business
of the enterprise so as to integrate the internal financial
resources of the enterprise, improve the service quality, and
enhance customers’ satisfaction with financial information
[2]. In the new era, with the help of cloud computing
technology, the financial sharing mode has greatly improved
the data storage capacity and computing capacity in the
financial sharing service in the era of big data, and the data
security has also been guaranteed, which has provided great
help for the integration of financial resources, the reen-
gineering of financial management process, and the im-
provement of financial business processing efficiency of
enterprise groups.
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On the basis of this research, this paper proposes a
research on the intelligent optimization of financial sharing
path based on accounting big data. Combined with the
current status analysis of the construction of the financial
shared service center, it studies how the blockchain tech-
nology can realize the further optimization and design of the
financial shared service center and finally analyzes the
benefits of a company after applying the financial shared
model architecture. It improves the automatic processing of
enterprise accounting information and accelerates the use of
financial data to make decisions on production, operation,
and management of the entire enterprise.

This paper studies and analyzes the financial sharing
service platform by using the relevant literature research
method, analytic hierarchy process, case analysis method,
combined with its operating conditions. Based on the above
analysis results, it further concludes the advantages of
blockchain technology in the financial sharing platform.
First, the concept and characteristics of blockchain tech-
nology and financial sharing are sorted out, laying a good
theoretical foundation for the next step of research. Sec-
ondly, it describes the development status of blockchain
technology and financial sharing at home and abroad, an-
alyzes the operation status of its financial sharing service
platform, and points out the shortcomings. Finally, the paper
analyzes the benefit of the financial sharing mode under the
blockchain technology and proposes the implementation
guarantee strategy of the financial sharing platform under
the blockchain technology.

This paper studies and analyzes the financial sharing
service platform by using the relevant literature research
method, analytic hierarchy process, case analysis method,
combined with its operating conditions. Based on the above
analysis results, it further concludes the advantages of
blockchain technology in the financial sharing platform. First,
the concept and characteristics of blockchain technology and
financial sharing are sorted out, laying a good theoretical
foundation for the next step of research. Secondly, it describes
the development status of blockchain technology and fi-
nancial sharing at home and abroad, analyzes the operation
status of its financial sharing service platform, and points out
the shortcomings. Finally, the paper analyzes the benefit of
the financial sharing mode under the blockchain technology
and proposes the implementation guarantee strategy of the
financial sharing platform under the blockchain technology.

2. Literature Review

Mashatan and others believed that shared services belong to
an internal activity of an enterprise, which includes a variety
of functions, including finance, and marketing. Analyzing
relevant activities according to ACCA’s professional stan-
dards, we can find that some financial activities can be
managed through iterative background processes, including
accounts receivable and accounts payable [3]. Vikaliana and
others analyzed the process of big data audit in the process of
analyzing shared services, analyzed the flow direction and
preprocessing process of data, and found out the key points
that play a theoretical supporting role. These keys enable the
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financial sharing model to develop rapidly and effectively
[4]. Surjandy and others took Huawei as the object of service
when analyzing financial shared services and analyzed the
performance of the company from three aspects, all of which
will affect the performance of the company. The research
results show that the performance of enterprises will be
affected by the financial shared service center [5].

Jagadhesan and others believed that the financial shared
service model needs to be supported by big data and the
Internet. Although the financial process is the most basic
content, creating value for the enterprise is the ultimate goal
[6]. The financial sharing service model will make the work
efficiency of large group companies higher. This model is an
innovation of thinking and will be widely used in the future.
Hameed and others listed all aspects involved in information
system, including credit system, performance management
system, and logistics support system. After completing the
enterprise financial sharing service, the information system
will standardize and professionalize all the contents and
make better services at the same time [7].

Bhardwaj and others have studied the security perfor-
mance of cloud computing technology. In the process of
research, they hoped to make a set of very secure audit
protocols. This audit protocol can block privacy fraud. If this
work can be successfully completed, it will be a very perfect
project, which combines storage and computing security
smoothly [8]. Yu and others reviewed the current status of
cost management in the financial shared service center of
Group A and elaborated on the current problems of inability
to automatically collect cross-system data, untimely cost
accounting, and unreasonable cost analysis and reporting
models that are too fixed. Based on robotic process auto-
mation (RPA), the cost management process is optimized
and improved in terms of cross-system data collection,
“cloud procurement platform” construction, and multidi-
mensional comprehensive cost analysis. It is expected to
provide a reference for the application of robotic process
automation in financial shared service centers [9]. Dong
started with the infrastructure of the blockchain, established
the infrastructure model and specific optimization path of
the financial sharing model, and finally designed the internal
and external “double-chain” structure of the financial
sharing model based on blockchain technology, hoping to
become a financial sharing model. The current development
dilemma is looking for a new way out [10]. A multiobjective
optimization problem (MOP) usually has more than two
objective functions, resulting in an optimal solution based
on the Pareto front. Traditional optimization algorithms can
no longer meet the needs of industrial applications when
dealing with multiobjective optimization problems. With
the good performance of evolutionary algorithms in solving
complex problems, its application field has also expanded to
multiobjective optimization problems. Nie analyzed the
Pareto optimal solution and evaluation system of multi-
objective optimization problems. The particle swarm opti-
mization (PSO), one of the evolutionary algorithms based on
swarm intelligence, is briefly introduced. The combination
of particle swarm optimization algorithm and multiobjective
optimization is studied [11].
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Based on the description of blockchain technology and
the analysis of the current situation of the construction of
financial sharing service center, this paper studies how
blockchain technology can further optimize and design the
financial sharing service center and finally analyzes the
benefits of a company after applying the financial sharing
mode architecture.

3. Research Methods

3.1. Construction Status of the Financial Shared Service Center.
In the new era of industry finance integration, service is to
use accounting information to provide help for the opera-
tion and decision-making of enterprises. Through the fi-
nancial sharing service center, enterprises hope to centralize
the business information of their branches in various regions
to the financial sharing service center so as to carry out
unified accounting and data analysis and achieve business
data sharing, cost standard accounting, and standardized
profit processing. Finally, the effect of saving enterprise fi-
nancial costs, guiding enterprise budget management,
judging possible risks and prompting is achieved. Its op-
eration mode is shown in Figure 1. At present, the services
provided by the financial sharing service center can basically
realize the functions of synchronizing business information,
unified accounting, and timely result feedback of enterprise
groups. However, it is still far from the functions of data
analysis, business management, and simplified process in the
establishment of FSSC objectives.

3.1.1. FSSC Automatic Business Processing Degree.
Financial sharing service is based on the development of data
and information technology, and its construction requires a
high automation foundation. The higher the level of in-
formation automation, the larger the business scope of FSSC
processing. At present, although ERP information tech-
nology has been fully implemented in enterprises and in-
stitutions and the module management of various business
information data has been specific to all aspects of financial
work, the automation level in financial management is still in
the basic stage. As shown in Figure 2, at present, the most
widely used automation system in most enterprises is ac-
counts receivable, accounting for 64.19%. Next came the
general ledger and a/P, accounting for 28.57% and 23.81%,
respectively. This shows that at present, most of the FSSC
accounting information has a low degree of automation
mainly because it can complete the automatic entry of funds.
Then there are general ledger, payables, expenses, taxation,
etc.

3.1.2. FSSC Accounting Information Utilization. The focus of
enterprise financial management is to integrate the frag-
mented accounting information and turn the data into ef-
fective information based on the whole value chain through
special analysis procedures [12, 13]. The ultimate goal of
establishing FSSC is to achieve the integration of industry
and finance through financial standardization, standardi-
zation, and systematic operation and to realize that finance

provides data support and analysis services for enterprise
management decisions. However, as shown in Figure 3, the
accounting information utilization rate of enterprises that
have established FSSC is not high, and the average number of
enterprises that can apply data information to budget
analysis and financial prediction, cost profit analysis, per-
formance analysis, etc. is not more than 39%. This shows that
FSSC has not done enough in information support for
enterprise management decisions, especially in customer
payment behavior and customer credit risk assessment re-
lated to capital risk control.

4. Result Analysis

4.1. Design of Blockchain Technology for the Optimization of
Financial Shared Service Mode

4.1.1. Optimization Design of Blockchain Technology on
FSSC’s Daily Business Scope. At present, most of FSSC’s
daily work depends on the image scanning and uploading of
original vouchers (documents) directly by the financial
department of the branch company, such as the documents
of daily expenses (reimbursement), and FSSC staff can
quickly make financial accounting and pay reimbursement
expenses. However, for the work involving many depart-
ments and a wide range of businesses, such as the supplier
information management data, the procurement depart-
ment needs to cooperate to complete the image scanning and
uploading of the supplier’s name, taxpayer identification
number, scale, product type, region, and other data. In
contrast, the finance department is specialized in this work,
and the main job of the procurement department is to carry
out procurement tasks, which is cumbersome and heavy
workload for them [14].

(1) Optimization Suggestions. Embed blockchain into the
whole process of business activities. Using blockchain
technology, each network port of the whole enterprise is
added to the group’s internal information receiving and
sending network. As long as the branch company has a
transaction, it can calculate and transmit data information
according to the block mode. As long as it is on the same
blockchain, it can be immediately recognized and recorded,
and the next time a transaction occurs, continue to record it
on the chain one by one [15, 16]. Blockchain will not increase
the workload but can solve the problems of large amount of
data and cumbersome data, and it is difficult to upload to
FSSC completely.

(2) The Key Point of Optimization. It is distributed ac-
counting of blockchain. Under blockchain technology, the
transmission of information is to link individual block re-
cording the information to a chain connected end to end
through the user’s encrypted signature and professional
verification and become a part of the next piece of infor-
mation. In this chain, any individual block is an independent
and complete information, and each information can be
traced back to the previous block [17]. Accounting standards
require that the accounting information of the economic
business records of enterprises must be kept complete under
the condition of ensuring the reliability of accounting
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FIGURE 2: Application of the financial shared service center au-
tomation system.

information. Under the distributed bookkeeping behavior of
blockchain technology, any participant and user of ac-
counting information can obtain all the information of their
designated blocks and nest it into the next step, which solves
the problem of accounting information being arbitrarily
omitted from the technical level.

(3) Optimization Measures. It uses the “chain” to realize
the instant and complete transmission of information. The
occurrence of each business activity of the enterprise, on the
one hand, uploads the FSSC in time according to the internal
and external vouchers, and on the other hand, transmits one
link by one broadcast in the block until all information is
transmitted to the FSSC completely and correctly. Taking the
sales business as an example, any sales business of an en-
terprise is stamped and broadcasted to the intranet ports of
the enterprise (these ports exist in the financial and supply
and marketing departments of the enterprise (group) and its
subsidiaries (branches) all over the country, and the data are
in a completely transparent perspective) from the beginning
of accepting the purchase application and confirming the
purchase and sales agreement. With the occurrence of

Accounting information analysis

FIGURE 3: Analysis and utilization of accounting information of the
financial sharing service center.

collection, delivery, and other businesses, multiple blocks
covered by multiple time stamps form a “chain” of dis-
tributed bookkeeping. Therefore, all information of sales
business can be recorded into FSSC in a timely manner.
Because the ports of each department of the enterprise are in
the blockchain, the purchase and sales contracts and the
delivery orders of purchased and sold goods are confirmed
to FSSC through the circulation of the corresponding de-
partments. In this way, the content of FSSC processing
business is not limited to the expense reimbursement and
general ledger processing of the financial department but can
be extended to all aspects of supplier (customer) information
management, generation cost management, and so on so
that the financial information in the industry finance in-
tegration is consistent with the business information.

4.1.2. Optimization Design of Blockchain Technology for FSSC
Automatic Processing Business. At present, the automation
level of FSSC processing business is still in the basic stage of
current accounts with only a/R and a/P accounts and the
automatic processing of expenses, especially the carry
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forward of period expenses, and other information auto-
mation applications are less [18]. The reason may be that the
accounting subjects under the jurisdiction of costs and
expenses need secondary judgment, such as whether the
wages of workshop directors should be included in man-
agement expenses, manufacturing expenses, or production
costs.

(1) Optimization Suggestions. Use smart contracts to
improve the automation of accounting information pro-
cessing. The smart contract of blockchain is embedded into
the accounting information processing system of FSSC.
When the images of branches are transmitted to the FSSC
Information Center, as long as the information triggers the
smart contract, the instructions will be issued to the ac-
counting subjects if the conditions are met. The accounting
information system will automatically generate vouchers to
complete the accounting of accounts receivable, general
ledger, a/P, and even costs and expenses. Only manual
auxiliary approval is required.

(2) Key Point—Smart Contract of Blockchain. The decen-
tralized nature of blockchain technology eliminates the
mistrust of both sides of the transaction in the transmission
of accounting information so that the information is
completely recorded in both sides of the transaction. Each
user port has a copy of the ledger, so there is no need to
emphasize that the content of accounting information
quality in blockchain is true and complete. Smart contracts
are event driven, stateful, and run on a replicated and shared
ledger. Traditional contracts require equivalent text con-
firmation by both parties before signing, while smart con-
tracts are not only defined by code but also enforced. It is
completely automatic and cannot be interfered with. When
the preprepared account definition and concept conditions
are triggered, the smart contract can directly implement the
corresponding contract terms and basically realize the forced
automatic matching of accounts.

(3) Optimization Measures- Automatic matching occurs
through smart contracts. After the transaction occurs, FSSC
can directly realize the automatic matching of business and
accounts through smart contracts and strengthen the
foundation of automatic accounting. When a business
meeting the management expense dimension occurs, the
accounting information system finds the keyword according
to the definition of the management expense, automatically
matches it into the management expense account through
the smart contract, and then enters it into the related detailed
account according to the keyword attribution. Then,
according to the relationship between the collection and
payment and the nature of the account, the accounting
information is automatically accounted, so that the business
occurrence in the financial integration is financial
accounting.

4.1.3. Blockchain Technology Optimizes the Design of FSSC’s
Analysis and Prediction Using Accounting Information.
After the establishment of FSSC, enterprises also have a low
utilization rate of analysis of accounting information, which

is mainly caused by two reasons: first, the timely and effective
accounting information and second, the objective integrity
of accounting information. Whether it is financial budget
and prediction, cost profit analysis, or performance analysis,
or even the customer’s credit rating, payment behavior, and
credit risk assessment, FSSC needs to obtain all the infor-
mation of all links involved in the process of enterprise
capital movement in time, so as to make comparison, as-
sessment, and prediction.

(1) Optimization Suggestions. Blockchain extends into
FSSC’s large database for real-time sharing. Financial
sharing not only enables the sharing of accounting infor-
mation but also includes all information that occurs in the
enterprise [19]. The main support for enterprises to use large
databases to complete risk management and control and
investment and financing decisions is that large databases
can provide early or multistage data comparison, which can
be analyzed and studied in combination with the current
economic environment. To extend the blockchain tech-
nology into the large database of FSSC processed infor-
mation, we must first solve the trust problem of data
information and then make the information of production
department, procurement department, and sales department
enter the large database at the same time through timely
automatic transmission and then use the large database to
synchronously complete the comparison, analysis, and
evaluation of production, sales, procurement, and even
suppliers.

(2) Key Point: Decentralization and Timing of Blockchain.
The decentralization of blockchain enables the point-to-
point transmission of data information, which theoretically
does not exist to be forged. It also uses the chain structure
marked with time stamps to store data and gives a speed
evaluation to each record and calculator on the network
side [20]. Therefore, transaction data can be truthfully and
timely recorded on the blockchain. Through the real-time
timestamp of blockchain, every transaction business can be
broadcasted and transmitted in time, which greatly im-
proves the work efficiency and utilization of information
users.

(3) Optimization Measures. Synchronize real big data
analysis with “blocks.” When an enterprise’s economic
business occurs, after the blockchain technology is used as
the underlying support and extended into the large database,
any transaction related data can be sent to FSSC in real time
and also accurately, and cost resources will be virtually
shared under the network of the enterprise architecture.
From the original indifferent attitude of “obeying the ar-
rangement” and “having nothing to do with me” to the
resources and constraints of costs, the branches have
changed to the group center and other branches, under the
analysis of big data, and quickly obtain the most matching
practical information resources, and identify, screen, and
utilize them in combination with their own characteristics,
so as to realize the optimal allocation of capital costs and
time costs of various resources under big data. Similarly, this
real-time data through blockchain technology in the big
database can also allow managers to integrate and judge
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TABLE 1: Pairwise discriminant matrix.
Customer Group finance Enterprise organization process Other factors
Customer 1 2 2 3
Group finance 1/2 1 2 2
Enterprise organization process 1/2 1/2 1 2
Other factors 1/3 1/2 1/2 1

enterprise resources in a timely manner through changes at
any time and even track the operation of ongoing investment
projects in the big database to make analysis and prediction,
so as to achieve the highest part of industrial and financial
integration-guiding business activities with financial infor-
mation and supporting financial activities with business
information.

4.2. Benefit Analysis of a Company’s Financial Sharing Mode
Framework under Blockchain Technology. In the process of
analyzing the financial sharing mode of a company, this
paper uses AHP and puts forward four dimensions, namely,
information sharing dimension, group financial system
dimension, enterprise organization process dimension, and
other factor dimension, and each dimension has its corre-
sponding weight. Compare the four dimensions of the two
models, then score each dimension, and finally multiply the
score and weight to obtain the final conclusion.

Under the analytic hierarchy process, the allocation of
performance evaluation indicators is completed under the
principle of rationality of weight distribution, and a sci-
entific evaluation system structure is formed. The fol-
lowing table is the overall level weight and judgment
matrix. All enterprises’ operations are inseparable from
the support of customers. Therefore, the customer di-
mension ranks first in the four dimensions of the standard
level, and the group financial dimension and the enter-
prise organization process dimension rank second, and
finally, other factor dimensions. The ultimate purpose of
business execution is to obtain economic benefits, and the
application of blockchain technology to its financial
sharing platform is mainly to optimize its internal pro-
cesses and reduce internal costs of the enterprise. All these
are for customer service, so the customer dimension is the
most important. The control of enterprise organization
process and group finance are also to adjust from within
the group to provide customers with better services. Since
ancient times, customer resources have been regarded as
the core and foundation of enterprise operation. Based on
the above analysis and discussion, we have formulated the
Mengniu Dairy index evaluation system to achieve long-
term strategic planning.

According to the index system, we sincerely invite a
number of scholars in professional fields to score the im-
portance of the index, summarize it according to the scoring
results, and then obtain the pairwise discrimination matrix,
as shown in Table 1.

Calculate the maximum eigenvalue of the judgment
matrix S and get A, = 4.0710. The consistency index is
calculated as

TaBLE 2: Weight distribution.

Index layer Weight
Customer 0.4182
Group finance 0.2707
Enterprise organization process 0.1906
Other factors 0.1205

CI = Amax —-n
n-1
40710 -4 (1)
S 4-1
= 0.0237.

Average random consistency index RI =0.89. The
random consistency ratio is
_CI
RI

~0.0237
~0.89

CR

(2)

=0.0266 < 0.10.

Therefore, the consistency of the results of analytic hi-
erarchy process indicates satisfaction, which means that the
distribution of weight coeflicients is reasonable. The weight
of the index is calculated, as shown in Table 2.

Calculate the maximum characteristic root of the
judgment matrix s to get A, = 3.0055 to calculate the
consistency index and get

CI = /\max —n
n-1
30055 -3 (3)

3-1
= 0.0028.

Mean random concordance indicator RI = 0.52. Random
consistency ratio is
_CI
" RI

~0.0028
T 0.52

CR

(4)

=0.0053<0.10.
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TaBLE 3: Expert scoring results.
Scoring of the financial sharing Scoring of the
Index layer Weight Index layer Weight mode in the context of traditional
blockchain financial sharing mode
Customer 0.4182 Customer growth rate 0.4434 93 80
0.4182 Financial service satisfaction 0.3874 89 73
Group finance 0.2707 Financial sharing cost 0.6608 94 82
P 0.2707 Labor cost 0.2081 92 72
Enterprise organization 0.1906 Busm.ess‘ process 0.5954 92 82
rocess optimization
P 0.1906 Business error rate 0.2764 83 73
0.1205 Staft efficiency 0.4126 85 75
Other factors 0.1205 Customer satisfaction 0.3275 82 79
0.1205 Enterprise training fee 0.2599 90 73
Final score 80.6340 69.675

Invite several experts to score, using the hundred mark
system scoring method, and invite experts to score the in-
dicators of the financial sharing mode and the financial
sharing mode based on blockchain under the traditional
mode, so as to obtain the comprehensive weight. The scoring
adopts the five grade system, with 100 ~ 90 points as the first
grade, 89 ~ 80 points as the second grade, 79 ~ 70 points as
the third grade, 69 ~ 60 points as the fourth grade, and below
60 points as the fifth grade. The mean value is obtained based
on the sum of the data. Based on the mean value of each
grade, the percentile conversion is implemented, and the
highest and lowest values of expert scores are removed. Then
the mean value is calculated and taken as an integer. Finally,
we obtain Table 3.

According to the data in Table 3, for the company, the
score of financial sharing mode under blockchain tech-
nology is higher than that under the traditional mode, and
the former is 69.675 points, while the latter is 80.6340 points.
From this, we can conclude that financial sharing under
blockchain technology has significant advantages [21].

5. Conclusion

This paper analyzes the basic situation of the current de-
velopment of financial sharing services in China and the
West and finds that financial sharing services have a good
development trend but lacks stamina. Then this paper op-
timizes the design of blockchain technology. With the
continuous in-depth research and development of block-
chain technology, it can provide more and more help for
financial sharing services. In the context of the vigorous
development of financial sharing services, the embedding of
blockchain technology can solve the problems of enterprises
abandoning existing systems and high hardware replace-
ment costs in the process of establishing financial sharing
centers, optimize the security, integrity, asymmetry, slow-
ness, and other problems in the exchange and replacement
of financial data, improve the degree of automatic processing
of enterprise accounting information, and accelerate the
pace of using financial data to make production and op-
eration management decisions for the whole enterprise. The
further application of blockchain technology in the financial
sharing service center also requires the joint efforts of

financial personnel and computer personnel to further re-
alize the business financial integration of enterprises.

In the era of continuous development and progress of
information technology, the enterprise financial sharing
platform should adapt to the changes of the times and take a
high-quality development road of high informatization,
automation, and intelligence. Applying blockchain tech-
nology to the enterprise financial sharing platform can
precisely avoid the defects of the current financial sharing
platform, improve the standardization and accuracy of the
sharing platform, and respond to the needs of accounting in
the new era in terms of scale and timeliness. Blockchain
technology has broad market prospects. Today, with the
rapid development of information technology, major en-
terprises should seize the opportunity of development and
use blockchain technology to overcome the difficulties of
shared services due to changes in the environment. This will
enable the financial sharing platform to adapt to the pace of
the new era, stand firm, and develop rapidly in the torrent of
the times.
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Based on spatial data dynamic analysis technology, the characteristics of urban rail transit passenger flow are analyzed. This study
analyzes the passenger flow characteristics of urban rail transit from the perspective of operation and planning by using the
dynamic analysis technology of spatial data, combined with social and economic development. Based on the analysis of research
data from the study of passenger traffic and passenger traffic data measurement, the characteristics of passenger traffic from urban
railways are derived from the time distribution, spatial distribution, and transfer of passengers waiting on the platform. The final
length of line 3 is 39.7 m, the passenger volume is 102, with 11 people/day, the passenger flow density is 1.8/2.3, and the high
section in peak hours is 2.4/3.2. By considering the various influencing factors, efforts should be made to develop urban rail transit
projects to promote the growth of social and economic benefits.

1. Introduction

Urban transportation is one of the most important infra-
structure services to maintain the importance of the city and
the life of the city [1]. The development of multilevel, three-
dimensional, and smart modern transportation will be the
goal of urban planning and development. The development
of a good transport system with various modes suitable for
large, medium, and small passenger transport will be an
important measure to achieve the abovementioned goals.
Road expansion alone cannot solve the problem of im-
proving traffic in the city. Modern cities need modern
transportation that adapts to modern life, create trans-
portation patterns that are coordinated with urban devel-
opment, and combine the goals of long-term planning with
new regulations and developments. We must make a net-
work of roads that are convenient for traffic in the city,
gradually improve public transportation services, organi-
cally participate in transportation planning, expand the
conditions of the use of space, and pay attention to the
construction. Public transport will be the basis of rail
transport, and metro transport models and trains with large

and medium passengers will be more active. With the rapid
development of urban construction, many large cities in
China are planning to build large- and medium-volume
subway or light rail transit projects. More than 20 big cities
have continuously invested a lot of human and material
resources to carry out the preliminary work and feasibility
study of rail transit project construction to varying degrees,
but there are still some problems in project selection, system
scale, and construction standards. With the development of
the economy, more and more cities plan to build rail transit
[2, 3]. Therefore, it is necessary to put forward some guiding
construction guidelines and policies, so that macrocontrol
can be more scientific and the construction units and
consulting and design departments in all regions can es-
tablish a relatively unified understanding of the development
goals and requirements of urban rail transit so as to avoid the
adverse consequences of the wrong guidance of construction
standards while stressing the necessity of construction. So,
how do you create the conditions for urban rail planning?
And how do you get the benefits? Whether it can support the
development of the land along the successful line of the plan
is a major problem that needs to be solved now.
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2. Passenger Flow Analysis during Urban Rail
Transit Operation Stage

During the operation of the railway, real-time monitoring of
changes in passenger traffic, quality control, and awareness
of the changes in passenger rights are the basis for the in-
tegration of transportation in the railway [4]. The flow of
passengers changes in time and place, which is a reflection of
the economy of the city and the characteristics of the railway
itself. The basis of passenger identification is to analyze the
physical and spatial distribution of passenger traffic.

2.1. Passenger Flow Survey

2.1.1. Flow Is Dynamic. Through the analysis of passenger
traffic research data on urban rail traffic, the law of changes
in passenger traffic in time and space can be understood [5].
At the same time, the analysis of the operating passenger
flow characteristics of the existing lines can also provide
reference data for the subsequent implementation of the line
or the planned road network of other cities, so as to provide a
reference for many aspects such as the control of the line
network scale, the adoption and layout of infrastructure
projects and equipment, and transportation organization.
The types of passenger flow surveys are as follows.

2.1.2. General Education of Passengers. Airline passenger
research is a comprehensive study of passenger traffic on all
lines, often involving a sample of passenger surveys.
Researching passenger vehicles, in general, is time-con-
suming and intensive and requires many researchers.
However, through the collation and statistical analysis of the
survey data, we can have a comprehensive and clear un-
derstanding of the current situation and the law of passenger
flow. A comprehensive passenger flow survey includes an
onboard survey and a station survey. The onboard survey is
to investigate all passengers getting on and off the train
during the whole day operation at the door, and the station
survey is to investigate all passengers getting on and oft the
train during the whole day operation at the station ticket
check-in [6]. The latter is often used in the comprehensive
passenger flow survey of the rail transit system. Generally,
the survey should be carried out for two or three consecutive
days. During the whole day of operation, the location and
ticket type of all passengers at all stations along the line
should be investigated.

2.1.3. Sample Survey of Passengers. A sampling survey uses
samples to approximately replace the population, which is
conducive to reducing the human, material, and time
consumption of passenger flow survey [7]. The sampling
survey of passengers’ situations is usually carried out with a
questionnaire, and the survey content mainly includes two
aspects: the composition of passengers and the riding sit-
uation. The investigation of passenger composition is gen-
erally carried out at the station. The survey content includes
age, gender, occupation, residence, and travel purpose. The
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survey time can be selected in the operation period with
relatively stable passenger flow. The investigation of pas-
sengers’ riding conditions can be classified according to
needs or carried out at a specific time and place. In addition
to age, gender, and occupation, the survey content can also
include family address, family income, average daily bus
times, boarding station and getting off station, the way and
time to reach the station, and the way and time to reach the
destination after getting off the train.

2.1.4. Section Passenger Flow Survey. Section passenger flow
survey is a regular sampling survey of passenger flow, and
one or two sections can be selected for the survey. Generally,
the maximum passenger flow section is investigated, and the
investigators use the direct observation method to investi-
gate the number of passengers in the vehicle [8, 9].

2.1.5. Holiday Passenger Flow Survey. Holiday passenger
flow survey is a special passenger flow survey, focusing on
the passenger flow during the Spring Festival, New Year’s
day, national day, weekend holidays, and several folk fes-
tivals. The contents of the survey include the vacation ar-
rangements of institutions, schools, enterprises, and other
units, the development of urban tourism and entertainment
industry, and the changes in the lifestyle of urban residents,
which are generally obtained through questionnaires.

2.1.6. Sudden Passenger Flow Survey. The sudden passenger
flow survey is mainly a special passenger flow survey con-
ducted for stations with rapid passenger flow distribution,
such as cinemas and stadiums. This survey mainly involves
the correlation between the scale of cinemas and stadiums
and the passenger flow impact degree and duration of nearby
rail transit stations.

2.2. Passenger Flow Time Distribution

2.2.1. Hourly Passenger Flow Distribution in a Day.
Hourly passenger flow is used to determine the capacity of
urban rail transit entrances and exits, channels, and other
equipment, and it is the basis for calculating the full-day
driving plan and vehicle allocation plan [10]. The hourly
passenger flow changes with the rhythm of urban life and
fluctuates in a day. The passenger flow at night is scarce,
increases gradually before and after dawn, and reaches its
peak at the time of going to work and school. Later, the
passenger flow decreases gradually, and there is a second
peak at the time of going to work or school, and the pas-
senger flow at night decreases gradually. The transportation
capacity of rail transit, the route direction, the characteristics
of the transportation corridor, and the land use nature of the
station are the main factors affecting the distribution of
passenger flow in rail transit. Considering the different types
of railways with different transport capacities, the following
five types of passenger traffic time distribution can be
achieved.
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(1) Unidirectional Peak Mode. When the railway is located
where the train track is tidal, or when the area around the
station is single, the distribution of passengers at the station
is concentrated, and it has the highest alighting and alighting
levels in the morning and evening, as shown in Figure 1.

(2) Bidirectional Peak Mode. If the station is located in a
general service area, the passenger traffic is similar to other
modes of transportation. As shown in Figure 2, there are two
pairs of combinations in the morning and evening.

(3) Full Peak Type. When the rail transit line is located in
a highly developed transportation corridor on the land, or
the station is located in an area where public buildings and
utilities are highly concentrated, then there is no obvious
trough in the passenger flow distribution and the two-way
boarding and alighting passenger flow is large throughout
the day, as shown in Figure 3.

(4) Peak Type. The station is located near large public
facilities such as stadiums, cinemas, and theatres. At the end
of performances or sports competitions, there is a sudden
rush hour for a short duration. After a period of time, some
other stations may have a sudden drop-oft peak, as shown in
Figure 4.

(5) No Peak Mode. When the railway capacity is low or
the station is located in an underdeveloped area, the flow of
people is not clearly visible and the two-way passenger flow
is low throughout the day, as shown in Figure 5.

For different types of hourly passenger traffic distribu-
tion, a one-way distribution of interline passenger traffic
inequality can be used to determine the total passenger flow
for the day. The formula is as follows:

_XL PUH
o

ol (1)

max

As al tends to zero, the uncertainty of passenger flow in
the one-way intermediate segment increases [11, 12]. When
al is small, that is, when the number of passengers in the
maximum one-way split time is not equal, a small marshal
and a large car arrangement can be used to understand the
reasons for transportation organization and marketing; that
is, more trains are operated during the peak passenger flow
period to meet the passenger transport demand, while in the
low passenger flow period, the number of trains is reduced to
improve the average load factor of vehicles.

2.2.2. The Distribution Law of Passenger Flow throughout the
Week. Since people work and rest in a weekly cycle, the
regularity of this activity must be reflected in the changes of
daily passenger flow in a week. On the rail transit lines with
commuting passenger flow, the passenger flow on weekends
will be reduced, as shown in Figure 6 [13]. On the rail transit
lines connecting commercial outlets and tourist attractions,
the passenger flow on weekends tends to increase. In ad-
dition, the morning peak hour passenger flow on Mondays
and after holidays and the evening peak hour passenger flow
on Fridays and before holidays will be larger than that on
other weekdays according to the uneven distribution and
regular changes of the whole day passenger flow in a week.
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FIGURE 1: One-way peak hour passenger flow distribution.
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FIGURE 2: Two-way peak hour passenger flow distribution.

2.2.3. Imbalance of Seasonal or Short-Term Passenger Flow.
In a year, there is still a seasonal change in passenger flow.
For other reasons, the passenger flow in June is usually the
lowest throughout the year. The increase in population will
increase the passenger flow of rail transit lines when major
events are held or the weather changes suddenly [14].

2.3. Spatial Distribution of Passenger Flow. Each line of the
urban railway has a different passenger flow and distribution
because of its different urban passenger traffic and different
land uses along the line [15, 16]. The passenger traffic
characteristics of each line can be analyzed from the pas-
senger traffic data during operation.

In the railway line, because of the direction of the
passenger traffic, the passenger traffic in the up and down
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FIGURE 4: Peak hour passenger flow distribution.

directions is usually not equal. On the radial train lines, the
disparity between the passenger flow in the upstream and
downstream in the morning and in the evening is partic-
ularly obvious. The inequality between the upstream and
downstream of the railway line can be used to explain the
passenger balance between the upstream and downstream of
the railway line, and the calculation model is as follows:

( Psuperior + Pdown)

max max

(2)

@ = Psuperior Pdown}'

max{ max > 7 max

The more a, tends to zero, the greater the imbalance of
passenger flow in the largest section in the upstream and
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No-peak hourly passenger flow distribution
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FIGURE 6: Distribution law of passenger flow throughout the day.

downstream directions will be [17]. When a, is small, that is,
when the maximum section passenger flow in the upstream and
downstream directions is unbalanced, it is difficult to allocate
transport capacity economically and reasonably on the straight
line, but measures to arrange different transport capacity on the
inner and outer ring lines can be taken on the ring line.

The passenger characteristics of each section are based
on the railway lines. Due to the difference in the develop-
ment of the section that the line passes through, the dif-
ference in the distribution point of the passenger flow, and
the difference in the number covered, it is important that
passengers run on different lines at each station. Each line
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segment is not equal [18, 19]. The number of passengers
traveling in one direction on each section of the railway can
be calculated using the following formula:

Y5 PIK

s b (3)

max

As a3 approaches zero, the asymmetry of the maximum
passenger traffic on one side of the line increases [20]. When
a3 is small, i.e., when there are not enough passengers on one
line of the main line, measures can be taken to add trains to
sections with large passengers. But it will be difficult to add
train sections during peak hours and the addition of train
sections will meet new operational and station layout needs.
It is not uncommon for the number of passengers at each
station of the rail transit line to be uneven or to even vary
widely. On many lines, the total boarding and landing
volume of stations along the whole line is handled at a few
stations. In addition, the formation of new residential areas
and the operation of new rail transit lines will also cause
great changes in the number of passengers at stations and
aggravate new imbalances.

2.4. Distribution of Passengers Waiting on the Platform. Itisa
periodic dynamic change process from passengers entering
the platform to boarding and from passengers getting off the
train to leaving the platform. Due to the different functions
and passenger distribution status in different periods, the
process can be divided into the following three passenger
distribution status ports.

In the first state, passengers waiting for the train are
evenly distributed before the train arrives at the station.
Generally, passengers gradually enter the boarding and
landing area of the platform, and the distribution of pas-
sengers gradually changes from sparse to dense [21]. As the
train did not arrive, passengers had a certain time before
taking the bus to find a suitable carriage position or to avoid
the crowded situation. In this way, some passengers will
move in a small range, which makes the distribution of
passengers on the platform tend to be uniform. In this case,
the passengers waiting on the platform can be approximately
considered as evenly distributed.

The second stage is the assembly state before boarding.
When the train pulls in and stops, passengers crowd to both
sides of each door to assemble, get out of the door, and wait
for the other passengers on the train to get off. The distri-
bution of passengers on both sides of the door is similar to
the two sectors.

In the third state, when passengers arrive at the station to
get off and pass, the door width can meet the requirements of
two people getting off at the same time. In the actual ob-
servation, the passengers getting off are not finished, and the
passengers getting on have already got on at the same time.

3. Passenger Flow Analysis in Urban Rail Transit
Planning Stage

3.1. Passenger Flow Forecast. Passenger transport by high-
speed rail mainly includes passenger transport, transfer

passenger transport, and spurred passenger transport.
Passenger transport refers to the increase in the passenger
flow at train stations and lines, and passenger flow refers to
the change in passenger flow because medium- and long-
distance passengers often use underground buses and bi-
cycles for rapid transportation. Railways offer the advantages
of speed, punctuality, safety, and comfort [22, 23]: with the
construction of high-speed railways, the level of service has
improved, creating the conditions for cross-regional travel
and allowing for a nonstop increase in the number of
passengers. Movement of residents: urban riders are highly
dependent on urban land use and traffic management. At the
same time, according to the rapid and large volume of urban
passenger transportation, the railway has changed the access
along the railway, which will have some influence on urban
planning; for example, it will accelerate the process of ur-
banization, improving the development of suburbs and land
along the railway, thereby affecting the production and
distribution of passenger trains. The urban passenger
transport structure and the flow direction of urban pas-
senger flow are comprehensively determined by the average
travel distance of residents, the service level of trans-
portation facilities, the economic affordability, and values of
travelers, as well as the macrocontrol policies adopted by the
city. The passenger flow undertaken by rail transit also in-
volves the coordination relationship with other trans-
portation modes in the city. Therefore, the generation,
distribution, mode, and route selection of urban passenger
flow is not a one-way mechanism, but a dynamic balance
mechanism of mutual feedback. Therefore, the formation of
rail passenger flow is based on the urban spatial layout,
transportation development strategy, the characteristics of
varjous urban passenger transport modes, and the coordi-
nation between them, as well as the economic ability of
travelers.

Urban rail transit passenger flow forecasting methods
can be generally divided into two types: the centralized
model and the noncentralized model. The characteristics of
the two types of forecasting methods are discussed in the
following. The typical representative of the aggregate model
is the four-stage traffic prediction model, which is com-
monly referred to as the “four-stage method.” The basic
theory of this model is sufficient, which can not only reflect
the relationship between residents’ travel and urban land use
data but can also provide feedback on the impact of the
interaction of different transportation modes on passenger
flow distribution. Based on traffic districts, the four-stage
model analyzes the current situation and future traffic
conditions of cities according to the four stages of travel
generation prediction, distribution prediction, mode divi-
sion, and traffic allocation. Although in recent decades, the
research on the four-stage model has been deepening and
there has been a method of combining two or more stages for
prediction. However, the idea of grasping the travel char-
acteristics of urban residents from a macroperspective and
then predicting and analyzing them in stages is still the same.
According to the different positions in the four-stage model,
it can be roughly divided into four types of models. A
nonaggregate model is called a driving model, which directs



workers to work according to the structure, meaning where
the person goes, where to go, the means of transportation to
be used, and the way to choose and do things. Statistics is
based on trips, modes of transport, and distribution of
transport to obtain a model of all transport needs. This
model theoretically uses the achievements of modern psy-
chology and introduces the concept of utility. It is based on
the theory of maximizing utility. It focuses on traveler be-
havior. Compared with traditional models, the non-
aggregated model has advantages such as good behavior,
good intermodel relationships, less sample analysis required
for model evaluation, and better temporal and regional
variability of the model.

The aggregate model is a kind of traditional traffic de-
mand analysis method based on the aggregate behavior
model. Its prediction process includes four stages: trip
generation, trip distribution, mode division, and traffic al-
location. The nonaggregate model takes the individual
traveler rather than the traffic community as the research
object and takes the random utility theory and the travel
utility maximization theory as the research basis. The two
methods are different in terms of analysis unit, model pa-
rameter calibration method, the scope of application, policy
performance ability, etc. At the same time, there are dif-
ferences in the use efficiency of data and the possibility of
importing independent variables, as shown in Table 1 [24].

3.2. Analysis of Prediction Results. The following are the
temporal and spatial distribution characteristics of passenger
flow: the time distribution of the whole day passenger
volume [25]. The main indicator of passenger transport
period distribution is the passenger volume period coeffi-
cient, whose value is the ratio of passenger volume in each
period to the whole day passenger volume, and the maxi-
mum value is the peak hour coefficient. Generally, 7:00-10:
00 and 16:00-1900 are peak hours, and the rest are peak
hours. The balance of demand affects the utilization of fa-
cilities and equipment and the interval distribution of
passenger flow along the whole line. The interval distribution
of passenger flow throughout the line determines the train
operation organization and operation plan, as shown in
Figure 7.

In the process of urban rail transit planning, design, and
management, we are very concerned about the relevant
passenger flow during peak hours, so it is very necessary to
study the travel structure during peak hours. During peak
hours, three modes of transportation are mainly used for
work travel, bicycle, bus, and car, with a low proportion of
walking, and the three modes which are mainly used for
school travel are walking, bicycle, and bus. The purpose of
travel is that the two travel groups of going to work and
school are concentrated in peak hours. In contrast, in peak
hours, conventional public transport and rail transit have
similar operating characteristics. Their transport capacity
quickly reaches saturation or supersaturation with the ar-
rival of peak hours, and the comfort in the carriage gradually
deteriorates and then gradually improves with the passing of
peak hours. However, there is a big difference in the
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attractiveness of rail transit and conventional public
transport to travelers. During peak hours, the roads are
unobstructed, and the conventional bus is more attractive
because of its high convenience and cheaper fares than rail
transit. However, with the arrival of peak hours, the roads
are gradually crowded, the speed of conventional buses
decreases, and the reliability is difficult to guarantee. At this
time, the attraction of conventional buses to travelers de-
creases rapidly. Rail transit also becomes very crowded, and
its attraction decreases. However, due to its fast and high
reliability, its attraction to travelers will stabilize at a certain
level after the decline.

3.3. Passenger Flow Sensitivity Analysis. An urban rail transit
network is an orderly and gradual improvement process,
which will inevitably produce the passenger flow impact of
the subsequent built sections on the completed sections and
the subsequent built lines on the existing operating lines. The
influence of subsequent lines on the built lines is mainly
realized through the transfer station and passenger flow
coverage area. Here, another influencing factor is the op-
eration mode. If the lines in the whole network operate in the
same line mode, their mutual influence relationship will be
greatly different from the independent operation of each
line. In order to simplify the analysis process, only the in-
dependent operation of each line is discussed here.

Foreign rail transit operation experience shows that
most of the users of rail transit are low-income people.
Survey data show that more than 90% of the rapid rail
transit passengers are former bus passengers, and it is
difficult to attract a large number of car and taxi pas-
sengers. Therefore, China’s rapid rail transit system will
mainly attract middle-income bus passengers and pas-
sengers who previously used bicycle transportation. The
price of train tickets is most important to passengers as
middle-income and low-income people are concerned
about the cost of daily commuting.

The level of utilization of urban railways is twofold: One
is the good internal services of urban railways, such as
departure times, car service, and waiting areas. The second is
the external location of the city’s rail transit business, which
affects the system’s relative services, such as integration with
regular buses and bus service levels. Services in the city’s rail
transit system are usually run on departures. An increase in
departure times will result in longer waiting times for
passengers, more passengers on the train at each stop, and
more congestion in the carriages, which will directly reduce
the level of service. Due to the characteristics and economics
of the city railway, it was determined that it can only be used
as the main pillar of public transport and that the scope of
the network is limited. The passengers have to change doors
or walk to the train station, which is inconvenient to go from
door to door. Therefore, it is necessary to have a coordinated
connection system to play a good role. If the service of
conventional public transport reaches a high level, pas-
sengers will inevitably choose a more convenient trans-
portation mode when making travel choices and rail transit
will lose its advantages.
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TaBLE 1: Comparison between the nonaggregate model and the aggregate model.
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FIGURE 7: Schematic diagram of section distribution of the passenger flow section.

Social activities have a significant impact on passenger
flow in the transportation policy. Transportation policy can
determine the supply level of transportation macroscopi-
cally, thus restricting people’s travel choices. For example,
the government issued policies to restrict the use of cars and
control the number of cars, which can change the urban
traffic structure to a certain extent. We can change people’s
willingness to travel and then can change people’s travel
habits through slogans and initiatives. For example, putting
forward the concept of sustainable development, saving
energy and protecting the environment, calling on urban
residents to travel by public transportation, and minimizing
the travel of individual motor vehicles can also change the
travel structure of urban transportation to a certain extent,
and this can ultimately affect the passenger flow of rail
transit.

On the one hand, the economic level of the city should be
able to support the construction cost of rail transit; on the
other hand, it also has a direct impact on the scale of
passenger flow. Due to the huge construction cost of rail
transit, its ticket price is generally higher than that of a
conventional bus, so the affordability of passengers to ticket
price is the key factor to determine the passenger flow.

3.4. Reliability Analysis of Prediction Results. There are many
factors that affect the reliability of the prediction results, and
corresponding improvements can be made to the problems

mentioned above, such as continuously improving the city’s
traffic planning model and optimizing model parameters,
This study starts with the prediction process and the form of
prediction results and makes a preliminary exploration on
improving the reliability of prediction results.

Table 2 shows the passenger flow forecast results of an
urban rail transit. From the data listed in the table, we can
find that each forecast value is very accurate, reaching two
decimal places. Compared with the problem analysis in the
previous section, the prediction results are often far from the
actual operation results. Is it necessary and possible to make
very accurate data results on such uncertain data? In
mathematical statistics, confidence degree and confidence
interval are common. If the results of rail transit passenger
flow prediction can be made into a form similar to the
confidence degree and confidence interval in mathematical
statistics, its reliability will be much better than the current
single value. The whole prediction process is shown in
Figure 8.

The key to the reliability of control data lies in the control
of prediction data input and the prediction model method. It
is generally believed that the probability distribution of
expert opinions conforms to or is close to the normal dis-
tribution, which is the main basis for data processing. In
quantity processing, the median and upper and lower
quarter point methods are often used to process the answers
of experts and calculate the expected value and interval of
prediction. After expert evaluation of the data, we can get the
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TaBLE 2: Forecast results of rail transit passenger flow.
Line Length Passenger volume Passenger flow density The high section in peak hours
Line 1 28.1 132 4.4 3.8
Line 2 43.7 150 3.1 3.6
Line 3 39.7 112 2.3 3.2
) %3
Data input Prediction model Predicted results
Deviation [a, b] Distortion coefficient k Deviation [ka, kb]
Figure 8: Simplified flow of passenger flow forecast.
TaBLE 3: Final prediction results.
Line Length Passenger volume Passenger flow density The high section in peak hours
Line 1 28.1 112, 146 3.8, 4.2 2.8, 3.8
Line 2 43.7 130, 151 2.7, 31 2.7, 3.6
Line 3 39.7 102, 121 1.8, 2.3 2.4, 3.2

data input deviation and the distortion coefficient of the
prediction model, and then we can obtain the final pre-
diction results, as shown in Table 3.

4. Conclusion

Railways have expanded their services, and the quality of
service has improved. During the 13th Five-Year Plan pe-
riod, railway lines (sections) such as Line 8 (Phases III and
IV), West Line 6, and Daxing Airport Line have been put
into operation, and further work is up to 172.9km. The
number of suburban railway lines has increased to 4, and the
inner city run has reached 364.7 kilometers. By the end of the
13th five-year plan, the total mileage of transport (including
suburban railways) had reached 1091.7 kilometers. The rail
transit operation organization continues to be optimized.
The departure interval of 10 lines is less than 2 minutes, and
the reliability of train service is nearly 7 times higher than
that at the end of the 12th Five-Year Plan period, realizing
the full coverage of the city’s rail “one-yard pass” and mobile
payment. We should strive to optimize public transport
services and must continuously improve the service level.
The Third Ring Road, Beijing Tibet expressway, Beijing
Hong Kong Macao expressway, Cheng Fu Lu road, and
other bus lanes have been completed, and the bus lanes have
been gradually connected into a network, with a total
mileage of 1005 Lane kilometers. The “master plan of Beijing
ground bus network” was issued, and the ground bus lines
were continuously optimized. 135 diversified bus lines, in-
cluding customized shuttle lines, tourist buses, high-speed
rail express (Beijing South Railway Station), and hospital

special lines, were newly opened, with a total of 455, which
greatly met the diversified travel needs of citizens. The
significant improvement of ground bus service level effec-
tively helps citizens’ travel convenience.
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Garden landscape not only provides people with places of rest and entertainment, but also protects the natural environment and
maintained ecological balance. Although the traditional garden architectural style could retain the classical landscape style, the
modern garden facilities and conditions had been greatly improved, and people’s expectations for the construction level of garden
landscape continued to improve. Therefore, the effect of traditional landscape design could no longer meet the requirements of
social development. This article proposed an interactive genetic algorithm-based landscape space environment optimization
design method, in order to provide a certain theoretical reference for landscape design. Firstly, by analyzing the relationship
between landscape and buildings, the change in people’s demand for landscape space environment and the relevant characteristics
of landscape, this article expounded on the basic principles and methods that landscape design should follow and gave the
problems existing in landscape design. Secondly, the interactive genetic algorithm and its innovative design theory were
summarized, and the optimization design method of garden landscape space environment based on interactive genetic algorithm
was proposed. Finally, the evaluation index system of landscape spatial environment was constructed, and experimental analysis
was carried out with a landscape design as a case. The results showed that compared with the traditional landscape design
methods, the design scheme proposed in this article could achieve better evaluation results. The optimization design method of
landscape space environment proposed in this article could provide some technical support and theoretical reference for

landscape architecture and design.

1. Introduction

With the continuous development of the economy and
society, people have higher and higher requirements for
production, living, and working environment. As an im-
portant part of human settlements and social environment,
the development of landscape environment has been widely
concerned [1]. Influenced by the development and changes
of the times, the current landscape design mainly includes
modern landscape planning and traditional landscape
planning. Different from traditional landscape design
methods, modern landscape design methods and concepts
have undergone great changes, for example, in landscape
environment design, including landscape architecture,
landscape space, landscape culture, and ecology. Although
there are many categories of modern landscape architecture,

and the design objectives are also different, due to the in-
creasingly rational human concept and social development,
the design concept of landscape architecture mainly follows
the principles of saving and environmental protection and
meeting people’s needs [2, 3]. Traditional landscape design
methods have been unable to meet the requirements of
modern people and social development. While building
modern buildings, we need to consider the matching
landscape needs, which undoubtedly brings great challenges
to modern landscape space design.

As an important part of modern architectural complex,
garden landscape can better provide people with conditions
for rest and entertainment, and also provide a guarantee for
protecting the natural environment and maintaining eco-
logical balance. On the premise of maintaining the unity
with nature, designers usually plan and design the landscape
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according to various needs and limited space and envi-
ronmental conditions. The traditional garden architectural
style is more natural, and uses limited space to create the
original landscape environment [4]. With the improvement
of modern garden facilities and conditions, people’s demand
and experience for garden landscape are increasing.
Therefore, the traditional garden landscape design concept
has been unable to meet the requirements of social
development.

At present, most garden landscape design is still rela-
tively backward in concept, and designers lack certain in-
novative thinking. For example, some designers adopt the
copying method to simply superimpose or combine the
garden landscape materials in order to pursue benefits [5].
The existing landscape design schemes are often difficult to
integrate with the development of urban landscape, which
not only makes the implementation effect of landscape
design boring and single, but also cannot reflect the regional
history and culture through the landscape environment.
Therefore, based on the innovative design thinking of in-
teractive genetic algorithm, this article puts forward the
optimization design scheme of landscape space environ-
ment, which provides some technical support for modern
landscape design.

2. Related Works

According to the existing research, classical garden design is
mostly based on the local environment, with significant
regional and personality characteristics. Although the tra-
ditional garden landscape is relatively simple in style, it has
certain characteristics in the inheritance and integration of
culture [6]. For example, many well-preserved classical
gardens in China not only record the evolution of society for
thousands of years, but also reflect the national cultural
characteristics of different periods. This unique garden
landscape provides a good idea for promoting the process of
social development and the design of modern garden
landscape. With the development of the times, more and
more deficiencies have been exposed in the design of tra-
ditional landscape architecture. Due to the continuous
progress of people’s understanding and thinking of society,
the traditional garden landscape has been insufficient to
meet people’s various needs [7, 8]. For example, modern
architecture requires that the matching garden landscape
environment be no longer limited to inheriting history and
culture, but needs to meet people’s experience of nature and
ecological environment. Therefore, the traditional garden
landscape design concept must be updated simultaneously.

In a broad sense, garden landscape space means that
people experience the space environment of architectural
groups through living activities in the living environment, so
as to obtain the psychological and physiological satisfaction
of the space environment. Landscape space combines space
environments of different sizes and forms an environmental
system with a certain structure [9]. Therefore, garden space
is a broad concept, including landscape space planning,
landscape space environment construction. Research shows
that the planning of garden landscape space usually needs to
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consider people’s perception and utilization of space
functions and the relationship between them. Most research
results show that the construction of landscape space en-
vironment should not only consider the layout, form, and
function of landscape space, but also combine specific user
requirements, existing conditions, and functions to create
different levels of space environment for people.

The design of garden landscape needs to follow people’s
various perceptual needs. Generally, people’s perception of
landscape space mainly includes static and dynamic [10].
The so-called static perception refers to the various cognitive
conditions of landscape space under static conditions. Due
to the differences in the size, shape, and color of landscape
space at all levels, people have different feelings about
landscape space. Therefore, people’s static perception of
landscape space is usually not limited to spatial entities, but
the real impression of spatial components. Designers usually
make appropriate adjustments to the landscape space
according to people’s behavior and use needs [11]. The so-
called dynamic perception refers to people’s cognition of
spatial sequences at different levels. Generally, people’s
cognition of landscape spatial sequence in the process of
sports is related to people’s psychology, mood, and other
factors. For example, the size, shape, and other elements of
landscape space will continue to change with human
movement factors, thus affecting people’s cognition of
landscape space.

Garden space design is a systematic project, in which the
landscape forms different visual effects with various func-
tions and styles, and comprehensively reflects the style of
garden landscape environment. The research shows that the
design of landscape spatial environment cannot be limited to
the innovation of landscape individuals, but needs to in-
tegrate the landscape environmental design concept into the
whole landscape space [12]. The effective integration of
individuals into the garden environment system can not
only reflect the overall landscape effect, but also realize the
function and value of the garden landscape space envi-
ronment. Some scholars believe that in landscape design,
landscape individuals cannot be concentrated in a limited
space environment, but can simplify the design of landscape
morphology and appropriately increase the dependence and
coexistence between different landscape individuals. In the
design of garden landscape space, we should not only
consider the individual characteristics that constitute the
landscape form, but also take into account the correlation
between different landscape individuals in terms of function
and form, so as to make the garden landscape become an
indivisible whole.

3. Basic Theory of Landscape Space Design
3.1. Overview of Garden Landscape

3.1.1. The Relationship between Landscape and Buildings.
As the public infrastructure of human life, garden landscape
is a combination of garden, green space, landscape, and
environment, which can be considered as the art of human
living space. On the basis of traditional gardens, through
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artificial landscape environment decoration, natural gardens
can stand in the landscape environment, thus forming a
symbiotic space environment between nature and human
beings, so as to meet people’s material life and spiritual
needs. As a part of garden landscape, architecture is not only
used to meet people’s living conditions, but also can provide
people with a place for rest and entertainment [13]. The
shape of the building and the surrounding landscape, green
space, vegetation, and so on together constitute the land-
scape environment for human survival. Although buildings
occupy a small space in landscape gardens, they can add
human wisdom and art to nature, so that natural gardens can
not only become a material landscape for human appreci-
ation, but also become a symbol of people’s pursuit of a
better life.

The role between buildings and landscape is irreplace-
able. They integrate with each other and together form a part
of people’s production and life. Although the landscape
individuals are separated by various buildings in space, if the
landscape individuals are not accompanied by buildings,
human society may return to its original natural state. On
the contrary, if there is a lack of garden green space and
landscape environment between buildings, even if the city is
full of high-rise buildings, human society is bound in some
lifeless small blocks, and a single space makes people’s
psychology and physiology vulnerable to all kinds of de-
pression. Therefore, buildings and natural landscapes are
interdependent and complement each other. The coexis-
tence of garden landscape and modern architecture is not
only necessity for the development of human society, but
also a symbol for people to explore and create nature.

3.1.2. Human Demand for Space Environment of Garden
Landscape. As the main body of buildings and landscape,
there is a certain interactive relationship between human
beings and the spatial environment of landscape. People’s
perception of the environment is a comprehensive reflection
of the response to the needs of various factors, including
people’s physiological needs, safety needs, social needs, and
self-realization needs [14]. As shown in Figure 1, it describes
the hierarchical relationship of human needs for the envi-
ronment. People’s demand for the environment is not
limited to the quality of the landscape, but to consider the
various needs of the garden space at the same time. As shown
in Figure 1, it describes the level of human demand for the
spatial environment of garden landscape.

3.1.3. Characteristics of Garden Landscape. Unlike natural
landscape or ecological scenic spots, garden landscape has
similarities with urban landscape or rural landscape, but it
has some characteristics of its own [15]. Firstly, the garden
landscape has diversity in terms of its constituent ele-
ments. Garden landscape is composed of multiple ele-
ments, including tangible, intangible, natural, and man-
made elements. Factors such as road arrangement or
structure are the main part of garden landscape. Secondly,
the landscape is multidimensional from the perspective of
time and space. Because the garden landscape has infinity

3
Self actualization A Advanced
needs requirements
Human self-esteem
needs
Human social
needs
Human safety
needs
Human Low level
physiological needs requirements

Figure 1: The level of human demand for landscape space
environment.

in space and continuity in time, the garden landscape has a
multidimensional nature of time and space. Thirdly, from
the perspective of the main body of the evaluation, the
landscape has multidirectionality. Because the design goal
of garden landscape has certain directivity, and the
evaluation subjects of garden landscape may come from
different groups, such as residents, travelers, or operators,
the construction of garden landscape often seeks a balance
from different groups, that is, to meet the needs of dif-
ferent evaluation subjects as much as possible. Finally, the
garden landscape is diverse in terms of the composition of
the environment. Different from the design objectives and
styles of other works of art or decorative pieces, garden
landscapes usually have their own design styles or orga-
nizational structures according to their own character-
istics to meet the culture, customs, and people’s living
needs of social development.

3.2. Basic Principles and Methods of Landscape Design

3.2.1. General Principles to be Followed in Landscape Design.
When designing the garden landscape, we need to start from
people’s needs and follow certain design principles. The
main thing is to design according to people’s different
sensory needs of the landscape environment. People’s ex-
perience of garden landscape space is formed through the
perception of the external environment by different organs
of the human body. In the design of garden landscape, it is
necessary to integrate human vision, hearing, touch, and
other different senses into the garden space, so that the
designed landscape can fully meet people’s various needs
[16]. As shown in Figure 2, the principles that should be
followed in landscape design are given.

The design of garden landscape is to create a favorable
activity space for people’s leisure and entertainment. People
can perceive the whole landscape space environment
through their own senses. Among them, when people enter a
certain garden landscape, the eye is the main organ to
perceive the landscape form. The perception of the whole
landscape environment is first completed through vision,
and from it, they experience various elements of the land-
scape, such as the shape, color, light, and shadow of the
landscape.
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FIGURE 2: Principles to be followed in landscape design.

As an important part of garden landscape, auditory
landscape mainly senses all kinds of noises from the external
environment through the human ear. Although the scope of
the landscape perceived by hearing is less than that of visual
space, hearing can not only make people truly feel the
landscape environment, but also bring surprise and pleasure
to people. Because modern urban life is full of all kinds of
noisy sounds, and gradually makes people lose all kinds of
primitive scenes endowed by the natural environment,
people are eager to perceive the sounds from nature in their
spare time, and seek a quiet and relaxed life by listening to
the sounds of the garden landscape space environment. For
example, in the landscape space environment, the sound of
running water, bird calls, and so on can cause the auditory
resonance of tourists, so that people can immerse themselves
in the natural landscape environment.

The smell produced by the landscape space in the garden
environment can make people use their sense of smell to feel
the existence of nature. The fragrance of garden landscape in
the space environment forms a pleasant microclimate. It not
only enables people to obtain a suitable resting environment
through appropriate temperature and humidity, but also
integrates human beings with the environment, making
people feel extremely happy. Among the constituent ele-
ments of the landscape, plants, as the soul of the landscape
environment, can interact with nature through photosyn-
thesis and adjust the space and climate environment of the
landscape, so as to improve people’s olfactory needs for the
landscape environment. In the garden landscape design, we
can plant some Osmanthus fragrans lour, lilies, camphor
trees, and other plants to beautify the surrounding envi-
ronment and create a happy living and leisure place for
people.

Garden landscape environment not only needs orna-
mental plants, but also needs to create conditions for
people’s experience needs on the tip of the tongue. In order
to meet the needs of people picking fruits in nature to obtain
taste, some plants with melons and fruits can be planted in
the garden landscape. Therefore, in the landscape design, we
can provide an experience park for people to pick delicious
food, and plant some fruit trees for people to watch and
appreciate, so that people can feel that they are returning to
the natural life of the countryside. In addition, in terms of
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landscape environment design, people can also feel close
contact with nature through various landscape modeling,
species, and other elements, so that people can feel that they
are actually from nature.

3.2.2. Common Methods in Landscape Design. In landscape
design, path planning is very important for the design of
space environment. Because people mainly feel the garden
space through the path, the design of the path in the garden
landscape includes the garden square, green space, water
corridor, and other landscape elements in addition to the
road. In garden landscape, the path can reflect the overall
space of the landscape. People’s vision can form different
observation angles with the change of the path, and then feel
the changes brought by the whole garden space. Because the
path is composed of multiple elements in the landscape, the
path can connect various landscapes into a continuous
spatial environment. Taking the path as the main line of
viewing, people can organize scattered landscapes into a
continuous garden space according to the sequence of ac-
tivity time. At the same time, the path can help people plan
their own viewing clues. With the changes of landscape
topography and space, it is easy for people to find their own
position and direction in the garden landscape, so that they
can quickly become familiar with this garden environment.

From the perspective of garden space, a single space
design is mainly surrounded by boundaries. Some bound-
aries of garden space are relatively clear, while others are not
clear enough. The scale of garden space is usually formed by
the height and length of the boundary. For example, plants,
buildings, or terrain in the landscape can form the height of
the boundary, and the distance from the viewer’s viewpoint
to the boundary object can form the length of the boundary.
According to the existing landscape space design research,
the size of the garden space mainly depends on the ratio of
the length and height of the boundary [17]. For example,
spaces dominated by garden buildings are generally
designed with a smaller ratio, while spaces dominated by
trees or terrain are generally designed with a larger ratio. As
shown in Figure 3, the effect of the relationship between
human visual angle and landscape space is described.

In landscape design, nodes, as some core parts of the
landscape, are the focus of attention in the space environ-
ment. If there is a lack of nodes in the landscape space, it will
make the garden space lack highlights. The node can be an
independent entity or a combination of multiple entities in
the landscape, and its location is arbitrary, for example, it
can be located inside and outside the space or on the
boundary. Nodes and paths together constitute a part of
garden space. People can not only change the state of garden
space, but also make people feel that the environment is
changing by adjusting the location of nodes or the shape of
paths. In addition, as the core part of the landscape, signs are
the most attractive and symbolic nodes of all landscape
elements, usually located in the most prominent position of
the landscape space [18]. The design of garden landscape
needs to meet people’s various needs. Among the elements
of garden landscape, people usually pay most attention to the
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FIGURE 3: The effect diagram of the relationship between human visual angle and landscape space.

symbols of garden landscape. Signs are generally set rea-
sonably according to the distribution of landscape space,
roads, and other elements. For example, sculptures, pools,
and other landmarks that can enhance the attractiveness of
garden landscapes need to consider a variety of factors in the
design, so that people can be quickly attracted by landmarks
when viewing the landscape environment.

As shown in Figure 4, it describes the comparative effect
of the location relationship between garden terrain, build-
ings, landscape, and people.

3.3. Problems in Landscape Design. Affected by the tradi-
tional landscape structure, some designers may lack inno-
vative thinking and blindly follow the inherent garden space
mode in the design of modern garden landscape, resulting in
the mismatch between landscape design and modern ar-
chitecture. In order to pursue the economic benefits of
landscape, some designers violate the essence of landscape
design. The use of some inferior materials not only makes the
landscape effect unable to meet the ornamental require-
ments, but also fails to improve the spatial environment of
landscape. In addition, in order to pursue artistic conception
innovation, some designers unrealistically formulate land-
scape design schemes, which not only makes the scheme
difficult to implement, but also causes a waste of resources.

In terms of landscape space and environment design, it is
still not enough to integrate human demand elements into
landscape design. According to the existing research results,
at present, due to the lack of theoretical guidance of land-
scape designers in landscape design, some designers often
design according to their own experience or ideas, resulting
in the landscape design effect being difficult to meet people’s
various needs. From the existing landscape design research,
designers can fully consider people’s physiological needs,
psychological needs, and behavioral habits. At present, many
landscape designs do not consider the various needs of
human scale, which makes the designed landscape envi-
ronment difficult for people to achieve expectations and
happiness.

In addition, in the current landscape space environment
design, there are still many problems in the greening, fa-
cilities, and characteristics of the landscape. As an important

embodiment of landscape effect, greening is a very impor-
tant element to create a landscape space environment. The
greening effect is often related to the invested funds, local
climate and environment, and other factors. Therefore, in
order to reduce costs or ignore the limitations of local cli-
mate conditions, some designers ignore the greening ele-
ments in landscape design, resulting in the lack of natural
ecological elements in the landscape space environment,
which affects people’s leisure and entertainment. The lack of
rockeries, fountains, scenic pavilions, and other facilities in
the garden landscape, or the unreasonable scale of the fa-
cilities, to a certain extent, not only affects the layout of the
landscape space, but also makes the garden landscape en-
vironment single. As shown in Figure 5, the comparative
effect of different proportional relationships between human
visual distance and landscape space height is described.

4. Using Interactive Genetic Algorithm to
Optimize the Space Environment of
Landscape Architecture

4.1. Interactive Genetic Algorithm and Its Innovative Design
Theory. Genetic algorithm (GA) is a method used to sim-
ulate the genetic and evolutionary processes of related or-
ganisms in nature [19]. As an adaptive global optimization
method, genetic algorithm is often used to solve some
complex system optimization problems. A basic genetic
algorithm is usually composed of scheme coding, fitness
function solution, operator selection, and other elements.
When applying genetic algorithm to solve specific optimi-
zation problems, we first need to encode the actual problem
and form the corresponding chromosome for computer data
processing. Common coding schemes include binary cod-
ing, real coding, and tree structure coding. After using
genetic algorithm to obtain the target solution of the
problem to be optimized, the result needs to be decoded in
order to convert it into the corresponding actual optimi-
zation solution.

It is known from the evolution process of organisms that
individuals with strong adaptability to the environment can
continue to reproduce and survive. On the contrary, the
organism cannot reproduce or be eliminated by the



Mathematical Problems in Engineering

—

oooo
¢ oooo
Small Medium Large oooo
= @
[ $
Large Small Medium  Medium
Medium Small Large

—

Large Small

()

oooo
oooo
oooo
= @ A=
[T )
Large Medium Medium Small

(b)

FiGURe 4: Comparative effect of the location relationship between garden terrain, buildings, landscape, and people. (a) The size proportion
relationship among terrain, trees, and people. (b) The size proportion relationship among landscape, buildings, and people.

]

(b)

L=4H

v

N

(c)

FIGURE 5: Schematic diagram of scale relationship between human visual distance and landscape space height.

environment. In order to reflect this biological law, the
fitness function is used in genetic algorithm to calculate the
adaptability of biological individuals to the environment,
and it is used as the optimization condition. Fitness function
is very important for the implementation of genetic algo-
rithm, and directly affects the efficiency of the algorithm and
the search for the optimal solution. The construction of
fitness function can be determined according to specific
problems. For example, for simple optimization problems,
the fitness function can be set as the problem to be dealt with,
while for complex landscape spatial environment

optimization problems, it is necessary to consider the
constituent elements of landscape at the same time, so as to
construct the fitness function.

In order to reasonably construct the fitness function to
meet the needs of different evaluation subjects, interactive
genetic algorithm (IGA) can be used to construct the fitness
function on the basis of traditional genetic algorithm [20].
Due to the increase in user participation in the interactive
genetic algorithm, the user’s evaluation value of individuals
can be used as one of the parameters to construct the fitness
function, which is also the advantage of interactive genetic
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algorithm in innovative design. New individuals generated
by machine learning need to be evaluated by users, and then
the machine recalculates the fitness of these individuals
based on the user evaluation results and using the fitness
function. As shown in Figure 6, it is a basic structural di-
agram of interactive genetic algorithm.

Selection operator is used to simulate the evolution of
organisms in the natural environment. The fitness function
can be used to obtain the adaptability of individuals to the
environment, and the selection operator can be used to select
individuals who are able to continue to evolve. In order to
avoid local optimization and make the individual evolution
process diverse, we can enhance the search scope of the
algorithm. For example, by adding a probability factor to the
search algorithm, the probability that individuals with
strong adaptability will be selected is greater, and the
probability that individuals with weak adaptability will be
eliminated is greater.

When using the selection operator and selecting dif-
ferent individuals according to fitness, two individuals with
small fitness difference can be crossed with a larger prob-
ability and the corresponding selection probability can be
calculated [21]. The selection probability of the j-th indi-
vidual can be expressed as follows:

s

fi=sn o ()
T Y sk
where m is the number of genetic individuals and s; is the
fitness of the j-th individual.
If s is used to represent fitness and s; is relative fitness, the

cumulative fitness s, can be expressed as follows:
Sp1 = Sis

Spj =(Sp(j*1) + Sl])_] € [2, n].

(2)

When individual j is selected, its random number r must
meet the following conditions:

0£r<sij, j=1
Sij Sr<5i(]‘+1), j € [2, n), (3)
s,»er<0, j=n

According to the above algorithm, all individuals are
selected in turn. When selected, they are removed from the
candidate population, and then the relative fitness and
cumulative fitness of the remaining unselected individuals
are calculated. After each round of selection, the number of
next-generation groups and contemporary residual groups
should be compared until the number of next-generation
groups reaches a specified value, and the selection operator
will not be repeated.

Whether the individual obtained by genetic algorithm is
optimal or not also needs to be evaluated by using the
relevant evaluation system. In order to build a more sci-
entific evaluation system, interactive evaluation method can
be used [22]. Because users participate in the evaluation, it is
necessary to add user factors to the calculation of individual
fitness, and the machine mainly realizes the substantive
evaluation of individual fitness through automation.

In the substantive evaluation of individual fitness, the
substantive examination result u can be described by the
following formula:

0, (u+v=0),
I, = (4)
2uy
, (u+v>0),
u+v

where u represents the practicality of the individual, v de-
notes the innovation of the individual, and u is the harmonic
average of u and v.

In order to realize the objective evaluation of individuals,
it is necessary to adopt the method of interactive evaluation
between users and machines. In the process of interactive
evaluation, users and machines constantly screen the
practical ability and innovative ability of individuals. Among
them, the individuals removed from the population will no
longer participate in genetic evolution. At the same time, the
result [, of each interactive evaluation is recorded, and the
result will be automatically added to the training set of the
classifier, so that the machine has adaptive ability to the
evaluation results.

Through the substantive evaluation, interactive evalua-
tion, and automatic evaluation of individuals by machines,
the corresponding evaluation values can be obtained. Thus,
the fitness function of an individual can be constructed as
follows:

1.+ vyl
] +ﬂf_”9, (5)

s=ual, 10

where [ is the result of machine automation evaluation, and
a, B, and y represent the weights of[,, I ;, and y in turn, which
are also parameters of interactive genetic algorithm. Due to
0<I;<10and 0</, <10, it is necessary to normalize them.
As shown in Figure 7, it is the schematic diagram of
interactive genetic algorithm module relationship.

4.2. Landscape Environment Optimization Based on Inter-
active Genetic Algorithm. Because garden space involves
many elements and their combinations, such as paths,
boundaries, nodes, signs, and so on, each element can be
parameterized or characterized in order to optimize the
garden landscape space environment by using interactive
genetic algorithm. Although feature processing is superior to
parametric design to a certain extent, improper feature
selection will directly affect the efficiency and landscape
effect of landscape design. Parameterized intelligent pro-
cessing is conducive to optimizing the design scheme.
Different design schemes are compared by solving multiple
parameters, and then the optimal scheme of landscape
design is obtained. Considering that different users have
certain subjectivity in the evaluation of landscape design
effect, and different evaluation standards will affect the final
effect of landscape design, parametric modeling and human-
computer interaction can be adopted. Landscape designers
can finally achieve the ideal design effect by adjusting pa-
rameters when designing the landscape space environment.
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It is advisable to adopt the set D of morphological pa-
rameters to express the space and environment design of
garden landscape, and its form is as follows:

D={dyd,....dy} (6)

where D is the set of landscape spatial morphological pa-
rameters and d,, d,, . .., d)y are the relevant morphological
parameters defined by the landscape designer.

An N-dimensional solution space can be constructed
from the definition domain of relevant morphological pa-
rameters in formula (6). The design process of garden
landscape is actually how to find the optimal solution from
this space.

Using interactive genetic algorithm can let designers
participate in solving the problem of seeking fitness func-
tion. Since the idea of the designer is included in the process
of problem-solving, the choice of fitness function can be
evaluated according to the idea of the designer. Then, with
the help of the advantage of genetic algorithm in searching
the optimal solution, the final scheme of landscape archi-
tecture design can be matched with the personal concept of
landscape architects. Affected by the number of population,
in order to search the optimal solution comprehensively,
quickly, and accurately, genetic algorithm usually requires
individuals to provide easily perceived parameters to de-
signers [23]. Therefore, layer-by-layer solution method can

be adopted. As shown in Figure 8, it is the schematic diagram
of the layer-by-layer optimization search solution model.

In the layer-by-layer optimization search and solution
model, the solution space of landscape design is coded and
divided into M layers. Using this hierarchical optimiza-
tion model, in the corresponding sub-solution space of
each layer, the problem to be solved is searched and solved
by the interactive genetic algorithm with the participation
of designers, and the solution results are treated as the
sub-solution space of the next layer. Then, the same
method is used to repeat the search and solution process
until all parameter values are no longer changed. At this
time, the optimization design process of the whole
landscape space environment is over.

After dividing the landscape morphology parameter set
in formula (6) into M layers, its form is as follows:

(D, ={d},d;,....d\},

| D ={dl.d3,....dy}, -

| Dy ={at,d),...ax},

where D =D, UD,U ---UD;, N=N; + N, +---+ N,..
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In order to search and solve the landscape morphological
parameters layer-by-layer, it is necessary to determine the
weight of each morphological parameter, which represents
the influence or importance of the morphological param-
eters in the design scheme. When determining the weight of
each morphological parameter layer-by-layer, the larger the
parameter weight value, the priority should be given [24]. At
the same time, other relevant parameters adjust their weight
values accordingly through adaptive methods. The weight
coefficient A, of morphological parameters can be expressed
as follows:

/\k = %,
€k
8}( = (8)
_Xhd;
Sk = Nk 5

where §;. indicates the standard deviation of the parameter
weight curve, d¥ represents the mean value of the parameter
weight curve, d¥ is the number of times that the value of
parameter k is selected in the i-th interval, and N, is the
number of times that parameter k is selected.

The parameter value d; ., at the peak position of each

parameter weight curve can be expressed as follows:

(9)

According to the above method, the weight values of all
morphological parameters can be calculated, and then they
can be sorted. Finally, the parameters required for the op-
timized landscape design scheme can be obtained, and their
forms are as follows:

dk max — deD:D

max

Dr={d|,d,,...,dy},
where D1 is the sorted set of garden landscape morpho-
logical parameters and d|,d,,...,dy are the results of
arranging the parameters in the initial design scheme
according to their weight A, from large to small.

(10)

5. Experiment and Analysis

In order to test and evaluate the scheme proposed in this
article, we might as well take a garden community that has
not been optimized as the object, and use the garden
landscape space environment optimization design scheme
based on interactive genetic algorithm proposed in this
article to plan, and get the corresponding design effect. As
shown in Figure 9, the comparison results of the effects
before and after the optimization design of the garden
landscape space environment are given.

In order to facilitate the objective and comprehensive
evaluation of the optimized landscape design effect, it is
necessary to establish the evaluation system of the
landscape space environment. The evaluation system is
composed of three levels of evaluation indicators: target
level, system level, and index level, as shown in Table 1.
According to Table 1, the target layer as the first level
evaluation index is mainly the landscape space environ-
ment, while the system layer as the second level evaluation
index mainly includes landscape elements, plant greening,
landscape layout, landscape space, etc. Then, several
corresponding observation points are set according to
each second level evaluation index.

According to the established evaluation system, the
evaluation value of the landscape design effect is obtained by
issuing questionnaires and behavior observation to different
groups in turn during the experiment. According to the
survey results, each observation point in the index layer is
assigned a value. Firstly, the evaluation value of the inves-
tigator on the observation point is calculated, and the as-
signment is multiplied by the weight of the corresponding
observation point. Secondly, sum up the evaluation values of
all indicators in the system layer to obtain the evaluation
values of the system layer. Then, the evaluation value of the
target layer can be calculated according to the evaluation
value of the system layer and the corresponding weight,
which is the comprehensive evaluation value of the design
effect of the garden landscape space environment. As shown
in Table 2, according to the evaluation value and corre-
sponding weight of the system layer, the comprehensive
evaluation value can be calculated as 3.0807.

In order to further show the superiority of the method
proposed in this article in the design of garden landscape
space and environment, the traditional garden landscape
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FIGURE 9: Comparative effect before and after optimization design of garden landscape space environment. (a) Original landscape state. (b)
Effect of traditional landscape design methods. (c) The effect of this design method.

TaBLE 1: Composition of evaluation index system of landscape spatial environment.

Evaluation target layer

Evaluation system level

Index observation layer

Garden landscape space environment

Landscape elements

Plant greening

Landscape layout

Landscape space

Landscape facilities

Pieces of garden
Garden architecture
Waterscape design
Number of plants
Green conservation

Plant species
Landscape zoning
Landscape atmosphere
Landscape function
General layout
Space color
Spatial scale
Spatial organization
Entertainment facilities
Recreational facilities

TaBLE 2: System level evaluation results.

Evaluation system level Weight value Evaluation assignment Evaluation results
Landscape elements 0.132 3.6 0.4752
Plant greening 0.235 2.3 0.5405
Landscape layout 0.167 3.7 0.6179
Landscape space 0.319 3.2 1.0208
Landscape facilities 0.147 2.9 0.4263

design method was comprehensively compared with this
method in terms of relevant evaluation indicators during the
experiment, as shown in Figure 10. According to the

comparison results reflected in Figure 10, the results of each ~ obvious advantages.

evaluation index of landscape obtained by using the method
proposed in this article are better than the traditional
landscape design methods, indicating that this method has
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1.2

Evaluation results

Landscape  Plant

Landscape Landscape Landscape

elements  greening layout space facilities

Evaluation system level

m Method in this paper
m Traditional landscape design methods

F1GURE 10: Comparison of evaluation results on relevant indicators
between traditional landscape design methods and this method.

6. Conclusion

With the continuous development of economy and society,
the traditional landscape design concept had been unable to
meet the growing needs of people. There was a simple
repetition in the design of modern garden landscape space
environment, which was lack of certain innovation.
Therefore, based on the innovative design theory of inter-
active genetic algorithm, this article proposed an optimi-
zation design method of garden landscape space
environment. Based on the analysis of the relationship be-
tween garden landscape and buildings, the change in peo-
ple’s demand for garden landscape space environment and
the relevant characteristics of garden landscape, this article
expounded the basic principles and methods of garden
landscape design, and expounded the common problems in
garden landscape design. This article summarized the in-
teractive genetic algorithm and its advantages in innovative
design, and put forward the optimization design method of
garden landscape space environment based on interactive
genetic algorithm. Finally, taking a garden landscape design
as an example, the evaluation index system of garden
landscape space environment was constructed. Through
experimental analysis and comparison, the results showed
that compared with the traditional garden landscape design
methods, the garden landscape space design scheme pro-
posed in this article had achieved better evaluation results.
The method proposed in this article not only has certain
reference value for the in-depth study of the design of garden
landscape space environment, but also has important
guiding significance for urban garden planning and modern
architectural design.
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In order to solve the problem of large interference caused by nontarget tasks on the ball sports field, the author proposes a method
for multitarget-tracking tasks. By changing the movement speed of the athletes in the expert group, the novice group, and the
control group, we investigate the performance of visual attention tracking and neural oscillatory characteristics in ice hockey
players. Experimental results show that the main effect of speed was significant (F=120.58, P <0.01, 5% =0.81), and post hoc
comparison results showed that the faster the movement speed, the lower the tracking accuracy. The main effect of speed was
significant (F=31.96, P <0.01, 1712[, =0.53). Post hoc comparison results showed that the faster the movement speed, the lower the
ERSP value of the high-frequency alpha rhythm. It proves the influence of speed on the inhibitory effect of nontarget tasks, which
is beneficial for athletes to suppress more interference information brought by opponents or the court in the game and plays an

important role in improving sports performance and developing the scientific level of sports.

1. Introduction

In daily life, we often need to pay attention to multiple
objects at the same time and track for a period of time to
obtain information. For example, when we drive a car, we
should not only pay attention to the vehicles passing by but
also pay attention to the pedestrians at all times to avoid
accidents. Multiobject tracking plays an important role in
sports, especially ball games. For example, ice hockey players
need to always pay attention to and track multiple moving
objects on the field; when dribbling and passing the ball, the
player with the ball will allocate resources to different key
areas in the sports scene, and players need to always pay
attention to the position of teammates who are sliding at
high speed and flexibly change direction and also need to pay
attention to the position and movement of the opponent’s
players; in other cases, other players should always pay
attention to the position of the ball and the movement
information of related players and track multiple moving
objects for a period of time to collect information on the field
[1]. The ability to notice and continuously track multiple
moving objects in a sports scene is a prerequisite for an

athlete to make a reasonable tactical strategy. Therefore, the
author proposes a related research on the multitarget-
tracking task of ball sports and further studies its inhibitory
effect on nontarget tasks. The multitarget-tracking task
corresponds to the player’s own ability to actively judge the
ball, and the detection rate of detection stimuli in different
regions corresponds to the athlete’s ability to screen the
opponent’s true intention information, and the nontarget
inhibition amount corresponds to the player’s own ability to
inhibit the court information, as shown in Figure 1. Athletes
not only need their own subjective judgment and the ability
to accept information but also more importantly, they need
to know how to judge the opponent’s intention, how to
accept the opponent’s information, how to screen a lot of
information, and how to suppress interfering information
[2]. Athletes suppress the interference information brought
by their opponents or the stadium, such as the interference
of the audience, the opponent’s fake moves, and the op-
ponent’s tactics,, and then can judge the opponent’s true
intentions, screen out the opponent’s true intentions, and
correct them; it plays an important role in improving sports
performance and developing the scientific level of sports.
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FiGure 1: Multitarget-tracking tasks.

2. Literature Review

In response to this research problem, the multiobject tracking
paradigm (“MOT” for short) proposed by Esghaei et al. is a
common paradigm to study the visual attention processing
mechanism in dynamic scenes [3]. This paradigm has become
one of the main methods to explore the laws of dynamic visual
attention and perceptual processing. The study by Suleimenova
et al. found that compared with the novice group of the bas-
ketball team, the expert group performed better than the novice
group in the multiobject tracking task, and there was a sig-
nificant difference [4]. These studies show that athletes in
collective ball sports such as basketball can receive a large
amount of complex temporal and spatial information more
frequently than ordinary people, so their dynamic visual at-
tention has been developed. The resource sharing model theory
also believes that the proficiency of cognitive operation tasks
affects its operation effect, even in the same ball sports; due to
the different division of labor on the court, long-term com-
petition and training will lead to different cognitive charac-
teristics of athletes [5]. A study of professional football players
by Garcia-Fernandez and others found that the multitarget-
tracking performance of defenders is better than that of for-
wards [6]. However, some studies have come to different
conclusions; for example, Silva-Gago et al. used multitarget
visual tracking to examine the visual attention of different
groups of people and found that the performance of athletes
and ordinary people in completing multitarget-tracking tasks
was significantly different, see significant differences in Ref. [7].
He et al. took ice hockey players of different sports skill levels
(expert group and novice group) as the research object and
found that ice hockey players of different sports skill levels did
notshowsignificant differences in the multitarget-tracking task
[8]. Sharma and Chaurasia studied the visual search features of
ice hockey players of different levels and found that the gaze
trajectories of the players were relatively concentrated, and in
complex tasks, the way athletes get information is mainly based
on the relationship between the opponent and the position of
the field, while the novice group mainly observes the racket and
the racket arm [9]. Similar experiments have also been con-
firmed in sports such as basketball, volleyball, tennis, table
tennis, and short track speed skating. The reason for this result
may be the difference in the multitarget-tracking task load or
the difference in the sports skill level of the selected athletes.

According to the above research results, the author
adopts a multitarget-tracking task by changing the move-
ment speed of the athletes in the expert group, the novice
group, and the control group and explores the performance
of visual attention tracking and neural oscillation charac-
teristics in ice hockey players [10]. Through experiments, it
was observed that the movement speed increased, whether it
can reduce the individual’s tracking performance and en-
hance the degree of neural oscillations, thereby reducing the
inhibitory effect on nontarget tasks.

3. Research Methods
3.1. Research Objects and Methods

3.1.1. Research Objects. A total of 68 subjects (Table 1) were
selected and divided into expert group, novice group, and
control group according to their ice hockey training expe-
rience. The expert group had a national first-level athlete or
above who should have been in sports for more than 4 years,
and the training frequency is 6 times/week, about 3 hours
each time; the athletes in the novice group had a sports level
of the national second-level athlete and below, and the
training period was not more than 3 years, and the training
frequency was 6 times/week, about 2-3 hours each time; and
the control group was ordinary college students who had not
received team ball training. The subjects had normal vision or
corrected vision, were right-handed, voluntarily participated
in the experiment, and also signed the informed consent.

3.1.2. Test Design. A mixed design of three groups (expert
group, novice group, and control group) x 3 speed levels
(slow, medium, and fast) was used. Group is the between-
subject variable, and speed is the within-subject variable. The
dependent variable is the tracking accuracy rate, and the
EEG indicator is the ERSP value of the high-frequency alpha
rhythm, as shown in Figure 2.

3.2. Test Equipment and Materials

3.2.1. Test Equipment. The experimental program was
compiled in the Psych Toolbox toolbox in Matlab software,
and a 23.8-inch DELL desktop computer (screen resolution
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TaBLE 1: Basic information of the subjects.

Category Expert group Novice group Control group
Number of people 22 23 23
Gender: Male/female 10/12 11/10 10/13
Age 20.59 £2.55 19.5+3.2 20.68 +1.97
Training years 5.56+1123 1.75+0.80 N
Training frequency/(times/week) 6 6 —
Training time/(h/time) 3 2~3 —

Sport class

7 national athletes

National level-2 athletes 10

No sports rating
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of 1920 x 1080 pixels and refresh rate of 60 Hz) was used to
present the stimuli in the experiment and record the be-
havioral data of the subjects.

3.2.2. Stimulus Material. The stimulus material is 10 blue
balls with a size of 0.9 degree.

3.3. Test Tasks. The subject’s head was fixed with a bracket,
and the distance between the subject’s eyes and the center of
the screen was about 57 cm. The screen background is gray.
A black fixation point “+” appeared in the center of the
screen, and after 500 ms, 10 blue balls appeared. The initial
positions of the 10 blue balls are randomly distributed, and
the distance between each ball is greater than the diameter of
the ball, and the distance between the initial position of the
ball and the border of the tracking area is not less than 2
times the diameter of the ball [11]. After 500 ms, four blue
balls turned red, the red balls were marked as target stimuli,

and the remaining six blue balls were interference stimuli,
and the marking time was 2000 ms. After 2000 ms, four red
balls turned blue, and after 500 ms, 10 blue balls moved
randomly on the screen for 5000 ms. The movement speed of
each trial is randomly presented, and during the movement,
the balls do not block each other. When the ball collides with
the edge of the tracking area, the ball will randomly change
its movement direction. When the distance between the balls
is smaller than the diameter, the balls randomly change the
direction of movement. After 5000 ms, the movement of the
ball stops, and the tested mouse selects the previously
marked targets in turn; after selecting, press the space bar to
enter the next trial. The specific test process is shown in
Figure 3.

There are three speed conditions: the slow speed is 3(°)/s,
the medium speed is 4(°)/s, and the fast speed is 5(°)/s. These
three speed s were randomly presented, with 30 trials for
each speed condition, for a total of 90 trials. After every 15
trials, the subjects rested for 1min. Before entering the
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formal test, let the subjects practice six times to ensure that
the subjects are familiar with the test process. The whole test
process is about 50 min.

3.4. EEG Recording. EEG data were recorded using the ERP
recording system produced by Brain Products, Germany, the
64-lead electrode cap (Brain Products GmbH, Munich,
Germany) extended by the international 10-20 standard
system was used, and the electrodes were Ag/AgCl elec-
trodes. The reference electrode point was FCz, and the
ground electrode point was AFz; horizontal electro-ocu-
lography was placed 1cm lateral to the subject’s right eye,
and vertical electro-oculography was placed 1 cm below the
subject’s left orbit. The contact impedance between the scalp
and the electrode was less than 5kQ), and the sampling
frequency was set to 1000 Hz/conduction.

3.5. Data Processing

3.5.1. Behavioral Data. SPSS 25.0 software was used to
perform arc sine function transformation (ARSIN) on the
tracking accuracy rate, and then the arc sine transformation
value of the tracking accuracy rate was three groups (expert
group, novice group, and control group) x 3 speed condi-
tions (slow, moderate, and fast) repeated measures ANOVA.

3.5.2. EEG Data. The data were preprocessed with the BP
analyzer. The average potential of both ear mastoids (TP9
and TP10) was used as the rereference electrode, and the FCz
electrode was reduced. The rereferenced EEG data were
filtered with a high pass of 1 Hz, a low pass of 30, and a slope
of 24dB/oct. Segmentation was performed according to
three speed conditions, and the segmented data were
baseline corrected, and the baseline time ranged from (-1
000 ms) to (—500ms). The electro-oculogram artifact was
removed by the semiautomatic mode in principal compo-
nent analysis, and the data with amplitude exceeding +80 uV
were automatically removed. Finally, the preprocessed data
were exported. The preprocessed data was subjected to time-
frequency analysis in lets wave.7 software, and the data were
subjected to wavelet transform in lets wave according to the
gain model, and the transformed data were subjected to
event-related spectral perturbation analysis (ERSP). The data
were subjected to continuous wavelet transform to calculate

the event-related power spectrum for each trial. The mother
wavelet short is set to cmorl ~ 1.5, the low frequency is set to
1Hz, the high frequency is set to 30 Hz, and the output
format is set to the power value. Then for each frequency, the
event-related spectral power for each time-frequency bin
was divided by the average spectral power of the same
frequency in the baseline period before stimulation. The
percent ERSP (ERSP%) is log-transformed, and by defini-
tion, the log-transformed unit is the decibel (dB) calculated
as follows:

1 n
ERS(f,t) = Y IF ([ (1)
k

-1

Among them, Fk is the wavelet value of trial K at fre-
quency f and time f, and n is the number of trials:
ERS(f,t)

up(f)

Among them, up(f) is the average value of ERSP in the
baseline range at frequency f, and in order to make the
distribution of ERSP values tend to be more normal, log-
arithmic transformation of ERSP is performed:

ERSP,,, (f,t) = 10log,o[ERSP; (f,1)]. (3)

ERSP% = (2)

When completing the multitarget-tracking task, the
brain activation areas of the subjects were concentrated in
the occipital and parietal regions; according to the distri-
bution of brain topographic maps and previous literature,
the occipital (Oz), parietal (Pz), and parieto-occipital (POz)
regions were selected. Of the electrode points, calculate the
ERSP average of the high-frequency alpha rhythm (10 ~
13Hz) of the three electrode points, and perform a 3 x3
repeated measures ANOVA [12]. During the analysis, when
the statistic did not satisfy the spherical test, the degrees of
freedom and P values were corrected by Greenhouse
Geisser’s method, and Bonferron’s method was used for post
hoc comparisons.

4. Analysis of Results

4.1. The Effect of Exercise Speed on the Tracking Performance of
the Three Groups of Subjects. As shown in Figure 4, the main
effect of speed was significant (F=120.58, P<0.01,
15 =0.81), and the post hoc comparison results showed that
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FiGure 4: Differences in the tracking accuracy of the three groups
of subjects under different speed conditions.

the faster the movement speed, the lower the tracking ac-
curacy. The tracking accuracy rate under the slow speed
condition was significantly higher than that of the medium
speed condition (P < 0.01) and the fast condition (P < 0.01).
The tracking accuracy rate under the medium speed con-
dition was significantly higher than that of the fast condition
(P<0.01). The main effect of the group was significant
(F=3.39, P<0.05, 1%=0.10), and post hoc comparison
results showed that the tracking accuracy rate of the expert
group was significantly higher than that of the control group
(P <0.05), and there was no significant difference between
the expert group and the novice group (P> 0.05), and the
tracking accuracy rate between the novice group and the
control group was marginally significant (P = 0.061). The
interaction between group and speed was significant
(F=2.63, P<0.05, 5 = 0.082). Further simple effect analysis
found that under the slow speed condition, there was no
significant difference in the tracking accuracy among the
three groups (P> 0.05). Under the medium speed condition,
the tracking accuracy of the control group was significantly
lower than that of the expert group (P < 0.01) and the novice
group (P <0.05), and the tracking accuracy rate of the expert
group under the fast condition was significantly higher than
that of the control group (P <0.05). Under the fast condi-
tion, there was no significant difference in the tracking
accuracy between the novice group and the control group
(P>0.05), and the tracking accuracy of the expert group was
higher than that of the novice group but did not reach a
statistically significant level (P >0.05). The above results
show that with the increase of movement speed, the accuracy
rate of multitarget-tracking of ice hockey players shows
obvious advantages. Under medium speed conditions, the
ice hockey player group (expert group and novice group) is
significantly better than the control group. Under fast
conditions, the multitarget-tracking performance of the
expert group athletes still has an advantage.

TABLE 2: Statistical table related to high-frequency alpha precepts
and behavioral performance.

Variable r P
Slow Tracking g 396" 0,004
accuracy
High skill level Medium Tracking . o5
group speed accuracy : :
Fast Tracking ™ 476 0,039
accuracy
Slow Tracking = 1>7 0,053
accuracy
Medium Tracking
Low skill level speed accuracy —02gP07
group Fast Tracking —-0.547 0.010
accuracy : .
Slow Tracking ) 507 4,092
accuracy
Medium Tracking
speed acearacy 0445 0046
Control group o, oot
Fast & _0516 0.024
accuracy

4.2. The Effect of Motion Speed on Neural Oscillations of High-
Frequency Alpha Rhythms. As shown in the statistics in
Table 2, the main effect of speed was significant (F=31.96,
P <0.01, % =0.53), and post hoc comparison results showed
that the faster the movement speed, the lower the ERSP value
of high-frequency alpha rhythm. Specifically, the ERSP
values of high-frequency alpha rhythms under slow con-
ditions were significantly higher than those in moderate
(P <0.01) and fast conditions (P < 0.01). The ERSP values of
high-frequency alpha rhythms in the moderate speed con-
dition were significantly greater than those in the fast
condition (P < 0.01). The main effect of group was significant
(F=5.1,P<0.01, 73 =0.15), and post hoc comparison results
showed that the ERSP value of high-frequency alpha rhythm
in the expert group was significantly higher than that in the
control group (P <0.01), and there was no significant dif-
ference in the ERSP values of high-frequency alpha rhythms
between the expert group and the novice group (P > 0.05),
and the ERSP values of high-frequency alpha rhythms in the
novice group were slightly larger than those in the control
group and marginally significant (P = 0.061). The interaction
between group and speed was significant (F=3.01, P <0.05,
7% =0.097). Further simple effect analysis found that under
the slow condition, there was no significant difference in the
ERSP value of high-frequency alpha rhythm among the three
groups (P >0.05). Under the condition of moderate speed,
the ERSP value of the high-frequency alpha rhythm of the
control group was significantly lower than that of the expert
group (P <0.01) and the novice group (P > 0.05). Under the
fast condition, the ERSP value of the high-frequency alpha
rhythm of the expert group was significantly greater than
that of the control group (P <0.01), and the ERSP value of
the high-frequency alpha rhythm of the expert group was
greater than that of the novice group but did not reach a
statistically significant level (P >0.05). There was no sig-
nificant difference in the ERSP values of high-frequency
alpha rhythms between the novice group and the control
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FiGUure 5: ERSP values of high-frequency alpha rhythms of the
three groups of subjects at different speeds.

group (P >0.05). The above results (Figure 5) show that as
movement speed increased, hockey players had lower levels
of oscillations in high-frequency alpha rhythms compared to
controls. Under the moderate speed condition, the oscilla-
tion level of the high-frequency alpha rhythm of the ice
hockey player group (expert group and novice group) was
significantly lower than that of the control group. Under the
fast condition, the oscillation level of the high-frequency
alpha rhythm of the expert group players was significantly
lower than that of the control group.

5. Discussion

The author adopted the multitarget-tracking paradigm
combined with EEG technology and explored the visual
attention tracking performance and neural oscillation
characteristics of ice hockey players under different speed
loads, and the results show that movement speed reduced
the multitarget-tracking performance and enhanced the
oscillation level of high-frequency alpha rhythm. The dif-
ferences in multitarget-tracking performance and high-
frequency alpha rhythm oscillation between the expert
group hockey players, the novice group ice hockey players,
and the control group were mediated by the movement
speed.

5.1. Movement Speed Affects Multitarget Tracking Perfor-
mance of Ice Hockey Players. With the acceleration of the
exercise speed, the tracking performance of the expert group
ice hockey players, the novice group ice hockey players, and
the control group decreased significantly, which is consistent
with the previous research results: Visual attention tracking
performance degrades with faster motion [13]. The re-
searchers proposed the flexible resource theory to explain
the reasons for the impaired tracking performance, arguing
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that there is a “resource pool” in the brain of the resources
which needed to track the target, and the attentional re-
sources required to track each target determines the number
of targets that can be tracked simultaneously. When the
object moves fast, tracking one target will consume most of
the attention resources in the “resource pool,” and the
subjects can only accurately track one target, lose or confuse
other targets, resulting in impaired tracking performance
[14]. Under moderate speed conditions, compared with the
control group, the expert group hockey players and the
novice group hockey players have superior visual tracking
performance, which indicates that the multitarget-tracking
ability of the hockey players is better than that of the
nonathletes, which supports the results of some previous
studies; that is, athletes have advantages in multitarget-
tracking performance compared to nonathletes [15]. Under
the fast condition, the expert group hockey players still had
an advantage in visual tracking performance compared with
the control group, and there was no significant difference in
tracking performance between the novice group hockey
players and the control group. This shows that as the speed of
movement increases, the expert group hockey players still
maintain the advantage of multitarget-tracking perfor-
mance, while the tracking performance of the novice group
hockey players and the control group is impaired. The
authors verified from the behavioral level that the increase of
exercise speed will reduce the tracking performance, which
is in line with the flexible resource theory and found that
with the increase of exercise speed, the multitarget-tracking
performance of ice hockey players is better than that of the
control group, and the higher the skill level, the better the
tracking performance, the more obvious the advantage.

5.2. Movement Speed Affects the Level of Neural Oscillations in
Ice Hockey Players. In order to effectively track multiple
targets, certain attention resources need to be invested, so
when completing multitarget-tracking tasks at different
speeds, there may be differences in the degree of neural
oscillations of the expert group ice hockey players, the novice
group ice hockey players, and the control group. Oscillation
levels of high-frequency alpha rhythms were assessed using
the ERSP values of high-frequency alpha rhythms. Note that
the more the focus on a certain task, the smaller the ERSP
value of the alpha rhythm, and the higher the oscillation of
the alpha rhythm [16]. Under the fast condition, the os-
cillation intensity of the high-frequency alpha rhythm of the
expert hockey players was weaker than that of the control
group, while the oscillation intensity of the high-frequency
alpha rhythm of the novice group and the control group was
not significantly different. This shows that under the fast task
load, compared with the control group, the ice hockey
players in the expert group can complete the tracking task
with less attention resources, reflecting the characteristics of
attention resource saving [17]. This revealed that under
conditions of high task load, the expert group ice hockey
players exhibited a lower degree of oscillation of high-fre-
quency alpha rhythms and had more efficient use of at-
tentional resources. This supports the ability to perform
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specific tasks or cognitive tasks related to specific tasks and
that athletes in the expert group have more obvious char-
acteristics of resource consumption saving [18]. Research
indicates that athletes may have higher neural efficiency and
less attentional resource consumption during multiobject
tracking tasks. When performing multitarget-tracking tasks,
compared to nonathletes, ice hockey players showed lower
alpha rhythm oscillation levels and more efficient attentional
resource utilization, and the higher the skill level, the more
obvious the advantage of saving attentional resources [19].
Combining the tracking accuracy and the high-frequency
alpha rhythm oscillation, under moderate speed conditions,
the tracking performance of the ice hockey players was better
than that of the control group, and the high-frequency alpha
rhythm oscillation level was lower than that of the control
group. Under the fast condition, the expert group ice hockey
players showed a tracking advantage and less attentional
resource consumption, and the novice group ice hockey
players and the control group showed no significant dif-
ferences in tracking performance and the degree of high-
frequency alpha rhythm oscillations [20].

6. Conclusion

The author proposed a multitarget-tracking task based on
and by changing the movement speed of the athletes in the
expert group, the novice group, and the control group,
explored the visual attention tracking performance and
neural oscillation characteristics of ice hockey players, and
used the multiobject tracking paradigm combined with EEG
technology to observe the performance of different exercise
loads, differences in multitarget-tracking performance, and
the degree of oscillation of high-frequency alpha rhythms
between expert hockey players, novice hockey players, and
control groups, revealing their inhibitory effect on nontarget
tasks, and the specific performance is that as the movement
speed increases, the multitarget-tracking performance of ice
hockey players is better, the degree of neural oscillation is
lower, and the higher the skill level, the more obvious the
effect, and it has a strong inhibitory effect on nontarget tasks.
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The data used to support the findings of this study are
available from the corresponding author upon request.
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5.1%, 2.8%, 2.8%, and 1.6% on four public Chinese and English data sets, respectively. Compared with LR-Bi-LSTM, NSCL, and
multi-Bi-LSTM models, the accuracy of the proposed MC-BiGRU-Capsule model on MR and SST-5 data are 3.2%, 2.4%, and
3.4% higher than that of the LR-Bi-LSTM, NSCL, and multi-Bi-LSTM models, respectively. It also shows a better classification
effect on multiclassification data sets. It is concluded that compared with other baseline models, this method has a better

classification effect.

1. Introduction

We all know that the new media represented by Weibo,
WeChat, and QQ is a double-edged sword that shows the
advantages of both pros and cons. New media technologies
allow for “freedom and direct expression” and “everyone has
a microphone.” All kinds of public opinion in the era of
microphone floods, including educational public opinions,
can be discussed and spread, which influences the social
weather vane. Public perception of education refers to how
ordinary people talk about education, including primary and
secondary education, public opinion, good advice, anger,
and rage. From the inclusion of education policy in the
action plan to the formulation, implementation, evaluation,
and even evaluation of it, public opinion has always been at
the forefront. Today, we increasingly recognize the close
connection between education, public opinion, and edu-
cation policy [1].

In the era of “everyone has a microphone,” the wind
begins to blow from the grass. Most people are overly
concerned with the decision-making process in formulating,
implementing, evaluating, and finalizing education policies,
which is easy to cause neglect to other content. That is why
some problems can be elevated to policy issues while others
are excluded. How to detect and respond to the crisis of
public opinion in a complex environment of public opinion
is inextricably linked to the collection, study, evaluation,
guidance, and intervention of public opinion in education. A
multifaceted and systematic study of public opinion in
education [2]. The Fourth Plenary Session of the 16th CPC
National People’s Congress made it clear that China needs to
gradually establish a comprehensive system for collecting
and analyzing public opinion in order to ensure that it can
further reflect public opinion. The Sixteenth Plenary Session
of the 16th Central Committee reiterated its importance [3].
The Ministry of Education, in conducting a spiritual survey
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of the 6th Plenary Session of the 17th Central Committee,
called for the development of China’s future education as a
starting point, and the gradual establishment of a system that
reflects scientific and standardized public opinion to provide
timely and accurate public opinion.

Providing educational products and services is the main
goal of developing educational informatization enterprises.
From the perspective of the development of educational
informatization enterprises as a whole, the sustainability of
its products and services will be affected by the whole en-
terprise’s ecological environment. Therefore, in order to
achieve sustainable development of educational information
products and services, it is first necessary to clarify the logical
relationship between the elements of the educational in-
formation product and service system. Therefore, we need to
start with the entire enterprise ecosystem in order to identify
the key elements of the educational information product and
service ecosystem and its interaction mechanisms. The
service ecosystem model is shown in Figure 1.

2. Literature Review

Larson et al. proposed the application of the “survival of the
fittest” principle to maintain the balance of the resource
pool, establish a convenient feedback mechanism, promote
the coevolution of the resource pool, promote the flow of
information in the resource pool, and improve the utiliza-
tion rate of resources [4]. From the perspective of basic
knowledge of computer networks and ecology, Wu studied
the network ecosystem, analyzed the structure, character-
istics, and attributes of the ecosystem [5], and put forward
some new concepts for a network system. Through the study
of some network behavior of the network (including the
competition between different network technologies or
software), based on the model of population ecology, the
competition model between network populations was
constructed, and the software was used to simulate it, so as to
provide a reference for the optimization and allocation of
network resources. Deng studied the demands of admin-
istrators, users, and teaching supervisors for online educa-
tional resources by applying the EPSS concept to the
educational resource management. The research tried to
integrate the EPSS technology with educational resource
management to construct an electronic performance sup-
port system for learning resource centers for the practical
application of network teaching. Through the framework of
the online education resource integration, the distributed
education resource, database, and education resource in-
tegration service center were organically interconnected,
forming a co-construction and sharing mode of online
education resources with intensive management and dis-
tributed storage, thus achieving the best solution of resource
construction, resource sharing, and resource application [6].
Lu proposed the integration of online education resources
based on three kinds of social software: Blog, Wiki, and
Model, and analyzed their respective integration methods,
strategies, and characteristics [7]. Tang and T discussed the
integration and integration modes of online education re-
sources and put forward three integration modes, namely,
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the education resource management database mode, the
education resource center mode, and the distributed edu-
cation resource network mode. There are three aspects of
educational resource sharing in the network environment:
self-sharing, sharing with others, and global educational
resource sharing [8]. Aydn used a k-means clustering al-
gorithm to cluster online public opinions as topics, so as to
monitor public opinions [9]. In the context of the big data
era, Guo and M. used the Mahout text algorithm to mine the
online public opinion information [10]. Ferguson analyzed
enterprise public opinions with the sentiment dictionary
method and achieved good results [11]. On the application,
data analytics companies were developing services that
helped companies discover, attract, and assess industry
influence by analyzing blogs on the Internet.

At present, there are still some issues that need to be
addressed when using the in-depth learning model to ad-
dress short text sensitivity analysis. The most important
thing is not to focus effectively on the keywords of emotion
in the text and not to rely on linguistic knowledge such as
textual information and emotional sources. This unique
emotional information must be fully utilized to achieve the
best performance of the model. To address the above issues, a
short text sensitivity analysis capsule model combining a
circulatory neural network and a two-way GRU network is
proposed to analyze public perceptions of ideological and
political education. The model first focuses on the word
vectors in the text in order to focus on emotionally im-
portant words in the short text. The advantages of CNN and
BI-GRU are combined in the unpacking phase. Finally,
according to each category of emotion, vectors are used to
express emotional properties, and an emotional capsule is
created, which improves the ability to express design
features.

3. Methods

3.1. Fusion Convolutional Neural Network. The textual
sensitivity analysis capsule design framework, combined
with the circulatory neural network and the bidirectional
GRU (MC-BiGRU-Capsule), consists of four parts: attention
level, feature breakdown, character integration, and emo-
tional capsule construction.

(1) Layers: these systems contain multiple control sys-
tems that capture the ideas expressed in the text,
encode the relationships between words, and create
clear translations of the text.

(2) Eigen decomposition provides text message vectors
based on multiple norms for CNN and Bi-GRU,
respectively. The CNN rotates with 3 x 300, 4 x 300,
5x 300, and 512 broken kernels in step 1, and then
focuses on converting the N-gram energy of words
into sentences and the structure’s next level of
structure. Therefore, the convolution function is only
used to obtain the local product of the text. The Bi-
GRU model makes the text temporarily pass through
the GRU before and after the GRU, removing ma-
terial from the Earth.
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FiGure 1: Educational informatization products and service ecosystem model.

(3) Feature aggregation: feature vector H is decom-
posed by dialing the input of local features and
global semantic properties, and the global aver-
aging layer library vector H takes the represen-
tation of the text sample function and calculates
the loss function [12].

(4) Create thought capsules: the number of thought
capsules corresponding to a set of thoughts. For
example, two capsules correspond to positive and
negative emotions, and each set of needs is called a
“feature capsule.” To get the probability of activating
the capsule, enter the function vector H attached to
the previous step in the emotional capsule P; is
calculated and the feature representation rg; is
reconstructed in combination with the attention
mechanism. The probability of activating the capsule
is considered active if it is the highest of all the
capsules; otherwise, it will be inactive. A charac-
teristic feature of the activation state capsule is the
emotional classification of the input text, which is the
model output.

3.2. Attention Layer. Attention mechanisms can focus on
important information in the text. This study uses a variety
of methods to obtain important information about sentences
from multiple locations.

For the text S = {w;,w,,...,w;} with given length L,
where w; is the second word in the sentence, and each word
is plotted on a D-dimensional vector, i.e., S € RE*D.

First, convert the word vector S into a linear form and
divide it into three matrices of the same size Q € RM¥PD,
K € RPP) vV € REP and mapped to multiple different
subspaces, as shown in the following formula:

Q.- Q] =[QW?,...,QW?],
[K,,...,K,] =[KWS, KW ], (1)
Vi,V ] = [VWY, L vwr ],

In Formula (1), Q;,K;,V; is a query, key, and value
matrix for each subspace. W, WX, WY+ is a conversion
matrix, and h is the number of heads.

Then calculate the value of attention for each subspace in
parallel, as shown in the following equation:



T
head, = softmax(Qi}gi )V,-. (2)

In Formula (2), head,; is the attention value of the i th
sub-space, and Vd is to prevent the gradient from dis-
appearing during the return distribution, the focus matrix is
changed to a standard normal distribution.

Then, as shown in the following equation, the attention
values of each subspace are connected and converted
linearly.

Multi_head = concat (head,, -- -, head, )W". (3)

In Formula (3), W™ is the transformation matrix,
Multi_hea d The meaning of all the sentences, the meaning
of unification, is the act of unification. Finally, connect the
residual connection between the Multi_hea d and S is used
to obtain the sentence matrix shown in the following
formula:

X = residual_Connect (S, Multi_head). (4)

In Formula (4), X € RE*P s the output of multiple at-
tention, residual_Connect is the residual operation.

3.3. Fusion of CNN and Bidirectional GRU Text Feature
Extraction. To provide a more detailed understanding of
text-sensitivity features, this study combines the advantages
of rotating neural networks and two-way GRU text char-
acterization to model text sentimental features from the local
level to the global level.

3.4. Text Feature Extraction Based on CNN. Inspired by
visual arts research in bio-agriculture, the joint neural
network’s ability to learn and express energy resources has
been widely used in the field of natural languages, such as the
distribution of text and the distribution of hearing [13]. In
the native function of CNN, the word vector formed by a
sentence is used as a single input, and then the rotation
function is performed by multiple rotation kernels matching
the size of the word vector to obtain the attributes of several
consecutive words.

During the study, a B-turn filter was selected to extract
the local characteristics of the multifocus output matrix X,
and the feature matrix is C;=[C;},C;,,---,Cipl €
RUKD=B where C; 5 = [c1, €50+ +>Cpgs1] € REF is the B
column vector in C;. Element c;. This vector can be obtained
by the following formula:

6 = f(W-x; ;1 +b). (%)

In Formula (5), f is the activation function ReLU,
W e R*D js the convolution kernel, k is the window
width, x;, ;. € RFP_ K represents the vectors of the

word connecting the first and last two, and b is a biased
term.
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3.5. Text Feature Extraction Based on Bidirectional GRU.
Machine learning techniques have traditionally been
limited to preinformation based on material in semantic
models, whereas repetitive neural networks (RNNs) can
model all previous information in language [14]. How-
ever, the standard RNN has the problem of gradient
disappearance or explosion. LSTM networks and GRU
networks overcome this problem by selectively influ-
encing the state of each moment in the model through
some “gateway” structure. In the LSTM version, the GRU
replaces the forget-me-not and entry-level update door in
the LSTM. The structural definition of the GRU is shown
in Figure 2, and the results of the relevant calculations are
shown in formulas (6)—(9).

z, = 0(W°x, + Uh,_;), (6)
r, =0(W'x, +Uh,), (7)
h, = tanh(tht +U"(h,_, @rt)), (8)
h,=(1-z)0h +z0h,,. 9)

In the Formulas, W2, W', W", U?, U", U" are the weight
matrix of GRU. ¢ is the sigmoid function. © is elements
multiplication. z, is an update gate that controls the
update level of the GRU unit activation value, which is
determined by the current input state and the state of the
top hidden layer. r, is a reset gateway that combines the
new input information with the original information. h, is
the hidden layer. A, is the hidden layer of the candidate. To
sum up, compared with the LSTM network, the GRU
network reduces the design and complexity and reduces
the test cost.

State changes in classical repetitive neural networks are
one way. However, in some cases, the output of the current
state is not only related to the previous state but also related
to the next state [15]. For example, the prediction of missing
words in a sentence must not only determine the preposition
but also the meaning of the text that follows, and the
emergence of bidirectional recurrent neural networks solves
this problem.

A bidirectional repetitive neural network connects two
unidirectional RNNs. Every time two RNNss enter a state in
the same direction at the same time, the output is deter-
mined together, making it more accurate. Dual GRUs are
created by transforming RNNs in bidirectional neural
networks with standard GRUs.

The design uses a bidirectional GRU network to study
semantic data globally through various agreed-upon ma-
trices. H layers during training. The specific calculation
process is shown in formulas (10)-(12).

—

.
h, - GRU(X, ht_l),t € [1L]. (10)

h, = GRU(X,ZM),t ¢ [L1], (11)



Mathematical Problems in Engineering

P

FIGURE 2: GRU unit structure diagram.

h, = tanh(tht +U"(h,_, @rt)),
. (12)
H, - [ b, ht].

— «—
In the formulas, & and h,,; are both initialized as zero

N
vectors. h, € R4 . The vector matrix that combines the
previous information is an expression of the sensory

properties of the word X. h, € R is the expression of the
sentiment feature of the word vector matrix X integrating
the later information. Moreover, d is the dimension of the
GRU unit output vector. H, € R combine the following
information. Also, d is the size of the output vector of the
GRU unit.

3.6. Feature Fusion. Neural network organization can re-
duce data loss by decomposing the internal components of
the text. A bidirectional GRU network temporarily passes all
text and provides global semantic storage [16]. This study
combined the advantages of a collapsible neural network and
a two-way GRU network and used a global average inte-
gration method to combine local properties and global se-
mantic properties of text to obtain a typical representation of
a text example V, this improves the design features.

During the experiment, the circulation vector B and the
output vector dimension in the convolutional neural net-
work were used 2 d. It connects the function vectors gen-
erated by the two networks by merging and connecting the
two-way GRU network with the same meaning and as shown
in the following formula:

H = concat(C, H,). (13)

In Formula (13), H € R(*1*24 i5 the spliced vector, and
C=[C,,C,,---,C,],C € R*® is the output vector of the
convolutional neural network, H, = [h;,h,,---,h;],H,

€ R The output vector and concat of the two-way GRU
is the connecting function.

To combine the mean values of the H vector to create the
feature points, use the global mean aggregation layer and
finally get the feature vector V, € R*. To increase the ro-
bustness of the model and to avoid over-tuning, these
function points have the characteristic of text-sensitive cases.
The results of the calculations are shown in the following
formula:

V, = globalaveragepooling (H). (14)

In Formula (14), globalaverage pooling is the global
average pooling operation.

3.7. Sentimental Capsule Construction. Surveillance module:
the imaging module combines an H-vector device with a
surveillance module to create realistic images in the capsule.
The face-lobbing mechanism enables the demo module to
measure the importance of words in different texts. For
example, “wide” can provide recommendations for hotel
reviews, but it does not matter in movie reviews [17]. The
formula for calculating the attention mechanism is shown in
formulas (15)-(17).

u;, = tanh(W,H+b,), (15)
T
exp(u;,u
“i)t - p( l,tTw> ) (16)
¥ eXP(ui,tuw)
Vei = Z“z’,tH- (17)
t

In the formula, H is the representation of the text after
the attachment, and H is inserted into the fully connected
layer to obtain the hidden representation of ui and t. The
similarity between ui, ¢, and a randomly initiated context
vector u,,. Calculations are made to determine the signifi-
cance of the words, and the weight of the words in the
sentence is normalized using the softmax function to obtain
ai, t. Weigh the vector H along the weight matrix to obtain
the sum v,; € R* of the attention mechanism. W, and u,,
are weight matrices, and b, is the bias value learned during
training [18]. The attention-grabbing mechanism creates
deeper properties at the top level of v, i, and captures key
information in semantic sensitivity.

The probability module calculates the probability of
activating the capsule according to the Vc.i semantic
properties combined with the following formula:

P, = U(Wp)ivc)i + bp’i). (18)

In Formula (18), P; is the probability of activating the
first capsule, Wj; and b,,; are the weight matrix and the bias
matrix, and o is a function of activating the sigmoid gland.

The recovery module multiplies the Vc.i semantic
properties by a probability matrix P; obtain a description of
the reconstructed semantic properties r,; € R?9, as shown in
the following formula:

I = Pivc,i' ( 19)

The three modules in the capsule complement each
other. Each capsule has a characteristic (mental category) for
entering text. Therefore, it is likely to be activated if the text
sensitivity matches the capsule properties P; of the capsule
should be maximum, and the reconstruction feature r,; of
the capsule output should be most similar to the text in-
stance feature V..



Therefore, the spinal loss function is confirmed as shown
in (20) and (21).

N
J(0) = Zmax<0,1+2yiPi>, (20)
i=1

N
U () = Zmax(O, 1+ Zy,-Ver,i) (21)
i1

In Formula (20) and (21), y; is the sensitivity class label
corresponding to the text. The final loss function is the sum
of (20) and (21).

L(6) =7(6) +U(6). (22)

4. Results and Analysis

The experiments were performed on three English data sets:
the Mr. (film review) data package, the IMDB data package,
and the SST-5 data package, and the Chinese data package is
an ideological and political education review package. The
above data sets are widely used for sensitivity classification
tasks, which makes the experimental results have a good
evaluation effect. Mr.’s dataset is a collection of UK movie
reviews. Each sentence is classified as positive or negative,
with 5,331 positives and 5,331 negatives. The IMDB file
contains 50,000 files from U.S. movie studios that are cat-
egorized into positive and negative categories in critical
thinking analysis [19]. The SST-5 packet is a continuation of
Mr. package files and provides separate training packages,
available packages, and test packages, totaling 11,855 sen-
tences. Text can be divided into five categories: “Excellent,”
“Good,” “Neutral,” “Poor,” and “Poor”. In this study, SST
was trained at the sentence level. After distributing the data
for the first time, 3,000 positive feedback and 3,000 negative
feedback were obtained from this experiment. An overview
of each data set is shown in Table 1.

The experiments in this study are based on PyTorch.
English uses 300-dimensional glove word vectors to input
words. For words not in the dictionary, start randomly using
a similar distribution with a value of 0.05. To first train the
Chinese word vectors, we use the fastHan tool to label the
text, then train the SKPP-gram standard to use big data from
Chinese Wikipedia, and resize the Chinese word vectors to
300 dimensions [20]. Headphones use 8 headphones (h = 8)
and use the Adam optimizer during modeling with a
learning rate of 0.001. Accuracy measures are used to
measure the model, and specific areas of the hyper model are
not included in Table 2.

In this study, 4 common data sets were compared with
the 11 models mentioned above. The proposed MC-
BiGRU-capsule model provides better class performance
than the basic models on the four data sets. The model has an
accuracy of 85.3% for the Mr data package, 50.0% for the SST-
5 data package, 91.5% for the IMDB data package, and 91.8%
for the Chinese data package [21, 22]. The accuracy of the
optimal classification model in the 4 data sets is 1.5%, 0.5%,
2.2%, and 1.2% higher than the control tests, respectively.
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First, for the traditional machine learning process,
other groups do better than Mr. IMDB and NBSVM in
terms of theoretical and cultural data analysis, which
indicates that the neural network model has a better effect
on sentiment classification tasks than the traditional
method. At the same time, the performance of the capsule
model is higher than that of deeply researched models
such as CNN, BI-LSTM, and MC-CNN-LSTM, indicating
that capsules are used to represent text sentiment features
in the sentiment classification task, retaining more sen-
timent information and improving the model classifica-
tion performance. In addition, the capsule method has a
competitive advantage over model language integration
experiments [23].

Second, among the in-depth learning methods,
MC-CNN-LSTM is better than CNN and BI-LSTM in
terms of test performance on all data sets, which verifies the
necessity of integrating convolutional neural network local
feature extraction and BI-GRU to capture the global text
information. Han’s public data shows that compared with
MC-CNN-LSTM, our standard planning level is improved
by 5.1%, 2.8%, 2.8%, and 1.6%, respectively, indicating that
the vector neurons used by the capsule model have higher
energy model thinking ability. In-depth studies, including an
understanding of Mr.'s language and thinking skills and
SST-5 show better classes compared to other base models.
However, the MC-BiGRU-capsule model proposed in this
study achieves 3.2%, 2.4%, and 3.4% higher accuracy than
NSCL, NSCL, and multi-Bi-LSTM models, respectively and
shows performance in multiple categories of class records
[24]. Furthermore, the LR-Bi-LSTM and NSCL models
rely heavily on linguistic knowledge such as sensory vo-
cabulary and energy regulators. It is worth noting that
constructing such language knowledge requires a great deal
of human intervention. The multi-Bi-LSTM model is more
detailed than the above two models but is also based on in-
depth knowledge and concepts, which is very labor- and
time-consuming. However, the research model does not
require any linguistic or mental knowledge in the model, the
capsule model of the textual mental model achieves more
results than the sample instructions, and the depth of
communication knowledge and information needs is good
and easy [25].

This is because IMDB file sets are long file sets and Mr.
file sets are short file sets. RNN-capsule uses a repetitive
neural network to generate ad hoc text, average latent
features along sentence length, and obtain behavioral rep-
resentations of the final example. The longer the sentence,
the fewer vector representations. It also does not better
represent the categories of sensitive text that affect the final
structure. Therefore, RNN capsules do not work properly in
the IMDB file configuration. Capsule Network Capsule A
and Capsule B use a dynamic routing mechanism, con-
necting to fully connected capsule layers to replace and sort-
merge layers to form capsules. The length of the text has little
effect on the capsule network. The classification accuracy of
the MC-BiGRU-capsule model proposed in this study is
higher than that of the RNN-capsule of the four datasets, and
the classification accuracy of the MC-BiGRU-capsule model
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TaBLE 1: Experimental data set statistics.

Data set The training set Validation set The test set Number of categories
MR 8.64k 0.97k 1.15k 4
IMDB 25.11k 50.14k 25.21k 1
SST-5(Sentence-level) 8.54k 1.07k 2.24k 5
Tan Songbo hotel review 3.64k 1.29k 1.24k 2

TaBLE 2: Experimental hyperparameter settings.

Parameter MR IMDB SST-5(Sentence-level) Tan Songbo hotel review
Convolution kernel width 2,1,4 3,2,5 1,4 2,3,5
Convolution kernel number 513 259 246 289

Number of hidden units 257 126 124 147

Batch size 59 38 61 31

Dropout 0.54 0.41 0.52 0.29

of the IMDB dataset is higher than that of the network
capsule a and capsule b. The results show that the advantages
of multi-listen-encoded word relations, integrated split
neural network, and BI-GRU decompression function RNN-
capsule overcomes the limitations of scripted long vector
representation and global media sharing layer representa-
tion to create Chinese text and English. Data package ex-
ample features also demonstrate the strength and overall
ability of the mc-BiGRU-capsule.

In this study, we introduce the concept of capsules into
the model and use vector neurons to transform scalar
neurons. This not only reduces data loss but also improves
the ability to model emotions. Also, vector-based training
differs from neural network architectures gentleman, a
working model aimed at understanding how vector training
affects a set of files. By changing the size of the Chinese
sample vector and the size of the inverse vector of the sample
capsule, the variation of the instrument sample size accuracy
can be obtained. Experimental results show that the dis-
tribution model is more accurate when large vectors are used
to represent the sensitivity of text. In this way, when the
learning target is a vector, the ability of the text to express the
target is improved, and the text can represent various ob-
jects. The results are shown in Figure 3.

To clarify that multiple listeners can capture thought
words in texts and encode word relationships, this study
shows the weights of words in sentences and reveals the
meanings of words and important features of texts. Take the
positive and negative patterns of the IMDB dataset as an
example, which reminds us of the delicate material of the
text.

Dynamic word vectors BERT works well in many lan-
guages. Compared to static languages such as Glove and
Word2Vec, BERT can distinguish deep meanings from text
and overcome racism by combining two encodings and
different meanings to obtain word meanings. This study uses
BERT dynamic word vectors from the IMDB database.
Furthermore, the BERT was combined with the proposed
MC-BiGRU-capsule model and compared with the
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FIGURE 3: Variation of accuracy with vector dimensions.

precision-adjusted SentiBERT model, a pre-prepared sen-
sitivity dictionary from BERT.

Since the BERT language is large and repeatable, many
scholars use preplanned BERT models to refine the fol-
lowing activities. However, due to the limited space of the
entries, many designs will cause problems such as quality
and time. As shown in Table 3, the MC-BiGRU-capsule
model in this study is not only designed for GloVe static
word vectors but also has better class performance than
the BERT model and ULMFIT (an LSTM-based prelim-
inary scheme). The accuracy of the combined distribution
of word dynamic vectors is improved by 1.2%, which is a
0.8% improvement over the SentiBERT model. Based on
these models, Bert introduces a good vector design that
enhances their performance and enhances the advantages
of the mc-BiGRU model-capsule model.



TaBLE 3: Comparison of experimental results combined with a
dynamic word vector (unit: %).

Model Accuracy
BERT 90.14
ULMFIT 91.21
SentiBERT 90.94
BERT + MC-BiGRU-capsule 91.89
MC-BiGRU-capsule 91.55

5. Conclusions

This study proposes a capsule model of sensitive literature
connecting neural networks and two GRU methods. The
model focuses on capturing words in the text and encoding
word relationships; solving the problem that capsule net-
works cannot select; and focusing on keywords in text
distribution. To eliminate multilevel, large-scale text-sensi-
tive objects, CNN writes local features and uses a bidirec-
tional GRU network to address global devices. The use of
vector neurons (capsules) instead of scalar neurons to model
text sensitivity is more classified as a method of integrating
language knowledge and emotional resources, proving its
ability to express capsule design features. Experiments on
various data sets confirm the effectiveness of the model.

The next step may be to improve the internal mecha-
nisms of the emotional capsule, such as optimizing the
attention-grabbing mechanism. At the same time, the vector
must better express the emotional properties and improve
the ability to integrate functions to increase the stability and
efficiency of the model.
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Due to the rapid development of information, the image recognition method based on the artificial intelligence algorithm has been
applied to many application fields. As the product of modern information technology, the image recognition method based on the
artificial intelligence algorithm is also a significant and pioneering research topic. With the development of digital image
processing technology and the updating of computer electronic products, digital image processing technology has been applied to
various fields and has made great contributions to the progress of science and technology and the development of productivity.
Image processing methods cover a wide range of application fields, including image conversion, restoration, separation, en-
hancement and matching, and classification. In order to explore the application of the AI algorithm in image processing, on the
basis of the latest BAS algorithm discovered recently, we have established a brand-new hybrid intelligent algorithm BAS based on
C as computing, which is applied to multiple image processing fields and achieves good optimization results. Studying the
problems and future development directions in the application is conducive to promoting such development of image recognition

technology and is conducive to applying image recognition technology to more fields.

1. Introduction

L.1. Research Background. In the past, people could only
repair ancient cultural relics and works of art by relying on
their own experience and manual techniques [1]. These
image processing methods are not only slow but also prone
to deviation due to human subjective will and experience.
Precious cultural relics are permanently damaged, resulting
in the damage of national historical and cultural heritage [2]
Due to the development of science and technology, the US
military developed the world’s first electronic digital com-
puter system “ENIAC” in 1946 and successfully applied it to
ballistic research and large-scale military data statistics. At
this time, electronic computers began to be used in all fields
of scientific research and work, and it has been widely used
[3]. Table 1 shows the subject fields and application fields of
digital image processing.

In the middle of the last century, people began to apply
computers to the field of image restoration, which greatly
improved the efficiency and quality of image restoration and

effectively prevented the damage of human caused images
[4]. Some researchers focus on the research in this field,
resulting in the limited application of computer technology
in the field of image processing [5]. For a long time, the use
of computers for image processing is to improve the image
quality. Therefore, the development of digital image pro-
cessing technology is slow [6].

Due to the rapid development of modern science and
technology and the increasing capability of computer
technology, the main application fields of computer tech-
nology in the field of image processing and application are
not only limited to image recovery but also involve image
acquisition, image conversion, image enhancement, image
separation, compression and decoding, boundary extraction,
image preprocessing, image cutting, image feature analysis,
image digital watermarking, and information identification.
Digital image processing technology has gone through three
processes of generation, improvement, and application. Its
application scope is still expanding and extending. It has
been applied to aerospace, land monitoring, urban planning,
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FIGURE 1: Application of artificial intelligence recognition technology.

TaBLE 1: Application areas of digital image processing.

Academic area Application field

Space exploration Image processing of other stars

Communication Image information transmission
Remote sensing Address and terrain
Meteorological Satellite cloud image analysis

Biomedical science
Public security

Cell analysis and chromosome analysis
Book of songs, live photos, and fingerprints

Archaeology Spectrum analysis
Physics Crystallization analysis
Chemical Vegetation distribution check
Ocean Robot

Forestry Application field
Industry Image processing of other stars

marine biomedical research and development, and other
application industries.

Because of the high uncertainty of some image pro-
cessing data and the difficulty of modeling, it is often difficult
to obtain good results after analyzing the image processing
data by using conventional methods (such as almanac,
dynamic programming, and greedy algorithm) [7]. The
service life is also relatively long, sometimes exceeding the
unbearable limit [8]. In order to better manage such complex
information data, many researchers have generated many
intelligent algorithms with evolutionary and cognitive
functions by simulating life activities and biological behavior
laws in nature [9].

With the rapid development of science and technology,
computer technology has been applied to various fields,
providing many conveniences to the daily life of the public
[10]. The artificial intelligence algorithm and its application
in the current image processing field have attracted great
attention [11]. The proper use of artificial intelligence
methods in image processing can significantly improve the
quality and efficiency of image processing [12]. Based on
this, the concept of artificial intelligence algorithms and the
connotation of processing work are described in this paper
[13]. Such specific applications are explored, as shown in
Figure 1 [14].

1.2. Research Purpose. In the current application field of
computer technology, image recognition technology is still a
major research and development content. However, with the
development of new artificial intelligence computers, the
progress of image recognition technology is also promoted.
In terms of the current use of science and technology, image
recognition technology has been applied to life and business.
For example, the pattern recognition method was once used
to swipe cards in the office, and the pattern recognition
method was later used in face payment. However, with the
further popularization of image recognition technology, it
will also play an important role in more application fields.

In order to explore the wide application of artificial
intelligence computing in image processing, this paper,
based on the new BAS algorithm mentioned recently, in-
tegrates the CS algorithm and establishes a new hybrid
intelligent algorithm BAS-CS, which has applications, so it
has obtained good optimization benefits. In this way, human
beings will be able to get rid of the tedious image processing
and calculation, thus improving the work quality and effi-
ciency and realizing the important foundation of image
processing technology in the information age.

2. Related Concepts and Theoretical Basis

2.1. The Concept of Artificial Intelligence and Image Processing
Work. In recent years, the computer has become a new
science and technology, which has attracted the attention of
all walks of life [15]. As machine intelligence, how does
artificial intelligence help humans [16]? It can also develop
intelligent technology according to human needs to improve
the quality and efficiency of public work. Domestic water is
the target [17]. Artificial intelligence is an antihuman way of
thinking, but it lacks the same independent thinking ability
as people and cannot calculate and solve problems [18].
Therefore, it is vital to serve human devices and tools. Table 2
shows the key technologies in the field of Al

In recent years, due to the vigorous development of
Internet information and computer science, people began to
enter the information age [19]. While all kinds of infor-
mation data have exploded, the workload and difficulty of
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TaBLE 2: Technical details in the artificial intelligence field.

Serial
Technol i H hnol
number echnology categories ot technology
! Machine learning algorithms and Machine learning methods for predictive judgment | research on regression algorithms |
applications research on clustering algorithms | research on classification algorithms
. . Reinforcement learning and policy networks | reinforcement learning and time
Reinforcement learning . . . N . .
2 . difference learning methods | improvement and optimization of reinforcement learning
algorithms .
algorithms
o S Improvement and application of approximation algorithms | research on estimation
Approximation and optimization . Lo . .
3 aloorithms algorithms | optimization theory and algorithms | programming theory and answer set
8 programming
4 Planning problem Hash algorithm optimization and application | planning problem research | robot and

multiagent system planning research | search algorithm research

image processing are also increasing [20]. Needless to say,
image processing is widely used in many industries, in-
cluding industrial applications, military applications, and
medical treatment. Image processing is to convert image
data into digital information through various methods and
programs and upload it to the computer. This paper analyzes
the image of computer processor data and explains the main
reasons for limiting image processing technology [21].

2.2. The Technical Principle of Image Recognition Technology.
In fact, the same as the algorithm principle of computer
processing data, the whole principle of image recognition
technology based on the artificial intelligence algorithm is
not complicated, and simple image data information can be
extracted by using the computer. However, when analyzing
the principles of image recognition technology, in order to
improve the quality and efficiency of image processing,
relevant personnel should find more optimized methods to
innovate. The principle of image recognition technology
using artificial intelligence algorithm is image pattern
recognition, which is a part of artificial intelligence tech-
nology and an important part of the composition principle
of image recognition. Pattern recognition is to process
different types of flat pictures in order to ensure the ac-
curacy of pictures or actual things. Using artificial intel-
ligence algorithms in image recognition technology can
virtualize the recognized objects without analyzing the
physical objects. For pictures, pattern recognition and
artificial intelligence can be used for three-dimensionali-
zation. For example, in the medical field, doctors can
analyze the health status and three-dimensional structure
of the human body by taking pictures. Therefore, some low-
tech recognition techniques such as image processing are
combined with artificial intelligence to do things that
humans cannot.

2.3. Application of the Artificial Intelligence Algorithm in
Image Processing

2.3.1. Artificial Neural Network. Artificial neural network,
the so-called artificial neural network, is to establish a new
intelligent algorithm mode by imitating the action charac-
teristics of the neural network. Its characteristic is that the

simulated neural network can obtain more valuable infor-
mation by identifying and managing information nodes.
Screening can realize the rationalization of big data. The use
of the artificial neural network intelligent algorithm can
greatly improve the image storage space. At the same time,
the use of network technology for high-speed data trans-
mission can achieve the purpose of saving the space occu-
pied by the data, thus improving the behavior quality in a
certain sense and recovering the image accurately and ef-
ficiently. In addition, for the in-depth application of this
technology, related scholars also put forward different
opinions, such as using the multilayer BP network to im-
plement image processing, or segmenting images, and in the
selection of image classification methods, mainly using PCA
to extract data features, which can also be done using neural
networks in classifying chromosome images. In addition,
neural networks have significant advantages in image res-
olution and can accurately recognize handwritten digits. See
Figure 2 for details.

2.3.2. Genetic Algorithm. The transmission algorithm also
comes from people’s simulation of natural processes. It is a
graphic processing algorithm derived from system design
and optimization. Among them, Darwin’s evolution theory
is generally used as a reference for calculation. With the help
of people’s in-depth research and learning of biological
processes, system design can quickly find optimal solutions.
The important advantage of the genetic algorithm is that it is
simple to operate, and it can directly process the image
information so as to achieve the optimal solution effect, thus
reducing various problems in image processing. However, in
view of the comprehensive characteristics and complexity of
the genetic algorithm, the establishment of its framework
will be based on multiple scientific categories, including
function optimization and combinatorial optimization. As a
result, genetic algorithms have been widely used in image
optimization segmentation and search optimization
segmentation.

2.3.3. Ant Colony Algorithm. It adopts the natural animal
model. It is mainly through certain principles to find the best
probability calculation route. Its basic basis is ant man’s
foraging steps. In nature, the ant colony will generate a large
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FIGURE 2: The development of the artificial neural network in artificial intelligence technology.

number of signals during the foraging process and guide its
companions to find the foraging route correctly. It has the
characteristics of large amount of information and large
signal transmission capacity. Therefore, effective signal
transmission has become an important cornerstone to en-
sure normal operation. Ant colony computing achieves the
best value in image processing, thus achieving the most
effective allocation of images, that is, it can find the best
processing mode in the least time, thus greatly improving the
efficiency of the new generation of artificial intelligence
computing. Image matching is also an important image
matching method using image structure modeling in the
field of computer vision applications. However, the tradi-
tional help point optimization method is easy to fall into the
shortage of local optimal solution, and the group algorithm
can well optimize the objective function. Therefore, some
scholars have proposed a high-order graph matching
method based on previous algorithms. The algorithm pro-
vides bright knowledge by calculating the heuristic factor
using the brightness value and then calculates the transition
probability according to the heuristic factor and pheromone.
Finally, the pheromone is updated locally and globally by
using the searched solution. The algorithm can have high
matching accuracy.

2.3.4. Annealing Algorithm. In this method, the best so-
lution is obtained by the iterative method and the random
method according to the physical solid annealing theory. In
the process of heating the article, if the heated article ex-
ceeds the specified temperature value, it will be subject to
rapid cooling treatment. In the process of warming up, the
internal particles of the material will change due to the
different ambient temperatures, thus presenting an irreg-
ular basic shape, and the movement ability in the material
will also be strengthened. However, with the acceleration of
the cooling process and the gradual decrease of the ambient
temperature, the internal particles in the material will
gradually change from an irregular state to an orderly state.

When the ambient temperature exceeds a certain thresh-
old, the material state will remain relatively stable, and the
internal value will also drop to the lowest point. Therefore,
by applying this method to image processing, compre-
hensive processing can be realized theoretically, that is, the
function and quality of image processing can be improved
according to the nature and principle of the method; for
example, the SA value can be edited; the image is seg-
mented according to the application of the SA threshold,
thereby improving the processing speed. The method can
also be used to determine the Chinese character infor-
mation contained in the picture so as to obtain the correct
processing results. The organic fusion between the
annealing algorithm and the genetic algorithm can achieve
the goal of automatically coloring the map. Therefore, the
practical application of image processing technology is
completed by the combination of particle swarm optimi-
zation and different methods. The flow of the annealing
algorithm is shown in Figure 3.

2.3.5. Particle Swarm Optimization Algorithm. This artificial
intelligence calculation is based on the phenomenon that
birds spread food. The particle swarm optimization algo-
rithm selectively selects and modifies the individual infor-
mation in the group. It is developed on the basis of iteration.
However, there are differences between particle swarm
optimization and genetic algorithms. The latter adopts the
method of medium variation and crossover, but the former
does not. The algorithm has to find the optimal particles on
the object by searching for particles. This algorithm is rel-
atively simplified. Because particle swarm optimization is
helpful to fuzzy control and parameter optimization, it is
also possible to use neural networks.

In this period, particle swarm optimization was mainly
used to deal with image problems. As a cooperative random
search method of a group, if this method is brought into
image processing, it can be introduced into the multiagent
optimization system to check the pixel boundary and deal
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with the problem of pixel detail edge loss. It promotes the
improvement of image accuracy and image segmentation
effect on the whole.

2.3.6. 3D Otsu Algorithm. Otsu is a well-known pixel
threshold division method. Pixel segmentation uses texture,
gray histogram, edge, and other characteristics to divide
pixels into parts with different characteristics. Generally
speaking, it includes the target area and the background area,
but the function difference is large. Gray threshold seg-
mentation is one of the most common image segmentation
algorithms. The image is divided into two parts, the main
body and the background, by using the segmentation
threshold of gray histogram; the basic principle of this
method is simple, and the implementation is simple. It is
applied to image segmentation. The algorithm makes use of
the correlation between the gray value and the spatial po-
sition of the image to simplify the process and achieve the
best separation effect. We invented a fast recursive 3D Otsu
segmentation method. The calculation uses a large number
of gray signals of pixels and integrates three-dimensional
gray histograms, which not only increases the robustness of
the calculation but also shortens the calculation time. The
three-dimensional Otsu calculation not only examines the
gray information of the image but also the spatial data of the
image, including the neighborhood mean value and the
neighborhood median value. Therefore, three-dimensional
Otsu has certain antinoise performance, and its segmenta-
tion effect is better than one-dimensional Otsu and two-
dimensional Otsu algorithms.

Then, aiming at the problems of large amount of
computation and long operation time of the 3D Otsu al-
gorithm, a 3D Otsu image segmentation algorithm based on
cuckoo search optimization is proposed. The algorithm uses
the cuckoo search algorithm to optimize 3D Otsu. Among

them, the three-dimensional interclass variance of pixel gray
value domain mean domain median is used as the fitness
function of the cuckoo search algorithm. By evaluating the
fitness of pixels on Lévy flight path, the optimal segmen-
tation threshold is obtained. The experimental results show
that compared with the three-dimensional Otsu algorithm
based on the mean gradient in the gray value domain, the
algorithm has better stability and reliability for image seg-
mentation with a low signal-to-noise ratio; at the same time,
compared with the fast three-dimensional Otsu algorithm,
the operation efficiency is improved by about 16.4%. Thus,
the difficulty of calculation time is overcome, the speed of
calculation is improved, the accuracy of segmentation is
improved, the time loss of calculation is reduced, and it
achieves better segmentation results.

In short, with the further development of the times,
people have invested huge human and material resources to
increase the research and development of artificial intelli-
gence algorithms. The application of artificial intelligence
algorithms in the field of image processing can improve the
accuracy and quality of image processing on the one hand
and promote the improvement of the quality of life of the
public on the other hand. Due to the continuous im-
provement and optimization of artificial intelligence, people
believe that artificial intelligence algorithms will be more
perfect and developed in the future and will be applied to
various fields to support the security, stability, and long-term
development of human economy and society.

3. Related Technologies

3.1. Image Restoration Technology. Image restoration refers
to the method of repairing and reconstructing the defective
part of the image and removing the interference signal
according to certain principles. It can recover the unknown
area by special methods and technologies and through the



neighborhood information in the damaged area to be re-
covered. Its important purpose is to prevent the bystander
from discovering that the picture has been damaged or
repaired. Image restoration has been applied in digital image
processing, computer graphics, data compression, computer
animation creation, and virtual reality.

Assuming p is any point on the boundary Q, the formula
for calculating ones is as follows:

P(p) = C(p)*D(p). (1)

Among them: C(p) is the confidence term, which rep-
resents the number of known points in the structural data.

C(py = Zrm@
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Among them: ¢ represents the area; I, represents
the\line; 1, is the patched p, so it will use the one of squared
errors, which is calculated as follows:

d(vyv,) )
Yp=are MG

where g,4 represents the squared error sum between the
patch to be patched and the matching block, p,, gs. Ry Ry
G, Gy and B,, B, represent the R, G, B values of the cor-
responding pixels in p and qy, respectively.

The form looks like the following:

C(Plurr = C(p). (4)

Next, conduct the research again till it is completed.

3.2. Image Segmentation Algorithm Based on BAS-CS. In
many fields of image processing, people often need to an-
alyze the target. In this way, in order to facilitate the clas-
sification of objects, the objects must be obtained in the
image, and the image must be subdivided. In order to further
improve the effect of image separation, many experts and
scholars in China have introduced the genetic algorithm, ant
colony algorithm, particle swarm algorithm, artificial fish
swarm algorithm, bacterial foraging algorithm, artificial bee
swarm algorithm, and chicken swarm algorithm to image
segmentation in recent years. Therefore, many achievements
have been generated, and the segmentation efficiency has
been improved.

The expansion operation will expand the boundary of the
object. If there are small gaps inside the object, these gaps
can be well filled by the expansion operation, so the
boundary will extend to the new area. If the object is eroded
again at this time, the boundary will shrink back to its
original position, and the gap inside the object will disappear
forever.

fi=(A@B) ={x|da e A,beV: x=a+b} (5)
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Among them, A is the input image; B is the structural
element, which has various shapes and sizes much smaller
than A, such as square and disc. f; is the result of dilation
operation on image A, and f, is the result of erosion op-
eration on image A.

The erosion operation is usually used to remove
boundary points of an image. Since the points included in
one area will be regarded as edge points, they will be
eliminated. If processing is repeated at this time, the retained
large object will return to its original position, and the
deleted small object will disappear permanently.

f,=(AeB)={x|vbeV,JaeV: x=a-b}. (6)

Mathematically, open operation is the result of thermal
expansion after corrosion. It can also be used to remove the
parts of the object that do not contain structural factors,
smooth the outline of the object, break the narrow interface,
and remove the large and small protrusions.

fo = febob. 7)

The adaptability function of the BAS-CS algorithm is
two-dimensional gray Otsu model, and the specific calcu-
lation formula is as follows:

2
t,op = wo[(”m )’ +(”0j - ”Tj) ]

2 2
+w1[(u1,._uTj) O ]

3.3. Image Matching Algorithm Based on BAS-CS. Image
matching is also a very important image processing method.
It can spatially correspond two or more images of the same
scene obtained by one or more sensors at different times and
environments and judge the translation between them.
Image matching has great scientific research and application
value in biomedical image processing, satellite navigation,
biological fingerprint matching, and other application fields.
It is an important cornerstone of image information fusion.
With the progress of science and technology, new engi-
neering application technology and more and more complex
environments put forward higher requirements for
matching calculation, and the research scope of matching
calculation is more and more extensive.

Suppose the original picture is a and the size is wx H.
The template picture is B, and the size is wx H, and set
w< W, h<H.

The MAD algorithm is developed by Leese and is a well-
known calculation method. The structure of this algorithm is
simplified, but it is interfered by noise, and the matching
efficiency decreases due to the increase of noise.

1

wooh
d(xy)=— Zl ]; JAG+x,j+y)-BG ). (9)

Among them, d(x, y) is the similarity measure, when d(x, y)
gets the minimum value, (x, y) is the best matching position.
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The SAD algorithm is similar to the MAD algorithm, and
the difference is that the SAD algorithm does not take the
average value of the error sum.

w h
dx,y) =) Y |Ali+x,j+1y)-BGjl. (10

i=1 j=1

The sum of squares of errors is to square the errors
obtained each time first and then to the sum of squares.

d(x,y)=) Y [A(i+x jl+y) - B ). (11)

j=1

w h
i=1

The MSD algorithm, also known as the mean square
error algorithm, averages the SSDs.

1 & h
d(x,y):Ez [AG+xj+y)-BG N1 (12)
i=1 j=1

The algorithm uses the normalized cross-correlation
function as the similarity measure and has the advantages of
strong antinoise ability and less influence by the scale factor
error. The calculation formula of the normalized cross-
correlation function is as follows:

h . o
ZA(i+x,j+y)- —— ‘ B.(’»J)Z — —
=l \/Zizl Zj:l Al+x,j+y)- Y2, Zj:l B(i, j)

(13)

Among them, P(x, y) is the similarity measure, when P(x,
y) is the maximum; (x, y) is the best matching position found.

First, we select the normalized cross-correlation function
(NCC) as the similarity measure and then judge whether the
image contains noise. The NCC algorithm is used to design
the fitness function of the BAS-CS algorithm. Finally, the
BAS-CS algorithm is used as a search strategy to search for
the optimal solution, Finally, the search method of BAS-CS
is used so as to find the maximum matching between the
template image and the original image.

4. Experimental Results and Analysis

The overall size of each calculation is # = 40, and the dimension
of each function is m = 2. The maximum number of iterations is
international thermonuclear fusion test reactor = 1500, and the
maximum optimization accuracy is to [=1.0x10-20, and
when each calculation has completed the specified number of
iterations, the final convergence accuracy will reach
1.0 x 10 — 20, which is considered a successful optimization. The
parameter settings of BAS-CS are step size step = 10, distance
between two whiskers d0=5, discovery probability a,=0.25,
step attenuation coefficient eta=0.95, and the acceleration
factor of the PSO algorithm is set to 1IC=2C=1.5 (15).

Each algorithm operates independently for each test
function about fifty times, the maximum fitness, average
fitness, and minimum fitness in the 50 running results were
counted, and the average running time and optimization
success rate were recorded. The experimental results are
shown in Figure 4.
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F1GUre 4: Convergence curves of algorithms at different latitudes.

As can be seen from Figure 4, under the same experi-
mental environment and the same number of iterations,
after 25 independent repeated experiments, in terms of
fitness, the maximum fitness, average fitness, and minimum
fitness of the BAS-CS algorithm are obviously better. For the
PSO algorithm, BAS algorithm, and CS algorithm, it shows
that BAS-CS has higher convergence accuracy than other
algorithms; in terms of average optimization time, the
running time of BAS-CS algorithm and CS algorithm is
higher than that of PSO algorithm. The BAS algorithm is
longer, but the convergence accuracy of the BAS-CS algo-
rithm and the CS algorithm is much higher than that of the
PSO algorithm and the BAS algorithm, so the overall per-
formance is better than the PSO algorithm and the BAS
algorithm. On the other hand, the BAS-CS algorithm has
higher convergence accuracy than the CS algorithm. The
average optimization time is shorter than the CS algorithm,
and on the basis of high convergence accuracy and con-
vergence speed, it still has a high optimization success rate,
reaching 100% when testing each function, so it shows that
the BAS-CS algorithm has strong stability.

Under the background of paying attention to economic
benefits in the real engineering field, the method presented
in this paper has good practical value. When the method
used in this paper fixes three pictures, the population
number is set to 100, they are 30, 50, and 100, respectively,
and 50 experiments are here. The obtained PSNR values are
shown in Figure 5.

This section discusses the influence of the dynamic
adjustment parameters « and f in equation (6) on the image
restoration quality when different weights are taken, and the
results are shown in Figure 6.

In Figure 6, data o represents the weight of the confi-
dence term, while the parameter  represents the weight of
the data item. Because f+a =1, a values also follow f3 and
changes with the change of . For pictures with a complex
texture structure, improved S value can make the repair
process more sensitive to detail textures, while for images
with a single texture structure, the 3 value can increase the
accuracy of the priority algorithm and thus increase the
recovery efficiency. As can be observed from Figure 6a = 0.6,
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perimental results.

B =at 0.4, the peak signal-to-noise ratio (PSNR) of the first
three experimental pictures is the largest, so « =0.6, §=0.4 is
the optimal parameter selected for this test.

In order to further verify the convergence of the algo-
rithm in this paper and the algorithm in the literature, this
section gives the comparison of the convergence curves of
the algorithm in this paper (BAS-CS) and the algorithm in
the literature (GA) when segmenting the above three kinds
of images. We take the fitness value as the optimal seg-
mentation thresholds, as shown in Figure 7.

In order to test the effectiveness of this algorithm, the
three-dimensional Otsu algorithm (CS-3Otsu algorithm),
the two-dimensional Otsu algorithm, the M3Otsu algo-
rithm, and the G3Otsu algorithm were based on the CS
algorithm proposed by the algorithm in this paper and the

Epoch

—— Plain Conv
-- - With down sampling layer
---- With dilated Conv

FiGure 7: Convergence curve comparison between the algorithm in
this paper and the algorithm in the literature.

literature. The truck image is cut, and the segmentation time
of each algorithm is counted. In order to accurately calculate
the segmentation of the two CS-30tsu algorithms, the al-
gorithms in this paper are set to a fixed value, the number of
iterations is set at 100, and they are independently repeated
50 times. The specific experimental parameter settings and
the searched optimal segmentation and the thresholds are
shown in Figure 8.

As can be seen from Figure 8, after the Otsu threshold
segmentation method is extended from two-dimensional to
three-dimensional, the segmentation time increases
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Figure 8: Comparison of segmentation time of different
algorithms.

exponentially, but the CS-30tsu algorithm uses the CS al-
gorithm search strategy to quickly search for the best seg-
mentation threshold, so it greatly reduces the time. The
segmentation time is shortened, thereby improving the
segmentation efficiency. The algorithm in this paper adopts
the BAS-CS search strategy. When segmenting three dif-
ferent images, the segmentation time is shorter than that of
the CS-30tsu algorithm so as to maximize the improvement
of the segmentation time and segmentation efficiency.

Pixel spatial separation is a major image processing
technology, which can match one or more sensors with two
or more images of the same background obtained at different
times and conditions, and it can judge the translation and
turnover between them. Image processing technology has
great scientific research value and application significance in
biomedical image processing, satellite navigation, and bio-
metric fingerprint matching, and it is an important cor-
nerstone of biological information application.

5. Conclusion

Because the combination of computer science and image
processing technology can greatly improve the performance
and efficiency of image processing, image processing tech-
nology has been widely used in military, remote sensing,
medicine, industry, and other fields, providing a great deal
for people’s production and life. Convenience greatly pro-
motes the development of social productive forces and also
promotes the innovation and development of social enter-
prises. Therefore, as a field closely related to people’s pro-
duction and life, digital image processing technology has a
lot of problems waiting for us to study and solve in both
theoretical research and engineering application.

Based on the latest BAS algorithm discovered in recent
years, this paper combines it with the CS algorithm to
produce a new hybrid intelligent algorithm BAS-CS. This
method has been widely used in many aspects of image
processing and has obtained good optimization results. At
present, as a new high-tech application technology, image
recognition technology is attracting more attention and
widely used, and it plays a key role in all aspects. With the
rapid development of technology, image recognition

technology has been applied to many industries. With the
rapid development of science and technology, it can also
meet the different needs of the industry and family life.
Image recognition technology can also be more effectively
applied to the whole society, promote economic develop-
ment, and ensure property safety. At present, the application
of image recognition information technology based on ar-
tificial intelligence computing is more and more extensive,
and more and more people pay attention to it. It is believed
that in the future, with the needs of consumers and the
innovation and reform of image identification products, the
use efficiency of the market will be more prominent, and the
application prospect and practical value will be greater.
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In order to solve the problem that there are few methods of users’ consumption psychology, the author proposes a research on the
influence of brand visual communication on consumer psychology based on deep learning. First, establish the mapping rela-
tionship between experience level-product features-aspect words and then use aspect word extraction technology, mining users’
attention to different experience levels from user comments and dividing users into three types: instinctive preference, behavioral
preference, and reflective preference; finally, the deep learning-based aspect sentiment analysis technology is used to calculate the
user’s preference for the product and further analyze the characteristics of different types of users. Experimental results show that
based on the application analysis of more than 900,000 JD.com mobile phone review data, three types of consumer preference user
groups were obtained, of which instinctive preference users accounted for 41.6%; it is higher than behavioral preference users
(33.01%) and reflection preference users (25.39%), and the consumption characteristics of the three types of users are analyzed
from the aspects of mobile phone brand and price. It is proved that the author’s user portrait method can better express the

consumption preferences of different types of users.

1. Introduction

In the process of developing the socialist market economy;, it
has become a major strategic decision and deployment to
implement the brand strategy, pay full attention to the
cultivation and protection of independent brands, and en-
hance the core competitiveness of enterprises. Since then,
concepts such as “city brand,” “national brand,” and “cul-
tural brand” have entered people’s thinking field, and de-
veloping cultural industries and building cultural brands
have become an important topic in China’s medium and
long-term cultural strategic planning [1]. In the process of
development, the development of China’s cultural industry
has also encountered a series of problems; first, the total
amount of cultural consumption is too low; there are three
main reasons for this. First, the cultural consumption ca-
pacity of China’s basic consumer groups is seriously in-
sufficient, and the quality of cultural consumption subjects is
not high, thus inhibiting the rapid growth of cultural
consumption demand. Second, there is insufficient effective

demand for cultural brands, and there is a lack of high-
quality, truly marketable cultural brands. The third is based
on the drawbacks of the “one-size-fits-all” vacation system,
which seriously restricts the maximization of the benefits of
recreational cultural consumption resources. The second is
that the cultural brand “has a license but no market,” and the
market adaptability is not strong. The third is that the market
segmentation is not enough, and the homogenization
competition of regional cultural brands is serious [2]. The
fourth is the lack of strong policy support for the devel-
opment of cultural brands. Finally, the theoretical research
on cultural brand lags behind the practice. Therefore, in the
modern business world where the types and numbers of
cultural brands are increasing and the market competition is
increasingly fierce, if you want to win consumers for your
own cultural brand, you must be in the process of shaping
the image of the cultural brand, fully consider the needs of
consumers, especially the psychological needs of consumers,
and provide consumers with more choices. Only in this way
can cultural brands fully play the role of satisfying
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consumers’ psychological emotions. The author starts from
this situation; it is proposed to analyze the related issues of
cultural brand image building from the perspective of
consumer psychology, in order to provide theoretical sup-
port for enterprises to build brand image, promote the ef-
fective building of Chinese cultural brands, and then
promote the great development and prosperity of China’s
cultural industry [3].

2. Literature Review

Through the research on the related principles of the
consumer behavior conditioning theory, it is proposed to
strengthen the brand loyalty from the perspective of the
classical conditioning principle. From the principle of
operant conditioning, the behavioral loyalty to the brand is
strengthened, and then, the brand loyalty of consumers is
formed [4]. Lototskyy et al. conducted an in-depth dis-
cussion on the mechanism of brand extension and further
expounded consumers’ trust and loyalty to the brand’s
original products from the aspects of learning theory,
ratchet effect theory, risk theory, and demand hierarchy
theory; through the low-cost transfer of brand extension to
extended products, this almost recognized but lacking
detailed analysis point of view has been analyzed, which has
laid a theoretical foundation for the related research on
brand extension [5]. Zhou et al. deeply analyzed the
characteristics of consumer behavior, as shown in Figure 1,
and studied the interaction and role between consumer
behavior and brand image building. In addition, the re-
search on brand image building based on consumer be-
havior provides new ideas for enterprises to carry out brand
work from the perspective of consumer behavior, which is
of strategic and tactical significance to enhance brand value
[6]. The important point they made was that, in consumer
perception of brands, build a long-term competitive brand
by establishing effective mental differentiation and
bringing consumers a pleasant effect [7]. Hu et al. seg-
mented brand-sensitive consumers based on consumer
psychology, analyzed the brand preferences of different
types of consumers, and put forward marketing suggestions
accordingly [8]. Lee and Ryu believe that the consumer
brand relationship is a psychological contractual rela-
tionship built on the basis of mutual trust and mutual
benefit between enterprises and consumers. The violation
of consumers’ psychological contract will lead to the
change or even rupture of the brand relationship, which
will eventually lead to the generation of brand crisis [9].
Sun et al. introduce knowledge from cognitive psychology,
in-depth investigation, and analysis of consumers’ internal
cognition of brand choice. The author takes the con-
struction of the consumer brand choice cognitive model as
the main line, and the consumer’s cognitive structure and
cognitive process as the two branches, an in-depth in-
vestigation and analysis, was carried out [10].

Guided by the three-level experience theory, combined
with aspect word extraction and sentiment analysis tech-
nology, the author proposes a user consumption mental
portrait method based on aspect words.

Mathematical Problems in Engineering

3. Research Methods

3.1. Method Overview. The method can be divided into three
stages:

(1) Consumer psychology (relationship analysis of aspect
words): first of all, we must establish the relationship be-
tween consumer psychology and the words used in com-
ments. According to the three-level experience theory,
discuss with product experts and divide a number of product
features into the instinct layer, behavior layer, and reflection
layer, respectively; then, aspect words are extracted from
reviews, and common aspect words are associated with
product feature descriptions in combination with semantics,
and a mapping table of experience level, product features,
and aspect words is established [11].

(2) Attention analysis: on the basis of the above mapping
vocabulary, the attention of product features and the at-
tention of the experience level are obtained based on the
frequency of the aspect words in the user comments being
mentioned, and the users are divided into instinctive groups
according to the user’s attention to the experience level;
there are three types of preference, behavioral preference,
and reflective preference.

(3) Analysis of favorability: perform fine-grained aspect-
level sentiment analysis on comments to obtain the user’s
emotional inclination for the aspect, and synthesize the
emotional attitude of the aspect at different experience levels
to obtain the user’s favorability, and use the results of
sentiment analysis to characterize different users and group’s
consumer psychology portrait [12].

3.2. Analysis of Consumer Psychology: Aspect Word
Relationship. According to the three-level experience the-
ory, the author firstly divides the product features into in-
stinct level, behavior level, and reflection level.

Taking mobile phones as an example, the author analyzes
the characteristics of products included in each level as follows.

The instinctive layer represents the initial impression of
the product, which refers to the information and feelings
that the user can obtain immediately before or when using
the mobile phone, such as appearance, price, and parameters
directly visible on the online shopping platform. The be-
havioral layer refers to the experience of using most complex
functions of the mobile phone, such as performance, camera,
and battery. The reflective layer refers to the user’s per-
ception of self-image and product image, such as brand,
service, group using the phone, and abstract concepts such as
domestic and technology.

Refer to the domain knowledge of mobile phone
products, and map the three-level experience theory to
specific mobile phone product characteristics:

(1) Instinct layer: appearance, screen, sound, price, and
parameters

(2) Behavior layer: performance, battery,
communication, and auxiliary functions

camera,

(3) Reflection layer: brand, service, user, overall feeling,
and accessories
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FiGURE 1: The impact of brand visual communication on consumer psychology.

Among them, “parameters” refer to parameters directly
visible on the online shopping platform, “auxiliary func-
tions” refer to functions such as fingerprints and Bluetooth,
“user” refers to whether the mobile phone is suitable for a
certain group of people, that is, the degree of matching
between the user’s self-image and the product, and “overall
feeling” refers to the experience of abstract concepts such as
technology, humanization, and quality. In the comments
related to “accessories,” most users do not pay attention to
the quality of accessories, but only pay attention to whether
the merchants have given away mobile phone accessories, so
this is a concept similar to “service” and should be classified
into the reflection layer.

Then, map the product features to its typical de-
scriptive aspects. Considering that the current mainstream
aspect word extraction algorithms are highly dependent on
manual annotation, corpora, rule templates, or other
forms of manual intervention and the problem of low
portability of algorithm models in different fields, the
author adopts the method of combining word segmen-
tation and rules to obtain aspect words that describe
product characteristics. Among them, aspect words are
divided into explicit aspect words and implicit aspect
words and explicit aspect words are mainly nouns, while
implicit aspect words are extracted through the corre-
spondence between adjectives and nouns.

3.3. Analysis of Attention. In the comments, the higher the
frequency of a certain type of aspect word, the higher the
user’s attention to the aspect. Therefore, attention is defined
based on the frequency of appearance of aspect words.

Inspecting the set P = {p,|k = 1,2,...K} of K products,
a total of ] comment statements about product p, are
collected; then, the comment statement set of product p; is
R, = {rjklj =12,... ]}, for a comment sentence ., which
contains L aspect words; then, the sequence formed by all
the aspect words in the comment sentence rj is
ij = fwjklll = 1, 2, .. L]k}

For an aspect word w i, the instinct-level attention ii
the behavior-level attention b, and the reflection-level
attention ir ;; of the aspect word can be given, as shown in
the following formulas (1)-(3):

3
Formation and change
of brand attitude
. 1wy, € instinctlayer "
il = ,
K 0 wjy ¢ instinctlayer
) 1 wjqy € behavior layer
’bjkl N 0 b . > (2)
Wy ¢ behavior layer
) 1 wyy € reflection layer
it = . (3)
0 wiy¢ reflection layer.

From this, the attention degree I; of the user who gives
the comment 7, to the instinct layer design is obtained, as
shown in the following formula:

1 &
Iizizlljkl- (4)
Jk 1=1

In the same way, the users who give comment r ;. at-
tention to the behavior layer and the design of the reflection
layer I, and I, can be obtained, as shown in the following
formulas:

Ly

1
Ibz_zibkl’ (5)
J
ij I=1
Ly ©
Ir = — ir ikl 6
J
ij I=1

According to the above calculation results, when the
value of I; is higher than the other two, it is considered that
the user pays more attention to the design of the product
instinct layer and belongs to the user with instinct prefer-
ence; in the same way, when I, or I, is higher than the other
two, it is considered that users pay more attention to the
design of the product behavior layer or reflection layer,
which belongs to users with behavior preference or reflection
preference [13].

3.4. Likelihood Analysis. The user’s preference for a specific
product is constituted by his emotional attitude towards
various aspects of the product, so the user’s preference for



the product evaluated by the user is calculated by using the
user’s emotion for different aspects. In the sentiment
analysis task of aspect words, the author adopts the DFAOA-
BERT model [14]. The model combines the AOA (attention-
over-attention) mechanism with the BERT pre-training
model, comprehensively considers the correlation between
aspect word information and context information, and
combines global semantic features and local semantic fea-
tures; judgmental aspect vocabulary expresses the sentiment
in the comment sentence.

For the aspect word sequence W ik in a comment
statement 7 of product py, the meaning of the context
information 7 ;i corresponding to any aspect word w is the
remaining content of the comment sentence r ;. after re-
moving the aspect word w;; [15, 16]. Input the aspect word
wjy and the context information 7, into the network at the
same time to obtain the emotional tendency s, of the aspect
word in the comment sentence r ;; the values of s are 0, 1,
and 2, which represent negative, neutral, and positive
emotions, respectively.

Then, user j’s preference E ;. for product py is expressed
as the following formula:

1
Ejk = ZSjkl. (7)

Using c ;. to represent the user who gave the comment
7 k> from all the comments of the product p, the preference
Ei, for the product p, from the instinctual preference user
group Ci, who purchased the product p; can be compre-
hensively extracted, as shown in the following formula:

|Czk|

Eik lC | Z E]kcjk & Clk (8)

Similarly, the favorability Eb, of the behavioral preference
user group Cy, for the product p;, and the favorability Er, of
the reflection preference user group Cr,, for the product p;
can be obtained, as shown in the following formulas:

|cBy |
Ebk ch | Z E]kc ik € Cbk, (9)
|Crk|
ETk lC | Z E]kC ik € Cl’k (10)
Tk
4. Analysis of Results

4.1. Data Collection and Mapping Table Construction. The
author conducts experimental analysis based on JD.com
mobile phone review data. Data crawlers are used to crawl
relevant parameters and user reviews of mobile phones on sale
from the Jingdong website, screen more than 3,000 mobile
phones, and exclude products with unclear basic information
such as product names or store names, reservations, and
second-hand products, and each product is required to contain
at least 5 positive reviews, 5 positive reviews, and 5 negative

Mathematical Problems in Engineering

reviews and finally got 904,232 reviews for a total of 1,171
mobile phone products; among them, 677,266 were positive,
73,443 were moderate, and 153,523 were negative. Since the
website limits each mobile phone to display at most 1000
positive comments, 1000 moderate comments, and 1000
negative comments, the number of comments obtained for
each mobile phone is between 32 and 3000 [17].

Use the stuttering word segmentation tool to segment
the review text, and select the aspect words related to the
product features from the words with a word frequency
greater than 5/10,000, correct or complete words with in-
accurate segmentation results, (for example, change “com-
prehensive” to “full screen”), add some words related to
existing attribute words according to common sense (for
example, add “double” to “price.” 11), and then identify
explicit and implicit aspect words respectively [18]. The
meaning of the aspect words established on the JD mobile
phone dataset is shown in Table 1.

4.2. Analysis of Consumer Psychology Preference Based on
Attention. Based on the attention of comments, analyze the
consumer psychology preferences of users. According to
formulas (4)-(6), the instinct level attention, behavior level
attention, and reflective level attention of each comment are
calculated, respectively, and users are classified into three
categories: instinctive preference, behavioral preference, or
reflective preference [19].

Taking the overall mobile phone review data collected by
the JD.com dataset as an example, the distribution of three
types of users in the mobile phone purchase market can be
obtained as shown in Figure 2.

It can be seen that, in the mobile phone purchase market,
most users are instinctive preference users; that is, they pay
attention to intuitive features such as the appearance and price
of mobile phones. Behavioral preference users, that is, the
number of users who pay attention to the experience of using
various practical functions of mobile phones, are slightly
smaller. The least number are reflective preference users.

The top nine most frequently mentioned aspect words in
the process of extracting each type of user comments are shown
in Table 2; from top to bottom, the mentioned frequency of
aspect words decreases in turn, among the high-frequency
aspect words mentioned by instinctual preference users; aspect
words that belong to the instinctive layer are marked in black
font; the same is true for the other two types of users.

Judging from the five specific features at each level, the
instinctive preference users focus more on aspects that are
more closely related to the actual hand experience, such as
the appearance, screen, and sound of the instinctual layer,
for features such as price and parameters that have little
impact on the user experience, the attention is not as much
as appearance, screen, and sound. It is worth noting that the
instinctive preference users pay a high degree of attention to
the words “speed,” “photographing,” and “standby time” in
the behavioral layer.

Behavioral preference users focus more on performance,
battery, and photography; for more traditional communi-
cation functions and more attention to auxiliary functions, it
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TaBLE 1: Experience level, product features, andaspect word mapping table established according to the three-level experience theory

(example).
Three-level Interpretation in the context of Product Aspect word (example) Number of Number of
experience theory mobile phone design features P p explicit words  implicit words
Exterior Color, border, and surface 53 27
Information and feelings that can Screen ?Ollsli lgy, Ei?thty\,/;?l?nzla::g 2 “
Instinct layer be obtained before using a mobile Sound ! nz;se ’ 19 0
phone or when using it lightly Price Price 21 14
Parameter GB, memory, and chip 22 0
Performance Black screen, game, and 2% 9
speed
Battery Battery, povxﬁfré and battery 20 0
Behavioral layer The expenence of using most Photograph  Pixel, night scene, and beauty 26 0
functions of the mobile phone 4
. .. Internet speed, wireless, and
Communication . 31 0
signal
- Face recognition, fingerprint,
Accessibility and Bluetooth 41 3
Brand Huawei, Xiaomi, and Apple 30 0
Serve Store, logistics, and after- 5] ]
sales
. . User Elderly, children, and girls 34 0
. User perception of self-image :
Reflection layer and product image Technology, domestic
P 8 Overall feeling production, and 26 31
humanization
Accessories Headphones, data cables, 18 0

and bracelets

45
41.6

40

351 33.01

30

25.39

25

Accounted for

20 H

T T T
Instinctive preference user Behavioral preference user Rethink preferred Users
FiGure 2: Distribution of three-tier user groups in the mobile
phone market.

is not as good as performance, battery, photography, and
other three aspects. For the three instinctive aspects of
“screen,” “appearance,” and “sound effects,” behavior
preference users pay a high degree of attention.

Reflection preference: the user’s concerns comprehen-
sively cover all five characteristics of the reflection layer.

4.3. User Analysis Based on Likeness. The DFAOA-BERT
model is used to analyze the favorability of the aspect words
in the comment sentences, so as to obtain the favorability of

TaBLE 2: Three-level user groups comment on high-frequency
words.

Instinct preference Behavioral Reflect on preference

user preference user users
Screen Speed JD.com
Appearance Photograph Elder
Speed Standby time Customer service
Photograph Screen Logistics
Sound effect Appearance Quality
Standby time Sound effect Huawei
Exterior Card Speed
Sound Charge Express delivery
Feel Battery Earphone

different types of users for their mobile phone purchases,
and based on this, we analyze the consumption preferences
of different types of users on brands and prices [20].

Taking eight mobile phone brands with a large number
of users, such as Apple and Xiaomi, as examples, the user
preference results of different preferences are shown in
Table 3.

It can be obtained from Table 3; among the top seven
types of mobile phone brands, instinctive preference users
have higher preference for each brand of mobile phone than
the other two types of users, while the other two types of
users have little difference in their preference for the same
brand.

Instinct preference users have the highest preference for
Oppo, and behavior preference users have the highest
preference for Huawei. Therefore, we can think that, among



these eight brands, Oppo and Huawei are the most suitable
for user needs in the design of the instinct layer and the
behavior layer, respectively. Reflection preference users have
the highest preference for Philips because most users believe
that Philips’ design more accurately meets the needs of the
target user group of the elderly, so its reflection layer design
is optimal [21].

Then, according to the price distribution characteristics
of mobile phones we obtained, the mobile phones are di-
vided into the following five price levels, and the preference
of each type of users for these five price mobile phones is
compared; the results are shown in Table 4.

It can be seen from the table that users who prefer the
instinctive and behavioral layers prefer midpriced phones,
so we believe that the instinct-layer and behavior-layer
designs of midpriced mobile phones are more able to meet
users’ expectations based on their price [22]. However,
overall, instinct preference users are basically similar in
their liking for each price point; while behavioral pref-
erence users have significantly lower evaluations of mobile
phones below 1,000 yuan than other price points, which
shows that the functions of mobile phones below 1,000
yuan are less and weaker; it cannot meet the needs of these
users. In retrospect, the most popular mobile phone is the
mobile phone below 1,000 yuan, which is related to the
generally lower price of the old phone. At the same time,
this score is significantly different from that of this type of
users for higher-priced phones; it also shows that other
price-point phones need to improve their own reflection
layer design [23].

Judging from the preference of different types of users
for mobile phones of the same price, at all price points, the
instinctive preference users’ preference for mobile phones at
this price is higher than that of the other two types of users.
At the four price points of more than 1,000 yuan, behavior
preference users are more fond of mobile phones at this price
than reflection preference users. Only in the mobile phones
below 1,000 yuan, the preference of users with reflection
preference is higher than that of users with behavior pref-
erence. Therefore, we believe that most mobile phones
will pay more attention to the design of the instinct layer
under the constraints of their pricing, followed by the design
of the behavior layer; considering that users with instinct
preferences account for the highest proportion in the
market, the design bias is indeed more in line with the
market status [24].

Furthermore, taking Xiaomi Mi 10 (the product id on the
JD.com shopping website is 100011351676, 1095 instinc-
tively prefer users, 1311 behavioral preference users, and 490
reflection preference users) as an example, the 15 features of
the mobile phone are analyzed for different types of users, as
shown in Table 5.

It can be seen from Table 5 that the three types of users
have the highest preference for the feature of the phone’s
sound, so we believe that the phone’s sound design is the best
among the fifteen features.

For users with instinctive preference and users with
reflective preference, the lowest preference is service, while
for behavioral preference users, the lowest preference is
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TaBLE 3: The three-level user groups’ ratings of their preference for
different brands of mobile phones.

Favorite
Brand Instinct Behavioral Reflect on
preference user  preference user  preference users

Apple 1.570363 1.314607 1.326808
Millet 1.614227 1.317204 1.276268
R.ed 1.615018 1.284013 1.325327
rice

Huawei 1.667817 1.493053 1.420238
Glory 1.619561 1.424737 1.35648
Oppo 1.756583 1.491 1.544588
Vivo 1.711509 1.488905 1.413475
Philips 1.556918 1.198661 1.596631

TaBLE 4: Ratings of three-level user groups’ preference for mobile
phones at different price points.

Favorite

Price Instinctive User behavior  User reflection

preference preferences preference
Below 1k 1.625137 1.212833 1.545395
1-2k 1.667669 1.427243 1.410421
2-3k 1.642409 1.431043 1.346138
3-5k 1.603784 1.387616 1.304926
Above 5k 1.614496 1.404115 1.323678

TaBLE 5: Ratings of the three-level user groups’ favorability of
various features of Xiaomi Mi 10.

Favorite
Feature Instinctive  User behavior User reflection
preference preferences preferences
Exterior 1.312435 1.16532 1.041837
Screen 1.297634 1.16561 1.005272
Sound 1.410963 1.198691 1.065646
Price 0.955867 1.007628 0.972449
Parameter 1.156625 1.048055 1.018367
Performance 1.338706 0.900032 1.029082
Battery 1.182451 1.015084 1.011395
Photograph 1.249389 1.030503 1.012517
Communication 0.98691 0.813709 0.959184
Accessibility 1.063318 0.953914 0.99966
Overall feeling 1.112557 1.04508 0.923129
Brand 1.168774 1.048695 0.960002
Serve 0.941993 0.928649 0.584262
Accessories 0.962731 0.979723 0.709796
User 1.019178 1.002288 0.986735

communication. We believe that if the Xiaomi Mi 10 mobile
phone wants to attract the most instinctive preference users
in the market or the reflective preference users who buy this
mobile phone the least, it should improve its service level,
including customer service level, store and platform coop-
eration, delivery logistics, and after-sales service quality. If
you want to consolidate the base of the number of users who
currently buy the most behavioral preference for this mobile
phone, you should improve your communication quality,
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including mobile phone communication and network sig-
nals [25].

5. Conclusion

According to the three-level experience theory, the author
analyzes the consumer psychology of users and proposes a
new user portrait analysis and calculation method. First, we
constructed the mapping relationship between the expe-
rience level and the aspect words in the comment state-
ment, corresponding the aspect words in the product
reviews to the product features and then corresponding the
fifteen product features to the three levels, thus establishing
the experience level-product feature: aspect word mapping
table. Based on this vocabulary, we can use aspect word
extraction technology and deep learning-based aspect word
sentiment analysis technology, obtain the attention and
love of various types of users on different aspects and
experience levels of the product, divide users into three
types, instinctive preference, behavioral preference, and
reflective preference, and further obtain the consumption
characteristics of users with different preferences. From the
merchant’s point of view, when you understand the dis-
tribution characteristics and reasons of your product’s user
group, as well as various users’ preferences for the product,
you can combine the merchant’s development goals to
judge the direction of product improvement. Although the
study only takes the mobile phone as an example for ap-
plication analysis, as long as the product information and
review content are combined, the product features are
reasonably classified into three levels, and the method of
the study is also applicable to the consumer psychology
analysis of other product users. Mobile phones are search-
type commodities in Nelson’s product category; in the
future, other commodities, such as experience-type
products, can be selected for user portraits to further verify
the universality and effectiveness of the author’s method. In
addition, there is still room for improvement in the con-
struction of the experience level-product feature: aspect
word mapping table. At present, we only take the mobile
phone review dataset as an example. In the future, we can
build a vocabulary across multiproduct and multiplatform
review datasets, in order to conduct a more comprehensive
analysis of user consumption characteristics. The current
vocabulary is generated based on manual rules. In the
future, a machine learning method for automatically
generating vocabulary can be developed based on this, so as
to improve the versatility and ease of use of user portraits
based on the three-level experience theory in different
fields.
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In order to effectively promote the efficiency of retail enterprises, the innovation path of business administration based on artificial
intelligence is studied. Through a questionnaire survey, collect the relevant data of retail enterprise value network, business model
innovation, and enterprise benefits, and through regression analysis. The experimental results show that before the business model
innovation, the coefficients of internal value network innovation and external value network innovation are 0.413 and 0.258,
respectively. After the business model innovation is added, the coefficients of the two are reduced to 0.208 (p = 0.012 < 0.05) and
0.113 (p = 0.005 < 0.01). In addition, the coefficients of the two dimensions of business model innovation are significant at the 1%
level. Conclusion. Both internal value network innovation and external value network innovation have a significant positive impact
on the functional business model innovation and artificial intelligence business model innovation of retail enterprises. Functional
business model innovation and artificial intelligence business model innovation have a significant positive impact on the financial
and market benefits of retail enterprises. Internal value network innovation and external value network innovation have a
significant positive impact on the financial and market benefits of retail enterprises. Business model innovation plays an in-
termediary role in the relationship between internal value network innovation, external value network innovation, and the

financial and market benefits of retail enterprises.

1. Introduction

The new economic normal mainly emphasizes that China’s
economic development will grow at a medium speed rather
than a high speed in the future. As the name suggests,
business administration adopts some economic and man-
agement methods and is a method of managing enterprises
under the current economic situation. When the new
economic situation has just emerged, many enterprises are
unable to adapt to this change, and their management is
facing various problems. The reason for these problems is
not only the impact of changes in the external market en-
vironment but also the lack of long-term vision for business
administration and leadership, as well as the timely and
optimal optimization of enterprises. In the process of project
development, business administration is a very important
content [1]. If enterprises can manage their business well

enough, they can better adapt to this rapidly changing so-
ciety. In the new economic situation, enterprises need to
strengthen business administration, improve business effi-
ciency, enhance market competitiveness, and enable en-
terprises to obtain the power of sustainable development.
From the current management of most companies, there
is a common problem, that is, there is no mature industrial
and commercial management mechanism, and there is a lack
of strong guidance. As a result, the development direction of
the enterprise or the economic measures taken are very
backward and even violate the laws of the entire market
economy, which will affect the market competitiveness of the
company. Imagine that if the enterprise can continue to
innovate the path of business administration, keep pace with
the pace of market development, and constantly improve the
management mechanism and investment diversification
strategy, it will run through the history of the company’s
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development and various departments (such as personnel
department, scientific research and Technology Department,
and sales department). So as to maximize the advantages of
talents in each department, improve industrial and com-
mercial management, and make the enterprise adapt to the
trend of the times, continue to develop and expand, so as to
give full play to its social value [2].

In the business innovation of enterprises, traditionally,
they still tend to follow stereotypes, and the concept of
innovation does not include new elements, but this method
is not conducive to achieving long-term results in the long-
term development of enterprises [3]. For the current situ-
ation, many companies are facing common problems,
mainly because people do not have a good understanding of
business innovation in business management. And, in
practice, the guiding role of theory is very important as
shown in Figure 1.

2. Literature Review

Raj and others proposed that for the comprehensive in-
novative design of the enterprise’s business model, two
different focuses should be taken into account. One is what
value the enterprise can provide to customers; second, how
to realize these values [4]. Innovation itself is a continuous
process, constantly testing problems, and correcting errors,
which specifically includes four stages: the analysis of the
environment, and believes that strategic management the-
ory, such as the analytical method, is an effective tool for
analyzing environmental changes and trends; the status quo
of dialysis organization is helpful to screen and determine
the core competence and resources; promote the promotion
of enterprise value, that is, redesign and improve the existing
business model; implementation of innovation. Lindgren,
P. and others believe that recognizing the basic elements of
the business model framework is the starting point of the
research on business model innovation and thus discussed
the transformation of enterprise cost structure, the trans-
formation of customer value, the transformation of vested
profit protection mode and the application of relevant
strategies [5]. Wang and Cao. and others proposed that the
business model is a comprehensive description of three key
factors for the production and operation of enterprises: value
flow, revenue flow, and logistics [6]. Li et al. define a business
model, which means that creating a profitable business
activity will involve the overall structure of customers,
processes, channels and suppliers, resources, and capabilities
[7]. Bashir et al. put forward that the business model aims to
effectively allocate all links of the enterprise to form a system
in which all factors adapt to each other, and the purpose is to
help customers create greater value. She believes that a
complete business model should be composed of three
subelements: accurate role description, correct motivation,
and internal value creation plan [8].

Surkova and Mazhaiskii put forward the enterprise value
network based on modularization and its competitive ad-
vantage; many scholars have studied the details of the value
network [9]. Pan et al. made a literature summary and case
analysis on the evolution path of the enterprise value
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network and put forward how to maintain long-term ad-
vantages [10]. The purpose of a value network is to make all
nodes in the network realize value creation. It mainly takes
consumer value creation as the core. However, it is different
from traditional organizations. The value network can not
only realize self-organization, but also embed specific tasks
or technologies into the value network to realize sharing, and
assign value to nodes. Therefore, the value network is a
multiple economic relationship network of different sub-
jects, that is, different subjects present two-way or multi-
directional economic relations. Lin believes that business
models affect the value of online retail enterprises, and there
is a significant two-way positive effect between model in-
novation and user resources; There is a significant two-way
positive effect between configuration efficiency and func-
tional complementarity. There are many breakthroughs and
explorations in the practice and theory of business model
innovation, but so far there are still many deficiencies [11].
This paper holds that: the enterprise resource allocation
mode is determined by the business model, so its impact is
determined by the enterprise benefit performance, and the
resulting comprehensive present value determines the en-
terprise value; artificial intelligence value network is an
innovation of this paper because artificial intelligence is the
most economical and can best reflect the value network.

3. Research Methods

Based on the above-given concept explanation, this part will
put forward the research hypothesis of the relationship
among retail enterprise value network innovation, business
model innovation, and enterprise benefit and reasonably
select the research samples.

3.1. Research Assumptions. Value network innovation can be
divided into internal value network innovation and external
value network innovation. The innovation of an internal
value network can make enterprises better understand the
internal situation and reallocate internal resources in various
ways to improve the value innovation ability [12]. Therefore,
the internal value network innovation can provide a good
internal foundation for the two types of business model
innovation. The innovation of an external value network is
to integrate external cooperation or competition relations,
which can effectively achieve the acquisition and utilization
of external resources, so as to provide external resources for
business model innovation [13]. Therefore, this paper puts
forward the following relevant assumptions:

H1la: the innovation of the internal value network has a
significant positive impact on the functional business
model innovation of retail enterprises

H1b: the innovation of internal value network has a
significant positive impact on the artificial intelligence
business model innovation of retail enterprises

Hlc: the innovation of external value network has a

significant positive impact on the functional business
model innovation of retail enterprise
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H1d: the innovation of external value network has a
significant positive impact on the innovation of the
artificial intelligence business model of retail
enterprises.

Both types of business model innovation aim at im-
proving enterprise benefits, and functional innovation pays
more attention to innovation from specific operations, such
as technology and distribution relationship. [14]. The in-
novation of artificial intelligence is to replace the old model
with a new model. At the same time, both internal and
external value network innovation can enhance the value
creation ability, so it can create more value for consumers
and bring more benefits to enterprises. Therefore, this paper
puts forward the following relevant assumptions:

H2a: functional business model innovation has a sig-
nificant positive impact on the financial benefits of
retail enterprises

H2b: functional business model innovation has a sig-
nificant positive impact on the market efficiency of
retail enterprises

H2c: artificial intelligence business model innovation
has a significant positive impact on the financial
benefits of retail enterprises

H2d: artificial intelligence business model innovation
has a significant positive impact on the market effi-
ciency of retail enterprises

H3a: the innovation of internal value network has a
significant positive impact on the financial benefits of
retail enterprises

H3b: the innovation of internal value network has a
significant positive impact on the market efficiency of
retail enterprises

H3c: the innovation of external value network has a
significant positive impact on the financial benefits of
retail enterprises

H3d: the innovation of external value network has a
significant positive impact on the market efficiency of
retail enterprises

Internal or external value network innovation is to re-
alize value creation in a new way, so it indicates the value
creation potential of enterprises, while business model in-
novation can stimulate the potential through specific reform
measures [15]. Therefore, this paper puts forward the fol-
lowing relevant assumptions:

H4a: business model innovation plays an intermediary
role in the relationship between the innovation of
internal value network and the financial benefits of
retail enterprises

H4b: business model innovation plays an intermediary
role in the relationship between the innovation of
internal value network and the market efficiency of
retail enterprises

H4c: business model innovation plays an intermediary
role in the relationship between external value network
innovation and financial benefits of retail enterprises

H4d: business model innovation plays an intermediary
role in the relationship between external value network
innovation and retail enterprise market efficiency

3.2. Selection of Research Samples. In this paper, the cor-
responding questionnaire is prepared to obtain the data
required for the research. In the process of preparing the
questionnaire, it is necessary to formulate the items re-
lated to each variable and select the corresponding control
variables [16]. The final questionnaire contains 22 items
for value network, 16 items for business model innova-
tion, 6 items for enterprise benefit, and control variables
such as enterprise nature, scale, and establishment time.
After completing the first draft, the questionnaire was
reviewed and fed back by relevant scholars, and the final
questionnaire was formed after careful modification. At
the time of questionnaire distribution, 275 retail enter-
prises from many provinces and cities were selected. After
that, I contacted the management personnel of each en-
terprise through e-mail or instant messaging, and they
assisted in issuing the questionnaire. 328 questionnaires
were received and 262 were valid, with an effective rate of
79.88%.

4. Result Analysis

Based on the research hypotheses proposed above and the
selected research samples, this part will use the statistical
software SPSS18.0 to conduct data correlation analysis and
multiple linear regression analysis on the samples to test the
research hypotheses and discuss and analyze the hypothesis
test results [17].

The mathematical definition formula for factor corre-
lation analysis by chi square test is as follows (1):
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where r is the number of rows in the contingency table; ¢ is
the number of columns in the contingency table; f?j is the
observation frequency; f7; is the desired frequency.

The formula for calculating the expected frequency of f*
is as follows:
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where RT is the total of line observation frequencies; CT is
the sum of the column observation frequencies.

From the chi square statistics obtained from the above
formula, it can be seen that if the expected frequency and
the observed frequency are the same, the least chi square
statistics is 0, and it can be inferred that the two variables
are completely independent without any correlation. The
larger the difference between the expected frequency and
the observed frequency, the larger the chi square statistics
can be obtained, and the higher the degree of correlation
(18].

4.1. Hypothesis Test. Based on the above-given research
assumptions and data collected, this paper will explore the
relationship between value network innovation, business
model innovation, and enterprise benefits. In the data
analysis, the dependency relationship between variables is
first determined with the help of correlation analysis. The
data results are shown in Table 1. It can be seen from Table 1
that in the correlation analysis results, the correlation co-
efficients of all variables are significant at the level of 5% or
10%, and the correlation coefficients are positive, indicating
that there is a significant positive correlation between all
variables. However, correlation analysis can only describe
the degree of tightness but cannot determine the specific
interaction between variables. Therefore, multiple linear
regression analysis is required [19].

Regression analysis can infer another variable from one
variable, so as to describe the interactive relationship be-
tween the changes of multiple variables. In the regression
analysis, we first test the relationship between AI value
network innovation and business model innovation. The
results are shown in Table 2. According to Table 2, the
coefficient of internal value network innovation and func-
tional business model innovation is 0.584 (p = 0.005 < 0.01),
the coefficient of internal value network innovation and
artificial intelligence business model innovation is 0.415
(p =0.011<0.05), the coefficient of external value network
innovation and functional business model innovation is
0.305 (p = 0.000 < 0.01), and the coefficient of external value
network innovation and artificial intelligence business
model innovation is 0.337 (p = 0.003 < 0.05). It shows that
each dimension of value network innovation can signifi-
cantly and positively affect each dimension of business
model innovation. Therefore, Hla, H1B, H1C, and hld are
established.
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Next, we will test the impact of business model innovation and
value network innovation on enterprise benefits. The results are
shown in Table 3. It can be seen from Table 3 that the coefficient of
functional business model innovation and financial benefit is 0.337
(p =0.003 <0.01), the coefficient of functional business model
innovation and market benefit is 0.395 (p = 0.003 < 0.01), and
the coefficient of artificial intelligence business model innovation
and financial benefit is 0.413 (p = 0.000 < 0.01). The coefficient of
Al business model innovation and market benefit is 0.299
(p = 0.002 < 0.01), the coefhicient of internal value network in-
novation and financial benefit is 0.394 (p = 0.005 < 0.01), the
coefficient of internal value network innovation and market
benefit is 0.413 (p = 0.005 < 0.01), the coefficient of external value
network innovation = and  financial benefit is 0.314
(p =0.022 < 0.05), and the coefficient of external value network
innovation and market benefit is 0.258 (p = 0.003 < 0.01). All
dimensions of business model innovation and value network
innovation can significantly and positively affect financial and
market benefits. Therefore, H2A, H2B, H2C, H2D, h3a, H3B,
H3C, and h3d are established.

Next, we will examine the intermediary role of business
model innovation. The results are shown in Table 4. It can be
seen from Table 4 that in the relationship between value
network innovation and financial benefits, R2 was 0.138
before the intermediary role of business model innovation
was added and increased to 0.229 after it was added (see
Figure 2), indicating that business model innovation has
increased the explanatory power of financial benefits. At the
same time, before the business model innovation, the co-
efficients of internal value network innovation and external
value network innovation were 0.394 and 0.314, respectively.
After the addition, the coefficients of the two decreased to
0.205 (p =0.007<0.01) and 0.127 (p =0.004<0.01). In
addition, the coefficients of the two dimensions of business
model innovation are significant at the 1% level. Therefore, it
can be considered that business model innovation plays an
intermediary role in the relationship between value network
innovation and financial benefits. In the relationship be-
tween value network innovation and market benefits, R2 was
0.124 before the intermediary role of business model in-
novation was added, and increased to 0.258 after the entry,
indicating that business model innovation has increased the
explanatory power of market benefits [20]. At the same time,
before the business model innovation, the coefficients of
internal value network innovation and external value net-
work innovation were 0.413 and 0.258, respectively. After
the addition, the coefficients of the two decreased to 0.208
(p =0.012<0.05) and 0.113 (p = 0.005 < 0.01). In addition,
the coefficients of the two dimensions of business model
innovation are significant at the 1% level. Therefore, it can be
considered that business model innovation plays an inter-
mediary role in the relationship between value network
innovation and market efficiency. Therefore, H4a, H4B, H4c,
and H4d are established.

4.2. Result Discussion. This paper puts forward the hy-
potheses about value network, business model innovation,
and enterprise benefit through theoretical analysis then
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TaBLE 1: Correlation analysis.
1 2 3 4 5 6 7 8 9
1. Establishment time 1
2. Enterprise scale 0.037** 1
3. Nature of enterprise 0.595* -0.171 1
4. Innovation of internal value network 0.025* 0.400 0.612 1
5. Innovation of external value network 0.402 -0.124 0.216 0.106** 1
6. Functional business model innovation 0.664* -0.071"* 0.248 0.551** 0.389** 1
7. Artificial intelligence business model innovation  0.272 0.488 0.488 0.290** 0.172**  0.045* 1
8. Financial benefits -0.036 0.356** 0.694 0.540"* 0.468** 0.397** 0.026* 1
9. Market benefit 0.121** 0.178 -0.098 0.310**  0.271*  0.335**  0.394* 0.555** 1
Note. **, *respectively represent significant levels above 5% and 10%.
TABLE 2: Value network innovation and business model innovation.
. Functional business model innovation A 1nte'l hgence. business model
Variable innovation
Coeflicient T Value P value Coeflicient T Value P value
Internal value network innovation 0.584 1.4835 0.005 0.415 0.2957 0.011
External value network innovation 0.305 2.483 0.000 0.337 1.394 0.003
Date of establishment 0.183 1.3042 0.094 0.039 0.324 0.134
Enterprise size -0.024 —2.4421 0.022 -0.115 -1.393 0.131
Nature of enterprise 0.136 1.8641 0.112 0.038 0.9122 0.045
R? 0.511 0.498
38.284 39.153
F Value (0.003) (0.002)
TaBLE 3: Influencing factors of enterprise benefit.
Financial benefits Market benefit
Coefficient T Value P value Coeflicient T Value P Value
Functional business model innovation 0.337 2.333 0.003 0.395 0.217 0.003
Artificial intelligence business model innovation 0.413 1.581 0.000 0.299 1.423 0.002
Internal value network innovation 0.394 3.44 0.005 0.413 2.526 0.005
External value network innovation 0.314 0.2755 0.022 0.258 3.443 0.003
Date of establishment 0.175 2.5365 0.081 0.038 1.7430 0.158
Enterprise size -0.011 -0.6702 0.225 0.052 —-0.9466 0.116
Nature of enterprise 0.127 -0.9671 0.153 -0.106 —-0.9889 0.004
R? 0.115 0.153
15.395 20.494
F Value (0.003) (0.000)

TABLE 4: Intermediary role of business model innovation.

Financial benefits

Market benefit

Internal value network innovation

External value network innovation

Functional business model innovation

Artificial intelligence business model innovation
Date of establishment

Enterprise size

Nature of enterprise 0.127
5 (0.153)
R 0.138
11.384

F Value (0.003)

0.394 (0.005)
0.314 (0.022)

0.175 (0.081)
~0.011 (0.225)

0.205 (0.007)
0.127 (0.004)
0.313 (0.001)
0.325 (0.006)
0.118 (0.006)
—0.039 (0.003)

0.413 (0.005) 0.208 (0.012)
0.258 (0.003) 0.113 (0.005)
0.294 (0.007)
0.297 (0.000)
0.049 (0.006)
—0.031 (0.006)

0.038 (0.158)
~0.052 (0.116)

0.154 -0.106 0.038
(0.007) (0.004) (0.010)
0.229 0.124 0.258
22.439 10.271 25.893
(0.000) (0.005) (0.003)

Note. P value in brackets.

collects various variable data through questionnaire sur-
vey, and finally draws the following conclusions through
correlation analysis and regression analysis: the internal

value network innovation and external value network
innovation have a significant positive impact on the
functional business model innovation of retail enterprises;
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the innovation of internal value network and external
value network has a significant positive impact on the
artificial intelligence business model innovation of retail
enterprises. This is mainly because the internal value
network innovation can reallocate internal resources,
optimize enterprise efficiency, and provide a better in-
ternal foundation for business model innovation. External
value network innovation can help enterprises build a
good relationship with suppliers and consumers and
provide a complete value creation chain for business
model innovation. Functional business model innovation
and artificial intelligence business model innovation have a
significant positive impact on the financial benefits of retail
enterprises; Functional business model innovation and
artificial intelligence business model innovation have a
significant positive impact on the market efficiency of
retail enterprises. Since the function is the pursuit of
practicality, and artificial intelligence is the pursuit of
uniqueness and progressiveness, it is obvious that the
pursuit of practicality can improve efficiency. The pursuit
of uniqueness is to obtain a competitive advantage through
differentiated ~management with other enterprises.
Therefore, both types of business model innovation can
bring more benefits to enterprises. The innovation of in-
ternal value network and external value network has a
significant positive impact on the financial benefits of retail
enterprises; the innovation of internal value network and
external value network have a significant positive impact
on the market efficiency of retail enterprises. To some
extent, enterprises are entities that allocate resources to
achieve commodity production and value creation.
Restructuring the value network from the outside can
enable retail enterprises to better understand the needs of
consumers, deepen the relationship with suppliers, and
improve efficiency. Reforming the value network from the
inside is to reasonably allocate the existing resources so
that enterprises can better put into production or provide
services and obtain higher profits, which can promote the
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growth of benefits. Business model innovation plays an
intermediary role in the relationship between internal
value network innovation, external value network inno-
vation, and the financial benefits of retail enterprises;
business model innovation plays an intermediary role in
the relationship between internal value network innova-
tion, external value network innovation, and retail en-
terprise market efficiency. External or internal value
network innovation is to better realize value creation by
sorting out the resources owned by enterprises, while
business model innovation is to directly change the
business model and profit model of enterprises, so it can
have a direct impact on enterprises. Therefore, external or
internal value network innovation can not only directly
affect enterprise benefits but also affect enterprise benefits
through business model innovation.

5. Conclusion

To sum up, this paper summarizes the following manage-
ment implications: first, retail enterprises urgently need to
change the value network. In the era of the digital economy,
the retail market is shifting to online, which brings new
challenges to retail enterprises. In the past, retail enterprises
needed to sell goods to consumers through physical stores,
but now they can establish a purchase and sales relationship
with consumers only by uploading commodity information
on the shopping platform. Therefore, retail enterprises need
to reprocess the relationship with consumers, suppliers, and
logistics enterprises and reconstruct the value network to
win more consumers. Second, retail enterprises should
improve their business model innovation ability. Business
model innovation means that retail enterprises obtain profits
from a new perspective or allocate resources in a new way.
Since the new business model refers to operating enterprises
in an unprecedented way, it can generally bring strong
competitive advantages to enterprises. However, when the
new business model is imitated by most enterprises, the
profitability of the new business model is averaged and no
longer competitive. Therefore, retail enterprises must con-
stantly carry out business model innovation to achieve
sustainable development. Third, retail enterprises should
focus on functional business model innovation, supple-
mented by artificial intelligence business model innovation.
The direct goal of functional innovation is the enterprise
benefit, which helps to improve the benefit as soon as
possible. Although the artificial intelligence innovation takes
the enterprise benefit as the goal, it pursues an unprece-
dented model, so it needs a long time to accumulate. Once
the artificial intelligence innovation is realized, it may open
an innovative retail era. Therefore, retail enterprises need to
constantly look for parts that can be improved in their daily
operations to promote functional innovation, and constantly
accumulate experience to accumulate energy for artificial
intelligence innovation. Fourth, retail enterprises should rely
on digital technology for innovation. Digital technology is
the main driving force of current economic development,
and it has also changed the retail market. However, retail
enterprises should not regard the transfer of an offline
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In order to fully integrate various emergency management information resources for volunteer service, the author proposes a
volunteer service participation in emergency management information collection platform based on big data technology. Taking a
municipal government as an example, the current situation of information integration in emergency management is investigated
and studied, the needs of various departments are analyzed through interviews and questionnaires, and the problems existing in
the government’s information integration are studied. It tries to build a scientific, reasonable, and operational government
information integration model based on theories of government information disclosure, government emergency management,
and metadata technology. The survey results show the following observation: In the survey results of “the reasons that affect the
integration of emergency linkage information of a city government,” the first place is the poor information communication
channels between departments, accounting for 22.7%; The second and the third are “administrative system restrictions” and
“protection of the interests of the department,” accounting for 21.4% and 19.4%, respectively. It is worth noting that the technical
problem of information management is also one of the important factors affecting the government’s emergency response
management, accounting for 19.1%. Conclusion. This study analyzes the main shortcomings and reasons of the existing sharing

models, so as to construct a reasonable information sharing work model.

1. Introduction

The history of human development is a history of coping
with challenges, overcoming disasters, and making con-
tinuous progress. With the development of human society
today, the economy, society, and culture have achieved
unprecedented prosperity. The increasing generalization and
deepening of globalization and modernization have not only
brought countless opportunities to human society but also
created countless risks. Natural disasters caused by human
beings ignoring environmental damage and demanding
from nature savagely, it has become more and more fre-
quent, and the economy, society, and nature have entered a
stage in which various emergencies have higher probability,
greater destructive power, and stronger influence [1]. In
recent years, a series of emergencies such as earthquakes,
tsunamis, floods, freezing, high temperature, and the spread

of highly pathogenic infectious diseases have not only been
much more than normal in the past but have also caused
more and more serious harm to human life. From the
general law of social development, when a country’s
economy develops to a certain stage, it will enter a stage of
frequent disasters and accidents with prominent contra-
dictions based on social resources and institutional con-
straints. At this stage, it often corresponds to the period
when the bottleneck constraints of social contradictions
such as population, resources, environment, efficiency, and
fairness are the most serious, and it is also a critical period in
which social and economic imbalances, national psycho-
logical imbalances, and social ethics anomie are prone to
occur [2]. At present, China is in an accelerated period of
economic transition and social transformation, with the
continuous deepening of industrialization and urbanization,
the pressure caused by the rapid growth of society and
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economy is increasing, the deterioration of the natural
ecological environment, and the cyclical changes in the
activities of nature itself; this has led to the frequent oc-
currence of major natural disasters such as earthquakes,
floods, droughts, hurricanes, and freezing of ice and snow in
China in recent years, public health events such as SARS and
highly pathogenic avian influenza frequently occur, and
major criminal cases, foreign-related emergencies, mass
violence, and political riots occur from time to time, acci-
dents continue one after another [3].

2. Literature Review

Awajan et al. proposed the definition of “sustainable”
community, based on the disaster reduction model, the
reconstruction model, and the structural cognitive model
and expounded on the connotation of “sustainability,” it is
believed that the impact of sudden disaster events can be
minimized through unified and coordinated organization
and mobilization of the community public [4]. Lv and Li.
proposed a community-based disaster reduction model,
fully affirming the important role of the community in
disaster reduction processing [5]. Guo studied the positive
role of community participation in community disaster
reduction work [6]. Tian, and others believe that the im-
portant role of volunteer organizations in urban community
emergency management cannot be ignored, and the gov-
ernment departments should actively consider and provide
an effective emergency participation mechanism [7]. Kaabar
et al. Proposed a comprehensive urban community fire risk
identification and assessment method, using a fire impact
model to assess the risk factors affecting a given building fire
[8]. Khan et al. studied the dynamic risk management model
in the fast time-varying system, and constructed the
framework of the emergency risk measurement model and
risk decision model [9]. Ivanets et al. devised a simplified
model for emergency risk management, and it is used to deal
with the problem of too many treatment plans and risk
sources in emergency risk analysis [10]. Yuan and Zhang
studied the risk trust based on the total variation theory
based on the trust research angle of emergency risk analysis
[11]. Hannoun et al. used the accident risk assessment
method in industry (ARAMIS) to analyze safety hazards,
proposed an alternative protocol and method for risk re-
duction and reassessment, and used the odyssey marine
accident to validate the proposed method’s effectiveness
[12]. Huang et al. classified risk analysis, assessment
methods, and techniques from the perspectives of qualita-
tive, quantitative, and comprehensive (qualitative combined
with quantitative, semi-quantitative), and finally achieved
the effect of improving risk management capabilities [13].
Shamzhy et al. studied a diversification technique to analyze
and predict the risk of regional maritime emergencies in the
United States [14]. Hameed and Garcia-Zapirain proposed
the uncertainty threat (RMS Probabilistic Terrorism) model
of risk management schemes, which defined risk as a
functional form; it is used for risk estimation under un-
certainty of information [15]. The author mainly adopts the
methods of theoretical research and questionnaire survey. In
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the elaboration of related concepts, theoretical research
methods are mainly used, and a simple and concise elab-
oration of big data technology, emergency management
theory, information integration demand theory, etc. The
information and data related to this thesis of a city gov-
ernment department are used in the form of questionnaires,
and the integrated application of emergency management
information in a city is taken as a research case, under the
background of big data, the problems, and reasons existing
in the integration of emergency linkage management in-
formation for volunteer services in a city government are
comprehensively expounded, which are used as the basis for
the practice of this topic.

3. Research Methods

3.1. Overview of Government Emergency Management Theory
and Practice

3.1.1. Basic Theory of Emergency Management. Integrated
emergency management system is a term commonly used in
public safety management, or “Emergency Management
Partnership” or called “All Agency Approach/All-agencies
Approach” or “Integrated Approach”. When emergencies
occur, representatives from different agencies, departments,
and all levels of government are required to work together
and cooperate with each other and decisions must be made
quickly. If there is a lack of a set of planned, coordinated, and
unified leadership, it will inevitably affect the government’s
response speed and adaptability, and it will not be able to
implement effective management, as shown in Figure 1 [16].
Therefore, it is required to establish a chain of command that
enables all participants in the emergency management work
to work together, called an integrated emergency manage-
ment system. Emergency management is a dynamic process
that includes disaster mitigation, preparedness, response,
and recovery. Disaster mitigation includes two meanings:
Through preliminary work, we avoid avoidable disasters as
much as possible and reduce the impact of unavoidable
disasters as much as possible. In China, it is also called
disaster reduction and prevention. Disaster mitigation
measures cannot prevent disasters from occurring nor can
they completely eliminate the vulnerability of a community
or area’s facilities to all hazards. Therefore, it is necessary to
be fully prepared for all kinds of dangers that may occur. The
purpose of preparation is to ensure the emergency response
capability required for emergency rescue of major accidents,
mainly focusing on the development of emergency operation
plans and systems. The main contents of preparation for
extremes are preparation of plans, the establishment of early
warning systems, emergency training, and emergency drills.
Response is “all actions to save lives and reduce losses in an
incident”. Recovery is after the disaster event is over, the
return of disaster-stricken communities and people to
normal life and production order before the disaster.

3.1.2. The Importance of Information Integration in the
Modern Emergency Management Theory. In accordance
with the principles of “comprehensive coordination,
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professional disposal, territorial focus, and high authoriza-
tion,” we scientifically define the relationship between the
three levels of macrolevel strategic decision-making, mes-
olevel campaign command, and microlevel tactical action.
However, grasping all kinds of information for the first time
is the premise of professional command. In the past, most of
the information was obtained by manual submission. Ba-
sically, front-line personnel collect information manually
and report it layer by layer. This is not inefficient and it costs
a lot of manpower. In the era of big data, the way of in-
formation collection has changed from manual collection to
information collection through scientific and technological
means. Countries around the world have gradually changed
the traditional “human sea tactics” characterized by huge
numbers and huge consumption; instead, by optimizing and
integrating various scientific and technological resources,
strengthening the research and development of key tech-
nologies such as monitoring and early warning, command,
and dispatch, and equipment support, as well as the de-
velopment of complete sets of equipment, accelerated the
application of remote sensing, geographic information
system, global positioning system, network communication
technology, cloud computing, Internet of Things and other
technologies, as well as the comprehensive integration and
transformation of high-tech achievements, and improved
the ability to respond to emergencies in the first time, on the
spot and at the first place. For example, through the de-
velopment of advanced earthquake early warning and tsu-
nami monitoring and early warning systems, millions of
people can receive early warning information several sec-
onds before the arrival of a strong earthquake and shear
waves and thousands of minutes before the arrival of a
tsunami, providing opportunities for self-rescue escape and
refuge. In particular, the advanced subway early warning and

automatic shutdown system enabled 27 subway trains op-
erating in the disaster area to stop safely, effectively pre-
venting the occurrence of secondary disasters. Therefore, in
emergency management, the premise for scientific decision-
making is to quickly, accurately, and comprehensively
collect information and present it to decision-makers [17].

3.1.3. Changes in Information Integration Work in the Era of
Big Data Technology. Data are considered to be the basic
means of life and market elements in the new era as im-
portant as material assets and human capital. The explosion
of information has led to the explosion of the amount of
information, and the data accumulated from the beginning
of human history to the 1980s are not as good as our current
data; the amount of data we generate is very huge, and now,
there is a new trend in the era of the Internet of things. In the
era of the Internet of things, we often see automatically
formed interactions and automatically formed data pro-
cessing; then, we will target ten times, hundred times,
thousand times the equipment or the data generated all the
time, this is the challenge of our data, in such a large amount
of data, how much value can be really mined from it is
actually very limited.

The explosive growth of information resources, among
which the unstructured data information reaches about 85%,
traditional information resource management technology
has been unable to cope with the challenges of the big data
era [18]. The emergence of big data technology and other big
data tools and equipment, as well as the widespread use of
cloud computing data processing and application models,
provide an efficient, scalable, and low-cost solution for
emergency management to deal with the growing mass of
unstructured data, it makes up for the shortcomings of



traditional relational databases or data warehouses in pro-
cessing unstructured data, deepens and expands the intel-
ligence and knowledge service capabilities, forms a data-
driven decision-making mechanism, and improves the level
of decision making.

3.2. Overview of Big Data Integration Technology. In the local
government’s emergency management information inte-
gration work, the information and digital big data envi-
ronment constitute its external macro environment. The
government’s internal integration technical means and in-
formation communication channels constitute its internal
microenvironment; the two together constitute the local
government’s emergency management information inte-
gration environment.

3.2.1. Data Collection. In the era of big data, government
information resources are all-encompassing; on the one
hand, a large amount of data are generated when inter-
acting with external customers and partners through text
information, social networks, mobile applications, etc..
On the other hand, a large amount of information is
generated by daily administrative management activities
such as internal production, office work, and video sur-
veillance of the government. These information resources
are represented in the form of text, images, audio, video,
etc., and are a mixture of multimedia, multilanguage, and
multitype information. We determine which data sources
to select as analysis targets based on project planning and
mission objectives, as well as data analysis needs. These
data include database design specification, E-R diagram,
outline design, system requirement analysis report, and
system operation report. The more complete the data
collection, the better the understanding of the data and the
accuracy of subsequent data integration operations.

3.2.2. Data Collation. The collected data may come from
inside or outside the enterprise, and the platforms and
formats of data sources are not necessarily the same. Dif-
ferent collection and processing methods are required for
different data sources. The structure is complex and diverse
and it is difficult to unify standards. In the era of big data, the
organization of information resources is nonlinear, and
hypertext and hypermedia information has gradually be-
come the main way. Information resources on the same
server may also differ in data structures, character sets, and
processing methods. The complex and diverse structure of
big data brings trouble to the establishment of unified
standards and norms for information resources and makes
the huge amount of structured and unstructured informa-
tion resources in a disordered state. Standardization and
standardization of enterprise information resources are one
of the keys and difficult points of future enterprise infor-
matization construction.

3.2.3. Data Analysis. Research shows that the amount of
digital information captured and generated in China is
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expected to increase to 8.5ZB between 2015 and 2020,
achieving a 22-fold growth, or maintaining a compound
annual growth rate of 50% [19]. Finding relevant infor-
mation in petabytes or even exabytes of data is tantamount
to looking for a needle in a haystack, and the cost and
complexity of using the information to drive decision
making is increasing day by day.

Generally, people who do data integration systems are
not those who used to do operational databases for enter-
prises. Besides, there are many database systems in enter-
prises, which are generally completed by different personnel;
therefore, it is very difficult to analyze data sources according
to the found data, but this is an insurmountable work
process and directly affects the quality of the new system. A
very fundamental purpose of big data is to have very large
storage and very large computing power, which can help us
scale out the technologies we need to do.

3.2.4. Data Conversion. The process of data conversion is
actually the process of data mapping. If the previous steps of
data source analysis are done well, then this step is relatively
easy. It can be mapped at the analysis topic level, data source
entity level, and attribute level.

3.3. Investigation of the Existing Emergency Management
Information Integration Model in a City. Splitting and
combining ordered information applies a hierarchy pattern.
The mode of emergency information application of a city
government is a split-type if-type hierarchical system, which
is innovative from a single traditional distributed mode and
a centralized mode, which meets the information integration
needs of a city’s emergency linkage management. In this
hierarchical structure model, there is a centralized and
closed unified scheduler, which centralizes all the emergency
information resources in the whole region and then hands
them over to the main program, while the regional man-
agement information resources and organizational coordi-
nation information are passed through another independent
is done by the scheduler, it supports the owners of remote
information resources to implement specific individual
preference schemes for specific external needs; at the same
time, it is compatible with the independent maintenance
functions of each subsystem; the central system only per-
forms comprehensive overall scheduling for these subsys-
tems, and matters within them retain their own management
control. Obviously, a city’s split and combined hierarchical
information processing structure system has well absorbed
the advantages of a single centralized unified scheduling and
a single distributed independent processing, so the inte-
gration of emergency linkage management information is
more hierarchical [20] as shown in Figures 2(a)-2(c):

In the process of local government emergency infor-
mation integration, the main body of integration should
extract the commonalities and individual characteristics in
the information resource integration channels according to
the current supply and demand of local actual information,
human resources, and other resources, using the split-
combined hierarchical model to interconnect the different
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FIGURE 2: Information integration management mode diagram. (a) Centralized management model. (b) Distributed management model.

(c) Hierarchical management model.

information integration channels, form an abstract model of
emergency management information integration channels,
and establish a concrete model according to the government
affairs process, that is, the coexistence of multiple integration
modes of component order integration, conditional selec-
tion integration, repeated integration, and parallel integra-
tion. The emergency information management platform of a
city has constructed four routing relationships of parallel,
condition, repetition, and sequence in accordance with the
logical rules of the business processes of each department, so
that the entire emergency information integration process
has been interconnected, and significant results have been
achieved in both the information update cycle and the in-
formation communication function. We form an ontology-
based global mechanism. Before the establishment of the
emergency linkage management office, various government
organizations in a certain city used different information
reporting and issuing methods to transmit the same in-
formation; due to too many transmission channels, it is easy
to cause misinterpretation and low accuracy of the infor-
mation in the process of information transmission; in the
end, multiple versions of the same event information
appeared, which undoubtedly had a huge negative impact on
the feasibility and integrity of the information; in response to
this thorny problem, the information management de-
partment of a city government, together with the public
security, fire protection, and medical units, conducted an
information communication reform attempts. All crisis
cases, disposal information, etc., are incorporated into the
government’s unified split-level business flow model, and
the goal of mapping and converting heterogeneous data
sources to the global model has been preliminarily achieved.
Based on the global mechanism of ontology, enhanced in-
formation integration, and sharing among departments
across the region, the operation process of the emergency
linkage center is shown in Figure 3.

It is obviously reasonable to look at the measures of a
city government from a technical point of view, because
even if the government manages the flow of information
resources in emergency response [21]. Data sharing will
involve organizations