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Differential equations govern many natural phenomena and
play an important role in the progress of engineering and
technology. Essentially a lot of the fundamental equations are
nonlinear and in general such nonlinear equations are often
very difficult to solve explicitly. Symmetry group techniques
provide methods to obtain solutions of these equations. These
methods have several applications in the studies of partial
differential equation. They are also useful in the search for
conservation laws which arises in many fields of the applied
sciences. Recent studies have shown that infinitely many
nonlocal symmetries of various integrable models are related
to their Lax pairs. Moreover symmetry method is one of the
most powerful tools that give new integrable models from
known ones. Integrable models have played an important role
in applied sciences and are one of the central topics in soliton
theory. In order to know if a system is integrable, it is very
important to study Lax pairs of the system.

A symmetry can be considered as an equivalence trans-
formation which leaves invariant not only the differential
structure of equation but also the form of the arbitrary
elements. This fact made Ovsiannikov search for equivalence
transformations in a systematic way by using an algorithm
based on the extension of the Lie infinitesimal criterion.

When an equation contains an arbitrary function, it
reflects the individual characteristic of the phenomena
belonging to a large class. In this sense, the knowledge

of equivalence transformations can provide us with certain
relations between the solutions of different phenomena of the
same class.

Nowadays several branches of the theoretical and applied
sciences such as mathematics, physics, biology, economy,
and finance rely on processes which are usually modeled by
nonlinear differential equations. Often it is difficult to obtain
reductions and exact solutions for these models. Our aim is
to highlight applications of symmetry methods to nonlinear
models in physics, engineering, and the applied science as
well as to show recent theoretical developments in symmetry
groups and geometric methods.

The authors of this special issue had been invited to
submit original research articles as well as review articles
in the following topics: advanced researches and theoretical
analyses in group transformations and differential equations;
Noether symmetries, applications, and conservation laws;
numerical algorithms concerning the symmetry groups for
partial differential equations; new and direct methods to
obtain exact explicit solutions for differential equations;
applications: novel applications in sciences, including engi-
neering, physics, biology, and finance; and reviews: lucid
surveys and review articles dealing with modern and classical
topics.

However, we received 20 papers in these research fields.
After a rigorous reviewing process, twelve articles were finally
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accepted for publication. These articles contain some new and
innovative techniques and ideas that may stimulate further
researches in several branches of theory and applications of
the transformation groups.
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We find a new class of invariant inhomogeneous Bianchi type-I cosmological models in electromagnetic field with variable magnetic
permeability. For this, Lie group analysis method is used to identify the generators that leave the given system of nonlinear partial
differential equations (NLPDEs) (Einstein field equations) invariant. With the help of canonical variables associated with these
generators, the assigned system of PDEs is reduced to ordinary differential equations (ODEs) whose simple solutions provide
nontrivial solutions of the original system. A new class of exact (invariant-similarity) solutions have been obtained by considering
the potentials of metric and displacement field as functions of coordinates x and t. We have assumed that F,, is only nonvanishing
component of electromagnetic field tensor F;;. The Maxwell equations show that Fy, is the function of x alone whereas the magnetic
permeability p is the function of x and ¢ both. The physical behavior of the obtained model is discussed.

1. Introduction

The inhomogeneous cosmological models play a significant
role in understanding some essential features of the universe,
such as the formation of galaxies during the early stages of
evolution and process of homogenization. Therefore, it will
be interesting to study inhomogeneous cosmological models.
The best-known inhomogeneous cosmological model is the
Lemaitre-Tolman model (or LT model) which deals with the
study of structure in the universe by means of exact solu-
tions of Einstein’s field equations. Some other known exact
solutions of inhomogeneous cosmological models are the
Szekeres metric, Szafron metric, Stephani metric, Kantowski-
Sachs metric, Barnes metric, Kustaanheimo-Qvist metric,
and Senovilla metric [1].

Einstein’s general theory relativity is based on Rieman-
nian geometry. If one modifies the Riemannian geometry,
then Einsteins field equations will be changed automati-
cally from its original form. Modifications of Riemannian
geometry have developed to solve the problems such as
unification of gravitation with electromagnetism, problems

arising when the gravitational field is coupled to matter
fields, and singularities of standard cosmology. In recent
years, there has been considerable interest in alternative
theory of gravitation to explain the above-unsolved problems.
Long ago, since 1951, Lyra [2] proposed a modification of
Riemannian geometry by introducing a gauge function into
the structureless manifold that bears a close resemblance to
Weyl’s geometry.

Using the above modification of Riemannian geometry
Sen [3, 4] and Sen and Dunn [5] proposed a new scalar
tensor theory of gravitation and constructed it very similar to
Einstein field equations. Based on Lyra’s geometry, the field
equations can be written as [3, 4]

1 3 3 k
Ry= 505R+ 590 = 1054d" =xTp )

where ¢; is the displacement vector and other symbols have
their usual meaning as in Riemannian geometry.

Halford [6] has argued that the nature of constant
displacement field ¢; in Lyras geometry is very similar to
cosmological constant A in the normal general relativistic
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theory. Halford also predicted that the present theory will
provide the same effects within observational limits, as far as
the classical solar system tests are concerned, as well as tests
based on the linearized form of field equations. For a review
on Lyra geometry, one can see [7].

Recently, Pradhan et al. [8-14], Casana et al. [15],
Rahaman et al. [16], Bali and Chandnani [17, 18], Kumar and
Singh [19], Yadav et al. [20], Rao et al. [21], Zia and Singh [22],
and Ali and Rahaman [23] have studied cosmological models
based on Lyra’s geometry in various contexts.

To study the nonlinear physical phenomena [24-27], it is
important to search the exact solutions of nonlinear PDEs.
Ovsiannikov [28] is the pioneer who had observed that the
usual Lie infinitesimal invariance approach could as well
be employed in order to construct symmetry groups [29-
31]. The symmetry groups of a differential equation could
be defined as the groups of continuous transformations that
lead a given family of equations invariant [32-35] and are
proved to be important to solve the nonlinear equations of the
models to describe complex physical phenomena in various
fields of science, especially in fluid mechanics, solid state
physics, plasma physics, plasma wave, and general relativity.

In this paper, we have obtained exact solutions of Ein-
stein’s modified field equations in inhomogeneous space-time
Bianchi type-I cosmological model within the frame work of
Lyra’s geometry in the presence of magnetic field with variable
magnetic permeability and time varying displacement vector
B(x,t) using the so-called symmetry analysis method. Since
the field equations are highly nonlinear differential equations,
therefore symmetry analysis method can be successfully
applied to nonlinear differential equations. The similarity
(invariant) solutions help to reduce the independent variables
of the problem, and therefore we employ this method in
the investigation of exact solution of the field equations.
In general, invariant solutions will transform the system of
nonlinear PDEs into a system of ODEs. We attempted to
find a new class of exact (invariant) solutions for the field
equations based on Lyra geometry.

The scheme of the paper is as follows. Magnetized
inhomogeneous Bianchi type-I cosmological model with
variable magnetic permeability based on Lyra geometry is
introduced in Section 2. In Section 3, we have performed
symmetry analysis and have obtained isovector fields for
Einstein field equations under consideration. In Section 4, we
found new class of exact (invariant) solutions for Einstein
field equations. Section 5 is devoted to study of some physical
and geometrical properties of the model.

2. The Metric and Field Equations

We consider Bianchi type-I metric, with the convention (x° =
t,x' = x,x* = y,x° = z), in the form

ds’ = dt* - A’dx’ — B°dy’ - C*dZ’, )

where A is a function of t only while B and C are functions of
x and t. Without loss of generality, we can put the following
transformation:

B = Af, C = Ag, (3)
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where f and g are functions of x and t. The volume element
of model (2) is given by

V=y-g=4fg. @)

The four-acceleration vector, the rotation, the expansion
scalar, and the shear scalar characterizing the four-velocity
vector field, o/, satisfying the relation in comoving coordinate
system
i i
gjuu =1, u' =u; =(1,0,0,0), (5)
respectively, have the usual definitions as given by Raychaud-
huri [36]

;= u,Ju],

Wyj = i) +UU )

; (6)
0 = uy,
2 1 ij
o 501]0 >
where
1
0 = Ugisj) + Uglhj) — (g,] + U ) 7)

In view of metric (2), the four-acceleration vector, the
rotation, the expansion scalar, and the shear scalar given by
(6) can be written in a comoving coordinates system as

i =0,

wij=0,

@:E+L+&)
A f g

(8)
-4 A 2;4 4f,
3f

ftgt + 59t2

9fg 9g 942

4gt Sf 2Ji
)5

where the nonvanishing components of the shear tensor o}
are

o S92 2L g
YO3f 3 P 3f 39

. )
s_20  fe a_ 24 2f 24

PT3g 3 A T3 3y

To study the cosmological model, we use the field equations
in Lyra geometry given in (1) in which the displacement field
vector ¢; is given by

¢; = (B(x,1),0,0,0). (10)
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Tij is the energy momentum tensor given by
Ty = (p + p) wiu; — pg;; + Eyj (11)

where E;; is the electromagnetic field given by Lichnerowicz

[37]:
=U [hlhl (u,»uj -

Here p and p are the energy density and isotropic pressure,
respectively, while g is the magnetic permeability and A; is
the magnetic flux vector defined by

Zay) +hih). (12)

eijle u'. (13)

F}; is the electromagnetic field tensor and €;;;; is a Levi-Civita
tensor density. If we consider the current flow along z-axis,
then F), is only nonvanishing component of F;;. Then the
Maxwell equations

Fij + Fji + Frj = 0,
[; Fij] _y (14)
Au H

require F;, to be function of x alone [38]. We assume the
magnetic permeability as a function of both x and ¢. Here the
semicolon represents a covariant differentiation.

For the line element (2), field equation (1) can be reduced
to the following system of NLPDEs:

Elz%+%:0, .
ftt ftgt 1<9xx fxGx 3Aft
E Jxx  Jxdx )y UL
T T g T g >+ Af
gtt 3ftgt fxx gxx 3fxgx
we it =SS w (5 )
LA Z_ﬂ g, 34)
A 2g A
e _ fxx fxgx _&_@_ftgt
xp+gF = A( ) f 29 2fg
A 3fr A _Z_A
a ,
XFia :_<f__@>+@+&+ﬂ,
pAtfr A\ f  fg fa  Ag ”

3. Symmetry Analysis Method

Equations (15)-(16) are highly nonlinear PDEs and hence it
is so difficult to handle since there exist no standard methods
for obtaining analytical solution. The system (15) is nonlinear

PDEs of second order for the two unknowns f and g. If we
solve this system, then we can get the solution of the field
equations. In order to obtain an exact solution of the system
of nonlinear PDEs (15), we will use the symmetry analysis
method. For this we write

X = x; + e (xj’”l?) +o(€2),

u; = Uy + €M, xj)ul;) +0(€2), i’j"x’ﬁ =12 (17)

as the infinitesimal Lie point transformations. We have
assumed that the system (15) is invariant under the trans-
formations given in (17). The corresponding infinitesimal
generator of Lie groups (symmetries) is given by

2
X=ZEiaixi+

=1

2

0
_— 18
Zn " (18)

where x; = x, x, = t,u; = f, and u, = g. The coeflicients
&, &, 1y, and 5, are the functions of x, ¢, f, and g. These
coeflicients are the components of infinitesimals symmetries
corresponding to x, ¢, f,and g, respectively, to be determined
from the invariance conditions:

prPx (Em)|Em=0 =0, (19)

where E,, = 0,m = 1,2 are the system (15) under study and

Pr'? is the second prolongation of the symmetries X. Since
our equations (15) are at most of order two, therefore, we
need second order prolongation of the infinitesimal generator
in (19). It is worth noting that the 2nd order prolongation is

given by
2 2
POX= X3 Yzl 33 Y5 @0

i=1 a=1 j=li=1a=1 06!]

2

where

2 2
Noi = D; I:Wa - ij”a,j] + ij”a,ij)
=1 =1

(21)

2 2
Naij = Dij |i’h - ka”a,k] + ngua,ijk‘
k=1 k=1
The operator D; (D)) is called the total derivative (Hach
operator) and takes the following form:

%t S+ 3 Y5
Di=——+ ) tpi=——+ Upjj=—> (22)
ox; 2 *ou, st T u,

where D;; = D;(D;) = D;(D;) = D;; and u,; = 0u,/0x;.
Expanding the system (19) with the aid of Mathematica
program, along with the original system (15) to eliminate f,,
and g,., while we set the coefficients involving f,, f;, fi.> fir>
x> 9> G ad gy, and various products equal zero, these gives
rise to the essential set of overdetermined equations. Solving
the set of these determining equations, the components of

symmetries take the following form:
& =qx+c, & =gt+cy,
(23)

m =0, M =69,



where ¢,i = 1,2,...,5, are arbitrary constants and the
function A(t) must equal

dt
A(t) = &, (t) exp [—cl J m] . (24)

Therefore, A(t) becomes

A(t) = (gt + c4)1_(cl/c3), if ¢;#0,
C (25)
A(t) = ¢ exp [——lt] T
G4

where ¢, and ¢, = ¢,¢; are arbitrary constants.

4. Invariant Solutions

The characteristic equations corresponding to the symme-
tries (23) are given by

dx e ﬁ a d_g (26)

ax+g¢ _c3t+c4 0 &g

By solving the above system, we have the following four cases.

Case 1. When ¢; #0 and ¢; #0, the similarity variable and
similarity functions can be written as follows:

X+a
f=m,

g1 = (x +a)’® (§),

flat)=Y¥(@©),
(27)

where a = ¢/¢, b = ¢/c;, ¢ = ¢/, and d = ¢/, are
arbitrary constants. In this case, A(t) = g(t + b)'™¢, where
q = cs¢; . Substituting the transformations (27) in the field
(15) leads to the following system of ODEs:

" ' " !
AV B (ed) g
N ()
(g8 -1)E0'Y , 240" +£0"
Y o
LCaEY - [dv2c1-204T]Y _aa-d)
. _ .
(29)

If one solves the system of second order NLPDEs (28)-(29),
one can obtain the exact solutions of the original Einstein field
equations (15) corresponding to reduction (30).

Case 2. When ¢, #0 and ¢; = 0, the similarity variable and
similarity functions can be written as follows:

f(x’t) = \P(E))
g (X, t) = (x + a)cq) (E) >

&= (x+a)exp [bt],
(30)

where a = ¢/¢;, b = —¢ /¢, and ¢ = /¢, are arbitrary
constants. In this case, A(t) = dexp[bt], where d = ¢,.
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Substituting transformations (30) in the field equations (15)
leads to the following system of ODEs:

&y . (0" +(1+0)@"

0, (31
v ()
(Va8 -1)E'y | 20’ + £
oY ()
(32)
b2d253“1””+(4b2d2€2—6)“}]’ C(l—c)
+ v = E .

If one solves the system of second order NLPDEs (31)-(32),
one can obtain the exact solutions of the original Einstein field
equations (15) corresponding to reduction (30).

Case 3. When ¢; = 0 and ¢; #0, the similarity variable and
similarity functions can be written as follows:

exp [ax]

§= s fet)=Y(),

t+b (33)

g(x,t) = @ (§) exp [ax],
where a = ¢;/c, and b = ¢,/a; are arbitrary constants. In this
case we have A(t) = c(t + b), where ¢ = ¢. Substituting the

transformations (33) in the field equations (15) leads to the
following system of ODEs:

&y . §0" +20"

v o 0,
(?-a*)Eo'Y  a* (30" +E")

oY ’ > (34)
+czf‘1’" - (\;2 + az) L4 ] Lo

Without loss of generality, we can take the following useful
transformation:

d¥y avy
&=explO], i exp [-0] 20

(35)
aez ~ P a0z~ de )
Then the system of ODEs (34) transforms to

¥ o+9
=+ =0
v ()

>

(62 - az) OV (2<i> + (f))
oY " 0]

(37)
20 2 2\ \¢
cVY—-(2¢"+a” )¥Y
+ (‘I’ ) +a’=0.

Equation (36) can be written in the following form:

V=2 (b4 d). (38)
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From the above equation, if we substitute ¥ in (37), we can
obtain the following form:

@) o - 2]+ - ()

—(2c2+a2)<§>+a2 =0.

Equation (39) is a nonlinear ODE which is very difficult to
solve. However, it is worth noting that this equation is easy
to solve when ¢ = a. In this case, we can integrate (39) and
obtain the following:

(39)

® (0) = a,¥° (0) exp [-6], (40)
where a, is an arbitrary constant of integration. Substituting
(40) in (36), we have the following ODE of the function ¥
only:

¥ (4% - 3¥%) + 6% = 0. (41)

The general solution of the above equation is

2/5
‘{’(6):a3(a2+exp[?]> , (42)

where a, and a; are arbitrary constants of integration. Now,
by using (40) and the inverse of transformations (35) and (33),
we can find the solution as follows:

At)=a(t+D),

_ eXp[ax] 3/4 2/5
f(x’t)_as(a”[ t+b ] ’ (43)
3/4y 6/°
g(x’t)=a1a3(t+b)(a2+[%[ab.x}] ) .

It is observed from (43) and (3) that the line element (2) can
be written in the following form:

ds® = dt* — a*(t + b)*dx* — d*(t + b)*

x| a,+ [exp [ax] ]3/4 4/5d 2
2 t+b 4 (44)
exp [ax] 314\ 12
—qz(f+b)4<a2 + [—t+b ] ) dz’,

where a, b, d = aas,, q = aa, a;, and g, are arbitrary constants.

Case 4. When ¢, = ¢; = 0, the similarity variable and
similarity functions can be written as follows:

&=ax+bt, f(xt)=Y(),

g (x,1) = ® (&) exp [ex],

(45)

wherea = ¢, b = —¢,, and ¢ = ¢;/c, are arbitrary constants. In
this case we have A(t) = ¢,. Substituting transformations (45)
in field equations (15) leads to the following system of ODEs:

a¥"  ad” + @’ B

— + 0, (46)
v ()
(b2r2 - az) oY a (Zcq)' + aCD”)
+
oY (O] (47)
b2 2wyl !
V" —ac¥ T
v
Equation (46) can be written in the following form:
v
V' = — (a®" +cd'). 48
s (a®" +c@') (48)

From the above equation, if we substitute ¥ in (47), we can
obtain the following form:

(b2r2 - az) [q;;z’ - %’] + (2a2 - bzrz) %)

\yl
—ac(—)+62 =0.
v

Equation (49) is a nonlinear ODE which is very difficult to
solve. However, it is worth noting that this equation is easy
to solve when a = br. In this case, we can integrate (49) and
obtain the following:

(49)

® (§) = ay¥ () exp [—%] , (50)

where g, is an arbitrary constant of integration. Substituting
(50) in (46), we have the following ODE of function ¥ only:

209" = Y. (51)

The general solution of the above equation is

‘I’(f):a3+a2exp[zc—:r], (52)

where a, and a;, are arbitrary constants of integration. Now,
by using (50) and (33), we can find the solution as follows:

Alt)=r,
f(x)f)=as+azeXP[C(t2;b:x)]’ (53)
g(x,t) = a, exp —%t] <a3 + a, exp [C(tz;b:x)])

It is observed from (53) and (3) that the line element (2) can
be written in the following form:

c(t.‘+rx)])2

ds* = dt* —r’dx” - r2<a3 + a, exp [
2br

X <dy2 +a exp [_@] dzz>,
r

where 1, ¢, b, a,, a,, and a; are arbitrary constants.

(54)



5. Physical Properties of the Model

The field equations (15)-(16) constitute a system of five
highly nonlinear differential equations with seven unknowns
variables, A, f, g, p, p, 4, and 3. The symmetries give
one condition (24) for function A. Therefore, one physically
reasonable condition amongst these parameters is required to
obtain explicit solutions of the field equations. Let us assume
that the density p and the pressure p are related by barotropic
equation of state:

p=Ap, 0<A<I (55)
5.1. For Model (44). Using (43) in the Einstein field equations
(16), with taking into account condition (55), the expressions
for density p, pressure p, magnetic permeability p, and
displacement field 3 are given by

9

PN S

y 5a, + [exp [ax] / (t + b)]3/4 ’
(t +b)? (az + [exp [ax] / (t + b)]3/4)

91

ST

) 5a, + [exp [ax] / (t + b)]”"* ’
(t + b)? (a2 + [exp [ax] / (t + b)]3/4>

XF2 (%) (% ) [exp [ax] ]3/4>“5
3a2a,d*(t + b)* t+b ’

B (x,t) = % [(5% (5+131)

ﬁ(xs t) =

3/4
+22+7M) [%] >

x(()t—l)(t+b)2
exp [ax] 3\
x(a2+[_t+ & ] .

For the line element (44), using (4), (8), and (9), we have the
following physical properties. The volume element is

(56)

8/5

3/4
V=adq(t+b)4(a2+ [%[[Zx]] ) . (57)
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The expansion scalar, which determines the volume behavior
of the fluid, is given by

2 10a, + 7[exp [ax] / (¢ + b)]3/4
5 34\ |- (58)
(t+b) (a, + [exp lax] / (¢ + )] )

The nonvanishing components of the shear tensor, o7, are

L [explax]/(t+b)]" - 5a,
15(t + b) (az + [exp [ax] / (t + b)]m)’

2= 1 10a, + [exp [ax] / (t + 19)]3/4
2 30 [ (t+b) (a2 + [exp [ax] / (t + b)]3/4> >

(59)
. 4a, + 7[exp [ax] / (t + b)]**
6+t (a+ [explax)/ ¢+ D))
oo 4 10a, + 7[exp [ax] / (¢ + b)]3/4
! 151 (t+b) (az + [exp [ax] / (t + b)]3/4) '
Hence the shear scalar o is given by
o’ = (3500(1; + 4630a, [exp [ax] / (t + b)]*
+1607[exp [ax] / (t + b)]3/2> (60)

X <900(t + b)z(a2 + [exp [ax] / (t + b)]3/4>2>71.

The model does not admit acceleration and rotation, since
i; = 0 and w;; = 0. We can see that

4
9 __2 (61)
® 3

which is a constant of proportional. We found also that

2
lim % = ﬁ £0 (62)

t— 00 2

and this means that there is no possibility that the universe
may got isotropized in some later time; that is, it remains
anisotropic for all times.

5.2. For Model (54). Using (53) in the Einstein field equations
(16), with taking into account condition (55), the expressions
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for density p, pressure p, magnetic permeability p, and
displacement field 3 are given by

o g (S
o ()
B (x 1) = %

" <c3 (L+A)—2Ac exp [c (t + rx) [2r] )
G+ exple(t+rx)/2r]
(63)

For the line element (54), using (4), (8), and (9), we have the
following physical properties. The volume element is

V =1 exp [—C—:] <Q+qexp[$]>2. (64)

The expansion scalar, which determines the volume behavior
of the fluid, is given by

®=—%(c3+czexp[W]>_l. (65)

The nonvanishing components of the shear tensor, o7, satisfy

a__1
e 3
0_§:_<1+zexp[m]>,
C) 3 2 2r
, (66)
%:Lzexp[cm_rx)],
® 3 2 2r
aj 2
® 3

Hence the shear scalar o is given by
2 22 )
, ¢ l1cc ( [c(t+rx)]>
c-=—+—"(gtgexp| —= . (67)
a? T 3e \B TP Ty,

The model does not admit acceleration and rotation, since
u; = 0and w;; = 0.
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The derivation of conservation laws for the magma equation using the multiplier method for both the power law and exponential
law relating the permeability and matrix viscosity to the voidage is considered. It is found that all known conserved vectors for the
magma equation and the new conserved vectors for the exponential laws can be derived using multipliers which depend on the
voidage and spatial derivatives of the voidage. It is also found that the conserved vectors are associated with the Lie point symmetry
of the magma equation which generates travelling wave solutions which may explain by the double reduction theorem for associated
Lie point symmetries why many of the known analytical solutions are travelling waves.

1. Introduction

The one-dimensional migration of melt upwards through the
mantle of the Earth is governed by the third order nonlinear
partial differential equation

5. ko 2w -0 o

where ¢(t, z) is the voidage or volume fraction of melt, ¢ is
time, z is the vertical spatial coordinate, K is the permeability
of the medium, and G is the viscosity of the matrix phase.
The variables ¢, t, and z and the physical quantities K(¢)
and G(¢) in (1) are dimensionless. The voidage ¢(t,z) is
scaled by the background voidage ¢,. The background state
is therefore defined by ¢ = 1. The characteristic length in the
z-direction, which is vertically upwards, is the compaction
length &, defined by

where p is the coefficient of shear viscosity of the melt. The
characteristic time is ¢, defined by

1/2

— ¢0 [#G ((/50) ] (3)
98p [ K (o)

where g is the acceleration due to gravity and Ap is the

difference between the density of the solid matrix and the

density of the melt. The permeability is scaled by K(¢,) and
therefore

0

K@) =1 (4)

When the voidage is zero the permeability must also be zero
and therefore

K (0) = 0. (5)
The viscosity G(¢) is scaled by G(¢,) so that
G(l)=1 (6)

and G(0) will be infinite because the matrix viscosity is
infinite when the voidage vanishes. In the derivation of (1)
it is assumed that the background voidage satisfies ¢, <« 1.
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The partially molten medium consists of a solid matrix
and a fluid melt which are modelled as two immiscible
fully connected fluids of constant but different densities. The
density of the melt is less than the density of the solid matrix
and the melt migrates through the compacting medium by
the buoyancy force due to the difference in density between
the melt and the solid matrix. Changes of phase are not
included in the model. It is assumed that the melting has
occurred and only migration of the melt under gravity is
described by (1) [1].

In the model proposed by Scott and Stevenson [2],
consider

K(¢)=¢"  G(¢)=¢", )
where n > 0 and m > 0. Harris and Clarkson [3] have
investigated this model using Painleve analysis. Mindu and
Mason [4] showed that the magma equation also admits Lie
point symmetries other than translations in time and space if
the permeability is in the form of an exponential law:

K(¢) =exp[n(¢-1)]. (8)

Conservation laws for (1) when the permeability and matrix
viscosity satisfy the power laws (7) have been obtained using
the direct method by Barcilon and Richter [5] and Harris [6]
and using Lie point symmetry generators by Maluleke and
Mason [7].

In this paper we will derive the conservation laws for the
partial differential equation (1) using the multiplier method.
We will consider power laws given by (7) and also the
exponential laws

K(¢)=exp[n(¢-1)].  G(¢)=exp[-m($-1)],

)

where n > 0 and m > 0, relating the permeability and
matrix viscosity to the voidage. The permeability increases
as the voidage increases while the viscosity of the matrix
decreases as the voidage increases. The exponential laws are
not suitable models when the voidage ¢ is small because
K(0) = exp(-n)#0 and G(0) = exp(m)#co. They are
suitable for describing rarefaction for which ¢ > 1.

An outline of the paper is as follows. In Section 2 we
present the formulae and theory that we will use in the paper.
In Section 3 conservation laws for the magma equation, with
power laws relating the permeability and viscosity to the
voidage, are derived using the multiplier method. Further in
Section 4 conservation laws for the magma equation, with
exponential laws relating the permeability and viscosity to the
voidage, are derived using the multiplier method. Finally the
conclusions are summarized in Section 5.

2. Formulae and Theory

Consider an sth order partial differential equation
F(X, (/), ¢(1)”¢(S)) = 0, (10)

in the variables x = (x',x%,...,xP), where é ) denotes the
collection of pth-order partial derivatives of ¢. The equation

DT =0, 1)
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evaluated on the surface given by (10), where i runs from 1 to
r and D; is the total derivative defined by

9
ox;

is called a conservation law for the differential equation (10).
The vector T = (T%,...,T") is a conserved vector for the par-
tial differential equation and T",...,T" are its components.
Thus, a conserved vector gives rise to a conservation law. A
Lie point symmetry generator

0 0
D; = +¢i%+¢kia_¢k+"" (12)

x=¢ (x,u)%+;7(x,¢)§/), (13)

where i runs from 1 to r, is said to be associated with the
conserved vector T = (T, ..., T") for the partial differential
equation (10) if [8, 9]

X(1)+ 1D (§) = TP (§) =0, i=12,..r (14)

The association of a Lie point symmetry with a conserved vec-
tor can be used to integrate the partial differential equation
twice by the double reduction theorem of Sjoberg [10].
Conserved vectors for a partial differential equation can
be generated from known conserved vectors and Lie point
symmetries of the partial differential equation. For

T, = X(T") + T'Dy (8) - T*D (¢'), i=1,2,...7,
(15)

where k runs from 1 to r, is a conserved vector for the partial
differential equation although it may be a linear combination
of known conserved vectors [8, 9].

We now present the multiplier method for the derivation
of conservation laws for partial differential equations. We will
outline its application to the partial differential equation (1) in
two independent variables.

(1) Multiply the partial differential equation (1) by the
multiplier, A, to obtain the conservation law

AF = D,T' + D,T?, (16)

where F = 0 is the partial differential equation (1), x' = t and
x* = z,and

0 0 0 0
D, :Dt:g+¢t§p+¢tta+¢zta_z+""

d 0 d d )
D,=D,=—+¢,— +¢,~— 9.,
2 z az+¢za¢+¢tzat+¢zzaz+

The multiplier depends on t, z, ¢, and the partial derivatives
of ¢. The more derivatives included in the multiplier the wider
the range of conserved vectors that can be derived.

(2) The determining equation for the multiplier is
obtained by operating on (16) by the Euler operator Eg
defined by [11]

0 0 0 5 0
=— -D,— -D,— +D*—

g 'ag, cop. "oy
2 a —_— . e
Za¢ZZ

Ey
(18)

d
+ DtDZW +D
tz
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Since the Euler operator annihilates divergence expressions
this gives [11]

E, [AF] = 0. (19)
(3) The determining equation (19) is separated by equat-

ing the coeflicients of like powers and products of the
derivatives of ¢ because ¢ is an arbitrary function.

(4) When ¢ is a solution of the partial differential equa-
tion, F = 0, (16) becomes a conservation law. The condition
F = 0is imposed on (16). The product of the multiplier and
the partial differential equation is then written in conserved
form by elementary manipulations. This yields the conserved
vectors by setting all the constants equal to zero except one in
turn.

3. Conservation Laws for the Magma
Equation with Power Law Permeability and
Viscosity by the Multiplier Method

When the permeability and viscosity are related to the
voidage by the power laws (7) the magma equation becomes

N R

3.1. Lower Order Conservation Laws. In order to derive
conservation laws for (20) consider first a multiplier of the
form

A=A(p). (21)

A multiplier for the partial differential equation has the
property

A ((/5) F (¢’ (/)t’ ¢z’ ¢tz’ ¢zz’ ¢tzz)

where

F($ 61 br s o Bz
=g +ng" g, +mn—m—1)¢"" g4,
+m@ " b+ 2m =) " b,
~¢" " Bz

The determining equation for the multiplier is

E¢ [A ((/5) F (¢’ ¢t’ ¢z’ ¢tz’ ¢zz’ (»btzz)] =0, (24)

where E, is defined by (18). Separating (24) with respect to
products and powers of the partial derivatives of ¢) we obtain
the following system of equations:

dA

=D,T'+D,T*>, (22

(23)

¢z¢tz ¢d¢2 +(m+n) % =0, (25)
d*A dA
¢t¢zz : ¢d_¢2 + (Wl + n) % =0, (26)
A dA
b2 : 2d¢3 2¢d¢2 (m +n) (m - n+1)—¢—0

(27)

FIGURE 1: The (m, n)-plane. The conservation laws are constrained
to the region m > 0, n > 0. The special cases are the straight lines
n+m-1=0n+m-2=0,m=1,andn=m-1.

Equation (26) is the same as (25). It is readily verified that
every solution of (25) is a solution of (27). We therefore need
to consider only (25). The general solution of (25) is

AlP) = ™"+, ifn+m—1%0, (28)

A(9) ifn+m-1=0. (29)

=glng+c,

There are several cases to consider depending on the
values of m and n. The special cases are illustrated as lines
and points in the (m, n) plane in Figure 1.

(i)n+m—-1#0,n+m—2+0, m# 1. From (22) and (28),

(c + 6 ™) (¢ +ng" b, + m(n—m—1)
x ¢, + me"
+m-n)¢"" b, — " "y,
1

el G
+(1 m— ”)4) 2m¢ )]

+ D, [ (" (14 m$™ 48, - 6779..))

=D, [C1¢+Gz(

& (S8 =9 g s 09, )|
60)



Equation (30) is satisfied for arbitrary functions ¢ (¢, z). When
¢(t, z) is a solution of the partial differential equation (20),
then

D, [C1¢+Cz< (¢2—m—n_1)

+D, [Cl (‘/’n (1 + m‘pimilﬁbt‘pz - ¢7m¢tz))

(1-m— 71)¢—2m¢ )]

2-m-n

o (g =g e mg g9, )| =0
@)

Hence, any conserved vector of the partial differential equa-
tion (20) with m and » satisfying the conditions of this
case and with multiplier of the form A = A(¢) is a linear
combination of the two conserved vectors

T'=¢, T =¢" (1+mp " '$6. -6 "), (32)
T (o) g,
T2 - l i/lm(pl_m N ¢1_2m¢tl + m¢_2m¢t¢z'

(33)
The conserved vector (32) is the elementary conserved vector.

(ii) n+ m = 1, m# 1. Proceeding as before we obtain

T'=¢, T =¢""(1+m¢™" 'd,— ¢ "dy.),
(34)
=367+ Ing,
T, = ¢ ng - ﬁgy—m (35)

—(¢' " In¢) ¢y, + (mp " In¢) ¢,,.

The conserved vector (34) is the elementary conserved vector
with n = 1 — m. The multiplier for (35) is, from (29),

A(p) =Ing. (36)

(iii) n + m = 2, m# 1. We find that

T'=¢, T =¢" " (1+m¢™" ¢, — ¢ "$y.),
(37)
_ _%¢-2'"¢§ +1In¢,
, (38)
= T g mg g

The conserved vector (37) is the elementary conserved vector
with n = 2 — m. The multiplier for (38) is, from (28),

A(¢) = é- (39)
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(iv) m = 1, n = 0. We obtain
T'=¢, T =1+¢ ¢, —¢ ¢,  (40)
T =27+ glng -4,
=—(¢"In¢) ¢ + (¢ Ing) $¢..

The conserved vector (40) is the elementary conserved vector
with m = 1, n = 0. The multiplier for (41) is given by (29).

(41)

(v) m = n = 1. We obtain
T'=¢, T =¢(1+¢7¢$,-¢'¢.),  (42)

T! = —1¢‘2¢§ +In,
2 (43)

=Ing-¢ ¢, + ¢ ¢,

The conserved vector (42) is the elementary conserved vector
with m = n = 1. The multiplier for (43) is (39).

(vi)m =1,n#0, n# 1. We obtain
T'=¢, T =¢"(1+¢ ¢p.—¢'¢.),  (44)

T' =

1 1-n M 2.2
1— n¢ 2¢ </)z’ (45)

=Ing—¢ "¢, + ¢,

The conserved vector (44) is the elementary conserved vector
with m = 1. The multiplier for (45) is

Ap)=¢". (46)

3.2. The Search for Higher Order Conservation Laws. We now
consider a multiplier of the form

A=A ($.¢.). (47)
As before the determining equation for the multiplier is
E¢ [A (¢’ ¢Z)F(¢’ ¢t’ ¢z’ (ptz’ (l)zz’ (ptzz)] = 0’ (48)

where F is given by (23). By equating the coeflicient of the
highest order derivative term, ¢,,,,, to zero in (48) we have

oA
a¢z =0, (49)
and therefore
A, ¢.) = A(4). (50)

Hence, (47) does not give a new multiplier or a new conserved
vector.
Consider next the multiplier

A=A(p¢,8,.). (51)
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The determining equation for the multiplier is

E¢ [A (¢’ ¢z’ ¢zz) F (¢’ ¢t’ ¢z’ ¢tz> ¢zz’ ¢tzz)] =0, (52)

where F is given by (23). By Equating the coefficients of
Gbrrrsr Gi0sszsr and @2, to zero in (52), we obtain the
following system of equations:

*A *A
¢tz¢zzzz :(2m-n) ¢ZW§Z + ¢a¢z¢22 =0, (53)
2
¢t¢zzzz : (¢m+2 +m (I’l -m-= 1) ¢n + m¢n+1) s‘/é\z
oA *A oy
n+1 n+2 _
AR A T
*A
> OA
¢zzzz : a(bgz 0. (55)

From (55) it follows that

Ab ¢ d.r) = A(d¢.) b +B($6.).  (56)

Substituting (56) into (53) we find that

0A
39, =0, (57)
and therefore
Ap¢.)=A(¢). (58)

Thus, (51) becomes
A on¢22) = A(9) b + B 82). (59)
Now substitute (59) into (54) which gives

¢Z—2+(m+n)A:0. (60)

The solution to (60) is
A= ™ (61)
where ¢, is a constant. Equation (59) becomes

Ao d.) =ad ™, + B(h ).  (62)

Now substitute (62) into (48) and then equate the coeffi-
cient of ¢, in (48) to zero. This gives

a_B _ _ —(m+n+1)
3. =¢n-2m)¢ ¢, (63)

and integrating (63) we have

B(¢.¢.) = %cl (n—-2m)¢ "V L P(¢).  (64)

Thus, (62) becomes
A (¢’ ¢z> (/)zz) =q ¢_(m+n)¢zz
+ %cl (n—2m) ¢ D2 4 P ().
(65)

Lastly, substitute (65) into (48) and equate the coefficient of
¢t¢§¢zz to zero, which gives

(m-n-1)¢ =0. (66)
It follows from (66) that there are two cases.

Casel(c; = 0). If m—n—1+0, then from (66) we have ¢; = 0.
Therefore,

A(¢ ¢, ¢..) = P(¢). (67)

Thus, A(¢,¢,,¢,,) does not give a new multiplier and
therefore new conservation laws will not be derived.

Case2 (n = m—1). If¢, #0, then from (66), we haven = m—1.
Thus, (65) becomes

A 90922) = 689 = S m+ 1 ad 6+ P(9).
(68)

Now substitute (68) into (48) and equate the coeflicient of
¢,¢,, in (48) to zero, which gives

d’P  (2m-1)dP _

e + 0 g (m—-2)c¢' " (69)
Solving (69) we have
o m=2 35y ¢
P((/S) = m(p ¢+ mcz +G (70)

provided that m # 3/2 and m # 1. Since n = m — 1, these two
special cases correspond to the points (3/2,1/2) and (1, 0) on
the (mm, n) plane in Figure 1.

Consider first the general case n = m — 1 excluding the
points (3/2,1/2) and (1, 0). Equation (68) becomes

A 6b) = a8 9 5 (m+ g g

_ (71)
+ m—_2¢372mc + MQ +C
3-2m Y21 -m) 3
Substituting (71) into (48) we find that ¢, = 0. Hence,
o 1 o
A($9o.0) =g — 5 (mr Dag ™"
5 (72)
m— —2m
+ 3—2m¢3 2 ¢+ 6.

Since the multiplier (72) contains two constants, ¢; and ¢;,
it leads to two conserved vectors. The conserved vector



corresponding to ¢; = 1, ¢; = 0 is the elementary conserved
vector (32). The constants ¢; = 1, ¢; = 0 lead to the conserved
vector

T1 — %¢—2m¢zz _ ém (m + 2) ¢—2m—2¢;1
. X (73)
+ E (3 _ m) ¢1—2m¢§ + 5 (3 — zm) ¢4—2m’
= [ gmom+5) g7l - (DD gy, g,
1 -2m-1 2 Q2-m) 5om
_[E(m+l)¢ ¢Z+m¢ ]‘/5:2
1 -m—1 (m 1)
_E(m—1)¢ ¢Z+(3 Zm)(p

(74)

The case n = m—1 withm = 1and n = 0 has already been
considered. The multiplier is given by (29) and the conserved
vectors by (40) and (41).

Consider n = m — 1 with m =
differential equation (69) becomes

3/2 and n = 1/2. The

d*’P 2dpP  1g¢

a gy 2 "
The general solution of (75) is
P(¢) = ——c1 Ing + z + ¢ (76)

When m = 3/2 the multiplier (68) becomes

clln</>+¢ G+ G
(77)

A, ..) = d ¢, — c1¢> ¢ -

On substituting (77) into the determining equation (48) we
find that ¢; = 0 and the multiplier reduces to

_ 5 _ 1
A=q¢ ¢l - Ja¢ ¢i-Salng+e.  (78)

The multiplier (78) again contains two arbitrary constants,
¢, and ¢,. Setting the constants ¢, = 1, ¢, = 0 gives the
elementary conserved vector (32). Setting ¢; = 1, ¢, = 0 leads
to the conserved vector

1 _ 7 3.5 .51 1
T= 97 ¢ - g¢7e e (¢ T0l0 e - 24 (9)

= [267090- 97, + 2 (67 n9) .|

5 a2 1 ] 15 1oap
20762 + 597 1ng| 90 - 16797+ 24 ng.

(80)
Consider next multipliers of the form

A (‘p’ qSZ’ ¢ZZ’ ¢ZZZ) N (81)
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The determining equation for the multiplier is

E¢ (A (¢> ¢z’ (/)zz’ ¢zzz) F (¢’ ¢t’ ¢z’ ‘Pw ¢zz’ (ptzz)] =0,
(82)

where F is given by (23). Equating the coefficient of ¢, ., in
(82) to zero, we find that

oA
=0
3... &)
and therefore
A=A ($¢..8..), (84)

which has already been considered.

Harris [6] proved that, except possibly for the two special
casesn =m— 1 withm # 1 andm = 1 with n# 0, there are no
more independent conserved vectors. She proved this result
using the direct method for conservation laws.

The multipliers and the corresponding conserved vectors
for the partial differential equation (20) are listed in Table 1.
This table was presented by Maluleke and Mason [7] without
the multipliers. These conserved vectors agree with the results
obtained by Barcilon and Richter [5] and Harris [6].

3.3. Association of Lie Point Symmetries with Conserved
Vectors. The Lie point symmetries for the partial differential
equation (20) are listed in Table 2. These Lie point symmetries
were derived by Maluleke and Mason [7, 12]. Using (14) we
will investigate which of the Lie point symmetries are associ-
ated with the conserved vectors for the Magma equation (20).

(i) 0 < n < 00, 0 < m < oo. Consider first the Lie symmetry
generator

X=(c1+(2—m—n)c3t)%

5 (85)

o
and the elementary conserved vector (32). Applying (14) we

find that (85) is associated with the conserved vector (32)
provided that ¢; = 0, that is, provided that

+ (g + (n—m) c3z) + 2c3¢>

0

X=Cla +Cza—z

(86)

(ii)) n + m#2, m#1, n + m#1. Consider next the Lie
point symmetry generator (85), with the conserved vector
(33). Applying (14) we find that (85) is associated with (33)
provided that ¢; = 0, that is, provided X is given by (86).

(iii) m = 1, n+0, n# 1. Now consider

26¢ 0

X=(-gt+q) 15

%+(%Z+Q)%+ (87)
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TaBLE 1: Multipliers and conserved vectors for the partial differential equation (20).

Case A.0<n<00,0<m< oo
Multiplier: A =1

T =¢"(1L+mp™ f, —¢"$.)

CaseBlm#l,m+n+tl,m+n+2
Multiplier: A = ¢' ™"

1 _ 1 2-m-n _ l _ _ —2m (2
T _72—m—n(¢ 1)+2(1 m—-n)p "¢,
n -m -2m -2m
T = g - g g, T -

CaseB2.m=1,n+0,n+1

Multiplier: A = ¢™

CaseC.l.n=

Multiplier: A = ¢' "¢, —

CaseB5.n+m=1,m+1
Multiplier: A = ¢2"-2)
T =¢ T! =

_1¢—2m¢2 + 111(/5
¢1 ml ¢ 7¢1 m
+(m¢~"In ¢)¢t¢z

— (@ Ing)¢,.

CaseB6.n+m=2,m+1
1
Multiplier: A = —

=367 +Ing

22 g gie 2’"% g,

1-m
m—l,m#i,mqﬁl

%(m + 1) "2

T I L g
T =ning—¢ "¢ +97¢9. T - in‘/’l’" -2pg
CaseB3.m=n=1 oL mgg s et
Mulipler: A = 1 T [ém o+ 57291 - DD gram g,
T =g +Ing |5 grmig e gy,

= ng - § 9.+ § 9. ~Sm-ngige S g
CaseB4.m=1,n=0 CaseC2.n=m —lm_%n:%

Multiplier: A = ¢
2976+ 9lng- ¢
T = ~(¢"' In$)p,. + (¢ Ind)py¢,

T? =

5

Multiplier: A = ¢, - 2¢7¢? - %ln([)

1 -
Tl = £¢ 3(/)22_

970 g

eI

D679 g7, + 267 ng) 6.6~ [ 2676+ 567 ng 6.
O 6 g

and the conserved vector (45). Applying (14) we find that (87)
is associated with (45) provided that ¢; = 0, that is, provided
that X is given by (86).

(iv) m = n = 1. Consider next
0
X=c¢c— — +2c.b—
. + claz + 26 (88)

and the conserved vector (42). Applying (14) we find that (88)
is associated with (42) provided that ¢; = 0, that is, provided
that X is (86).

(v)m =1,n=0. Consider

X822+ (0 r6s) o - 2apa (39)

¢

and the conserved vector (41). Applying (14) we find that (89)
is associated with (41) provided that ¢; = 0, that is, provided
that

0 0
X=E(t2) = +6=—. 90
S5 tag, ©0)
(vi)n+m =1, m+ 1. Consider next

+(g+(1-2m)gz) 9 +2%</>

0
X=(¢+ c3t) > 5

(o1



and the conserved vector (35). Applying (14) we find that (91)
is associated with (35) provided that ¢; = 0, that is, provided
that X is given by (86).

(vii)n+m = 2, m+ 1. Consider

0
X251§+(Oz+2(1—m)532)a +263¢ (92)

¢

with the conserved vector (38). Applying (14) we find that (92)
is associated with (38) provided that ¢; = 0, that is, provided
that X is given by (86).

(viii)n=m —1, m+3/2, m+ 1. Consider

X =(q +(3—2m)c3)§+ (cz—cjz); +2c3¢ (93)

¢

with the conserved vector given by (73) and (74). Applying
(14) we find that (93) is associated with the conserved vector
with components (73) and (74) provided that ¢; = 0, that is,
provided that X is given by (86).

(ix)n = m—1,m = 3/2,n = 1/2. Finally consider the Lie point
symmetry (93) and the conserved vector with components
(79) and (80). Applying (14) we find that (93) is associated
with this conserved vector provided that ¢; = 0, that is,
provided that X is given by (86).

Except for the conserved vector (41) (n = 0,m = 1)
the conserved vectors are all associated with the Lie point
symmetry which generates travelling wave solutions. The Lie
point symmetry with which the conserved vector (41) is
associated contains (86) as a special case. In all cases new
conserved vectors are not generated by (15).

Next we derive the conservation laws for the magma
equation with an exponential law for the permeability and
viscosity using the multiplier method.

4. Conservation Laws for the Magma
Equation with an Exponential Law for
the Permeability and Viscosity by
the Multiplier Method

When the permeability and viscosity are related to the
voidage by exponential laws the magma equation becomes

2o Z]ewlne-0)(1- 2 (ewl-mig-012))

= 0.
(94)

4.1. Lower Order Conservation Laws. In order to derive con-
servation laws for (94) consider a multiplier of the form
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(21). A multiplier for the partial differential equation has the
property (22), where now

F (¢ b $or bros b D)
= ¢ +n¢_exp [n(p—1)]

+ mngyd exp [(n—m) (¢ —1)]
— ey exp [(n—m) (¢ - 1)]
—m’ ¢ exp [(n—m) (¢ 1)]
+ myp,, exp [(n—m) (¢ - 1)]
+2me, ¢y, exp [(n—m) (¢~ 1)]
—exp [(n-m) (¢~ 1)] ...

The determining equation for the multiplier is given by (24),
where E; is given by (18). Separating (24) with respect to
products and powers of the partial derivatives of ¢) we obtain
the following system of equations:

(95)

d’A dA

¢z¢tz : d_¢2 + ( + ) % =0, (96)
d’A dA

¢ d¢2 +(m+n) % =0, (97)
&N dPA dA

¢t¢§ : d¢3 + an—(/)z + (,12 _ mz) % =0. (98)

Equation (96) is the same as (97). It is readily verified that
every solution of (96) is a solution of (98). We therefore need
to consider only (96). The general solution of (96) is

A(P)=cexp[-(m+n)d]+¢, ifn+m+0, (99)

A(¢) = ap+a,

We are considering n > 0 and m > 0 and therefore n+m =
O only if n = 0 and m = 0. Proceeding as before we have for
various combinations of m and # different conserved vectors.

ifn+m=0. (100)

(i) n+ m#0, m #0. This gives the conserved vectors

T' = ¢,

T? = exp [n (¢~ 1)] + mexp [(n—m) (¢ — 1)] $,¢,
—exp [(n—m) (¢ - 1)] .
(101)
T' = ———exp[-(m+n)¢]
_(n+m) <o [ _
¢, exp [-2m¢p + m —n], (102)

T = exp[- (m + )]

+exp [-2m¢ + m - n| (myp, - §,.).



Abstract and Applied Analysis 9
TABLE 2: Lie point symmetries of the partial differential equation (20).
Caselm#+1,m+nn+0 Case4.n:0,m;&0,mq&é
0 0 0 0 3
X, =Q2-n-mt—+n-mz— +2¢p— X, =&t —
1 =Q2-n m)tat +(n m)zaz + ¢a¢ . E(t)at
0 m 0 0
X, = — X,=-—z— +¢—
27 5 2= 7575 " %5
0
X, = — X, = —
oz 0z
Case2.n+0,m=1,n+1 Case5.m=0,n=0
0 2¢ 0 0
X, =—t—+z— = X, = &) —
LT T T 109 1 =805
0 0
255 2535,
= 2 X, = siih(Zz)2 + (,bcosh(Zz)3
T oz T oz ¢
Case3. m=—-,n=0 X, = cosh(ZZ)2 +¢ sinh(2z)i
T e 0z 0
0 0
X, =--2"— — Xs=¢—
17735 % S =93
0 0
X, = &) — X, = Alt,z)—
2 =507 A=Al Z)a¢
3= % % % A(t, z) satisfies (20) withn=m =0
_9
oz

The conserved vector (101) is the elementary conserved
vector. The multiplier for (102) is, from (99),

A(¢) =exp[-(m+n)¢]. (103)
(ii) n = m = 0. We obtain two conserved vectors
T'=¢, T’=1-¢,, (104)
¢2
T' = 7’ T2 = ‘/5: = ¢ (105)

The conserved vector (104) is the elementary conserved
vector with multiplier ¢; and m = n = 0. The multiplier for
(105) is, from (100),

A(¢) = ¢. (106)

(iii) m = 0 and n > 0. We again obtain two conserved vectors
2
T =exp[n(¢-1)](1-¢),

T' = —%l exp [-n¢] - %”exp (-] 92,

T' = ¢, (107)
(108)
T? = nexp [-ng] - ¢..

The conserved vector (107) is the elementary conserved

vector with multiplier ¢, and m = 0. The multiplier of the
conserved vector (108) is by (99)

A(¢) = exp [-ng] . (109)

(iv) n = 0, m > 0. Finally we obtain the conserved vectors

T' = ¢,
T* = 1+mexp [-m (¢ - 1)] ¢, — exp [-m (¢ — 1)] ¢,
(110)
T, = = exp (-mg) — Smexp [m (1-26)] 6 o

T, = exp [m (1 - 2¢)] (m$,$, - 1) -

The conserved vector (110) is the elementary conserved vector
with multiplier ¢, and n = 0, while the multiplier for (111) is
by (99):

A = exp [-m¢]. (112)

4.2. The Search for Higher Order Conservation Laws. We now
consider a multiplier of the form

A=A(d¢,). (113)

The determining equation for the multiplier is (48), where F is
given by (95). By equating the coeflicient of the highest order
derivative term, ¢,,,,, to zero in (48) we obtain again (49),
so that A(¢, ¢,) = A(¢). The multiplier therefore reduces to
that of the previous case and new conserved vectors are not
derived.

Consider next the multiplier

A=A(p ¢, 8,.). (114)
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As before, the determining equation for the multiplier is
(48), where F is given by (95). By equating the coefficients
of ¢,b,000r $b,rsr and @7, to zero in (48), the following
system of equations is obtained:

A A
(/)tz(pzzzz :(2m—-n) (pz@ + a¢z¢zz =0, (115)
_ > A
(pt(pzzzz m ((i’l - m) (/)z + (Pzz) Wgz
X (116)
oA o0°A
O G " aga.
2 . azA j—
¢zzzz . a¢§z =0. (117)

By using (115) and (117), it is readily shown that (56) again
holds. Substituting (56) into (116) gives

dA
% +(m+n)A=0, (118)
and therefore
A(¢) = crexp [~ (m+n)¢]. (119)

Equation (56) now becomes

A (¢’ ¢z’ ¢zz) = exp [_ (m+n) ¢] ¢zz +B ((/5’ ¢z) .
(120)

Substituting (120) into the determining equation (48) and
then equating the coeflicients of ¢,,,, in (48) to zero gives

aa(/i = % (n—2m)c exp [~ (m+n)p] ¢, (121)
and hence
B($9.) = 1 (1= 2m)cexp[- (m+ 1) 6] 62 + P (9).
(122)
The multiplier becomes
N $oder) =™t (0= 2m)
(123)

xclexp[—(m+n)¢]¢§+P((/)).

Finally we substitute (123) back into (48) and equate the

coefficient of ¢,¢>¢,, to zero. This yields
m(m—n)c =0. (124)

There are three cases to consider, m = 0,m = n,and ¢, = 0.
The conserved vectors for m = 0, > 0 are given by (107) and
(108). We now consider the two remaining cases.

Case 1 (im+#n, m > 0). Then, ¢; = 0 and (123) reduces to
A ¢, 4..) = P(9).

The multiplier is therefore a function of ¢ only which does
not yield new conserved vectors.

(125)
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Case 2 (¢; #0,m > 0). Then, m = n and the multiplier (123)
becomes

A (¢> ¢z’ (pzz) =G exp [_2n¢] ¢zz
1 ) (126)
~ ey exp [-2n9] 42 + P (9).

Equation (126) is substituted back into the determining
equation (48) and by equating the coeflicient of ¢,¢,, to zero
we obtain

2
Z—q:; + ZnZ—I(; =nexp[-n(2¢+1)+1]¢. (127)
The general solution to (127) is
P(¢) = —-L (1 +2n¢) exp [1 - n - 2n]
an (128)

+cexp [-2nd] + ¢,

where 1 # 0 since n = m and m # 0. Thus, (123) becomes

A($9er8) = 6 exp [219] 6. — i exp [204]
- i—; (1+2n¢) exp [1 —n—2n¢]

+ ¢ exp [-2nd] + ¢
(129)

Finally substituting (129) into the determining equation (48)
gives ¢, = 0 and therefore

Ao ec) = 6 exp [-209] 9. — e exp [-2n9] ¢

- i—; (1+2n¢)exp [1 —n—2n¢| +¢,.
(130)

Two conserved vectors are obtained since the multiplier (130)
contains two arbitrary constants. The constant ¢, gives the
elementary conserved vector (100) while the constant ¢; gives
the new conserved vector

1" = 2 exp [-2n9] 6, - 3 exp[-2ng] 4!
+ }Ln(l +2n¢) ¢ + # (1 +2n¢) exp [1 —n - 2n¢],
(131)
I, = | exp[-2n9] 6} ~ 7 (20 + 1) exp[1 11— 2n] ¢,
X~ nexp[-n(¢+1)] g,

—}L(2m/>+ 1)exp[1-n-2ng¢],
(132)

which exists if m = nandm > 0,n > 0.
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TaBLE 3: Multipliers and conserved vectors for the partial differential equation (94).

Case A.0<n<00,0<m< oo
Multiplier: A(¢) =1
T =¢

T° =exp[n(p-1)] + mexp[(n—m) (¢ - 1)] ¢, — exp[(n—m) ($ - 1)] $..

CaseBlm+n+0,m>0,n>0
Multiplier: A(¢) = exp [- (m + n) §]

T = - exp[—(m+n)¢]—%(n+m)exp[m—n—2m¢>]¢§

m+n
T? = _% exp [~ (m¢ + n)]| + exp [m — n — 2me| (m$,$, — ¢,,)

CaseB2.m=0,n=0
Multiplier: A(¢) = ¢
1
T = 22
2 2(/)
T"=¢, - ¢,

CaseB3.m=0,n>0
Multiplier: A(¢) = exp(-n¢)

T = - exp(-ng) — snexp [-ng]
T? = nexp [-np] - ¢,,

CaseB.4.n=0,m>0
Multiplier: A(¢) = exp [-m¢]

T = —% exp [-m¢] - %m exp [m (1 - 2¢)] ¢
T2 = exp [m (1 — 2(/))] (M(/)t(pz — (ptz)

CaseC.m=nn+0

Multiplier: A(}, ¢, ¢,,) = exp [-2nd] ¢, — %n exp [-2n¢] ¢ - 4%1 (2n¢ + 1) exp [1 — n — 2n¢]

T, = % exp [-2n¢] ¢Z, — %nz exp [-2n¢] ¢2 + in(an,‘) + 1)l + 871112 (2n¢ + 1) exp [1 — n - 2n¢]

T, = [ exp (-20) 62— 1 (on + 1) exp 1 - - 20)] .| ¢, - nexp(n (¢ + 1),

_i (2n¢ + 1) exp [1 - n - 2n¢)

Consider next multipliers of the form (81). The determin-
ing equation for the multiplier is (82), where F is given by
(95). By equating to zero the coefficient of ¢,,,,,, in (82) we
again derive (83) and the multiplier therefore reduces to the
form (84) which has already been considered.

The multipliers and the corresponding conserved vectors
for the partial differential equation (94) are listed in Table 3.
The (m, n) plane is illustrated in Figure 2.

4.3. Association of Lie Point Symmetries with Conserved
Vectors. The Lie point symmetries of the partial differential
equation (94) are given in Table 4. We use (14) to investigate
which Lie point symmetries of (94) are associated with the
conserved vectors for (94).

(i) m#0,n > 0,m > 0. Consider first the Lie point symmetry
generator
0 2c; 0
x= (e )
0z m-—-noo
(133)

m +

nt+c>£+(cz+ )
n ) g T

and the elementary conserved vector (101). We find that (133)
is associated with the elementary conserved vector provided
that ¢; = 0, that is, provided that X is given by (86).

(i) m + n#0, m > 0, n > 0. Consider next the Lie point
symmetry generator (133) and the conserved vector (102). It
can be verified that (102) is associated with (133) provided that
¢ = 0, that is, provided that X is given by (86).

(iii) m = 0, n > 0. Now consider the Lie point symmetry

0 2 0
X =(q -gt) 5 (6z+06) p 263% (134)
and the conserved vector (108). Using again (14) we find that
(134) is associated with (108) provided that ¢; = 0, that is,
provided that X is given by (86).

(iv) n = 0, m > 0. Consider the Lie point symmetry

9] 0 2¢ 0
X=E(tz2) = S B
E (t Z) at+(Q+C3Z) az

v 36 (135)
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FIGURE 2: The (m, n)-plane. The special cases lie on the line n = m.

and the conserved vector (111). We find that (135) is associated
with (111) provided that ¢; = 0, that is, provided that

X=E(tz)+ Qi (136)
0z

We see that, except for (135) (n = 0,m > 0), the conserved
vector is associated with the Lie point symmetry (86) which
generates a travelling wave solution. The conserved vector
(111) is associated with (136) which includes (86) as a special
case. In all cases, (15) does not yield a new conserved
vector.

5. Conclusion

In this paper the multiplier method was used to derive the
conservation laws for the magma equation for the case in
which the permeability and viscosity satisfy a power law.
The results agree with those of Harris [6], who derived the
conserved vectors using the direct method. Unlike the direct
method the functional form of the conserved vector does
not need to be assumed with the multiplier method. Instead
the variables on which the multiplier depend have to be
chosen but this can be done by starting with a simple form
and including higher order partial derivatives later to derive
higher order conservation laws. The determining equation for
the multiplier is readily obtained with the aid of the Euler
operator.

Conserved vectors for the magma equation when the
permeability and matrix viscosity depend on the voidage by
exponential laws were derived using the multiplier method.
Their properties are similar to the properties of the conserved
vectors for the power law relations.

We investigated the association of Lie point symmetries
of the magma equation with the conserved vectors. For all

Abstract and Applied Analysis

TABLE 4: Lie point symmetries of the partial differential equation
(94).

Casel.m,n+0,m+n Case2.n=0,m+0

m+n, 0 0 2 0 0
X, = =4z - =2 X =&)<
Ym-n 8t+zaz m—n od ! E(t)at

0 0

0 o 20
%=a = T mag

Case3.n#0,m+0,m=n Cased.m=0,n#0

0 10 0 0 20
Xl—a—;% Xl——ta"’Zg"';%
d d
Xzza X2=$
0 0
3= 5, X =5

conserved vectors considered except two the associated Lie
point symmetry was the Lie point symmetry which generates
travelling wave solutions [4, 5].

We were not able to derive new conservation laws for the
partial differential equation (20) or determine if the number
of conservation laws for (20) is finite or infinite. Harris [6]
has proved that except possibly for the two special cases,
n = m—1with m#1 and m = 1 with n#0, there
are no more independent conserved vectors. Our results
derived using multipliers are consistent with the results of
Harris. All known conserved vectors of (20) and also the new
conserved vectors for (94) can be derived from multipliers
which depend only on ¢ and the partial derivatives of ¢
with respect to z. We find that the multipliers A(¢,¢,)
and A(¢, ¢,,,,,¢,,,) whose variables ended in odd order
partial derivatives of ¢ with respect to z did not generate
new conserved vectors but instead reduced to the multipliers
A(¢) and A(¢, ¢, ¢,.), respectively. This also applies to the
multipliers for the conserved vectors for (94).
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The concepts of strictly, quasi, weak, and nonlinearly self-adjoint differential equations are revisited. A nonlinear self-adjoint
classification of a class of equations with second and third order is carried out.

1. Introduction

Since Ibragimov [1] proposed an extension to the Noether
theorem, overcoming the major deficiency of that result,
the existence of a Lagrangian, a considerable number
of researchers have been applying his ideas for con-
structing conservation laws for equations without classical
Lagrangians.

However, the price for applying what Ibragimov proposed
in [1] is the obtainment, a priori, of nonlocal conservation laws
instead of local ones.

In [1, 2], it was introduced the concept of self-adjoint
differential equation, latter receiving a new designation in
[3, 4], where it was called strictly self-adjoint equation. This
last one will be adopted in this work. Although such concept
was not necessarily new; see [5], the works [1, 2] were the start
point of an intense research in this kind of ideas, giving rise to
new developments [3, 4, 6] and providing local conservation
laws for equations once its symmetries are known.

One of the first papers dealing with some kind of
classification was [7]. There, the authors considered a class of
fourth-order evolution equations and found the self-adjoint
subclasses. Then, in [8], the same class was enlarged by
considering nonlinear dispersion as well as source terms.

Weak self-adjointness of some classes of equations was
discussed by Gandarias and coauthors in [9-11].

In regard to third-order equations, in [12], a KdV type
family was considered. However, at the time of this last
reference, the general concept of nonlinear self-adjointness
was not already introduced. In [13], a class of third-order
dispersive equations was considered from the quasi self-
adjoint point of view. More recently, in [14] a general family
of dispersive evolution equations was classified with respect
to quasi self-adjointness.

Recently [15], we considered a class of time dependent
equations up to fifth-order and we obtained necessary and
sufficient conditions for determining the nonlinearly self-
adjoint subclasses. Nonlinear self-adjointness of equations up
to fifth-order can also be found in [16-18].

In [19], a general class of first order (1 + 1) PDE was
classified with respect to strictly and quasi self-adjointness.
Later, in [20], the subclass of the Riemman, or inviscid
Burgers equation, was reconsidered from the point of view of
nonlinear self-adjointness. Recently, in the paper [21], the last
class was studied incorporating damping and conservation
laws were established.

The number of works dealing with systems and self-
adjointness is reduced compared with those ones considering
scalar equations. To cite some of them; for instance, up to our
knowledge, the first paper dealing with some self-adjointness
and systems of PDEs was [22]. Nonlinear self-adjointness of
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a system of coupled modified KdV equations was studied in
[23]. Further examples can be found in [4].

In [24] quasi self-adjointness of a class of wave equation
was considered. Sometime ago, in [25], a class of wave
equation with dissipation was considered from the nonlinear
self-adjoint point of view.

The vast majority of the papers deal with (1 + 1)
equations. However, some results considering PDEs with
more independent variables have been communicated in the
literature. In [26-28], diffusion equations with more than
one spatial dimensions were considered. A generalization
of Kuramoto-Sivashinsky equation was discussed in [29]. In
[30] an extension of KdV equation, the so-called Zakharov-
Kuznetsov equation, was studied. All of these papers dealt
with nonlinear self-adjointness.

The concepts of self-adjoint differential equations will
be better discussed in Section 2. In fact, this is a threefold
purpose paper: the first is to provide a review on some
works dealing with conservation laws and using the concepts
introduced in [1-4, 6]. The second one is to explore the
concepts of strict, quasi, weak, and nonlinear self-adjoint
differential equations, as the reader can check in Section 2.
Although these concepts are commonly, and in fact, power-
fully employed for constructing local conservation laws, such
concepts have interest by themselves. Finally, it is common to
classify equations under certain properties; see, for instance,
[31, 32]. Then, in this work we consider, in Section 4, a
nonlinear self-adjoint classification of the equation

u, =100t u) Uy, + 56U Uy,

€]
+ f(xtu)u, +h(xtu).

Such equation includes a great number of important
equations in mathematical physics. To cite a few number of
them, we mention KdV, Burgers, Burgers-KdV, and Riemman
equations. More equations belonging to this class will be
considered in the next sections.

Moreover, the self-adjoint classification carried out here
will be used in [33] for constructing local conservation laws
for equations without Lagrangians.

2. Preliminaries

Before presenting the procedure, it is convenient to leave
clear that in the present paper we only consider scalar
differential equations. In the current section, unless it is
explicitly announced, x = (x',...,x") is an independent
variable, while u = u(x) is a dependent one. The set of first
order derivatives of u is denoted by u;, and equal convention
is employed for referring to higher order derivatives; for
example, 1) means the set of kth derivatives of u.

We assume the summation over the repeated indices. By
differential functions we mean locally analytic functions of a
finite number of variables x, u and u derivatives. The highest
order of derivatives appearing in a differential function is
called its order. The vector space of all differential functions
of finite order is denoted by /.
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Let us now show the algorithm for constructing conser-
vation laws. Given a PDE

F =F(x,u,ug,... Fed. (2)

> u(m)) = 0)
Step 1. We construct the formal Lagrangian & = vF.

Step 2. From the Euler-Lagrange equations, the following
system is obtained:

F (x, u, U(l), .ve 7u(m)) = 0; (3)

F (%, 1 VU1 V(1ys - - Uiy Vimy) = 05 (4)
where the second equation of the system (3)-(4) is called
adjoint equation to F = 0.

Step 3. A conserved vector for such system is C = (C'), where

P 0¥ 0Z 0Z
= = _p.| = D.D, | —)-...
¢ E$+W[a”i J<auij>+ g k(a”ijk> ]

+D(W) a;g_Dk aﬁ R TN
J Ou; Ot

(5)
and W = 5 - E'u,.

Of course, it is clear that components (5) depend explicitly
on the new variable v, which is not a “natural” variable
from the original equation. For this reason, the conservation
laws provided by the developments [1] are, a priori, nonlocal
conservation laws and, consequently, the conserved vectors
are nonlocal ones.

As it was previously pointed out at the beginning, the
points related with conservation laws will be retaken soon,
in [33]. However, for those more anxious, we invite them to
consult the books [34-37] for the discussion between sym-
metries and conservation laws. We also guide the interested
readers to [38-42] for discussions on conservation laws.

The question is: would it be possible to construct, from
the nonlocal conservation laws (5), local ones? This point is
essentially related with: would it be possible to replace the
nonlocal function v by an expression depending of x, u and
eventually derivatives of u? This lead us to the main subject of
the paper: “self-adjointness’, which will just be revisited. We
firstly begin with the following.

Definition 1. Equation (3) is said to be strictly self-adjoint if
the equation obtained from the adjoint equation (4) by the
substitution v = u is identical with the original equation (3);
that is,

F*|,_, =A(xu..)F (6)
for some A € .
This concept was first introduced in [1, 2] as self-adjoint

differential equations. More recently, in [3, 4], Ibragimov
himself changed the designation and he referred to this
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concept as strictly self-adjoint differential equation. Then we
use the last definition proposed by Ibragimov.

Some examples are now welcomed. We start with the
following.

Example 2. Consider the Riemman or inviscid Burgers equa-
tion:

u, +aw)u, =0, (7)

where we assume a' (1) # 0. In this case, the adjoint equation
to (7) is

vi+a(u)v, =0. (8)

Clearly, setting v = u into (8), (7) is obtained. Therefore,
Riemman equation is strictly self-adjoint. For further details,
see [19, 20].

Example 3. Consider now KdV equation:

Uy = Uy, + UL 9)
Its adjoint equation is

Vp = Vi + UV, (10)

Then, setting v = u into (10), one obtains (9). Therefore, KAV
equation is strictly self-adjoint. For further details, see [1, 16].

Example 4. Consider Harry-Dym equation:
Uy = Uty (11)
Its adjoint equation is given by [14, 15, 43]

vy = u3vxxx +9 (uzvx + 2uvux) Uy
(12)

2 2 3

+uu, v, + 18uv,ul + 6vu.

Equation (12) is not strictly self-adjoint, as it can easily be
checked directly from (12) setting v = u or consulting [43].

In [43] the concept of quasi self-adjoint differential
equation was proposed, which is recalled at the following.

Definition 5. Equation (3) is said to be quasi self-adjoint
if the equation obtained from adjoint equation (4) by the
substitution v = ¢(u), for a certain ¢ such that ¢(u) #0, is
identical with the original equation (3); that is,

F |V:¢(u) =A(ou,..)F (13)

for some A € .

Originally, the notion of quasi self-adjointness was
slightly different. In fact, in its first formulation [43], it
was required that function ¢ satisfies condition ¢'(u) #0.
However, such condition was relaxed in [4] and we adopt here
the last Ibragimov’s formulation.

We now analyse our previous
Definition 5 into account.

examples taking

Example 6. Since (7) is strictly self-adjoint, consequently, it
is also quasi self-adjoint. However, let ¢ = ¢(u) be a smooth
function such that </5”(u) #0. Substituting v = ¢(u) into the
left side of (8) the following is obtained:

vy + a) v, s = ¢ () [u, +aw)u,]. (14)

This shows that (7) is quasi self-adjoint admitting an arbitrary
nonlinear substitution ¢ = ¢(u). For further details and
discussion, see [19, 20].

Example 7. Consider KdV equation (9) again. Substituting
v = ¢(u) into (10), we obtain v = ¢;u + ¢,, where ¢; and ¢, are
arbitrary constants. This lead us to two different substitutions:
v, = uand v, = 1. Therefore, KAV equation is quasi self-
adjoint. For further details, see [4].

Example 8. Consider Harry-Dym equation (11). As it was
already pointed out, it is not strictly self-adjoint. However,
in [43] Ibragimov showed that the adjoint equation to (11) is
equivalent to the original one if the substitution is taken as
follows:

1
v, = —. 15
1 u3 ( )
In [14], Torrisi and Tracina discovered the new substitution:

1

wh (16)

v, =
Therefore, (11) is quasi self-adjoint.
Our next definition was formulated by Gandarias in [6].

Definition 9. Equation (3) is said to be weak self-adjoint
if the equation obtained from adjoint equation (4) by the
substitution v = ¢(x,u) for a certain function ¢ such that
¢, #0 and ¢, #0, for some x', is identical with the original
equation (3); that is,

F* |V=¢(x,u) =A(x,u,...)F, 17)

for some A € .

While strictly self-adjointness implies quasi self-
adjointness, weak self-adjointness does not imply neither
strictly nor quasi self-adjointness. In fact, Definition 9 is
stronger than both Definitions 1 and 5. We illustrate now this
fact.

Example 10. Consider again (7). Although it is clear that such
equation is strictly and quasi self-adjoint, neither v = u nor
v = ¢(u) are substitutions satisfying Definition 9. However,
let ¢ = ¢(z) be a smooth real valued function and define v =
@(x — ta(u)). Then, substituting this v into (10), we arrive at
Vi ta (u) Vx|v:<p(x—ta(u))

(18)

= —a' (x - ta(u)) + ag (x —ta(u)) = 0.

Thus, if (p' #0, it means that v = @(x — ta(u)) is a substitution
satisfying Definition 9.



Example 11. KdV equation (9) is weak self-adjoint. In fact,
one can take the substitution v = x + tu and easily check
that (10) is equivalent to (9) with this substitution. For further
details, see [4, 16].

Example 12. Considering Harry-Dym equation, it is now
clear that it is not strictly self-adjoint, but it is quasi self-
adjoint. In [15], we proved that adjoint equation (12) to (11)
is also equivalent to itself by considering the substitutions:

vy = 13, vy = x 19)
u
While substitutions (15) and (16) show that (11) is quasi
self-adjoint, substitutions (19) are enough to prove weak self-
adjointness. On the other hand, neither (15) nor (16) are
substitutions that satisfy what is required in Definition 9.

Finally, we arrived at the state of the art in this field:
nonlinear self-adjointness.

Definition 13. Equation (3) is said to be nonlinearly self-
adjoint if the equation obtained from the adjoint equation
(4) by the substitution v = ¢(x,u) with a certain function
¢(x, u) # 0 is identical with the original equation (3); that is,

F* gy = A (614, ) F. (20)

for some A € .

Definition 13 generalizes all of the previous ones. The
substitution required on Definition 13 can be generalized,
allowing dependence on the derivatives of function u, that is,
a substitution of the type v = ¢(x, u, 1(;), . ..). In the last case,
condition (20) is replaced to

F |V:¢(x,u,u(1),...)
=A%t ) F+ A0 (x,u,u),...) D, ..D; F,
(21)
where
d 0
Dj=— +u— +u;— +
Poooxt o tou Y Ou, (22)

are the total derivative operators.

Example 14. 1t is clear that all of the previous discussed
equations provide examples of nonlinear self-adjointness. Let
us now give a different example due to Ibragimov [4], with
explicit dependence on the differential variables.

Consider the equation

Uy, —sinu = 0. (23)

Its adjoint equations are given by

Vey —VeOsu = 0. (24)

Consider the differential function ¢ = u,,. Then, substituting
it into the left side of (24), the following is obtained:

Vyy — VCOS u|v=u =D, (uxy - sin u). (25)

Y

Abstract and Applied Analysis

Finally, we would like to guide the interested reader to
[4], which is the real and complete reference on this subject.
Therefore, it is an obligatory reading for everyone interested
in this field.

3. Nonlinear Self-Adjoint Classification of (1)

Here, we follow Steps 1 and 2 of the algorithm presented at
the beginning of Section 2. We start obtaining the formal
Lagrangian that in this case is

L =v(u—r(xt,u)ty,, —

—f(xtu)u,

Since the easiest step was overcome, we move on to Step 2.
Consider now Euler-Lagrange operators, given by the formal
sums,

s(x,tu) Uy,
(26)
—h(x,t,u)).

é 0 < ; é
— = -1YD. ...
du au+j;( rD, ’5 Uiy,
(27)
é 0 i 0
— = — -1¥YD, ---D, ——
ov av+;( rD, Vo, .,

Considering the particular Lagrangian (26), our Euler-
Lagrange operators can be simplified to

5 0 0 0 2 0 3 0
~— =2 _-D—-D,—+D*~—-D ,
Su ou  ‘ou,  Fou, i “Ou,, T Ou,
(28)
s _20
Sv  ov
Then, we have
6;? =u, -1 (5L U) Uy, —SOGtu) U,
ov
- f(x,t,u)u, —h(x,t,u) = F,
83 (29)
6 (fuu + Suuxx + rqu.XX + hu)
u

~ D, (v) + Dy (vf) = D2 (vs) + D, (vr) =

In order to avoid a tiring notation, we omit from now
the dependence on (x,t,u) of the functions involved in the
calculations. Thus, the expression F* is given by

F' = —v(fyuy + Sythyy + Tyl + 1)

Vv f Vv F v, — Vs — 2V,

2
=2V, S Uy — VS, — 2VS, Uy — VS, UL — VS, U

F Vigxt T 3V Ty + 3V 1, + 3V, 1 (30)

xx'uwx

2
+ 6V, 1y, U, + 3vxruuux + 3V Uy + 3V U

+ 3V, r iy, + 3vr i+ 3V U

+vr

exx + Vs + VI

uuu~x XxXx*
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Replacing v = ¢(x, t, u) into (30), we obtain

F* |yt = — buF
+ (= = ($h),, + (¢f), = (¢s) . + (¢7),)
+ (3(9r) 1y = 2(95) ) s
(37 gy = (),0) 13+ (81)
(3(

3 (l)?’)xu - 2(¢S)u) Uyy T 3(¢r)uuuxuxx'
(31

+

From Definition 13, in order to (1) be nonlinearly self-
adjoint, we must have A = —¢,, and

(= = (¢h), + (@), = (¢5),, + (¢7) 1)
+ (3(8r) s — 2(05),.,) 1
+ (3(87) e = (88),) U + (@7) iy (32)
+(3(¢r),, — 2(¢5),) e

+3(¢pr), Uyt = 0.

Since the set {1, u,, t, 1, ., Ui, } is linearly indepen-
dent, we obtain the following system of equations:

—pe = ($h), + (8F), = (85) e + ($7)0 =0, (33)

3(67) v — 2(85), = 0, (34)
3(87) i = (85),, = 05 (35)
(87 i = 0 (36)
3(¢r),, — 2(¢s), =0, (37)
3(¢r),, =O. (38)

From (38) and (35), we conclude that (¢s),,, = 0.
Equations (38) and (37) imply, respectively, (36) and (34).
Thus, we arrived at the following system:

(¢r),, =0,
(¢f)x - ¢t

3(¢r),, —2(¢s), =0, (¢s),, =0,

= (@), = () + (¢7) 4 = O
(39)

4. Examples of Nonlinearly Self-Adjoint
Equations of the Type (1)

In this section, we present two examples of nonlinearly self-
adjoint equations of type (1). We consider some particular
cases of the equations studied in [31]. First, let us consider
the equation

u, +pt) ekxuux +q () thyy, =0, (40)

where p(t) and g(t) are nonzero functions and k = constant.
From (39), we obtain

q (t) ¢uu = 0’ q (t) ¢xu = 0> (41)

(P @)™ ug) +¢+q(t) ¢y = 0. (42)

From (41), since g(t) is nonzero, we conclude that the
function ¢ = ¢(x,t,u) is ¢ = A(t)u + B(x,t), for certain

functions A = A(f) and B = B(x,t). Substituting the
expression of ¢ into (42), we have

kp (t) € A () 1
+[A" () + p(t) B, (x,0) +kp (1) B (x,1)| u

+ Bt (X, t) +4q (t) Bxxx (x, t) =0.
(43)

Since the set {1, u, u’} is linearly independent, we have the
following system of equations:

kp (t) €A (t) = 0, (44)
A (1) + p (t) B, (x,t) + kp (t) € B (x,1) =0,  (45)
B, (x,t) + q (t) By, (x,1) = 0. (46)

Considering the case k = 0 and p(¢)A(t) # 0in (44). Thus,
(45) is simplified to

A'(t) + p(t) B, (x,1) = 0, (47)
and, therefore,
B(x,t) = —I;T(:))x+C(t). (48)

Equation (48) implies that B
(46), we conclude that

x,t) = 0. Then, from

xxx(

A(t)=¢q Jp(t) dt + ¢, B(x,t) =—x+¢, (49)

where ¢, ¢, and ¢; are arbitrary constants. Therefore, we
obtain

gb(x,t,u):cl[(Jp(t)dt)u—x]+czu+c3. (50)

Whenever p = g = -1, and under the change ¢, — —¢,
it is concluded that ¢ = ¢ (x + tu) + qu + ¢, a well-known
result on KdV equation; see [4, 16].

Now consider the case k # 0. Then we must consider three
subcases: A=0and p#0, A#0and p=0,and A = p = 0.

Case A = 0 and p+0. From (44)-(46), we conclude that

B(x,t) = boefk“k}Q(t), with Q'(t) = g(t), and then, choose
by =1

3
¢ (x,t,u) = g RxH Q) (51)



Case A+0and p = 0. From (45), we easily arrive at A(t) = .
Then, the substitution is

¢ (x,t,u) =cqu+ B(x,t), (52)

where B is a solution of (46). The third subcase A = p = 0 is
a particular case of this last one taking ¢; = 0 into (52).
As a second example, consider the equation

1
u+ —un, + gy, =0 (53)
x

with g(t) #0. In this case, system (39) reads

g (t) ¢uu = 0’ g (t) ¢xu = 0’ (54)
u
(%) +a+9® =0, (55)
From (54), we again obtain
¢=A{)u+B(xt). (56)

Replacing the function expression in (55) and grouping in
terms of « and u* we have

AW, (A, 0+ BoD B<x2,t>>u

X X X (57)
+ B, (x,t) + g (t) B, (x,1) = 0.
The system
_Ax(zt) -0, (58)
s B0 _B&O 59)
x x

B, (x,t) + g (t) B, (x,t) =0 (60)

follows from (57). Equation (58) implies A(¢) = 0. From (59)
and (60), we conclude that

¢ (x, t,u) = cx, (61)

with ¢ = constant.

5. Conclusion

In this paper we discussed about some ideas introduced in
[1, 3, 4, 6, 43]. These ideas are very recent and until now
the applications are mainly restricted to the obtainment of
local conservation laws using the approach suggested in [1].
However, some recent facts show that there is more to self-
adjointness than meets the eye.

In fact, in [4], Ibragimov began to consider the con-
cept of approximated nonlinear self-adjointness. Recently
[44] explored deeper these concepts. In [45] approximate
conservation laws for a nonlinear filtration equation were
established.

Nowadays, the fractional calculus seems to be a new
branch in Mathematics. In [46] fractional conservation laws
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using the approach proposed in [1] were presented, which
means that the concepts of self-adjoint differential equations
must be considered in the sense of fractional differential
equations.

Finally, we would like to mention that recently some
possible connections between integrable equations, strictly
self-adjointness and scale invariance have been reported in
[47], although this relation is not clear yet.
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This work focuses on the combinatorial properties of glued semigroups and provides its combinatorial characterization. Some
classical results for affine glued semigroups are generalized and some methods to obtain glued semigroups are developed.

1. Introduction

LetS = (n,,...,n;) be afinitely generated commutative semi-
group with zero element which is reduced (i.e., SN(=S) = {0})
and cancellative (if m,n,n’ € Sand m + n = m + »n’ then
n =n'). Under these settings if S is torsion-free, then it is iso-
morphic to a subsemigroup of N” which means it is an affine
semigroup (see [1]). From now on assume that all the semi-
groups appearing in this work are finitely generated, commu-
tative, reduced, and cancellative, but not necessarily torsion-
free.

Let K be a field and K[X,..., X;] the polynomial ring
in [ indeterminates. This polynomial ring is obviously an S-
graded ring (by assigning the S-degree n; to the indeterminate
X, the S-degree of X* = X' -+ X" is 25:1 a;n; € S). Itis well
known that the ideal I generated by

! 1
{X“ -XP ) Y apm = Z/s,.ni} cK[Xp...X)] @
i=1 i=1
is an S-homogeneous binomial ideal called semigroup ideal
(see [2] for details). If S is torsion-free, the ideal obtained
defines a toric variety (see [3] and the references therein). By
Nakayama’s lemma, all the minimal generating sets of I have
the same cardinality and the S-degrees of its elements can be
determinated.

The main goal of this work is to study the semigroups
which result from the gluing of other two. This concept was

introduced by Rosales in [4] and it is closely related to com-
plete intersection ideals (see [5] and the references therein).
A semigroup S minimally generated by A; U A, (with A, =
{n,,...,n,yand A, = {n,,,,...,n})is the gluing of §; = (A;)
and S, = (A,) if there exists a set of generators p of I of the
form p = p; Up, U{X" = X" }, where p,, p, are generating sets
of Iy and I , respectively, X” - X? € I, and the supports of y

andy' verify supp(y) c {1,...,r}and supp(y') c{r+1,...,1}.
Equivalently, S is the gluing of S; and S, if Iy = Ig +Is +(X" -

XV/). A semigroup is a glued semigroup when it is the gluing
of other two.

As seen, glued semigroups can be determinated by the
minimal generating sets of Iy which can be studied by using
combinatorial methods from certain simplicial complexes
(see [6-8]). In this work the simplicial complexes used are
defined as follows: for any m € S, set

l
C = {X“ = X7 X Yan = ’”}’ ?
i=1

and the simplicial complex
V, ={F €C,, | ged (F) #1}, (3)

with gcd(F) as the greatest common divisor of the monomials
in F.
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Furthermore, some methods which require linear algebra
and integer programming are given to obtain examples of
glued semigroups.

The content of this work is organized as follows. Section 2
presents the tools to generalize to nontorsion-free semi-
groups a classical characterization of affine gluing semigroups
(Proposition 2). In Section 3, the nonconnected simplicial
complexes V,, associated with glued semigroups are studied.
By using the vertices of the connected components of these
complexes we give a combinatorial characterization of glued
semigroups as well as their glued degrees (Theorem 6).
Besides, in Corollary 7 we deduce the conditions for the ideal
of a glued semigroup to have a unique minimal system of
generators. Finally, Section 4 is devoted to the construction of
glued semigroups (Corollary 10) and affine glued semigroups
(Section 4.1).

2. Preliminaries and Generalizations about
Glued Semigroups

A binomial of I is called indispensable if it is an element
of all systems of generators of I (up to a scalar multiple).
This kind of binomials was introduced in [9] and they have
an important role in Algebraic Statistics. In [10] the authors
characterize indispensable binomials by using simplicial
complexes V,,. Note that if I is generated by its indispens-
able binomials then it is minimally generated, up to scalar
multiples, in an unique way.

With the above notation, the semigroup S is associ-
ated with the lattice ker S formed by the elements o =
(ag,...,0) € 7' such that Zi.:l a;n; = 0. Given G a system of
generators of I, the lattice ker S is generated by the elements
a—Bwith X*~ XP € G and ker S also verifies that ker SNN' =
{0} ifand only if Sis reduced. If #(I) is a minimal generating
set of I, denote by #(Ig),, ¢ #(Ig) the set of elements
whose S-degree is equal to m € S and by Betti(S) the set of
the S-degrees of the elements of .# (Ig). When I is minimally
generated by rank(ker S) elements, the semigroup S is called
a complete intersection semigroup.

Let €(V,,) be the number of connected components of
V,,. The cardinality of .#(I),, is equal to €(V,,) — 1 (see
Remark 2.6 in [6] and Theorem 3 and Corollary 4 in [8]) and
the complexes associated with the elements in Betti(S) are
nonconnected.

Construction I (see [7, Proposition 1]). For each m € Betti(S)
the set .#(Is),, is obtained by taking €(V,,) — 1 binomials
with monomials in different connected components of V,,
satisfying that two different binomials do not have their cor-
responding monomials in the same components and fulfilling
that there is at least a monomial of every connected compo-
nent of V,,. This let us construct a minimal generating set
of I; in a combinatorial way.

Let S be minimally (we consider a minimal generator
set of S and in the other case S is trivially the gluing of the
semigroup generated by one of its nonminimal generators
and the semigroup generated by the others) generated by
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A, U A, with A, = {a,...,a,} and A, = {b,...,b}.
From now on, identify the sets A, and A, with the matrices
(a;l---la,) and (b ---|b,). Denote by IK[A ] and K[A,] the
polynomial rings K[X;,...,X,] and K[Y},...,Y,], respec-
tively. A monomial is a pure monomial if it has indeterminates
onlyin X;,..., X, oronlyinY,,...,Y,; otherwise it is a mixed
monomial. If S is the gluing of §; = (A,) and S, = (A,),
then the binomial X" - Y e I is a glued binomial if
M (Is ) UM (Ig) U {X"* — Y} is a generating set of I and in
this case the element d = S-degree(X"*) € Sis called a glued
degree.

It is clear that if S is a glued semigroup, the lattice ker S
has a basis of the form

{L, Ly, (yxo =)} € 27", (4)

where the supports of the elements in L, arein {1,...,r}, the
supports of the elementsin L, arein {r+1,...,r +t}, ker S, =
(L;) (i = 1,2) by considering only the coordinates in {1,...,
rtor{r+1,...,r+t}of L;,and (yy, yy) € N*. Moreover, since
S is reduced, one has that (L,) N N = (L,) n N = {0}.
Denote by {p,;}; the elements in L, and by {p,;}; the elements
inL,.

The following proposition generalizes [4, Theorem 1.4] to
nontorsion-free semigroups.

Proposition 2. The semigroup S is the gluing of S, and S, if
and only if there exists d € (S; N S,) \ {0} such that G(S;) N
G(S,) = dZ, where G(S,), G(S,), and dZ are the associated
commutative groups of S,, S,, and {d}, respectively.

Proof. Assume that S is the gluing of S, and S,. In this case,
ker S is generated by the set (4). Since (yx, —yy) € kerS, the
element d is equal to A, yx = A,py € Sandd € §; NS, C
G(S;) N G(S,). Let d' be in G(S;) N G(S,); then there exists
(6,,8,) € Z" x 7' such that d' = A8, = A,5,. Therefore
(6,,—0,) € ker S because (A, | A,)(8;,-68,) = 0 and so there
exist A, A", Af? € Z satisfying

(6,,0) = ZA?PH +A(yx.0),

i

(0,6,) = _ZA?Pzi +A(0,yy),

(5)

andd' = A8, = Y, AMN(A, | 0)p; + A yx = Ad. We
conclude that G(S;) N G(S,) = dZ withd € §; N S,.

Conversely, suppose that there exists d € (S; N S,) \ {0}
such that G(S;)NG(S,) = dZ. We see that I = Ig +ISZ+(XVX—
YY), Trivially, Ig +Ig +(X"*=Y") ¢ I5. Let X*YP - X"Y° be
abinomialin I¢. Its S-degreeis Aja+A, 3 = A, y+A,0. Using
A(a—7y) = A,(B-0) € G(S;) NG(S,) = dZ, there exists
A e Zsuchthat Ao = A;p+ Adand A,8 = A,3+ Ad. We
have the following cases.

(i) IfA=0,

x*v? - xY° = x*vP - x'vP + xX'YP-Xx"Y°
_vB vy« y y (vB 5
=YP(X*-X")+ XV (YP-Y) e Is + 1.

(6)
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(ii) IfA > 0,
x*vP - xy° = x*yP - x¥xMxyP
+ XVX)nyﬁ _ XYXAYyyﬁ + X]’leyyﬁ
- XY = YP (X% - XV XM)
+X7YP (XM -yt
+ X7 (Y yP - v?).
(7)

Using that

A-1
X)Wx _ Y)WY — (XVX _ Y}’Y) <ZX(/\—1—")YXY1'VY> , (8)
i=0

the binomial X*Y* - X"Y® belongs to I +Ig +(X"™~
Y.

(iii) The case A < 0 is solved similarly.
We conclude that I = Ig + Ig + (X" - Y™). O

From the above proofitis deduced that given the partition
of the system of generators of S the glued degree is unique.

3. Glued Semigroups and Combinatorics

Glued semigroups by means of nonconnected simplicial
complexes are characterized. Foranym € §, redefine C,, from
(2) as
r t
Cpn= {X“Yﬁ=x‘1’“ o XOYP Y Y e+ Y B = m},
i=1 i=1
)

and consider the sets of vertices and the simplicial complexes

C;:l = {X‘lxl ...X;"‘r I Zaiai = m} )
=1
Vo' ={F<Cp | ged(F) #1},
(10)
t
Cr/:zz = <Iylﬁl -"Yt’B’ | Z/Sibi = m]» ,
i=1

Vo' ={F<Cp | ged(F) #1},

where A, = {a,,...,a,} and A, = {b,..., b} as in Section 2.
Trivially, the relations between V41, VA2, and V,, are

V' ={Fev,|FcCy}t, Vi={Fev,|FcCp}.

(11)

The following result shows an important property of the
simplicial complexes associated with glued semigroups.

Lemma 3. Let S be the gluing of S, and S, and m € Betti(S).
Then all the connected components of V,,, have at least a pure
monomial. In addition, all mixed monomials of V,, are in the
same connected component.

Proof. Suppose that there exists C, a connected component
of V,, only with mixed monomials. By Construction 1 in all
generating sets of I there is at least a binomial with a mixed
monomial, but this does not occur in /%(IS1 ) U/%(IS2 YU{XTx—
Y7} with X" — Y as a glued binomial.

Since S is a glued semigroup, kerS has a system of
generators as (4). Let XvP, x'Y? € C,, be two monomials
such that gcd(X"‘Yﬁ, X'Y®) = 1. In this case, (a, B)—(y,9) €
ker S and there exist A, A", \** € Z satisfying

(@=9,0) = Y AP py; + A (yx,0),
‘ (12)
(0) B- 5) = ZA/;ZPZJ‘ -A (0’ YY) .

()IfA =0,a—y € kerS;,and f - & € kerS,, then
A=Ay, A =A,8,and X*Y° € C,,.
(i) If A > 0, (&, 0) = ), Af‘ pii + Myx,0) + (,0), and

A= Z}Lfl (A 10)p; +AAyx + Ay =Ad + ALy,

(13)

then X"*X"YP € C,,.
(iii) The case A < 0 is solved likewise.

In any case, X*Y? and X"Y° are in the same connected
component of V,,,. O

We now describe the simplicial complexes that corre-
spond to the S-degrees which are multiples of the glued
degree.

Lemma 4. Let S be the gluing of S, and S,, d € S the glued
degree, and d' € S\ {d}. Then C:;,‘ :ﬁ@th;‘,Z if and only if
d' € (AN)\{0}. Furthermore, the simplicial complex Vy has at
least one connected component with elements in C:;,l and Cj;,z.

Proof. If there exist X%, Y? € Cy, thend = Y. aa =
Y Bb€S,NS, cG(S)NG(S,) = dZ. Hence, d' € dN.
Conversely, let d = jd with j € Nand j > 1
and let X — Y" € I be a glued binomial. It is easy to
see that X/"*,Y/" € C, and thus {x7vx, XxU=DrxyW} and
{(XU-Vrcyrr yirey belong to V. O

The following lemma is a combinatorial version of [11,
Lemma 9] and it is a necessary condition of Theorem 6.

Lemma 5. Let S be the gluing of S, and S, and d € S the glued
degree. Then the elements of C; are pure monomials and d €
Betti(S).



Proof. The order <¢ defined by m'<gmif m—m' € Sisa partial
order on S.
Assume that there exists a mixed monomial T € C,. By

Lemma 3, there exists a pure monomial Y” in C, such that
{T, Y%} € V, (the proof is analogous if we consider X* with
{T, X%} € V,). Now take T} = gcd(T, Y))'T and Y2 =
gcd(T, Y?)™'Y?. Both monomials are in C,;, where d' is equal
to d minus the S-degree of gcd(T, Yb). By Lemma 4, if C(’;,‘ +0,
then d' € dN, but since d' < d this is not possible. So, if T is
a mixed monomial and C:;,l =, then C?,Z # 0. If there exists

. . A . .
a pure monomial in C df connected to a mixed monomial

in Cy, we perform the same process obtaining T,, Y2 e
C» with T, as a mixed monomial and d''<¢d’. This process
can be repeated if there existed a pure monomial and a mixed
monomial in the same connected component. By degree
reasons this cannot be performed indefinitely and an element
d% e Betti(S) verifying that V, is not connected having a
connected component with only mixed monomials is found.
This contradicts Lemma 3. O

After examining the structure of the simplicial complexes
associated with glued semigroups, we enunciate a combinato-
rial characterization by means of the nonconnected simplicial
complexes V,,,.

Theorem 6. The semigroup S is the gluing of S, and S, if and
only if the following conditions are fulfilled.

(1) For all d' € Betti(S), any connected component of V.y
has at least a pure monomial.

(2) There exists a unique d € Betti(S) such that Cgl +
0+ CdAZ and the elements in C,; are pure monomials.

(3) Foralld' € Betti(S)\ {d} with Cy' £0#C52, d’ € dN.

Besides, the above d € Betti(S) is the glued degree.

Proof. If S is the gluing of S; and S,, the result is obtained
from Lemmas 3, 4, and 5.
Conversely, by hypotheses 1 and 3, given that d' €

Betti(S) \ {d}, the set # (ISl )z is constructed from C?,l and

M(Ig)y from C% as in Construction 1. Analogously, if
d € Betti(S), the set (), is obtained from the union of

M(Ig ) g, M (Ig) 4 and the binomial X"* —Y? with X" € C}"
and Y'Y € CdAZ. Finally

[I (a(ts), vae(ls,), Julx™-y"} gy

meBetti(S)
is a generating set of I and S is the gluing of S, and S,. [

From Theorem 6 we obtain an equivalent property to
Theorem 12 in [11] by using the language of monomials and
binomials.

Corollary7. LetS be the gluing of S; and S, and X"*-Y" € I
a glued binomial with S-degree d. The ideal Ig is minimally
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generated by its indispensable binomials if and only if the
following conditions are fulfilled.

(i) The ideals Is and Ig are minimally generated by their
indispensable binomials.

(ii) The element X" — Y is an indispensable binomial of
.

(iii) For all d' € Betti(S), the elements of Cy are pure
monomials.

Proof. Suppose that I is generated by its indispensable
binomials. By [10, Corollary 6], for all m € Betti(S) the
simplicial complex V,, has only two vertices. By Construction
1V, = {{X"},{Y"}} and by Theorem 6 for all d’ € Betti(S) \
{d} the simplicial Vy is equal to V4 or V;,Z. In any case,
X" — Y™ € Iy is an indispensable binomial, and I , Ig are
generated by their indispensable binomials.

Conversely, suppose that I is not generated by its indis-
pensable binomials. Then, there exists d' € Betti(S) \ {d} such
that V; has more than two vertices in at least two different
connected components. By hypothesis, there are not mixed
monomials in V; and thus

(i) if V is equal to v (or V‘éz), then I (or ) is not
generated by its indispensable binomials;

(ii) otherwise, Cs,l +0+ C?,z and by Lemma 4, d = jd
with j € N, therefore xUyw ¢ Cy which
contradicts the hypothesis.

We conclude that I is generated by its indispensable
binomials. O

The following example taken from [5] illustrates the above
results.

Example 8. Let S ¢ N* be the semigroup generated by the set

{(13,0),(5,8),(2,11),(0,13),(4,4),(6,6),(7,7), (9, 9)} .
(15)

In this case, Betti(S) is

{(15,15), (14, 14), (12,12), (18,18),
16
(10,55), (15,24), (13,52), (13, 13)} . 19

Using the appropriated notation for the indeterminates in
the polynomial ring K[x,,..., x4 ¥, .- ¥4] (X7, X5, X3, and
x, for the first four generators of S and y,, ¥,, ¥3, ¥, for the
others), the simplicial complexes associated with the elements
in Betti(S) are those that appear in Figure 1. From Figure 1
and by using Theorem 6, the semigroup S is the gluing of
((13,0),(5,8),(2,11),(0,13)) and ((4,4),(6,6),(7,7),(9,9))
and the glued degree is (13, 13). From Corollary 7, the ideal
I is not generated by its indispensable binomials (I has only
four indispensable binomials).
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FIGURE 1: Nonconnected simplicial complexes associated with Betti(S).

4. Generating Glued Semigroups

In this section, an algorithm to obtain examples of glued
semigroups is given. Consider A, = {a;,...,a,} and A, =
{by,..., b} as two minimal generator sets of the semigroups
T, and T, and let L; = {p;;}; be a basis of ker T; with j = 1,2.
Assume that I, and Iy, are nontrivial proper ideals of their
corresponding polynomial rings. Consider yy and yy be two
nonzero elements in N” and N, respectively, (note that yy ¢
ker T and yy ¢ ker T, because these semigroups are reduced)
and the integer matrix

L] 0
A= 0T, (17)
Yx | Vv

Let S be a semigroup such that ker S is the lattice generated
by the rows of matrix A. This semigroup can be computed by
using the Smith Normal Form (see [1, Chapter 3]). Denote by
By, B, two sets of cardinality r and ¢, respectively, satisfying
S = (B,,B,) and ker({B,, B,)) is generated by the rows of A.

The following proposition shows that the semigroup S
satisfies one of the necessary conditions to be a glued
semigroup.

Proposition 9. The semigroup S verifies G({B,)) N G({B,)) =
(Byyx)Z = (Byyy)Z with d = B,yx € (B;) N (B,).

Proof. Use that ker S has a basis as (4) and proceed as in the
proof of the necessary condition of Proposition 2. O

Because B; U B, may not be a minimal generating set,
this condition does not assure that S is a glued semigroup.
For instance, taking the numerical semigroups T} = (3,5),
T, = (2,7), and (yx, yy) = (1,0,2,0), the matrix obtained
from formula (17) is

5-3/0 O
007 =2 |, (18)
1 0(-2 0

and B, U B, = {12, 20, 6, 21} is not a minimal generating set.
The following result solves this issue.

Corollary 10. The semigroup S is a glued semigroup if

r t
ZVX;‘ > 1, Z)’Yi > 1.
=1 i=1

Proof. Suppose that the set of generators B, U B, of S
is nonminimal and thus one of its elements is a natural
combination of the others. Assume that this element is the
first of B; U B, and then there exist A,,...,A,,, € N such
that B;(1,-A,,...,-A,) = B,(A,,1>.-->A,4) € G((B;y)) n
G({B,)). By Proposition 9, there exists A € Z satistying

(19)

B,(1,-A,,...,=A,) = By(A, 15---5A,) = Bi(Ayx). Since
By(A, 11>+ -5 A,4) €S, A > 0and thus
v=| 1-Ayx—Ay = Ayxo, o —A — Ayx,
<0 (20)

€ ker ((B,)) = ker T,
with the following cases.
(i) If Ayx, = 0,then T| is not minimally generated which
it is not possible by hypothesis.
(ii) If Ayx; > 1,then 0 > v € kerT, but this is not
possible because T is a reduced semigroup.
(iil) If Apyx; = 1, then A = py; = 1 and

v=| 0,-A, —¥Yx2---»—A, = Vxr | € kerT;. (21)

<0

If A, + yx;#0 for some i = 2,...,r, then T} is not a
reduced semigroup. This implies that A; = yy; = 0 for
alli=2,...,r.

We have just proved that yx = (1,0,...,0). In the general
case, if S is not minimally generated it is because either
yx or yy are elements in the canonical bases of N" or N,
respectively. To avoid this situation, it is sufficient to take yx
and yy satisfying Y/_ yx; > 1and Y yy; > 1. O



From the above result we obtain a characterization of
glued semigroups: S is a glued semigroup if and only if ker S
has a basis as (4) satisfies Condition (19).

Example 11. Let T, = {(-7,2),(11,1),(5,0), (0,1)) c Z* and
T, = (3,5,7) ¢ N be two reduced affine semigroups. We
compute their associated lattices

ker T, =((1,2,-3,-4),(2,-1,5,-3)),
(22)
ker T, =((-4,1,1), (~7,0,3)).

If we take yx = (2,0,2,0) and yy = (1,2, 1), the matrix A is

12 -3-40 0 0
2-15-30 0 0
00 0 0 -4 1 1 (23)
00 0 0 -7 0 3
20 2 0 -1 -2 -1
and the semigroup S ¢ Z, x Z* is generated by
(1,-5,35),(3,12,-55),(1,5,-25),(0, 1,0),
Bl
(24)

(2,0,3),(2,0,5),(2,0,7) } .

B,

The semigroup S is the gluing of the semigroups (B,) and
(B,) and ker S is generated by the rows of the above matrix.
The ideal Iy € C[x,,..., X4 ¥;>. .., ¥3] is generated (see [12]
to compute I when S has torsion) by

8. .3 2 3.4 25 3.3 2 7
X1 X3Xy = Xp> X1 X = X3X ), X1 X3 = XXy X1 X X3 = X75

2 3 2 4 22 5 i
N3 =V V2= VX1 = N2V XiXs — Vi) [
glued binomial

(25)
then S is really a glued semigroup.

4.1. Generating Affine Glued Semigroups. From Example 11
it be can deduced that the semigroup S is not necessarily
torsion-free. In general, a semigroup T is affine (or equiva-
lently it is torsion-free) if and only if the invariant factors (the
invariant factors of a matrix are the diagonal elements of its
Smith Normal Form (see [13, Chapter 2] and [1, Chapter 2]))
of the matrix whose rows are a basis of ker T are equal to one.
Assume that zero-columns of the Smith Normal Form of a
matrix are located on its right side. We now show conditions
for S being torsion-free.
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Take L, and L, as the matrices whose rows form a basis
of ker T, and kerT,, respectively, and let P;, P,, Q,, and
Q, be some matrices with determinant +1 (i.e., unimodular
matrices) such that D, = P|L,Q, and D, = P,L,Q, are the
Smith Normal Form of L, and L,, respectively. If T, and T,
are two affine semigroups, the invariant factors of L, and L,
are equal to 1. Then

DO [PLOJ0N /L0 N o
0D, |=[ o]PR]0 0L2(01Q>,
Y;(Y{f 0]0]1 Yx |~V 2

——

(26)

where y% = yxQ; and y; = —)yQ,. Let s, and s, be the
numbers of zero-columns of D, and D, (s;,s, > 0 because
T, and T, are reduced, see [1, Theorem 3.14]).

Lemma 12. The semigroup S is an affine semigroup if and only

if

ged ({rh,, vl) =1 (27)

Proof. With the conditions fulfilled by T',, T, and (yx, yy), the

necessary and sufficient condition for the invariant factors of
r

Atobe all equal to one is gcd({y)'(i}i:,fSl u {y;i}f:tfsz) =1. O

The following corollary gives the explicit conditions that
yx and yy must satisfy to construct an affine semigroup.

Corollary 13. The semigroup S is an affine glued semigroup if
and only if

(1) T, and T, are two affine semigroups;
(2 (yx, )/Y) € NHt;

() X Yxo Zic Yy > I
(4) there exist f,_¢ ..., fr» Gs_s,>--+> G € Z such that

(frfsl’ . "’fr) : (Y;(r_sl),. . .,y)lfr)

+ (G 280) (VoY) = 1

(28)

Proof. Itis trivial by the given construction, Corollary 10 and
Lemma 12. O

Therefore, to obtain an affine glued semigroup it is
enough to take two affine semigroups and any solution (yy,
yy) of the equations of the above corollary.

Example 14. Let T, and T, be the semigroups of Example 11.
We compute two elements yy = (a,,a,,a5,a,) and yy =
(b, by, by) in order to obtain an affine semigroup. First of
all, we perform a decomposition of the matrix as (26) by
computing the integer Smith Normal Form of L, and L,:
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1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
a, a, —2a,-a; —7a, +1la, +5a; 2a, +a, +a, | -b, b +2b, +3b; —-3b, —5b, - 7b,
11 -72/0 00 (29)
1 0|10 010 1 2 -3-4{0 0 0 0-211 1|0 0 O
2 -1{0 0|0 2 -1 5 =3[0 0 0 0-150[000
= 0 0|-2 10 0 0 0 0|4 1 1 00 0 1|0 0 O
00‘7—4‘0 0000‘—70 3 00 00[L-I3
00[0 01 a, a, ay a,|-b -b, b 0 0 0 0[0-25
00 0 0|0 -37

Second, by Corollary 13, we must find a solution to the
system:

a, t+a,+as+a,>1,
b+b+b>1,
fifr91 €2,

fi(=7a, + 11a, + 5a;) + f, (2a, + a, + a,)

(30)

+ g, (=3b, = 5b, - 7by) = 1,

with a,, a,, a5, a4, b;, b,, by € N. Such solution is computed (in
less than a second) using FindInstance of Wolfram Math-
ematica (see [14]):

FindInstance [(-7a, + 11a, + 5a5) * f;
+(2a, +a, +ay) = f,
+(=3b, = 5b, — 7by) * g, == 1
&&al +a2+a3+a4>1
&&b, + by + by > 1&&a, > 0&&a, > 0
&&a, > 0&&a, > 0&&b, > 0
&&b, > 0&&b; > 0,
{al’%»%) a, by, b, bs, £y 1 91} >
Integers|
U
{{ay, — 0,4, — 0,a;, — 3,4, — 0,b, — 1,

by — Lb —0,f; = 1f, — 04, — 0}}.
(©))

We now take yx = (0,0, 3,0) and y = (1,1,0), and con-
struct the matrix

12 -3-40 00
2-15-30 00

A= 00 0 0 -4 1 1 (32)
00 0 0 -7 0 3
00 3 0 -1-10

We have the affine semigroup S ¢ Z* which is minimally
generated by

(2,-56),(1,88),(0,40),(1,0),(0,45),(0,75), (0, 105)
B, B,

(33)

satisfying that ker S is generated by the rows of A and it is the
result of gluing the semigroups (B,) and (B,). The ideal I is
generated by

8 3 2 3.4 25 3.3 2 7
X1 X3X4 = X5, X1 X5 — X3X4, X[ X5 — X3Xy, X] X X5 — Xy

2 3 2 4 3
N3 = V12~ Vo Xy V2 X3 = N1da [
NERES AT
glued binomial

(34)

therefore, S is a glued semigroup.

All glued semigroups have been computed by using our
program Ecuaciones which is available in [15] (this program
requires Wolfram Mathematica 7 or above to run).
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The (2 + 1)-dimensional Kadomtsev-Petviashvili equation with time-dependent coefficients is investigated. By means of the Lie
group method, we first obtain several geometric symmetries for the equation in terms of coeflicient functions and arbitrary
functions of ¢. Based on the obtained symmetries, many nontrivial and time-dependent conservation laws for the equation are
obtained with the help of Ibragimov’s new conservation theorem. Applying the characteristic equations of the obtained symmetries,
the (2 + 1)-dimensional KP equation is reduced to (1 + 1)-dimensional nonlinear partial differential equations, including a special
case of (2 + 1)-dimensional Boussinesq equation and different types of the KdV equation. At the same time, many new exact

solutions are derived such as soliton and soliton-like solutions and algebraically explicit analytical solutions.

1. Introduction

The Lie group method is a powerful tool to perform Lie
symmetry analysis, study conservation laws, and look for
exact solutions of nonlinear partial differential equations
(NLPDEs) [1-4]. The notion of conservation laws, which
plays an important role in the study of nonlinear science, is
used for the development of appropriate numerical meth-
ods and for mathematical analysis, in particular, existence,
uniqueness, and stability analysis [5, 6]. In addition, the
existence of a large number of conservation laws of a partial
differential equation (system) is a strong indication of its
integrability. On the other hand, seeking exact solutions
of NLPDEs has become one central theme of perpetual
interest in mathematical physics as explicit solutions will
be helpful to better understand the phenomena described
by the equations. To get exact solutions of NLPDEs, many
effective methods have been presented such as inverse scat-
tering method [7], Hirota’s bilinear method [8], and Painlevé
expansion method [9]. Among them the Lie group method
offers a systematic algorithmic procedure to find the sym-
metry reductions and exact solutions of a partial differential

equation. In this paper, we use the Lie group method to
consider a time-dependent Kadomtsev-Petviashvili equation:

E,=zu,+ 6ui +OUU + Upy e (D) u, +n(Huy,, =0,

@

with time-dependent coefficient functions e(t), n(t), and
n(t) #0.

The above equation was also called “a 2D KdV equation
with time-dependent coefficients” by Hereman and Zhuang
[10]; they performed Painlevé analysis for (1) and found that
(1) was Painlevé integrable when e, + 2¢*> = 0, n, + 4ne =
0. Equation (1) can be reduced to the KdV equation (e(t) =
0,n(t) = 0) or the KP equation (e(t) = 0,n(t) = +1). Equation
(1) can also be reduced to the cylindrical KdV equation

1
U, + 6Ult, + Uy, + eyl 0, (2a)

when e(t) = 1/2t, n(t) = 0 or the cylindrical KP equation

1 1
Uy + 6 +6uUU + U+ —U, + 3t—2u =0, (2b)

2t vy
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when e(t) = 1/2¢, n(t) = +3/t*. The KdV and KP equations
and their cylindrical generalizations (2a) and (2b) are all
known to be completely integrable [10]. Zhang et al. [11]
performed Painlevé analysis for (1) and constructed bilinear
auto-Bécklund, analytic solutions in the Wronskian form.
Soliton-like solutions, Jacobi elliptic function-like solutions,
and other exact solutions have been obtained by the method
of auxiliary equations [12-15]. Elwakil et al. [16] used the
homogeneous balance method to study the exact solutions
of (I). Based on the homogeneous balance method and
Clarkson-Kruskal method, direct reduction and exact solu-
tions have been obtained in [17] by Moussa and El-Shiekh.
The bilinear formalism, bilinear Backlund transformation,
and Lax pair of (1) have been obtained by the binary Bell
polynomial approach in [18]. As far as we know, conservation
laws and symmetry reductions for (1) have not been studied.

The rest of the paper is organized as follows. In Section 2,
the Lie group method is applied to the time-dependent
Kadomtsev-Petviashvili equation (1) and thus Lie symme-
tries of (1) are obtained. In Section 3, using the obtained
symmetries and the general theorem on conservation laws
by Ibragimov, nontrivial and time-dependent conservation
laws are derived. In Section 4, we use the symmetry to get
symmetry reductions and new exact solutions of (1). The last
section is a short summary and discussion.

2. Lie Symmetry Analysis of (1)

Generally speaking, Lie symmetry denotes a transformation
that leaves the solution manifold of a system invariant; that
is, it maps any solution of the system into a solution of the
same system, so it is also called geometric symmetry. In this
section, we will perform Lie symmetry analysis for (1) by the
classical Lie group method. Suppose that Lie symmetry of (1)
is expressed as follows:

d d 0 d
V—Ea+l’]$+‘[a+¢a, (3)

where &, 7, 7, and ¢ are undetermined functions with respect
to x, y, t, and u. According to the procedures of Lie group
method, the vector field (3) can be determined by applying
the fourth prolongation of V to (1) and thus the undetermined
functions &, #, 7, and ¢ must satisfy the following invariant
condition:

¢+ 12" + 61 P + 6uPp™ + ¢

+e (t)Tu, +e(t) " +n' () Tuy, +n(t)¢” =0,
where

¢* =D, (¢> —&u, —nu, ~ ‘rut) + §lyy + My, + Ty,

t
¢X = Dxt (¢ - gux —nu, = Tut) + Euxxt + MUty T TUy
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¢xx = Dxx (¢> - f”x - nuy - Tut)

+&U o A U, + TUL s

XXy
Y- D ( —¢u, - _ )
¢ vy (l) Uy r’”y Tu,
Sty 1ty F Tl
¢XXXX = Dxxxx (¢ - &/ix —hu, - Tut)
+ Euxxxxx T MUsxxxy T Thyxxxt:

(5)

Substituting (5) into (4) with u being a solution of (1), that is,

_ 2
xxxx = " Uxt T 6u

u x

—buu,, —e(t)u, —n(t)u,, (6)

we obtain the determining equations of symmetry (3). Solv-

ing the determining equations with the aid of Maple, we can
get the following cases.

Case I. When e(t) and n(t) are arbitrary functions,

E:_gt_y"-f(t)’

= 0)
21 (t) ’

n=9(@),
(7)
¢ = fe it + 9y

6 12n (t)y 1212 (t)y’

where f(t) and g(t) are arbitrary functions. It shows that (1)
admits an infinite-dimensional Lie algebra of symmetries

V=V;+V, (8)
where
o f, 0
V= f(t)—+ 22,
f f® ox " 6 ou
9y 0 0 < 9ty it > 0
= - t) — — —
g 2n(t) Ox t9(0) oy T\ 122 t) 12n (t)y ou
9)

Case 2. When e(t) = 0,n(t) = (t - m)’C,, p#0,C, #0, and
C2 5&0)

_Gx gy
=5 i—my T
_(2C, g) Gy (t-m)
11—<—3p+ 5 y+g(@)), T——p ,
¢ = 2C, 4 9 yp - Gt S
1

12C,¢-mp’ 6
(10)

- u
3p 12C, (t - m)P*

where m, p, C,, and C, are constants and f(t) and g(t)
are arbitrary functions. This shows that the symmetries of
equation

2
Uy +O6U, + OUL, + U

+C(t-mfu,, =0 (1)
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have the form of

V=V, +V;+V, (12)

where

x 0 (2 1> 0
Vise——+|—+=)y=—+
3pox 3p 2)7 0y

is a one-dimensional Lie algebra of symmetries and V; and
V, are two infinite-dimensional Lie algebra of symmetries as

expressed by (9) with n(t) = (t - m)?C;.

Case 3. When e(t) = 0, n(t) = Const., and 7(t) # 0,

T, T,
E=§tx—6—;fly2—2%tly+f(t),

f7=§fty+g(t), T=1(f), (14)

27, T, Ty 2
tt t
=Tty Ty o Gu f

—_— y+ —,
3 18 36n 12n 6

where f(t) and g(t) are arbitrary functions. It shows that the
KP equation

+Cu,, =0 (15)

2
Uy +6U + OULL, + U vy

admits an infinite-dimensional Lie algebra of symmetries
V=V +V, +V, (16)

where C is a constant and C#0; V; and V,, are expressed by
(9) with n(t) = Const.,

vom (Exe

12)3 2 0 0
3 6n

a + thya + Ta
(17)
2
(B T T ) 2
3 18 36n ou

Case 4. When e(t) = —n,/4n + C;/7(t), 7(t) # 0, and n, # 0,

_h w2 G T o
&= 35 T on)) T’ w2’
T (t) ntt 2 T (t) ntz 2
"0 Taea) Y

_(T@®n, 2 )
11_<2n(t) +3Tt y+g(),

21, Tet

T T t)ynyn, ,
3 18

$= - 12143 (1)

T QLT B 7 (f) ”f 2 Tty 2
48n? (t) 16m* (t) 144n? (t)

2
Teer 2 Tihy

“3enn)’ 1m0

Ty 2

2
YT a0y

fi it 9y

+=L - +
6 12n (t)y 1212 (¢

)
18)

where f(t) and g(t) are arbitrary functions, C; is an integral
constant, and n(t) and 7(f) satisfy the following ordinary
differential equation:

N 2n,,T; ?)Ttnt2 3nf
My - D
T(t n(t)r(t n- (t
(t) Oz @) () 19)
dnyn,  ACn ()1,
n(t) 3e2(t)
This shows that, under the condition (19), the equation
Uy + 6ui + OUU L, + Uy
(20)

+ (—Z—; + %)ux +n(t)uy,, =0
admits an infinite-dimensional Lie algebra of symmetries
V=V+V, +Vy, (21)
where Vi and V, are expressed by (9):

T, T, n
v o= [ f T2 T
or (3 on’  8n2(t)’

2 T (1) L)
81 (t)

T(t)n’ 2) d +<T(t)nt

+ — s > 9,9
813 (t) V) ox m(t) 3 yay ot
+ _ﬁu+2x+1—(t)nttnt Z_T(t)nttt 2
30718 128 () 4872 (1)
T (t) ”S 2 Tt 2 Tur 2
16t (1)) 142 (07 3en(t)’
2
T 2 Ty o) 0
e ) 240 ) ou’

(22)

3. Conservation Laws for (1)

3.1. A General Theorem on Conservation Laws. As expressed
through the famous Noether theorem, for a given differential
equation, there is a close connection between Lie symmetries
and conservation laws. To derive conservation laws of (1), we
use the following conclusion proved by Ibragimov in [19].



Theorem 1. Every Lie point, Lie-Bicklund, and nonlocal sym-
metry

; d
V=& (xuugy,...) == +17 (%uuq),. (23)

)2
Ox! " ous

of a system of m equations

F (%, uqys. . upgy) =0, s=1,...,m,  (24)
with n independent variables x = (x',...,x") and m
dependent variables; u = (u',...,u™) provides a conservation

law for system (24) and the corresponding adjoint system

F: (x, u,v, U(l), V(l)’ cens M(N), V(N))
1) (viF,-) (25)
= =0, s=1,...,m.
ouf
Then the elements of the conservation vector T = (Th,...,T"

are defined by the following expression:

T = &L+ W*
X a_L_ij a_L +DXijk aL — e
ous ous. au?.k
L 1 1] 1]
+D,; (W*)

X oL —D.x a—L +Dkar oL —
ous, o\ ou, x ous,
L ij ij ijkr

+ DD (W) [aif "D"'<a25L_ >+] S

ijk

with

W=y -8u, s=1,...,m. (27)
3.2. Conservation Laws for (1). To search for conservation
laws of (1) by Theorem 1, adjoint equation and formal
Lagrangian of (1) must be known. We first construct its
adjoint equation. Following the idea in [19], the adjoint
equation of (1) is

E] = v +6uv + v —e(t) v +n(t)v,, =0, (28)

where v is a new dependent variable with respect to x, y, and
t.

According to the method of constructing Lagrangian in
[19], the formal Lagrangian for the system consisting of (1)
and (28) is

L=v (uxt + 614)2C + 66Ul + Uy, e () u, +n(t) uyy) .
(29)

By means of the symmetries of (1), conservation laws
of the system consisting of (1) and (28) can be derived by
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Theorem 1. However, we are only interested in the conserva-
tion laws of (1). Therefore one has to eliminate the nonlocal
variable v which is introduced in the adjoint equation. To
solve this problem, the concepts of self-adjointness, quasi-
self-adjointness, and nonlinear self-adjointness are devel-
oped [20-24]. In the following, we will discuss the adjointness
and nonlinear adjointness using these definitions.

Equation (1) is said to be self-adjoint if the equation
obtained from the adjoint equation (28) by the substitution
v = u is identical with the original equation (1). It is easy
to see that (28) is not identical with (1) when v = u, so (1)
is not a self-adjoint equation. According to the definition of
nonlinear self-adjointness [24], (1) is said to be nonlinearly
self-adjoint if its adjoint equation (28) is satisfied for all
solutions u of (1) upon a substitution

v=H(x,y,t,u), H(x,yt,u) 0. (30)

In other words, (1) is nonlinearly self-adjoint if and only if

E; |V:H(x)y)t)u) =1 (x, Vo by Uy Uy Uy Uy, Uy - ) E;,  (31)

where A is an undetermined and smooth function.
From (31), we can get the following equation:

(Hu - A) Ugxxx T 1 (t) (Hu - A) Uyy + (Hu - /\) Uyt

+4H vy + 4Hu, o+ 2n(0) Hyu,
+ 1 (6uH,, + 6H,,, 1y, — 6A + 6H, )

+u(12u,H,, + 6H,u,, — 6Au,, +6H, )+ H,u,
-Ae(t)u, —e(t)u H, +n(t) u;Huu

+ 12quuuxuxx + uxutHuu + 6Hxxuuxx + 4Hxxxuux

+H,,u, +4H

3 2 4
xuuuy + 3Huuuxx +H, u

Uuuu " x

+ (—e MO H,+n(t)H,, + H,, + Hxxxx) =0.
(32)

Solving the above system with the aid of Maple, the final
results read as

A=0, (33)
3 2
_ a4y’ by
H= (a(t)y+b®)x @
Ha®)y’ e®)b®)y o
e(t)a(t)y e(t)b(t)y
6 () (D) +k(®) y+1(),

where a(t), b(t), k(t), and I(t) are arbitrary functions. In
summary, we have the following statements.

Theorem 2. The time-dependent KP equation (1) is nonlin-
early self-adjoint.

In the following, we first construct the conservation laws
for the system consisting of the initial equation (1) and its
adjoint (28).
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For the symmetry in Case 1, the corresponding compo-
nents of the conservation laws are

Xl = f (t) leVt + ftuxv - g (t) uxxxyv - g (t) uxyvxx

—fovaut fOugv+ g @) u, Ve + fteét) !
+g () Uy v+ g () u,y,
+ () UV + f () Viclh
u,,v
+fOnt)u,v+ Gl %t | Gl Vexx | 6f () u,vu

12n(t) 12n(t)

-g(t)e(t) u,v—6g (t) uyu, v+ 6g (t) Uy, u

_Guye®) v giyu.v
12n(t) 2n(t)

1
=69 () uyuv - gft"t

G VUV Gu YUKV + Gt YUV + gryme(t)v
2n(t) 2n(t) 2n(t) 1212 (t)

YUY G YV GV Ve G )M Vxxx
212 (t) 2n? (t) 1202 (t) 1202 (t)

_ 3gtyuxvxu _ gtyuxvxxx _ gtyuxxxvx
n(t) 2n(t) 2n(t)

e 6 12 12n(t)

”(t)ftVy Y9itVy GV, 1
- + - _Egtyuxvy

+F OO, T OnOuy, - L S

1 1
+ Egtuxv + Egtyuxyv - f (t) n (t) uxyv

—g®)vmt)u,,
1= % - f(t) UpxV — g(t) uxyv'

(35)

For the symmetry in Case 2, the corresponding compo-
nents of the conservation laws are

Cmuyv,u 1 1 9:y
XZ = - 62—ptx - gftvxxx - gftvt + #(t)uxxvxx
Comuy oV Guy 9u) 9u)
+ - + +
» m@ " T an @)t 2n ()
Cyx Cyx 39:y 9:y
+ iuxvt + éuxvxxx - (tt) U v, u— 2nt(t) UV,
C 2C 2C
+4Lyuvu+ 2yuv+—2yuv

Yy x 3p Yt 3p yVxxx

C,t
- 3Cyuyu, v+ 3C, yu,v,u - G%utuxv

C,t C,t C,t C
O U U U+ UV~ UV it e i 14
p p p p
Cymu,v Cyx 2Cyy
- =2 pt Sl iuxx xx 32 Uy Viex
C,t C,t
= 3C,yuvu,, - 6Tfuxtuv - Xu v,
_ gyp___, 10C,uu, v 4C2yuyuxv
Rn@)t-m " p p
+ Cyxuy,v + Coxn () uy,v 9 Yy
3p 3p ()

9:yp

+ f(t)vn(t) Uy, + I G =) D —m™

B g:yp Git)
@) t—m) T o

9typP

+ 6C2m
-V — U, uv
12n(t) (t —m) p

C
2 szvxuxxx - i) UsxxVx
3p 2n(t)

N 2C,y Cyt 2C2yuxxxyv

3p UsxyVx + Tl’lxxtvx - 3P

B Cotdy v B Cymu,v,

p p

+g(t) Uy Vs

- ftvxu -9 (t) UsxxyV = f () UpxVix T f (t) UsxxVx

+ () theyy Vi + bV + f () UV — 9 () thy Vi
2C,
+vf () gy + g () v, + f () uv, + 3

&uzv B Mu G vy, . 2C,x

* xT T My P

uv,u

C
+6g () uyvu—6gt)uuy+ %yuyvxxx

Cyy 2C
+ %uyvt +6f()uvu+ 3—p2uvxxx
C 5C, U,V
_ 2) Vuxxxy _ 2% xxx
2 3p
Cyy 4C
+ Tvxuxxy + 3—;uxxvx - 6g (1) Uy VUL
Cz)’ 4C2yux}’uv szuxxtvx
- VxUxy = - ’
2 p p
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Cyin(t)u,v Cymn(t)u,v 1 2
GsV 2 yt 2 yt X Y
Y,= - 1 » + » + ﬁTtthx - 5‘%&%" + gn‘r,vuyy - %gttuxv
givp 2C,n (t) uv, X 2
- fOn(t)vu,, + 12(t —m) 3p STVl }; Ty Vi, ygtvu + f @) viu,
v Coxn(t)u,v
_ gtypy + 2 xy+f(t)1’l(t)ux1/y 10 x o x 2
12 (t —m) 3p T UV + thtuxV thth” + %vat
2C,yn(t)u,v C,yn(t
+ 24 LA A 2 )u},vy +g®)n(t)uyv, y2 y y X
3p 2 + %Ttttvxxx + Ezgttvt + anttvxxx + th”th
Citn(t)uyv, Cmnt)uyv, g,
+ - + U, X 2}/
p p 2 3 Tibh Ve + 6f () u,vu+ = TtV
~ 4Cn (t) uyv ~ Cyxn (t) uy, L G G YUy 2
3p 3p 12 2 + 3 Tl Ve — 69 () uy v+ 6 (1) veu,u
g yuv 1 Con(t)u,v
- % - gft” (t) vy, = — ? - 67 () uu, v+ 6t (t)uv,.u— thuxxVxx
2C,yvn(t) Cyyvn(t) 2
—g @) vn()u,, - 3p Uy = = 5y - ?yrtuxyvxx = 69 (1)t uv — 67 () Uy uv
__Guyv Cyxuyv gtyuxx x 2y 2y
T,= - » - 3p —f®)uy,v + ETtuxxxVx + ?Ttuxxyvx - ?Ttuxxxyv
3 2C, yuy v B Cyyuyyv S _ Cyvtuy, y 2 y
3P 2 9 ux)’v p - %gtutxv - &Tttvxuxxx - z_ngtuxxxvx
Cyvmu,, 2 2 2
p ' - 7Tttuxvxu - @Tttuxvt - @Tttuxvxxx
36
(36) 3y

T TGl Vil — zlgtuxvt - zlgtuxvxxx

Here we should note that the coefficient function n(t) in the n n n

expression of X,, Y,, and T, satisfies n(t) = (t - m)*C;, m, p, %

and C, are constants, and p#0, C, #0. —4dyTuu v+ 4yTu, v + oy TitthexVcx
For the symmetry in Case 3, the corresponding compo- "

nents of the conservation laws are

4
gt xxVxx 4yTtuxtu+ thLl v

xXx "X
X
X3 = - ﬁTtthxx + f (t) Villyxx T 9 () ViUxxy 1 y 2
Yy = Sgivi + = GuVy — o TV + Ty
+ f (t) U Vixx +7 (t) UV = Ty Vi + g (t) uy XXX 2 12 18 36
2 2 1 x y ’
+g)u,v, + th”Vt —T(E) UpyVyy + thquxx 9 + gnft” y T+ 3 TtV + g Tty
5 2 2 X
+T (t) vxutxx - thvuxxx -7 (t) Vutxxx + 4Ttu Vx + gnTtMVy - Enrttvy + nf (t) uxvy + 9 (t) YlVyl/ly
1 4
- fivau—g(@) UyyVix T+ tht”V + fiuv +nT () uv, - gn‘rtvuy —nf (t) Vidyy, — T (£) nvuy,
1
- f (t) UpxVxx = _ftvxxx -9 (t) VlUyrxy T f (t) Vs yz ;V y 1
6 Y - TV, = S gV, + gtvu —nftvy
. 6 2 6
X
+ [ () vy + T (8) UV — — TV + STy UV, 2y X 2y
18 6n + ?m'tuyvy - gnrtvuxy - ?Ttvnuyy
y ’ 1
+ %gttuvx - aTttV”xt - gftvt +2XT U,V U - g () vnu,,



Abstract and Applied Analysis

1 X
Ty, = —7(t)vu,, — T,vu, + Eftt" - thV”xx

2
Yy Yy
+ aTttuxxV + ;lgtuxxv - f (t) VlUyx

2y
- ?Ttuxyv =7 (1) vuuy,,.

(37)

For the fourth symmetry, the two functions 7(t) and n(t)
are determined by the differential equation (19) and they have
many explicit solutions. For simplicity, we take 7(f) = 1; then
n(t) = 1+ tan’t and e(t) = (—tant/2) + C;. When f(t) =
g(t) = 0, the corresponding Lie symmetry is

2
y o o 0 0
=-Z — 4 —+0— 38
% 4ax+ytantay+at+Oau, (38)

and the components of the conservation laws are

2 2

X4 = T Vlpxxx — Tuxxxvx - 6uvuxt + Xuxxvxx

+ 6uu, v, — 6vuu, — Csu v + v, + UV,

2 2 2
tant y y
+ Tu,v - Zuxvxxx - Zuxvt - Zu},},v
2 2
3 tan®
= et UV — UVl F yvu,,

T YUV tant + yu v tant + yv,u,,, tant

tan’t 2
- 6yvuyux tant — C3yvuy tant — Ty vy,

= U Vix = YVaxllyy tant — yvu, .. tant

- 6yuvu,, tant + 6yuu v, tant,

2 2

_ 7 2
Y, = - Zuxvy - Tvyuxtan t+yv,u,tant

3 2, 1
+yvyutant +vou + v utant + Evyux

2 2

Y Y 2 3
+ Zvuxy + Zvuxytan t—vu,tant - vu tan’t

1
- Vi, — vutytanzt + Evyuxtanzt

3
- yvtantu,, — yvtan'tu,,

2

T, = Zvuxx — yviy, tant — vi,.
(39)

We should mention that in the above components of the
conservation laws for (1) and (28), u is a solution of (1) and v
is a solution of the adjoint equation (28). Making use of the

explicit solutions of (28), local conservation laws for (1) can
be obtained. For example, when a(t) = 0 and b(¢) = 0 in (34),

v=k(t)y+1(t), (40)

where k(t) and I(¢) are arbitrary functions, is an exact solution
of (28). Substituting (40) into the above four conservation
laws, we can obtain time-dependent and local conservation
laws for (1). Here we take (X,,Y,,T,) as an illustrative
example; when v = k(t)y + I(t), the components of the
conservation laws (X, Y,, T,) become

X, = - C3y2uyk (t)tant — G5l (t) yu, tant

— 6k (t) yzuyux tant — 6l (t) yuyu, tant + ' (t) u,

3
—1(t) U,y — 6k (1) yzuxyu tant — %k (t)uy,

2
-2V Ou -Gl 0w+ %l (6) i, tan £ — 61 (£)

b b
-6l (t)u,u— Zl () uyy, =k (t) Ythgpr — ?k ®)u,

2

3
K () yu, — %l (t) iy, — yzk (t) u,

= YH(t) ey tant — k (t) yzuxxxy tant
3

Y 2, Y '
- Zk(t) u, tan’t + Ek(t) u tant + 1 (t) yu, tant

2
— 6k (t) yuu,, + )E/l (t) u},tanzt + y?k (t) uytanzt

y*tan’t

- 6k (t) yuu,, — C3k (t) yu, — 1

I(t) Uy,
+k (1) yzuy tant — 6l (t) yuyutant,

Y,= -1(@) yu},},tan3t = 1(t) yu,, tant — 1 (t) u,,t + k() u,

2, 3 2 Yy 2
—k(t) y"tan’tu,,, — k(t) y tan"tu,, + El (t) u tan’t
y y’
+ Zl ) uxytanzt + Zk (1) vy, + k(1) u,tan’t

2
+ ka B u, —1(t) uyttanzt —yk(®)u, —1(¢) uytanst

2
— 1@y tant + 201 (@) g, + 210,

)’2 2 )’3 2
+ Zk (t) u tant + Xk(t) U, tan’t
—k(t) yzuyy tant,

T, = :11 (k(t)y+1(t)) (yzuxx —4yu,, tant — 4uxt) .
(41)



These are local and explicit conservation laws of (1). Next
we show that the above conservation laws (X,,Y,,T,) are
nontrivial:

D, (X,)+D,(Y,)+D,(T,)
= —C3 k(D) thyy tan t = L(1) Uy = 1 () thyyy
—k(t) yuyy — 121 (1) uu,, — 21 (t) uyytan3t
+ %l () uxtanzt =2I(t) u,, tant + %yk t)u,
—k(t) yuyppnr — 61 () Uty — 61 (t) uyuay,

+ %l Buy tant —Cyl () uy, —1(t)u tan’t

yyt
=k (t) yu,,, - 6y°k (t) Uty tan t
- 12y°k (t) Uy, tant — 12yl (f) u,u,, tant

-6l (t) yuu,,, tant — 6k (t) yzuyuxx tant

xxy

=6l (t) yuyu, tant -1 (H)u Gl (¢) yu,, tant

yyt

1 2 3
+ El B u, —k(t) yu,,tan’t - I(t) yu,, tan’t
+ %yl (t) uxytanzt - Csk (1) yu,, — 6yk (t) uu,,

XXXXY

+ %yzk (t) uxytanzt —1(t) yu tant

— 12k (t) yu,u,, — 6k (£) yuu,,, + %yk (t)u,, tant

- k() yzu tant — k (t) yzu tant

XXXXY xyt

= 1(t) yu,, tant — 2k (t) yuyytan3t

1 2
+ Eyk (t) u tan“t — 2k (t) yu,, tant

—k(t) yzu tant — [ (t) yu,,, tant

yyy

—k(t) yzuyyytan3t.
(42)

Obviously, if k(t), I(t) are not zero at the same time, D,(X,) +
D, (Y,) + D,(T,) # 0. And we can easily check that

(I)x ()(4) +'l)y (Y;)

(43)
+D, (T,))

=0.

Unex = Uy —6U, 2 —6u, —e(t)u, _n(t)uyy
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4. Symmetry Reductions and New Exact
Solutions of (1)

In Section 2, we obtain the Lie symmetries of (1). In this sec-
tion, we will investigate the symmetry reductions and exact
solutions for the equation. Using the obtained symmetries (3),
similarity variables and symmetry reductions can be found by
solving the corresponding characteristic equation:

dx _dy _dt _du
& n T ¢

For the four different cases, we determine the following
symmetry reductions and exact solutions of (1).

(44)

4.1. For the Symmetry in Case 1, Where e(t) and n(t) (n(t) # 0)
Are Arbitrary Functions.
(i) When g(t) = 0, f(t) #0, we can obtain

lr—ﬁf+(MyJL (45)

= o7

and Q(y, t) is a solution of the following reduction equation:

Ju  ef:

— +—+nQ, =0. 46

of Fof T (46)
From the above equation, we can obtain an algebraically
explicit analytical solution for (1):

_E_ftt"'eft 2
u= 6f lzl’lf y +F1(t)y+F2(t)> (47)

where F, (t) and F,(t) are arbitrary functions of .
(ii) When f(¢) = 0, g(t) = t, the corresponding symmetry

is
y 0 0 0 n,

S Y A =
mox ay+ ot 1227 ou

(48)
By the characteristic equations of the symmetry, we have
u=Q0,t),0 = y2/2 + 2nxt. Substituting it into (1), we get a

symmetry reduction of (1):

0
Qgt + ;Qeg + 12nt(QQQ)9 + 8”3t399696

2
300n ) n; My
=L +e®))|Qp+ - (49)
(Zt n TeW) et s - T
e(t)n,
12n2t

If the coefficient functions e(t) = 0, n(t) = Const., the
obtained symmetry reduction can be simplified to

0 3
Qet + ?Qeg + EQ@ + 12nt(QQQ)9 + 87’13t399999 =0. (50)

Integrating (50) with respect to 0 and taking the constant of
integration to zero, we get the following equation:

6 1
Q+um%o+w¥9m+?%+ﬂoza (51)
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Equation (51) is the (1 + 1)-dimensional generalized KdV
equation with variable coeflicients. To the best of our knowl-
edge, exact solutions of (51) have not been studied up to now.
Solving (51) by the method in [25], we can get the following
solutions for (1):

M

U= QO,f) = —— + 3
24nt?  24ntM,

B 8nszoZ B 81’1sz64
3t t

(52)

2
P (¢),
@ = M0t + Myt + M,

where M,, M,, and M; are arbitrary constants and the func-
tion P(¢) satisfies

P? = ¢ + ¢, P* + ¢, P, (53)
where ¢, ¢,, and ¢, are constants; solutions of (53) have been

given in [26]. By means of the solutions of (53), plenty of
solutions for (1) can be obtained; for example,

B y2/2 + 2nxt M,
T 24n? 24ntM,

B 8’ M: (—k2 - 1) ~ 8’ M2k*sn* ()
3t t ’

(Co =1, =-1 —kz,c4 =k2),

¥2/2 + 2nxt M,

u =
2 24nt? 24ntM,
SR (K1) wiane ()
3t t ’
(o=kKic=-1-K.q=1),
)’2/2 + 2nxt M SnZMfCZ
u; = B
3 24nt? 24ntM, 3t
8n° M>c,sech?
¥2/2 + 2nxt M, 8n2Mf02
u, = B
4 24nt? 24nt M, 3t
4n’ M?¢,tanh® A
N 19 ((P)’ 6022’02<0’C4>0 >
t 4C4
(54)

where k (0 < k < 1) denotes the modulus of the Jacobi
elliptic function.

(iii) When e(t) = 0,n(t) = (t-m)PC, p#0,C; #£0, f(t) =
M,, and g(t) = 1, we can get

u=Q(0,t), 0=x-M;y. (55)

And Q(0, t) satisfies the following reduction equation:

2
Qg + 6 (Qf + Qg + ggep
(56)
+ Mgcl (t - m)Pﬂee =0.

The above equation can be integrated by 6 and, when we take
the constant of integration to zero, we get a reduced reduction
equation:

Equation (57) is variable coefficient KdV equation and
soliton-like solutions have been obtained in [27]. By means
of the known solutions, many explicit solutions of (1) can be
obtained. For example,

u, = ky + 2ck}sech’ (Veg),
@ = ky (x — Myy) — 6k, kot — 4ck;t

MgCik,
p+1
u, =k, - 2ck}tanh’ (¢),

(t - m)P+1>

(58)

@ = ky (x — Myy) — 6k, k,t + 8Kyt

M;Cik,

_ p+l
Pl (t-m)™",

where k;, k4, and ¢ are constants.

(iv) When e(t) #0and n(t) = N, exp((f(et —2¢%)/e)dt),
f(t) = Ny, g(t) = 1. By the corresponding characteristic
equation of the symmetry, we have

u=Q(0,t), 0=x-N;y. (59)

Substituting it into (1), we get the following symmetry
reduction of (1):

Q@t +6 (Qé + QQ@G) + 99999 +e (t) Qg

e — 2¢? (60)

+ NN, exp(J dt) Qgg-

Integrating the above equation with respect to 0 and taking
the constant of integration to zero, the obtained reduction
equation becomes

— 262 (61)
+ N12N0 exp (j 2T dt) Qp.
e

Equation (61) is a variable coefficient KdV equation [28, 29].

4.2. For the Symmetry in Case 2, e(t)=0, n(t)=(t-m)’C,, p#0,
C,#0. When f(t) = g(t) =0,m =0, p = C, = 2/3, then
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n(t)=C ltz/ 3 and C, #0; the corresponding symmetry of (1)
is

_x 0 0

—+ 214i 62)
30x yay ou’ (

w22
ot 3

By the characteristic equations of the symmetry, we can get
the explicit solutions for (1)

u=0@6,0" =2, 5= % (63)

where the function Q(0, §) satisfies the following reduction
equation:

— 30" Qg — 367805 — 5670

+540" (Qf + QppQ) + 360" Q02
(64)

+810°°Qggpp + 32407 Qggq + 1800720y
+ CIQBS = 0

Equation (64) is difficult to solve and we will study its exact
solutions in a future paper.

4.3. For the Symmetry in Case 3, e(t)=0, n(t)=Const., and
7(t)#0. When f(t) = 0, g(t) = 0, the corresponding
symmetry is

V= (Ex
3 6n

2T,
+<——tu+2x—ﬂ 2) 9
3 18 36n ou

_ T Z)i 2.0 9
Y )ax T3, TT0
(65)

By the characteristic equation of the symmetry, we have

1 I 5 I 5 -2/3
=—x1,—-—VYT1,+——y 1. +Q6,8) 1t ",
180 3enr” " Sapp? N ©.9)
_ 1 _ _
0=xt 1/3+—yz‘rtr 43, S=y1 213,
6n
(66)

Substituting it into (1), we get a symmetry reduction of (1):

605 + 60990 + Qeeae + nQ&; =0. (67)

Equation (67) is the special case of (2 + 1)-dimensional
Boussinesq equation and exact solutions of (67) have been
studied by Chen and Zhang in [30] (witha = 0,b = 0,7 =
-3/n, and s = —1/n). With the help of the known solutions
in [30], many explicit solutions of (1) can be obtained. We
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list the following soliton solutions (u,-u,) and Jacobi elliptic
function solutions (us-u;,):

2
- 4 - -
u, = < g(l:z) + gocz) 2 — 20’77 *tanh? (¢)

2 2
Wy | T
18t  36nt  54nt?’

2
- 2 = -
u, = < ;‘:2) - g(xz) 7 4 2027 Psech? ()

2 2
Wy | T
18t  36nt  54nt?’

2
—nw 1 _

U = e E
602 3

~ oc_zT_z/3 etanh? (¢) + B(1 + sech (¢))*
2 tanh? () (1 + sech (¢))°

2 2.2
X Tu) P4
18t  36nr  54nt?’

2 2
-nw” 2 _ _,/3sech
< _(xz) 23 _pp2 23 (9)

6?2 3

u, =
! tanh® (¢)

2.2
X Wy’ | Ty
187  36nt  54nt?’

2
—nw 2 2 - _
ug = ( 2o+ 5(szz) T 2/3 2027 2/3

6a® 3

e+ pm’sn’* (9) X 7y’ th)’z
sn? (@) 18t 36nt  S54nt?’

2

- 2 2 _ _

Ug = e Iy K1 23 _ 20%7 23
602 3 3

edn' () + pren’ (9) wx my’ | Ty
cn? () dn? (@) 18 36nt  54nt?’

2

-nw” 4 2 - -

u, = - ZaPm? + 2ot | T —2aPr7
6ar 3 3

s(l - mz) — Bm*cn* () T,X
X + = -

7)) N 7y’
cn? () 187

36nr  54nt?’

2

—nw 4 2 _ _

Ug = ey K2 2/3+20c21 23
8 602 3 3

8(1 _mz) +ﬁdn4 (¢) UL 4 n ﬁ

dn? () 18t 36nt  S4nt?’
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B -nw’ 4, 2 5, 5 ~2/3
Uy = - -a+zam T
6 3 3

IR e (1 - mz) sn* (¢) + Ben* ()
s (¢) en* (¢)

2 2 2
X Ty o)

18t  36nr  54nt?’
B -nw’ 4 5 5 2, ~2/3
Uy = ——am +Za" )T
10 602 3 3

22l edn* (¢) - pm? (1 - mz) sn* ()
sn’ (¢) dn (¢)

2 2.2
X Ty) 4

18t  36nr  54nt?’

B -nw’ 1, 2, 5 ~2/3
U, = - sa +cam T
6a 3 3

-2

o pesnt () + (1L xen(9)"
2 sn” (¢) (1 + en (g))’

2 2.2
X Ty Yy

187  36nr  S54nt?’

_ <—na)2 1 5, 2, 2) ~2/3
U, = - &+ Za'm’ )T
3 3

60

B “_ZT—2/38CH4 (o) + ,B(\/l —m?sn(¢) = dn ((p))4

20 (@) (V- mn(g) £ dn ()’

2 2.2
X Ty) 4

18t  36nr  54nt?’

(0’ 1, 1, 5\ o
U = - sa - —am T
6 3 3

+%2(1—

mZ) T edn” (p) + B(1 £msn (?))4
dn (¢) (1 £ msn (9))’

2 2.2
X ) (P4
18t  36nt  54nt?’

B —nw? 1, 1 5 , -2/3
Uy = —506—5061’1’1 T

_ m2) 23 ecn’ (¢) + B(1 £sn (?))4
cn? (¢) (1 £ sn (p))*

2.2
Y | T
187  36nt  54nt?’

_ -nw® 1 2> 1 o 5\ o3
Us=|—F5 -z —cam |7
6 3 3

1

“_27—2/38(1 - m2)2 + B(men () +dn (go))4
2 (men (p) £ dn(p))’

2 2
Wy T
18t  36nt  54nt?’

-nw® 1, 2, 5 _2/3
Ug = - -a - Zam T
6 3 3

+

@ (1) o0 (9) + Bdn 9) £ en 9)’
2 sn (¢) (dn ()  cn (9))”

2 2 2
X _ Ty | WY
187  36nr  S54nt?’

B -nw® 1, 5, 2, _2/3
Uy, = ——a'm + 247 |7
602 3 3

B “_ZT—2/3 em*cn? () + ﬁ(\/l -m?+dn ((p))4
2 cn? (go)(\/l —m? +dn ((p))2

2 2.2
X Tu)y P4
18t  36nr  54nt?’

(68)

where ¢ = alxt P + (1/6n)y2‘rtrf4/3) + w(yrfw), o and w

are constants, k(0 < k < 1) denotes the modulus of the Jacobi
elliptic function, and € and f are arbitrary elements of {0, 1}.
We should mention that the soliton solution u, is the limit of
us whenm — 1,& = 0, § = 1. The solutions u,, u;, and u,
are the limit of u;, u,;, and u,, respectively, when m — 1,

B=1.

4.4. For the Symmetry in Case 4, e(t)=-n,/4n + C;/(t), n(t),
and t(t) Satisfy (19). For simplicity, wetake f(t) = g(t) =0,
7(t) = 1;thenn(t) = 1+tan’t and e(t) = — tan t/2+Cj5. Solving
the corresponding characteristic equation, we get

2
u=0Q(0,9), 9:x+%sintcost,6:ycost. (69)

Substituting it into (1), we get a symmetry reduction of (1):

8 2
ZQGG + 60990 + 609 + 09999 + C3Qe + 085 = 0 (70)

Obviously, QO = —(C5/6)0 + N;§ + N, is a solution of
(70). From that, we can get an algebraically explicit analytical
solution for (1) as follows:

c 2
u=—?3<x+yzsintcost)+N1ycost+N2, (71)
where N, and N, are integral constants. And, if C; = 0,
(70) becomes the following (2 + 1)-dimensional variable
coeflicient Boussinesq equation:

62
ZQ@@ + 60999 + 6Qé + 09999 + Q&g = 0 (72)
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Remark 3. To the best of our knowledge, the symmetry
reductions obtained in this paper have not been reported
in the existent literature, so they are completely new. The
exact solutions of (1) obtained here are all different from the
known solutions and they are also new. All the solutions and
conservation laws obtained in this paper for (1) have been
checked by Maple software.

5. Conclusions

In summary, by performing Lie symmetry analysis to (1),
four cases of geometric symmetries are obtained when the
coefficient functions satisfy four different constraint con-
ditions. According to the relationship between symmetry
and conservation laws given by Ibragimov, many explicit
and nontrivial conservation laws, which includes arbitrary
functions of ¢, are derived. These conservation laws may
be useful for the explanation of some practical physical
problems. Using the associated vector fields of the obtained
symmetry, (1) is reduced to (1 + 1)-dimensional nonlinear
partial differential equations including different types of
variable coefficient KdV equation (see (51), (57), and (61)),
special case of (2 + 1)-dimensional Boussinesq equation (see
(67) and (72)), and other reduction equations (see (64) and
(70)). Many new explicit solutions of (1) have been derived
by solving the reduction equations. These solutions, including
soliton solutions, Jacobi doubly periodic solutions, and alge-
braically explicit analytical solutions, can make one discuss
the behavior of solutions and also provide mathematical
foundation for the explanation of some interesting physical
phenomena.
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We study a forced Benjamin-Bona-Mahony (BBM) equation. We prove that the equation is not weak self-adjoint; however, it is
nonlinearly self-adjoint. By using a general theorem on conservation laws due to Nail Ibragimov and the symmetry generators, we
find conservation laws for these partial differential equations without classical Lagrangians. We also present some exact solutions

for a special case of the equation.

1. Introduction

In a recent paper [1], Eloe and Usman have considered the
damped externally excited Benjamin-Bona-Mahony (BBM)
type equation given by

u, + u, + 2buu, — cu,,, —du —au,,, = ycosk (x + At),

@)

where ¢ and d are nonnegative constants that are proportional
to the strength of the damping effect. Equation (1) was
introduced to model long waves in nonlinear dispersive
systems. Some special cases of (1) are studied in [2, 3]. If
b=1/2anda=1,¢ =0,d = 0,and 5 = 0, then (1) reduces
to the celebrated Benjamin-Bona-Mahony (BBM) equation

Uy + Uy + U, — Uy, = 0. (2)

The well-known BBM equation (2) was derived in [4] for
moderately long wave equations in nonlinear dispersive
systems. The authors derived three conservation laws for
(2) and also considered the forcing equation. In [5], it was
proved that these conservation laws are the only conservation
laws admitted by the BBM equation. In [6], a family of
BBM equations with strong nonlinear dispersive term was

considered from the point of view of symmetry analysis.
The symmetry reductions were derived from the optimal
system of subalgebras and lead to systems of ordinary
differential equations. For special values of the parameters of
this equation, many exact solutions are expressed by various
single and combined nondegenerative Jacobi elliptic function
solutions and their degenerative solutions (soliton, kink,
and compactons). In [7], nonlocal symmetries of a family
of Benjamin-Bona-Mahony-Burgers equations were studied.
In [8] for a family of Benjamin-Bona-Mahony equations
with strong nonlinear dispersion, the subclass of equations
which are self-adjoint was determined and some nontrivial
conservation laws were derived. In [9], da Silva and Freire
showed that the BBM equation is strictly self-adjoint and a
conservation law obtained from the scaling invariance was
established.

In [1], the authors have obtained an analytic steady state
solution of (1) and they have studied properties of some
travelling wave solutions using a perturbation method.

In [10], the first author of this paper introduced the
definition of weak self-adjointness and showed that the
substitution v = h(u) can be replaced with a more general
substitution, where h involves not only the variable u but also
the independent variables h = h(x,t,u). In [11], Ibragimov
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pointed out that, in constructing conservation laws, it is only
important that v does not vanish identically and introduced
the definition of nonlinearly self-adjoint equation; that is, the
substitution v = h(u) can be replaced with a more general
substitution, where /1 involves not only the variable « but also
its derivatives as well as the independent variables; that is,
v=nh(xtuu,u,,...).

In this paper, we consider a generalization of the damped
externally excited Benjamin-Bona-Mahony type equation (1),
that is, the forced BMM type equation

U, + U, +2buu, —cu,,, —du—au,, = f(x,t), (3)
where ¢ and d are nonnegative constants that are proportional
to the strength of the damping effectand f (x, t) is an arbitrary
function of the variables x and ¢.

The aim of this paper is to prove that (3) is nonlinearly
self-adjoint. We determine, by using the Lie generators of
(3) and the notation and techniques of [12], some nontrivial
conservation laws for (3). Finally, we present some exact
solutions for a special case of (3).

2. Self-Adjoint and Nonlinearly
Self-Adjoint Equations

Consider an sth-order partial differential equation

F (x, u, U(l), .. ,U(s)) =0 (4)

with independent variables x = (x',...,x") and a dependent
variable u, where u;) = {u;},un) = {uyl,..., denote the
sets of the partial derivatives of the first, second, and so forth
orders, u; = = Ou/ox’, uj; = = 0’u/0x'dx’. The adjoint equation
to (4) is

F* (x, u,v, M(l), V(l)’ N ,U(s), V(S)) = 0, (5)
with
. é (vF)
F (.x, u,v, U(l), V(l),...,u(s), V(S)) = 6—’ (6)
u
where
8 0 s d
2 - 24YeD, D, 2 7
Su ou S:ZI( )b, “ou; . @

denotes the variational derivatives (the Euler-Lagrange oper-
ator) and v is a new dependent variable. Here,
0 0

D. =

U F U — -
ooxt ”’au ”’Jauj (8)

are the total differentiations.

Definition 1. Equation (4) is said to be self-adjoint if the
equation obtained from the adjoint equation (5) by the
substitution v = u,

F* (x,u,u,u(l),u(l),...,M(S),u(s)) = 0, (9)

is identical to the original equation (4).
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Definition 2. Equation (4) is said to be weak self-adjoint if
the equation obtained from the adjoint equation (5) by the
substitution v = h(x,t,u), with a certain function h(x, t, u)
such that h(x,t,u) #0, (or h,(x,t,u) #0) and h,,(x,t,u) #0,
is identical to the original equation.

Definition 3. Equation (4) is said to be nonlinearly self-
adjoint if the equation obtained from the adjoint equation
(5) by the substitution v = h(x,t,u,u),...), with a certain
function h(x,t,u,uy,...) such that h(x,t,u, ug),...) #0, is
identical to the original equation (4).

2.1. The Subclass of Nonlinearly Self-Adjoint Equations. Let us
single out some nonlinearly self-adjoint equations from the
equations of the form (3). Equation (6) yields

. O
= 2
Su

[v(u, + vy + 2buu, — cu,

— f D)) (10)

— VAV, — v, —dv.

—du—au,,

= —cV,, —2buv,
Setting v = h(x,t,u) in (10), we get

2
ah - chyu,, +ahy,u,, +ah,,u,(u,)

wultUxx

- Chuu(ux)z + ahtuu( ) + 2ah ulexUy

+ 2ah - 2bh,uu, - 2ch,u, — h,u, D

uux

+ 2ah + ah,u,,, +2ah,u,, +ah

tux X Uuxx t

- h,u, — 2bh,u —ch,, —h, +ah,, —h,—dh=0.

txx

Now, we assume that

Uy, —du—au,,, — f(x,t) =0,
(12)

F* = A(u, +u, +2buu, — ¢

where A is an undetermined coefficient. Condition (12) reads
cu A= 2buu A —u A+ au, A — u A

+dul + fA+ah,,uu,, —ch,u,,

Chuu (LlX)2

)’ + 2ah,u, u, +2ah (13)

MM.X,' .X,'

2
+ ahtuuxx + ahuuuut(ux) -

+ ahtuu (

—h,u, + 2ah,,u,

tux

- 2bh,uu, - 2ch, u,
+ahyu,,, +2ah +ah

— huut —

ux utx uxx

2bhu — ch, —hy +ah,, —h, —dh = 0.

txx
Comparing the coefficients for the different derivatives of u,
we obtain
A=-h,
(14)
h=ceu+ B,
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where f = f(x,t)and B(x, t) satisfy the following conditions:

2ct/a

2
“26,de T - 298 _app =0,
a (15)
~eo fe 1 = B = Brrc = By + Ay~ B = 0.
From above, we get that
(acd + cc,) 9 (
=f, - 16)
ﬁ f3 ab
with f; = f5(¢) and the following condition must be satisfied:
cdeeZCt/ax ) 3cczd62ct/ax .\ 2C202625t/ux
b ab a*b
17)
czdeZEt/a CGZEZCt/a

2ct/a
- fe" + YT — f3;—df;=0.
We can now state the following theorem.

Theorem 4. Equation (3) is nonlinearly self-adjoint with

2ct/ax

(ad + cc,) e

ab
for any functions f = f(x,t) and f5(t) satisfying condition
(17).

h=- + 6yt f, (18)

In particular, we can state the following theorem.

Theorem 5. Equation (3) is nonlinearly self-adjoint for any
arbitrary function f = f(x,t) with

h=ce™. (19)

3. Conservation Laws: General Theorem

We use the following theorem on conservation laws proved
in [12].

Theorem 6. Any Lie point, Lie-Béicklund, or non-local sym-
metry
0 0
X =& (x,u,ug), )al+11(xuu(1),...)$ (20)

of (4) provides a conservation law Di(Ci) = 0 for system (4),
(5). The conserved vector is given by

C-tz+ w[aﬁ-p (aS‘))wpk(ag)_...]

ou ou Ouyji
+D; (W) [ag —Dk< 0L )+]
ouy; Oty
+D;D; (W) [ai_]Jr ,
”ijk
(21)
where W and & are defined as follows:
W=11—Ejuj, L =vF (%, u,uqy, ... u) . (22)

Let us apply Theorem 6 to the nonlinearly self-adjoint equa-
tion:

U, + Uy, +2buu, —cu, —du—au, ., = f (x,t),  (23)
where
& = (u; + uy + 2buu, — cu,, —du — auy,, — f (x,1)) v,
(24)
provided by the generator
v=k E?t +k aa (25)

Here, f = f(x,t) must satisfy k, f, + k, f, = 0. We get the

conservation law

D,(Cc)+D,(C*)=0 (26)
with
C' = —kk,e™ (du+ f)+ D, (B),
C* = ke (cdkyu, + adk,uy, - bdku’ (27)
— dkyu - fk;) - D, (B),
where
B= (ke_dt (akzuxx - 3ck,u,, — 2ak,u,, + 3bk,u’

(28)
= 3kyu + 3ku)) (3)™

We simplify the conserved vector by transferring the terms of

the form D, (---) from C! to C? and obtain
C' = —kk,e™™ (du + f)
C* = ke™™ (cdkyu, + adkyu, (29)

— bdk,u’ — dkyu - fk,).

4. Exact Solutions

In this section, we obtain exact solutions of (3) whend = 0
and f = 0; that is, we consider the following equation:

u, +u, + 2buu, — cu,, —au,,, = 0. (30)

This equation has two translation symmetries; namely, X, =
0/0x and X, = 9/0t. We first use these two symmetries and
transform (30) into an ordinary differential equation. Then,
employing the simplest equation method, we obtain exact
solutions.

4.1. Symmetry Reduction of (30). The symmetry X, + X,
gives rise to the group-invariant solution

u=F(z), (31

where z = x — ¥t is an invariant of vX; + X,. Substitution
of (31) into (30) results in the nonlinear third-order ordinary
differential equation

cF" (2) +2bF (2)F (2) + 1 =) F (2) =
(32)

"

avF" (z) -



4.2. Exact Solutions Using Simplest Equation Method. Let us
briefly recall the simplest equation method [13, 14] here.
Consider the solutions of (32) in the form

M
F(z) = ) A(H (2)), (33)

i=0

where H(z) satisfies a Bernoulli or Riccati equation, M is a
positive integer that can be determined by a balancing proce-
dure [14], and the coeflicients A, ..., A, are parameters to
be determined.

The Bernoulli equation we consider here is given by

H'(z) = aH (z) + BH (2), (34)

which has a solution in the form

H()—oc{ cosh[a(z + C)] + sinh [a (z + C)] }
2= 1-Bcosh[a(z+C)] - Bsinh[a(z+C)] )"
(35)
For the Riccati equation
H' (z) =aH’(z) + BH (2) + y (36)
we will use the two solutions
B 6.1
H@)=-L - = tanh [Ee(z+C)] ,
B 0 1
H(z)= - o om tanh <562> (37)

. sech (0z/2)
C cosh (0z/2) — (2a/8) sinh (0z/2)’

where 6* = > — 4ay and C is a constant of integration.

4.2.1. Solutions of (30) Using Bernoulli Equation as the
Simplest Equation. In this case, the balancing procedure [14]
gives M = 2 and therefore the solutions of (32) are of the form

F(z)=Ay+AH+A,H". (38)

Now, substituting (38) into (32) and making use of (34) and
then equating all coefficients of the functions H' to zero, we
obtain an algebraic system of equations in terms of A,, A,
and A,.

Solving this system of algebraic equations, with the aid of
Mathematica, we obtain

6 2
b= —Lﬁ, ¢ = —5ava,
A2
(39)
A A, (—v+ 1 +6awx2) A 2A,a
o 12av> ’ OB
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Thus, a solution of (30) is

u (t, x)
3 cosh [ (z + C)] + sinh [a (z + C)]
= 4o +A1“{1—ﬁcosh [« (z + C)] - Bsinh [a(z+C)]}
LA 2{ cosh [a (z + C)] + sinh [« (z + C)] }2
2 11-Bcosh[a(z +C)] - Bsinh[a(z + C)] |

(40)

where z = x — vt and C is a constant of integration.

4.2.2. Solutions of (30) Using Riccati Equation as the Simplest
Equation. The balancing procedure yields M = 2 so the
solutions of (32) are of the form

F(z)= Ay + A H + A,H". (41)

Again substituting (41) into (32) and making use of the Riccati
equation (36), we obtain, as before, an algebraic system of
equationsin terms of A, A, A,. Solving the algebraic system
of equations, one obtains

6ava? Sav(Aa— A,B)
L il ot )

A, A,

>

_ A (A a—24,p)
4A,% ’

A

_3avoc2A21 ~ 12avA afA, + 6avAi B + vAS - A%
12avA,a?

(42)

and hence solutions of (30) are

u(t,x):A0+A1{—£—%tanh[%6(z+C)”
43
+A {—ﬁ—it h[lﬁ( +C)”»2 ()

220 2a MM2T¥ ’

u(t,x)=Ay+4, {—2ﬁ - Zitanh(%92>
o 2«

N sech (0z/2) }
C cosh (0z/2) — (2a/0) sinh (0z/2)
B 0 1
+ A2 {_Z - g tanh (562)
sech (0z/2)

2
T Ccosh (62/2) — (2a/6) sinh (02/2) } :
(44)

where z = x — vt and C is a constant of integration.

5. Conclusions

We have proved that the generalized forced BBM equation
(3) is nonlinearly self-adjoint. We have determined, by using
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the Lie generators of (3) and the notation and techniques of
[12], some nontrivial conservation laws for (3). Finally, we
presented some exact solutions for a special case of (3).
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A class of reaction-diffusion systems unifying several Aedes aegypti population dynamics models is considered. Equivalence
transformations are found. Extensions of the principal Lie algebra are derived for some particular cases.

1. Introduction

In this paper we focus our attention on the following class of
nonlinear advection-reaction-diffusion systems:
= (f @Wug), +gwvu), g, #0, "

vp=hu,v).

These systems can describe the evolution of the densities u
and v of two interacting populations where the balance equa-
tion for u takes into account not only the reaction-diffusion
effects but also some advection effects while the balance
equation for density v takes into account only the so-called
reaction terms. The advection effects are due to the presence
in the function g of the gradient u, and appear when the indi-
viduals of population u feel external stimuli as, for instance,
wind effects or water currents. Class (1) can be considered a
generalization of the equations with the typical properties of
the already known Aedes aegypti mathematical models [1-3].
We recall them shortly in the following.

The Aedes aegypti mosquitos are the main vector of
dengue, a viral disease that causes the so-called dengue hem-
orrhagic fever characterized by coagulation problems often
leading the infected individual to death. Since the subtropical
zone climate and environmental conditions are favorable to
the development of Aedes aegypti, dengue is a serious public

health problem in many countries around the world. How-
ever, due to the global warming, the interest in such consid-
ered mosquitoes is not restricted to those places affected by
the disease, but it is also of interest for those countries whose
weather, in the next decades, can become similar to the cur-
rent environmental found in the subtropical zone. Therefore,
the interest in modeling such a vector is not only a theoretical
deal but also a way for finding methods and alternatives to
overcome and control the problems arising from the dispersal
dynamics of the mosquitos and, consequently, the propaga-
tion of the disease.
The following system

u, = (Wu,) - 20lu, + Y- - mu,
k 2)
v =k(1=v)u-(m,+y)v,

where p, g € R, belongs to class (1). It was introduced in [2] as
a generalization of a model studied in [1].

We recall that in (2), as well as in [1], u and v are, respec-
tively, nondimensional densities of winged and aquatic pop-
ulations of mosquitoes and k, y, m,, and m, are nondimen-
sional, in general, positive parameters, v € R. Specifically k
is the ratio between two constants k; and k,, which are,
respectively, the carrying capacity related to the amount of
findable nutrients and the carrying capacity effect dependent
on the occupation of the available breeder and y denotes the
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specific rate of maturation of the aquatic form into winged

female mosquitoes, while m,; and m, are, respectively, the

mortality of winged and the mortality of aquatic populations.

Finally » denotes a constant of velocity for flux due to wind

currents that, in general, generate an advection motion of

large masses of the winged population and consequently can

facilitate a quick advance of the infestation. For further
details, see [4] and references therein.
Another system belonging to (1) is

u, = (WPuy), - 2w'u, + LoV <Z - m1> u,

k k (3)

v, =ku+ (k—my, —y)v,

which was also introduced in [2] starting from (2) and, due to
the weak interaction between the aquatic and winged popu-
lations, by modifying the source terms.

The first equation of (3) gives the time rate of change of
the mosquitoes density as a sum of the growth terms (y/k)v,
of the per capita death rate ((y/k) — p;)u and the diffusive-
advective flux due to the movement of mosquito population.

The second equation gives the corresponding time rate of
change of the density of aquatic population as a sum of the
growth term ku of aquatic population, due to the new egg
depositions of female mosquitoes, with per capita death rate
(k — u,)v of aquatic population. The term —yv represents the
loss due to the change of the aquatic into winged form; see
[4].

The family of system (1) contains arbitrary functions or
numerical parameters, which specifies the individual char-
acteristics of phenomena belonging to large subclasses. In
this sense, the knowledge of equivalence transformations can
provide us with certain relations between the solutions of dif-
ferent phenomena of the same class and allows us to get
symmetries in a quite direct way.

Following [5], an equivalence transformation is a nonde-
generated change of independent and dependent variables ¢,
x,u,and vinto £, X, #, and ¥:

x=x(X5L0,7),
t=t(x5u,9),
R (4)
u=u(xtu,7),
v=v(X514,9),

which maps a system of class (1) in another one of the same
class, that is, in an equation preserving differential structure
but, in general, with

f@#f@, @) +gwnu,), )
h(,7) #h(u,v).
Of course in the case
f@=fw, G@nis)=gwru), ©

h(@,7) = h(u,v)

an equivalence transformation becomes a symmetry.

Abstract and Applied Analysis

In this paper we look for certain equivalence transforma-
tions for the class of systems (1) in order to find symmetries
for special systems belonging to (1) and to get information
about constitutive parameters f, g, and h appearing there.
Moreover we wish to stress that, as it is known, an equivalence
transformation maps solutions of an equation in solutions of
the transformed equation [6]. Then in order to find solutions
for a certain equation one can look for the equivalence trans-
formations that bring the equation in simpler other ones
whose solutions are well studied; see, for example, 7, 8] and
references inside.

The plan of the paper is as follows. In the next section we
provide some elements about equivalence transformations. In
Section 3 we apply these concepts in order to obtain a set
of weak equivalence generators. In Section 4, after having
introduced a projection theorem, we show how to apply it to
find symmetries of (1). In Section 5, after having introduced
a special structure of the advection-reaction function g that
generalizes that one used in (3), we find extensions with
respect to the principal Lie algebra. Conclusions and final
remarks are given in Section 6.

2. Flements on Equivalence Transformations

In the past differential equation literature it is possible to find
several examples of equivalence transformations. The direct
search for the most general equivalence transformations
through the finite form of the transformation is connected
with considerable computational difficulties and quite often
leads to partial solutions of the problem (e.g., [9, 10]).

A systematic treatment to look for continuous equiva-
lence transformations by using the Lie infinitesimal criterion
was suggested by Ovsiannikov [11].

In general, the equivalence transformations for class (1)
can be considered as transformations acting on point of the
basic augmented space

A ={t,x,u,v,u, Uy, v, vy, fo g b} (7)

The previous elements allow us to consider, in the fol-
lowing, the one-parameter equivalence transformations as a
group of transformations, acting on the basic augmented
space A, of the type

x=x(Z5La7e),

:A) ﬁ) 173 8) > (8)

which is locally a C*°-diffeomorphism, depending analyti-
cally on the parameter ¢ in a neighborhood of ¢ = 0, and
reduces to the identity transformation for € = 0.
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Following [6, 11-14] (see also, e.g., [5,15-17] ) we consider
the infinitesimal generator of the equivalence transforma-
tions (8) of the systems (1) that reads as follows:

Y =80, +80,+1'0, +n0, + 'y + 4’0, + 19, (9)
where the infinitesimal components El, 52, ;71, and 112 are
sought depending on x, ¢, u, and v, while the infinitesimal
components y' (i = 1,2,3) are sought, at least in principle,
depending on x, t, u, v, u,, U, Uy, v, vy, f> g, and h. In
order to obtain the determining system which allows us to get
the infinitesimal coordinates &, 7', and &/ (i = 1,2 and j =
1,2,3), we apply the Lie-Ovsiannikov infinitesimal criterion
by requiring the invariance, with respect to suitable prolon-
gations YV and Y® of (9), of the following equations:

= (fur),—g =0,
v,—h=0,

(10)

together with the invariance of the auxiliary conditions [13, 14,
18,19]:

ft:fx:fv:fux:fu,:fvx:fvt
=gt=gx=gut =gv, =gvx =0, (11)
hy=h,=h, =h, =h, =h, =0,

where u and v are (t,x) functions while f, g, and h
are considered as functions depending, a priori, on (t, x, u,
Vo Uy, Uy, vy, v,). All of these functions are assumed to be ana-
Iytical. The constraints, given by (11), characterize the func-
tional dependence of f, g, and h.

In this paper, instead, in view of further applications and
following [20], we modify the previous classical procedure by
looking for equivalence transformations whose generators
are got by solving the determining system obtained from the
following invariance conditions:

y® [, = (f W u), - g (v, ”x)]|uf—(f(u)ux)x—g(u,v)ux)=0,
vy —h(u,v)=0

-0,
(12)

1
YU v, ~h(u V)]|ut—(f(u)ux)x—g(u,v,ux):0, =0 (13)
v,—h(u,v)=0

As the functional dependences of the parameters f, g, and h
are known a priori we do not require the invariance of the
auxiliary conditions (11). In this way we work in a basic aug-
mented space A = {t, x,u, v,u,, f, g, h}. Therefore the i com-
ponents must be sought, at least in principle, depending on
x,t,u, v, Uy, f, g, and h.

The infinitesimal operators, obtained by following this
shortening procedure, can generate transformations that map
equations of our class into new equations of the same class
where the transformed arbitrary functions may have new
additional functional dependencies. Such transformations
are called weak equivalence transformations [13, 14].

With respect to the application in biomathematical mod-
els, equivalence and weak equivalence transformations were
applied not only to study of tumor models [21, 22] but also to
the population dynamics in [20, 23, 24].

3. Calculation of Weak
Equivalence Transformations

In order to avoid long formulas and write Y and Y in a
compact way, we put

xX=x, t=x",
u=u', v=u’ (14)
f=Hh, g=K, h=0.

For this reason system (1) is rewritten as

2
Miz - I’lz - h;l (Uil) - hluilxl = 0,
(15)
I/liz - ]’13 = 0,

while the equivalence generator assumes the following form:
Y = 80, + 70 + i, Opas (16)

wherei=1,2,« = 1,2,and A = 1,2, 3. Here the summation
over the repeated indices is presupposed.
After putting

1 .2 3 _4 5 1 .2 1 2 1
z,2°,2°,2,27) = (x,xu,u",u; ),

17)
('Vl, '))2,')/3, '1/4,')/5) — (61’52);11)112,(11 ) ,
ul = ul, W =i, (18)
D = 0,0 + W2 0ya, (19)
Dj =0, + u?aua + u;’;au:, e (20)

the prolongations Y and Y'? assume the following form:

YO —y 4 {9 + @, Oy

(21)
A
y® =y (lllauh =Y+ (?au? + w, ah;x + Clllauh,
where
{f = Din” - ug DSE",
k
G5 = D s DI @
wt = Dy — WD .
The invariant conditions read
2 1 2 1.1 1 1 1\2
Y( )Fl = CZ il 2 chhuﬂ/ll - (w3) (“1) (23)

- (.”1) “11 - h1(111 =0,

YOR, =@ -’ =0, (24)



both under the constraints (15), which are after (18)
uy =W +h,141(u )

w, =1 (26)

+hluy, (25)

The coeflicients { 11, C;, C;, and w; are given, respectively,
by

Go=m o+ (= &) = &ty + 00
A

11 1
Ut (’7141

~&Luy u1 f Uy — 522u;u%,

&= — &)Uy + a1
- E,iluiué - Eizuiug - Eil (u;)z - Eizu;ug, (27)
G =15+ fuy + (e — &) w5 — &u;
gl S - i - £ ()
= b+l + B g + By = g,
Taking into account (24) and (27), we can write

1 2 21 2 2\ 2 £ 2 gl 21
Yl )Fz =y F U, t (’7u2 - 52) uy = &uy =& autu,

1.2 2 2 1.2 2 ( 2)\2 3 (28)
= Sty — Eaththy = Euz(”z) —w =0
with the constraints (25) and (26).
Then, substituting (25) and (26) into (28), we get
I’é‘l'f’]il (h2 +h;1(1/l ) hlull) ( 32 —Eg)hS
~oul - (h +hl ( ) hlull)
(29)

— g~ &4 (W 4 il () + R, ) 2

-~ () -4 =0,

From this condition we obtain the following determining
equations:

s -8R -8 (1) - =0,
=0, &.=0 &.=0, (30)
7’[51 =0, 51241 =0.
Then it follows that

Elzfl(xl)’ f _f (x x Mz), 11 =7 (x X’ uz),

~8)K - Eiz(}f)z
(31)

’71 _ ’71 (xl,xz,ul,uz) , ."l3 = ;15 + (1132

and, consequently, ¢’ = 0.
1
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Following the same procedure we can write the invariance
condition (23) as

YOF, = s + (s - &2) (W 4 bl (ul) + 1'u,)
eniah® = & (W4 ()" + B'ul, ) 2
—ut =2 {m + (e =)
~& (W 4 hla () + W) + o+
6 (1 + W) +h )
~ (ptar + P s + sty + g e = i)
x (u1)" = (') iy
~ ' (D + D (e = &)y + (0
+ (D) i + iy )
D5 (8) (1 + () + 1,

DiE, (h2 +h (u})z + hluil) u

1\ 1
_51)”11

v (
51”21
- Eiz (hz +h! (ui)z + hluh) ufl

—
WUty

_”}151) =
(32)

Collecting the terms with (hil )* and with hblll and equat-
ing their respective coefficients to zero it is obtained that,

£=0, &=0 n =0,
1 1 g2 1 1 (33)
Yy = Zfl —62, ne=0 n =0.
Thus, from the coeflicients of hil and hzl
e =ty = 0. (34)

Considering the coefficients of u], we get

w=(26-8)h' =0= p, =0. (35)

The remaining terms of (32) give the following form for the
infinitesimal component of h*:

W=t (e = B) W+ (&~ ) K (36)

Therefore, once having taken into account all restrictions
obtained we are finally able to write the following infinites-
imal components for the weak equivalence generators:

Elz(x(xl)’ fz=ﬂ(x2),
}71 — 5(962,141), ’72 — /\(xl’xZ’uZ), (37)
uh=(2d =), =L =B )R+ A,
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while, from (36), we get

W=80+ (0, - Pa) i+ (o —S0un ) h's  (38)
where a(x!), ﬁ(xz), 8(x%, ub), and Mxt, x%, u?) are arbitrary
real functions of their arguments. Then, going back to the

original variables, the most general operator of these contin-
uous weak equivalence transformations reads

Y=a(x)o,+B(t)o, +8(t,u)o,
+A(x,t,v)0, + (2o = B') fo;
+ ((St + (8u - ﬁt) gt ((X” - (Suuux) f) ag

+((A, =B )+ 1,) 0,

(39)

4. Symmetries for the System (1)

In the next sections in order to carry out symmetries for the
system (1) we do not use the classical Lie approach. Instead
of the mentioned method we apply the projection theorem,
introduced in [25] and eventually reconsidered in [13, 14, 18,
19]. In agreement with these references, we can affirm the
following.

Theorem 1. Let
Y=a(x)o,+p({)0,+5(tu)o,

+A(x,t,v)0, + (2o = B') fo;
+ (5t + (614 - ﬁt) g+ (06" - 6uuux) f) ag
+((A,-B)h+1,)0,

be an infinitesimal equivalence generator for the system (1);
then the operator

(40)

X=a(x)0, +B1)d,+8(tu)d, +A(x6v)0,  (41)

which corresponds to the projection of Y on the space (x, t,u, v),
is an infinitesimal symmetry generator of the system (1) if and
only if the constitutive equations, specifying the forms of f, h,
and g, are invariant with respect to Y.

For the system under consideration, in general, the con-
stitutive equations whose invariance must be requested are

f=D(u),
g=G(uvu,), (42)
h=Fuv).

The request of invariance

Y(f D@y =0 YV (g-Gnu))|,, =0,
Y (h=F(u,v))|g =0

(43)

5
brings us to the following equations:
Ml - ’11Du =0,
#2 - CllGu,c - anu - HZGV =0, (44)

3 1 2
I _’7Fu_’va=0’

under the restrictions (42).
Then substituting

G = (e = &) w = (8, - o), (45)
and taking into account the constraints we can write (44) as
(2¢/ - p')D(w) -8 (t,u) D, = 0, (46)

8 +(0,-B)G- (61414”)2: - “xx”x) D - (614 - “’) u, Gy,

-6G, - A(t,x,v)G, =0,
(47)

(A, =B')F+A,)—0F, - A(t,x,v) F, = 0. (48)

We recall here that the principal Lie algebra L 5 [5, 12] is the
Lie algebra of the principal Lie group, that is, the group of the
all Lie point symmetries

X=&(xt,u,v) 9 +7(x,t,u,v) 9
ox ot
(49)

+7' (x,t,u,V)% +r72(x,t,u,V)a

that leave the system (1) invariant for any form of the func-
tions D(u), G(u,v,u,), and F(u,v). In other words we can
remark that the principal Lie algebra is the subalgebra of the
equivalence algebra such that any operator Y of this subalge-
bra leaves the equations f = D(u), g = G(u,v,u,), and h =
F(u,v) invariant for any form of the functions D(u),
G(u,v,u,), and F(u, v). Then we can say [5] the following.

Corollary 2. An equivalence operator for the system (1) belongs
to the principal Lie algebra L if and only if ' = 0, 4/ = 0,
i=1,2andj=12,3.

Taking Corollary 2 into account from the previous equa-
tions (46)-(48) it is a simple matter to ascertain that the L
[5, 12] is spanned by the following translation generators:

X,=0, X, =0, (50)

5. Some Extensions of L

In order to show some extensions of the principal algebra,
which could be of interest in biomathematics, we assume that
the advection-reaction function is of the form

G = pu'td, + Tyu® + T, (51)

where the parameters p, I'}, I, 7, s, a, and b are constitutive
parameters of the considered phenomena.



This form of G is a generalization of

G=—2vuqux+£v+<£—m1>u, (52)

appearing in (3), where

n:(%—mJ, Q:% (53)
Consequently in (51) we must consider I, > 0 and as limit
cases I3=0 and a = 0. Moreover, in this section, we assume
that the value s = 0 will not be considered because in this case
the advective effects disappear. We also assume that b # 0. This
last restriction implies that the balance equation of the density
u depends on the density v. Finally for the sake of simplicity
we omit the limit case I';=0 and assume that the diffusion is
only nonlinear; that is, D,, # 0.

In the following we continue the discussion of invariance
conditions written in the previous section.

From (46), by deriving with respect to x, we get

p=-2v,

n

=0. (54)
Then
a=0gx+ o (55)
with «; and «, arbitrary constants, so (46) becomes
(20, - ') D (u) -8 (t,u) D, = 0 (56)
while, after having taken (51) into account, (47) reads
8, + (8, - ) (purui +hu + szb)
- D8, ~ (8, — ;) psu u+ (57)
-8 (prurﬁlui + l"lau‘ﬂ) ~A(t,xv) L =o0.
From (57) we get immediately
A=A(tv). (58)

In the following we analyze separately the case s # 2 and
the case s = 2.

5.1. s#2. From ui coefficient we get §,,,, = 0; that is,
=8, (t)u+d,(t). (59)
Therefore, from the remaining terms we have
pu U [u ((1 —s—1)8, +sa, — ﬂ’) - r6o]
+8, +Ou+T, ((l—a)&l—ﬁ')+ (60)
—aldou" " + 1, (8, - p')v - A" = 0.

As we assumed s # 0, from the coefficient of 1}, in (60) we
conclude that §,(¢) = 0 and

B =(1-s-1)8, +sa. (61)
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Then, still from (60) we have the following constraints to
consider:

Su+Tu* (1-a)8 -p') =0, (62)
(8, - B')v" =" (63)
From (62) two cases are obtained.

(i) Case a# 1. Then, from (62) we conclude that §; = const
and it follows that

B =01-a)é,. (64)

From (64) and (61) we obtain

Sst+r—a

5,
s (65)

B=(1-a)dt+fy

o =

with f3, and &, arbitrary constants.
The analysis of (63) leads to the following two subcases.

(1) Consider A(v) = Ayv, with
oy (66)

Taking into account the previous results and going back to
(56) and (48) we get that the system (3) with G of the form (51)
admits the 3-dimensional Lie algebra spanned by the trans-
lations in space and time and by the following additional
generator:

X, = (1=a)0, + = (s+7 - a) xd, +ud, + Zvaw (67)
N

provided that D and F are solutions of the following differen-
tial equations:

uDu=<(l+a)+2r_a>D,

s (68)

buF, +avF,=(a-b(l1-a))F.
(2) Consider A(v) = §; = 0. In this case the only symme-
tries admitted are translations of the independent variables
and the form of D and F is arbitrary, so there is not an

extension of the principal Lie algebra.

(ii) Case a = 1. In this case from (62) it follows that
8 -T,p =o0. (69)
After having substituted (69) into (61) we obtain

B(t) = o+ e,

S 1-s—r)[}t
ay + ¢ Ty
s+r—1

(70)
6, () =
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with «,, By, and ¢; arbitrary constants and once assumed s+r—
1 #0. Finally we analyze the contribution of (63) from where
the following two subcases arise.

(1) Consider A(t,v) = Ay(t)v, with
Ao(t) = 38, ). @)

Then taking into account the previous results it reads

N

(1—s—1)It
—oa, +gle . 72
s+r—1 ' 11 (72)

Ao () = l—l)

Going to put the previous result in the condition (46) and by
separating the variable we get

ﬁ (1) = —[30,
N
str_1v (73)

1 s
/\O(t)_Z[s+r—1“1]’

with o and 3 arbitrary constants and provided that the dif-
fusion coefficient D is solution of

6, () =

r—1
ubD, =2 (1 N )D. (74)
s
From condition (48) we do not get further restrictions on the
infinitesimal components of the symmetry generator but only
the following constraint on the reaction function F:

buF, + vF, = F. (75)

Taking into account the arbitrariness of « in this case we have
got a 3-dimensional Lie algebra. The additional generator is

S 1 s

uo, + — V0,
s+r—1 % bs+r-1

e

X5 = x0, + (76)
In particular, from (75), setting F = ku + (k — m, — y)v, we
obtain b = 1, while from (75) we obtain the power function
D= DOuZ((H-s—l)/s)'

Remark 3. By putting r = 1, the corresponding system of
class (1) admits still a 3-dimensional symmetry Lie algebra
generated by translations in time and in space and by Xj.
These results are in agreement with the ones obtained in [2].

By considering s + r — 1 = 0 we do not get extension of
L, for D and F arbitrary. We get, instead, the following exten-
sion:

Iyst
X, = std, + x0, + [ystud, + ——- 1 (77)

b "
provided that D = D,, = const. and F = (T /b)v.
(2) Consider A(t,v) = §,(¢) = 0. In this case the only sym-
metries admitted are the translations in space and time and
the form of D and F is arbitrary.

5.2. s=2. We analyze this case by beginning with the discus-
sion of (56) from which two cases arise.

(1) D(u) Is Arbitrary. It follows, of course, that § = 0 and ﬂ' =
20, so

B =20t +f (78)

with f3; arbitrary constant.
Moreover (46) and (48) become

-20,G+oqu,G, -A(v)G, =0, (79)
(A, —20;) F-A(v) F, = 0. (80)
But taking into account that
G=pul +Tu" + 0" (81)
(79) becomes

—2a, (purui +hu + l"zvb) + 200 pu 12 = A (V) BT, = 0
(82)

and gives us the following conditions:

2T =0, 2,v+ A (v)b=0 (83)
from where, taking into account the work hypotheses at the
beginning of this section, we get «; = A = 0 with F arbitrary
function of u and v.

In this case the only admitted symmetries are translations
in time and space.

(2) Consider D,,/D = (2et; — /3')/8(1‘, u). Then by requiring

0 2041—[5' a
E( 8 (t,u) )_O’ (89

we get
-8 (t,u) B = (20, - B') 8, =0 (85)
from where we derive

(a) 8 = 8(t,u) arbitrary function and 2«;, — ' = 0 and
then

B =20t +f (86)
and D,, = 0, so we omit this case,
(b)
S(t,u) = (20, - ') A(w). (87)
In this case
B (35)
D  A®w)’

which implies

D) = DoeJ AW = D™, (89)



where
B 1
AW

Equation (47) after (54), (58), and (81) becomes
- ,B"A (u) + ((Z(xl - ﬁ') A (u) - ﬁt) (purui +Tu + l"zvb)

- (8 uz) DoeJ duAlu)

uux

a (u) (90)

_ ((20(1 — ﬁ,) A (u) - 0(1) uxzpurux
- (20, - B) A(w) (rpu i + aTyu™)
- A(t,v) bI‘zvb_1 =0.
1)

From terms in v we get the following condition:
((2a -p)A W -B)v-A(tvb=0,  (92)

which gives us A” (1) = 0 and then A = A,u + A,. Therefore,
from (87)

O(tu) = (20‘1 _ﬂ,) (Aju+Ay), (93)
which implies that
0, =0. (94)

From (92) arise two cases.

(i) Consider A(t, v) = 0 and (2«;, — B')A, — B/ = 0. In this
case after having derived from (91) the following additional
conditions

[3”A1 =0,

24, (20, -B')2-1)-20,=0, A, (20, - ') al} =0,

(95)

it is a simple matter to ascertain that there does not exist
extension of L .
(ii) Consider A(t,v) = A (¢)v with

A0 = 2 (201 - 8) A, - ). (96)
Then (91) assumes the following form:
—B" (Ayu+ Ag) + (20, - B) Ay = By) (prd' vl + Ty ) +
~((20, - ) Ay — o)) u2pu" s,

- (Zoc1 - ,8') (Aju+Ay) (rpurilui + al"luafl) =0.

(97)
For r # 1, from (97) we obtain the following:
Ay =0, B = Bt + Pos
(20, - B)(1-A (1+1) =0, (98)

L [2a - B1) A, (1-a)-B,] =0.
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From the previous conditions we consider the following
subclasses.

(A) Consider 2a; —f3; = 0 and (20; —3,)A;(1-a)—f3; = 0.
As a consequence we get

B=a;=0=1=0, (99)

and then there is no extension of L .
(B)For1-A,(1+r) = 0and (2a; —f3;)A,(1-a)—f3; = Owe
get, fora# 1,

1 B

oc=7(2—a—r)x+(x0,

B =Pt + Py

1 a
(S = 1ﬁ_1au, A. = ﬁl_ v

(100)

and then in this subcase we got an extension by one of L
given by
2-a-r u av

X, =t0, + 5 X0, + ou + - a)bav (101)

l1-a

provided that D(v) and F(u, v) are solutions of the following
equations:

u

D,=(1-a-r)D,
1-a (102)
(a-b(1-a))F-buF,—-avF,=0.

For a = 1, instead, we conclude that

20, 20

1
=0, 6= , A=-— . 103
P l+r bl+r (103)
Therefore, the extension is given by
2 1 2
X3 = x0, + ——uo, + — 104
N T e T ) (104)

provided that D(u1) and F(u, v) are solutions of the following
differential equations:

u

u =D,
1+r (105)
F —buF, - vF, = 0.

6. Conclusions

In this paper we have considered a class of reaction-diffusion
systems with an additional advection term. The studied class
includes, as particular cases, all partial differential equation
models concerned with the Aedes aegypti mosquito that have
been proposed until now. We have investigated such a system
from the point of view of equivalence transformations in the
spirit of the Lie-Ovsiannikov algorithm based on the Lie infi-
nitesimal criterion. In agreement with some modifications of
the Lie-Ovsiannikov algorithm, introduced in [20], we
obtained a group of weak equivalence transformations. We
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have applied these transformations in order to obtain sym-
metry generators by using a projection theorem. In particular
after having obtained the principal Lie algebra, we investi-
gated a specific, but quite general, form for the advection-
reaction term G and we derived some extensions of the
principal Lie algebra. The specializations of the results for
the systems studied in [2] are in agreement with those ones
obtained there.
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We study the one-dimensional bipolar nonisentropic Euler-Poisson equations which can model various physical phenomena, such
as the propagation of electron and hole in submicron semiconductor devices, the propagation of positive ion and negative ion in
plasmas, and the biological transport of ions for channel proteins. We show the existence and large time behavior of global smooth
solutions for the initial value problem, when the difference of two particles’ initial mass is nonzero, and the far field of two particles’
initial temperatures is not the ambient device temperature. This result improves that of Y.-P. Li, for the case that the difference of
two particles’ initial mass is zero, and the far field of the initial temperature is the ambient device temperature.

1. Introduction

In this paper we study the following 1D bipolar nonisentropic
Euler-Poisson equations:

My + jlx = 0’

2
. J .
]1t+<n_l> +(”1T1)x:”1E_11)

1

Jip 20 (0) 2 LY

T1t+_1T1x+_T1<_l> __Tlxx:_<_l> -(1,-T7),
n, n /., 3m 3\n

3

My + Jor = 0,

2
. ] .
Jar t <_2> + (”2T2)x =-mE - j,,

n ).

j 2 (] 2 1/ 5\
Ty + 2T, + =T (—2> ——T =—<—2> —(T,-T7),
2t+n2 2x+32”2x 3, 273\ p, (T, )

E, =n —n,,

O]

where n; > 0,j;,T;, (i = 1,2), and E denote the particle
densities, current densities, temperatures, and the electric
field, respectively, and T* > 0 stands for the ambient device
temperature. The system (1) models various physical phe-
nomena, such as the propagation of electron and hole in sub-
micron semiconductor derives, the propagation of positive
ion and negative ion in plasmas, and the biological transport
of ions for channel proteins. When the temperature T; (i =
1,2) is the function of the density #; (i = 1,2), the system
(1) reduces to the isentropic bipolar Euler-Poisson equations.
For more details on the bipolar isentropic and nonisentropic
Euler-Poisson equations (hydrodynamic models), we can see
[1-3] and so forth.

Due to their physical importance, mathematical complex-
ity, and wide rang, of applications, many results concerning
the existence and uniqueness of (weak, strong, or smooth)
solutions for the bipolar Euler-Poisson equations can be
found in [4-14] and the references cited therein. However,
the study of the corresponding nonisentropic bipolar Euler-
Poisson equation is very limited in the literature. In [15]
Li investigated the global existence and nonlinear diffusive
waves of smooth solutions for the initial value problem of
the one-dimensional nonisentropic bipolar hydrodynamic
model when the difference of two particles’ initial mass is
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zero, and the far field of two particles initial temperatures is
the ambient device temperature. We also mention that there
are some results about the relaxation limit and quasineutral
limit of the bipolar Euler-Poisson system see [16-19]. In this
paper, we will show the existence and large time behavior of
global smooth solutions for the initial value problem of (1),
when the difference of two particles’ initial mass is nonzero
and the far field of the initial temperatures is not the ambient
device temperature. We now prescribe the following initial
data:
(n5 ji> Ti) (o, = 0) = (1305 jio» Tio) (%) »
ne>0, i=1,2,
. . . 2)
E}}goo (Mi0» jio» Tio) (%) = (M5 jiz» Tix)

X

n,>0,T, >0, i=12,

and (n,, j;,,T;,) are the state constants. We also give the
electric field as x = —oo; that is,

E(~00,t) = 0. 3)

The nonlinear diffusive phenomena both in smooth and weak
senses were also observed for the bipolar isentropic and
nonisentropic by Gasser et al. [4], Huang and Li [5], and Li
[15], respectively. Namely, according to the Darcy’s law, it is
expected that the solutions (n,, j;, T}, 1y, j;» T5, E)(x,t) con-
verge in L®-sense to (7, j, T*,7, j, T*,0)(x,t); here (7, j) =
(n, })((x +x,)/ V1 +t) (x, is a shift constants) is the nonlinear
diffusion waves, which is self-similar solutions to the follow-
ing equations:

7, - (AT*), = 0,
j=-AT"),, (4)
(ﬁ,j) — (n,,0), as x — *co.
Note that in [15], the author assumed that
Jiw =i Tu=T", i=12 €)
which lead to the difference of two particles’ initial mass to be
zero; that is,

JR [y (x) =1y (x)]dx =0, i=1,2. (6)

This implies, from the last equation of (1), that
E (+00,t) — E (—00,t) = 0. 7)

In this paper, we try to drop off these too stiff conditions.
That is, j;, # j;, T;s #T" (i = 1,2). Moreover, for stating our
results, set fori = 1,2,

(Pi0> Vio» Bi0) (%)

= (_[x [ny &) —73; (&,1) =1 (& + xq,t = 0)] dE,

jmu%iww—ﬂx+%x=0Lnﬂm—iam—Tﬂ,
®)
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where (ﬁl,ﬂ,fl,ﬁz,jz,fz,ﬁ) are the gap functions (or say
correction functions) which will be given in Section 2, and
(n, }) = (n, j)(x + x,, t) are the shifted diffusion waves with
X0 = (1/(n, —n_)) IR [1;0(x) — 7350 (x) — 1(x)] dx fori =1,2.

Throughout this paper, the diffusion waves are always
denoted by (7, j)(x/ V1 +1t). C denotes the generic positive
constant. LP(R)(1 < p < o0) denotes the space of
measurable functions whose p-powers are integrable on R,
with the norm |-l = ([, 1-1Pdx)""", and L% is the
space of bounded measurable functions on R, with the norm
[l -l = esssup,| - |. Without confusion, we also denote the
norm of L*(R) by | - | for brevity. H*(R) (H* without any
ambiguity) denotes the usual Sobolev space with the norm

Il - Iy especially || - lp = [I - |I.
Now we state our main results as follows.

Theorem 1. Let (¢, Wy, 0;0)(i = 1,2) € H*(R) x H*(R) x
H*(R), andset 8 := | jy, |+ jy_|+]jps |+ oo || Ty = T*|+|T)_—
T*|+|Ty, =T*|+|T,_ =T |+|n, —n_| and @y := [[($10, P2o)ll; +
(10> Wao)ll, + (6195 O29)ll5. Then, there is a 8y > 0 such that if
D, +0 < §, the solutions (n;,n,, j;, j,»0,,6,, E) of IVP (1)-(3)
uniquely and globally exist and satisfy

ny -7y, — Ay~ 7, — 7

e C([0,+00), H* (R)) N C" ([0, +00), H' (R)),
h=hi=jh=h-]

e C([0,+00), H (R)) n C' ([0, +00), H' (R)),
T,-T,-TT,-T,-T"

€ C([0,+00), H* (R)) nC' ([0, +00), H' (R)),
E-EeC([0,+00), H* (R))

nC' ([0,+00), H* (R)) N C* ([0, +00), H' (R)).
€

Moreover, it holds that

2

Z(l + t)k+1

k=0

ok (nl -A,-nT, -T,-T",

2
nz—ﬁz—ﬁ,Tz—Tz—T*>(t)

2
YA Go-Fi- G- 0) O
k=0

A+ (T, - T, - T, - T, - T) 0

<C(6+D,),
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I(ny =7y =y + 7,) D7
+ "(]1 —Ji—+ JAz) (t)"?
+ ||(T1 - Tl -T,+ Tz) (t)“i

+|(E-B)wl,

<C (0, +8)e™,
(10)

for some constant o > 0.

Remark 2. It is more important and interesting that we
should discuss the existence and large time behavior of global
smooth solution for the bipolar nonisentropic Euler-Poisson
system with the general ambient device temperature func-
tions, instead of the constant ambient device temperature,
as in [20]. Moreover, we also should consider the similar
problem for the corresponding multi-dimensional bipolar
non-isentropic Euler-Poisson systems. These are left for the
forthcoming future.

The rest of this paper is arranged as follows. In Section 2,
we make some necessary preliminaries. That is, we first give
some well-known results on the diffusion waves and one key
inequality will be used later; then we trickly construct the
correction functions to delete the gaps between the solutions
and the diffusion waves at the far field. We reformulate the
original problem in terms of a perturbed variable and state
local-in-time existence of classical solutions in Section 3.
Section 4 is used to establish the uniformly a priori estimate
and to show the global existence of smooth solutions, while
we prove the algebraic convergence rate of smooth solutions
in Section 5.

2. Some Preliminaries

In this section, we state the nonlinear diffusive wave and
then construct the correction functions. First of all, we list
some known results concerning the self-similar solution of
the nonlinear parabolic equation (4). Let us recall that the
nonlinear parabolic equation

A, - (AT*),, =0,
(11)

n—mng, asx— oo,

possesses a unique self-similar solution n(x,t) £ n(&), & =
x/+1+t, which is increasing if n_ < n, and decreasing if
n_ > n,. The corresponding Darcy law is j = —(nT"),

satisfying j — 0as x — +00.

Lemma 3 (see [4, 15, 21] ). For the self-similar solution of (11),
it holds

[7(8) - "+|g>o +[r (&) - ”—|£<0’

<Cln, —n_| e,

3
|osai (x, 1)
<Clu, —n |1 +8) ®D2eE 11, k120,
0 2 +00 2
J [ (x,t) —n_|” dx + J- [ (x,t) = n,|” dx
-0 0
< C|nJr - n_|2(1 + t)l/z,
k~l—|2
| Jokala]" ax
R
<Cln, - n,|2(1 + )R 1>,
(12)

where v, > 0 is a constant.

Next, we construct the gap function, which will be
used in Sections 3 and 4. First of all, motivated by [6,
22], let us look into the behaviors of the solutions to (1)-
(3) at the far fields x = +o00. Then we may understand
how big the gaps are between the solution and the dif-
fusion waves at the far fields. Let (nl.i(t),jii(t), Tii(t)) =
(n;(+00,1), ji(+00,t), Ty(+c0,t)),i = 1,2 and E*(t) :=

E(+00,t). From (1), and (1), since 0, jil 1o, = 0 fori = 1,2,
it can be easily seen that
nli (t) = n; (o0, t) = n,. (13)

Differentiating (1), with respect to t and applying (1), and (1),
we have E,, = (n, —n,), = —(j, — j,),» which implies

d ., d __
EE (t)—aE (1)

=-[h -5 O+ ©-j O]

(14)

Taking x = +00 to (1), ; and (1)5 4, we also formally have

d

QR ORSOF (15)
d . + +
SHO=nE 00, (6)
N2
%Tf() %(#) —(TE-T), i=12 W)

It can be easily seen that (14)-(17) can uniquely determine
the unknown state functions j; (), T; (t)(i = 1,2), and E*(t)
since we have known E™(t) = E(-00,t) = 0. Solving these



O.D.E and noticing (13), there exists some constant 0 < 3 <
1/2 such that

n;(xo00,t) =n,, i=12,

lj; (roo,t)| = O (1) e, i=1,2,

ji(—co,t) =0 e, i=1,2,

T, (+00,t) = T* + (T, = T*) e +O (1) e P!, i=1,2,

|E (+00,1)| = O (1) e 7,

E(-00,t) =
(18)

Obviously, there are some gaps between j;(+00,t) and
j(00,t), T;(+00,t) and T*, and E(+0c0,t) and E = 0, which
lead to j;(x, t)—j(x, 1), Ty(x,t)=T", E(x,t) ¢ L*(R). To delete
these gaps, we need to introduce the correction functions
(ﬁl,ﬁz,]’l,jz,fl,fz,ﬁ)(x, t). As those done in [6, 22], we
can construct these gap functions. That is, we can choose
(1, 7y, ]A'l, fz, E)(x, t), which solve the system

Myt + Jix = 0’

jlt =#iE - j1>
gt + Jox = 0, (19)
_721‘ = —iiE - jz’

Ex =Ny =1y,

with ],(x, ) — ;i £(t) as x — +0o, E(x,t) — 0 as
—00, and E(x, 1)
A(x) =n_+(n, —n_) j_x(:LO
[-Ly, Lyl, and j:f my(y)dy = 1L
Moreover, we take T,-(x, t) = Ti_(t)(l -g(x))+ Ti+(t)g(x)(i =
1,2) with g(x) = foo mqy(y) dy, which together with (17)

implies

x - — E"(t) as x — +00. Here,

my(y)dy with my(x) > 0, m, €
Cy’(R), suppmy, <

%T,-(x,t) T, (at) + 5 (]’()) (1-g(x)

1o\ (20)
{7 e

= T, (x,t) +S; (x,1), i=1,2.
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In conclusion, we have constructed the required correc-
tion functions (7;, #,, ji» j,» 11> T3, E) which satisty

ﬁlt + 71x = 0’
jlt =#E - jl’

Ny + Jox = 0’

72t = —iiE - 72’
Ty =-T;+S;(x1), (21)
E, =7, -7,
]A'i(x,t) - ]:" ), as x — 00,
. Ti (x,t) > T (1) =T, asx — oo,
with 4 2
E(x,t) — 0, as x — —oo,
E(x,t) —» E* (1), as x — +00.
Since these details can be found in [6, 22], we

only give the following decay time-exponentially of
(ﬁl) ﬁz: jla j2) Tl) T2> E)(X, t)

Lemma 4. There exist positive constants C and v < 1/2
independent of t, such that

||(ﬁi,fi,Ti,E)(t)||Lm(R)SC(Se , i=12, (22

and supp #; = suppmg, € [-Ly, Lo), i=1,2.

3. Reformulation of Original Problem

In this section, we first reformulate the original problem in
terms of the perturbed variables. Setting fori = 1, 2,

(95130, ) (x,1)
([ neo-nen-nEsx0) d
o . (23)
Ji 6 t) = Ji (6 t) = j(x + x0, 1), T; (%, 1)

_Ti(x,t)—T*,E(x,t) —E(x,t)),

then from (1), (11), and (21), we have fori = 1, 2,

@i +¥; =0,
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=~ =\2 -~ =
(i +7:+7) o TPt it 7o
w(#“”) ot perm ot T,
+%<le+_]> (9i+Ti+T*)
~ 3\ th+n J
x(6i+Ti+T*)—ﬁT*)
2 _
- (6,+T.+T"
’ 3((/)ix+ﬁi+ﬁ)( L )xx
, ) - [—(M) —s,-(x,t)]—ei,
+ () (@ + 7 + 71— 1) E S\ Gix 1 41
* %: —_ N
i+ (AT") o P

(24)

with the initial data (¢;, ¥;,0,)(x,0) = (@10, ¥ig>0i0)(x), i =
1, 2. Further, we have

Pree T P1r — ((91 + T1 + T*) P1x +591)x + (P + 7y +1) H
= _fl T 91x ~ (ET*)M’

Port T Por — ((92 + Tz + T*)‘sz +591)x ~(ppe + P+ 1) H

= fo+ gox — (AT” )tx’ (25)
61t+91—3(%91xx_%(91+T1+T*)<#> =G,
P + 7y +71) 3 Pty +n/,
2 2 = * Por >
0, +0,-—— = 9 (g, +T,+7")(—F ) —G,
2 ¥ 3(pyy + 17, +71) 2xx 3( 2l )<<p2x+ﬁ2+ﬁ 2
with the initial data _2 ﬂ (9, +T + T*)
3\ +m+n) V'
2 Ji+j > .
(x,0) = @ (x), - I =2 0,+T,+T")=S;(x,1).
901( ) 9010() 3(‘Pix+ni+n x( )
@i (x,0) = =y (x), (27)
(26)

0; (x,0) = 0, (x),

i=1,2. By the standard iteration methods (see [23]), we can prove

the local existence of classical solutions of the IVP (25) and
(26). Here for the sake of clarity, we only state result and omit
the proof.

Here
Lemma 5. Suppose that (¢;y, —V,0;) € H>(R) x H*(R) x
H*(R) fori = 1,2. Then there is a C, > 0 such that if

fi= (¢ +7; +n—1)E - ((Oi +T}+T*)ﬁi +ﬁi)x’

L2 ||(‘P10)910’<P20>920)"§ + "(‘//10"//20)”2 <Cp, (28)

(et dit])

9= Pt A

o then there is a positive number T, such that the ini-

Pt Ji + j(e. AT+ T*) tial value problems (25) and (26) have a unique solu-

G. = . . . .
(P S A tion (¢,,0,,9,,0,) satisfying ¢, € C([0,T,); H(R)) n

1



C'([0, T,1; H*(R)) n C*([0,T,]; H'(R)),0; € C([0,T,l;
H’(R)) n C'([0, Ty]; H'(R))(i = 1,2), and

[(1:6192,62) O + (910 220) )1
+ (641, 05¢) (- t)"f (29)
<C,

for some positive constant C.

To end this section, we also derive

Hy+ K+ 20T — (ﬁ(@l -0,)+ (61 +T, +T*)%’x)

X

=hy, —hy —hy + hy,,
(30)
0,-6,), +(6,-6,) - — > _(6,-6,)
R Y O A N
2 (01 +T, + T*) (31)

tx

3(pry + 7y +1)

hy = (91 + Tl + T*) (71, = 71y) + (9o +71,) (6, - 6,)

+ (o + 71, +70) (T1 _Tz)’
hy = (P + o + 7y +70) T,
hy = (@ + @y + 7y + 7, + 2 (11— 11)] E,

(_Sou +Jy+ })2 (_‘Pzr t it })2

hy = -
* @ +H +1 Qe T, + 1
Gs
2 2
=G, -G, + -
' ? |:3(¢1x+ﬁl+ﬁ) 3((P2x+ﬁ2+ﬁ):| e

0, +T, +T* 0,+T,+T*
+|:2(1+T1+T) 2(2+T2+T) o

3(py, + 7y +70) - 3 (o + 71y +71)

2 (61 +T) + T*)
-5
(@ + 71y + 1)

2(91 +T, +T*)A
- o,
3((P1x + 1’11 + Yl)
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_2(62+T2+T*)

2(61 +T, +T*) ]
3t i ri) " gyt aa) "
X (SDZx +ﬁ)x

_2(62+T2+T*)A

2 M)y

2(61+T1+T*)A ]go
2t

— 2 x T P
| 3(yy + 71, +71) 3(@y, + 7y +7)

(32)

4. Global Existence of Smooth Solutions

In this section we mainly prove global existence of smooth
solutions for the initial value problems (25) and (26). To begin
with, we focus on the a priori estimates of (¢,,0,, ¢,,0,). For
this purpose, letting T' € (0, +00), we define

X (T)

= {(919:06,,0,) : 09, e C([0,T); H*7 (R)),

6; € C([0,T1;H’ (R)),6; € C([0.T; H' (R)),

i=1,2,j=01},
(33)
with the norm
N(T)* = nax {"((Pp $5,61,6,) (t)I|§ + (1 92) (t)lli
o (34)

+ (6,4 65) (t)"i} :

Let N(T)* < &, where ¢ is sufficiently small and will be
determined later. Then, by Sobolev inequality, we have for
i=1,2,

(@35 P> Pies O Bies Bt B> Pits D) (t)”Loo <Ce. (35)

Clearly, there exists a positive constant ¢;, ¢, such that

1 P
O<—<m=¢,+tn,+n<g,
G

T (36)

Further, from (24),, we also have 85%’ e C(0,T; H*I(R))
and

|, 9., 9 ,)(t)| o < Ce. (37)

Now we first establish the following basic energy estimate.
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Lemma 6. Let (¢,,0,,9,,0,)(x,t) € X(T) be the solution of
the initial value problem (25) and (26). If § + ¢ < 1, then it
holds that for0 < t < T,
2 t
J
0

2t
+ Z ,[0 (950 965 0:) (D i < C (@ +9).
i=1
(38)

2

F (1) # ()| dr

2
Z"((Pi’ P> Pt 0) (- t)”Z +
i=0

Proof. Multiplying (25), and (25), by ¢, and ¢,, respectively,
and integrating them over R by parts, we have fori = 1,2,

d 1 2 =~ * 2
EJR (‘Piq)it+ Eq)i)alx+J'[R (0,~+T,~+T )(pix dx

+(-1)! JR (@i +73; +711) Hpdx — JR (pizt dx
(39)

— J 70,0, dx + J (AT"), s dx
R R
+ (_l)i J fipidx — J 9iPixdx.
R R

Using Cauchy-Schwartz’s inequality, and Lemmas 3 and 4, we
have

- J 10,0, dx + J (AT™"), i dx
R R
(40)
< KJ goizx dx+CJ (6,2 +ﬁf)dx,
R R

where and in the subsequent ¥ > 0 is some proper small
constant, and

(-1) J fig; dx < csj @ dx +CO(1+ )™, (41)
R R
where we also used the facts
I (7 - 7)? dx < CO*(1 + 1)'12 (42)
R

which can be proved from the construction of 7i(x) — n,,
as x — 00, and the property of the diffusion wave n((x +

Xo)/ /(1 + t)). Similarly, we can show
_J gi(Pixdx
R

R

~ — ix
Qi t 1+ 1

<C(d+e) J ((pizx +¢;)dx + CSJ . dx +C8%e ™,
R R
(43)

7
which together with (39)-(41) implies,
d 1 2 =~ * 2
ar JR <‘Pi‘Pit + ES";’ )dx + JR [(91' +T;+T ) ‘K] ¢; dx
- J (pizt dx + (-1)"! J (s +7; + 1) Hg; dx
R R
< C(8+s)J- (goi2x+goi2t)dx
R
+C j (67 +7; +7)dx + C6%e ™,
R
(44)

where 0 < v, < v. Moreover, for the coupled term with the
electric field, we have

|| (oret 7 g, = (o + 1y +7) )

> J A% dx - Ce J (%2 + ol + gogx) dx — C&%e™.
R R
(45)

Next, multiplying (25), and (25), by ¢,, and ¢,,, respec-
tively, and integrating their sum over R by parts, we have

d 1 2 1 -~ * 2
a JR <E§Dit + E (61 + Ti +T )(pix>dx
2 = i-1 PO
+ J (‘Pit + 10 + (1) (@, + 71+ 71) %S"it) dx
R
=(-1)' J fipudx + J GixPirdx
R R

.

Using Schwartz’s inequality, (42), and Lemmas 3 and 4, we

have
-,

—rk 1 *
(HT )tx(Pit - z(ez + Tz +T )t(Pzzx] dx.

(46)

* 1 T *
(nT )tx(Pit - 5(91' +T;+T )t‘Pin] dx

(1) jR fig dx
(47)

gKJRq)iZt dx+C(6+s)JR((pft+(pfx)dx

+C J 7, dx + CO*(1+1) e
R
Since

2(_(Pit +7i +j)

(_(pit + i + 3)2 B
(q)ix + ﬁi + ﬁ) Vit

) (pix + 7 + ﬁ)2

ix ixx

+O)[(gu +7+7) B+ 7), + (i +7) (3 +7),

+ (7, + ﬁ)xqoft] ,
(48)



we obtain, after integration by parts, that
J GixPir dx
R

( q)zt+.71+.7)2 2

dj 2§01de
At Jr 2(g,, + 71 +7)

(49)

+C(6+€)J ((Pi2t+(Pi2x)d‘x
R

+Cd JR (7
(_(Pit + ]z + 3)2
’ (P + 71 + ﬁ)z ,

with the aid of |¢;,,| < Cl@i y + @ixs + Pix + @i + @ +0; + 0, +
7| +C8% ™. Putting the above inequality into (46), we have

+7y ) dx +C8%e™",

where we have used

(_(Pit + ]z + 3)2
(pix + 7 + ﬁ)z .

<C(6+e),

(50)

L*>® L*®

)2 ix

2 ( q)1t+.71+7)2 2 d
2(@; +7;+7

d 1, 1 -~ "
EJR {E(Pit+§(6i+’ri+T )(P
+(1- K)j P dx +(-1)" j (fx + 7y +71) H oy, dx
R R
+J 10,9, dx
R
SC(5+€)J ((pizt+(pfx)dx
R

—2 -2 —4 2 -yt
+CJ (e + 7 + 71, ) dx + C8%e .
R

(51)
On the other hand, we have
JR (@1 + 7y +70) H Py, = (@ + 7y + 1) H ) dx
d _ 1_ _,
— — 52
Zdtj A dx — Jznt%dx (52)

- Ce JR (@1, + @iy + 93 + 93 ) dx — Ce ™"

Finally, multiplying (25); (I = 3,4) by (3n(e;, + 7; +
n)/2(0; + Ti +T7"))6; (i = 1,2) and integrating the resultant
equation by parts over R, we have

dj 3n (g, +7; +7) ,
dt R4(6i+i-+T*) '

I,

dx,

37 (@ + 7 +71) n
= i+ ezx
2(6,-+T,-+T*) 0, +T,+T*
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3n(p.. +7 +7
- J 70,0, dx = J M 01'2 dx
R R\ 4 (61- +T; + T*) ,

j ( >96ixdx
0, +T +T*

d
JR (P,x"'” +ﬁ(Ptt(§D1x+n +1’1) X

+j Gl3n((p,x+n +n)9i e
R 6+T +T*)

(53)

Now we estimate the term of the right hand side of (53), using
Cauchy-Schwartz’s inequality and Lemmas 3 and 4. First,
with the help of the following equality]: = (1-g(x)j; @) +
g(x)j; () (see [6, 22]), we have

J 3ﬁ(¢ix+ﬁi+ﬁ)< ji
R

— =S (x,t) |0; dx
2(6,-+T,-+T*) 3((p,-x+ﬁi+ﬁ)2 )

-L, +oo Ly 31 (o; 1. +n
:“ +J +J } (9 + 71 +71)
—c0 Ji, - 2(6i+Ti+T*)

y < Ji .
3(¢i +11; +71)

J‘Lﬂ 37 (¢ + 1; +71) ~.z< 1 1 )d
= Ta A~ o Jili\ 25T 5 )ax
—o0 2(6i+Ti+T*) 37 3n?

+00 3_ 3 A' b7
+J n((plxn:nl+n)xeiji2( 12_ 12>dx
L, 2(6i+Ti+T*) 3n;  3nl

JLU 3n (@, +1; + 1)
2(0i+f‘i+T*)

x[%—(l D 0y - g(+)( (t))]

- Si (x, t)) 01' dx

i

—00

-L,
<Cé J ((pfx + 012) dx +Co*e ™ J (fi-n_) dx
R

+00

+C8%e ™" J (fi-n,)" dx+Cé%™

Lo

<Co j (g2 +67) dx+CO(1+ 0™, (54)
R

which implies

—~ —\ 2
3n(g, +1,+n —Qit jit]
J n(¢,xtn,+n) (=i + J ])Z—Si(x,t) 6, dx
R 2(60,+T;+T*) \ 3(qy, +7; +7)
_J 3ﬁ(¢ix+ﬁi+ﬁ)<¢i2t
R

__Z‘Pit(7i+j) 0. d
2(6i+Ti+T*) 3n? 3n2 i 4%
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-2 P

(o 472 7) Pt 2T

*J ”(‘Plxt”z‘”’)J +21119i dx
R2(9i+Ti+T*) 3n;

3% (0. +7 +7 7
+J —n(q)lxtn'-’-n)el.(J_‘z—Si(x,t))dx
R 2(6i+Ti+T*) 3n;

SC(5+€)j (9"1’2x+(P1'2t+6i2)dx
R
+Co J 2 dx+ C8Y(1+ 1) 2™,
R
(55)

From the definition of G; (i = 1,2), and using Schwartz’s
inequality, we have

J‘ G13ﬁ(¢1xtﬁl+ﬁ) id
R 2(0,-+T,-+T*)

SKJ 62 dx+C<6+e)j (67 + 65, + 95 + i) dx
R R
+CJ (ﬁi+ﬁix)dx+c8ze_vzt,
R
(56)

with »; < v, < 7 And using Schwartz’s inequality and
Lemma 3 yields

J 3n (g, +1; + 1) 02 dx
R 4(6i+Ti+T*) :l

_J (A;) eieix dx
R\O,+T,+T* /,

<C@+e) J (62 + 6% dx,
R (57)
76, o

— J[R m(Pit((Pix +n; + ")xdx

d 6, ,
< —J ——— ¢, dx
dt Jr 2 (@, +7; +7)

+C(8+£)J (6?+(pfx+(pi)dx.
R

Putting the above inequalities into (53) yields

iJ’ 3ﬁ(go,»x+ﬁ,-+ﬁ)92_ b,
dt Je | 4(0,+T,+T*) * 2(piu+ 7 +7

3n(op; n.+n n
+J n((sz tnl +1’l) —x 912 + Il 912x
R 2(9i+Ti+T*) 0,+T,+T*

- J n0,¢;,, dx
R

2
SDix dx
) ]

dx

SC(8+3)J (67 + 6. + ¢p, + 97 ) dx
R

+C J (7 + 7y, ) dx + C8%e ™
R
(58)

Combining (44), (45), (51), (52), and (58), we can obtain (38);
this completes the proof. O

Further, in the completely similar way, we can show the
following.

Lemma 7. Let (¢, 0,,¢,,0,)(x,t) € X(T) be the solution of
the initial value problems (25) and (26); then it holds that for
0<t<T,

2
Z"((Pix’ Pixx> Pitx> Pite> 6ix> eit’ eixx) ( > t)"2 + "%x ( > t)||2

i=1

t 2
+ J; (Z"((Pixx’ Pitx> Pite> Oix’ Git’ Gixx’ eitx’ eixxx) ( > T)"2

i=1
+||7. (',T)“2> dr

<C(®y+96),
> 2
Z" ((Pixx’ q)ixxx’ (Pitxx’ q)ittx’ eixx’ Oitx’ eixxx)(' > t) ”
i=1

+ ”%xx (" t)“z

t 2
+ _L (Z”((Pixx’ Pix> Piex> eixx’ eitx’ Oixxx) ( > T)"Z

i=1

+ ”%xx S ’T)||2) a
<C(D, +9),
(59)
provided that e + § < 1.

Based on the local existence given in Lemma 5 and the
a priori estimates given in Lemmas 6 and 7, by the standard
continuity argument, we can prove the global existence of the
unique solutions of the IVP (25) and (26).

Theorem 8. Under the assumption of Theorem 1, the classical
solution (¢,,0,, ¢,,0,, Z)(x, t) of the solutions of the IVP (25)

and (26) exist globally in time if ®y + & is small enough.
Moreover, one has

"(‘Ppep‘Pz’ez) ( ’f)||§ + “(‘Pw%p 7z (- t))lli

+ (645 65) (- ,t)"f

t
+ L (”(q)lx’ P16 Prse> Pors ) (- T)”i
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+[(6,,6,) (- 7T)||i + (044, 05¢) ’T)lli) dr
<C ("(‘Plo’em)?’zo)ezo)ni + ”(‘//10)‘//20)"2 + 6) » >0,

10161 92,6,) CL 1) + | (1 920 L)

(G ('»t)"f — 0, t— co.
(60)

5. The Algebraic Decay Rates

In this section, we prove the time-decay rate of smooth
solutions (¢;,0,,¢,,0,) of (25) with the initial data
(@100 ~¥105 010> P20> —Wa0> Op)- For this aim, using the idea
of [4, 15, 24], we first prove the exponential decay of # and
0, — 0, to zero then obtain the algebraic convergence of
(¢1,0,,¢9,,0,). Due to Theorem 8, we know that the global
smooth solutions (¢;, 0,, ¢,, 0,) satisfy

||(§01’61’§02’62)”§ + ||(90ws02p?f)||§ + ||(91t>92t> %t)lﬁ (
<C(®,+9),

61)

which leads to, in terms of Sobolev embedding theorem, that

”(q)l’ P2 Pr> Pax> Prxx> Paxxo> P> P> Par> Pt
015015 010 02, 02, 0o T, 1 H )| oo (62)

1x> Y1xx>

<C(Dy+9).
Further, by (25), we also have

(@116 Pases elt’GZt)"L‘x‘(R) <C(® +96). (63)
Lemma 9. Let (¢,,0,,9,,0,) be the global classical solutions

of IVP (25) and (26) satisfying @, + & < 1. Then it holds for
Z and 0, — 0, that fort > 0,

"(%’ %x’ %t’ %xw %tx’ 91 - 92’
(6, -6,),,(0, - 6,).,) ol (64)
< C(®, +8) e,

Proof. Multiplying (30) by # and integrating it by parts over
R, we obtain

ij <%%t+l%z)dx—J 7 dx+J R dx
dt Jr 2 R R

+J (61+T1+T*)%’i dx
R
=—J (0, - 0,) 7, dx

R

N j (hy, = hy = by + hy,)  dx.
R
(65)
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Using Cauchy-Schwartz’s inequality, Lemmas 3 and 4, (62),
and (63), we have

—J (0, - 0,) 7, dx+j hy 9 dx
R R
ng 7 dx+Cj (0, 6,) dx +Coe™,
R R

- J (hy + hy) 7 dx < C (D, +9) J 9 dx + Coe ™.
R R

(66)
Moreover, noticing that
it 2j S
h4x = __;%xx - _l%tx +0(1) (ﬁlx + ﬁ2x + jlx + j2x)
ny n,
+0(1) (%xx + Py + Ty F i+ Ty + ij)
x(%x+%t+ﬁ1 +ﬁ2+]’1 +72),
(67)
then
I hy 9 dx
R
(68)

< C (D, +9) J (7% + 9%+ 97 ) dx + CSe ™.
R

Therefore, we have

ij (%%t+1%2>dx—J 7 dx+zj A dx
dt Jr 2 R R

o[ [0 +T41)-u] 72 dx
R
< C(Dy+9) JR (72 + 9%+ 77 dx
e J (0, - 0,)* dx + Coe™".
R
(69)

While multiplying (30) by &, and integrating the resultant
equation by parts over R, similarly, we can show

d( (1. —on (1 Syt ) o2
EL{(E%M% +<5(01+T1+T)—n—1% 7 ) dx
+J 7 dx+J (6, - 0,) 7,, dx
R R
<C(®,+9)

X J ((91 - 92)2 +(0, - Gz)i + X+ %i + %f)dx
R

+Coe ™.
(70)



Abstract and Applied Analysis

Next, multiplying (31) by (37(g,, + 7, + 1)/2(6, + T, +
T7))(8, — 6,) and integrating the resultant equation by parts
over R, we get

dJ 3ﬁ(q)1x+ﬁ1+ﬁ)(9 0.) dx
1 2

dt Jn 4(6,+T,+T*)

dt
35 o
+ J n((Plx tnl + }’l) (01 _92)2
R\ 2(6,+T, +T*)

T (- 02)§> dx

o
0,+T,+T*

- [ 76, -0) 7, dx
R

31 (1 + 7y +71) 2
~|-R < 4(91 + ’T"l + T*) >t( 1 2) X (71)

n
- —— | (0,-0,)(0,-0,), dx
(o) @-ee-s,

- o
+j GSM(QI_QZ)dx
R 2(91+T1+T*)
<C(D,+9)
x J (6, = 0,7 + (8, = 0,) + 7 + %) dix
R

+C(Dy+8)e ™,

where in the last inequality, we have used

J < 30 (@, + 7y +7) ) (6, - 0,)dx

4(01 +T, +T*)

- n - - (72)
= 0,-6,)(6,-96,)d
JR(91+T1+T*> (6, = 6,) (6, - 02) e

<C(Dy+0) jR ((6, -6, + (6, - 6,)? ) dx,

37 o

J G3 n(q)lxtnl"'n) (61—02)dx

R 2(91+T1+T*)

< C(D, + 5)J (6, - 6, + (6, - 0,)° + 7 + 72)
R

+C(Dy+68) e,
(73)

11
with the aid of

2 —o + 7 +7\
Y <(—"’“ - ) -5, (x, r))
Pt R\N\ @ +7; +7

3n (‘Plx + ﬁl + ﬁ)

I g _6))dx

2(0, + T, +T%) (74)

< C (o, +5)J (0, -6, + 7 + 72) dx
R

+C(Dy+8)e ™.

Combine (69), (70), and (71), and choose proper positive
constant A; and A such that

Ay % (70) + A, x ((71) + (72)
(75)
~ T+ X+ I+ (0,-6,)

Then, we have
d 2
E"(%v X, s (91 - 92)) (> T)”

+ Ol 7, 7,0 (60,0, - 0),) 0 7
< C(D, +8)e,
which, together with Gronwall’s inequality, yields
|, % %, (8, 6,)) (DI < C (@ +8) ™, (77)

for some positive constants p; and C. In the completely same
way, treating [, 1,(30), 7 + A((30), %, + (31),(37(py , +
A, + n)/20, + T, + T*)(O, —6,),)dx for proper positive
constants A, and A ,, we can show

“(%x’ %xw %tx’ (01 - 92)x(" t)"2 <C (q)O + 8) 67YZt’ (78)

for some constant y,.
Moreover, from (30), (77), and (78), we obtain

1. < C (@ +8) ™, (79)

for y; = min{y,,y,}. Finally, by jR (31),(6, = 6,), dx and
using (77)-(79), there is a positive constant y, such that

16, - 6,),]” < C (@ +8) e, (80)
while from (31) and (77)-(80), we have
16, = 6,) e |” < C (D +8) e, (81)

with y; = min{y;, y,}. Combination of (77)-(80) and (81)
yields (64). This completes the proof. O

In the following, using the idea of [4, 15], we turn to derive
the time-decay rate of (¢,,0,,¢,,0,) by which we are able
to obtain the algebraical decay rate of (¢;,0,,9,,0,) in large
time.
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Lemma 10. Let (¢;,0,,¢,,0,) be the global classical solution
of the IVP (25) and (26) with initial data satisfying ®,+8 < 1.
If it holds for (¢,,¢,,0,,0,) (t > 0) that

3 2
Z(l + t)k"al; (¢15 ‘Pz)“z + Z(l + t)k+2 "a]; (o ‘Pzt)”z
k=0 k=0

1
+ Z(l + t)k+2“a§ (91t>02t)"2
k=0 (52

LS a0k 6,0,
k=0

1+ 002 (6,6, < 1,

then one has

3 3t
Yook (g + Y | a0+ ook (ouen)] ar
k=0 k=170

+
k

2 2
> (u #1110 (6,.60,)]
k=0

2 2
(1+ 635 (6,,6,)|

0
t
0
r@+oo; (01t,02t)ll2) dr

<C(®,+9),

2
> @+ 0520k (g )|
k=0
[ k+2]|~k 2
+ Z J- (1 + T) ||ax ((Pl‘r’ (PZT)“ dr
k=070

(14 023 (6, 85| + (14 003 (810060

0

+
k

tfd k+2 |2k 2
o (};}a Lok (6,.6,)]

2>d1

Since the proof is similar as that in [15], we can omit the
details.

1

+ (1 + 1)3“6i (911’021)

<C(D,+9).
(83)
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We study in this paper the Q-symmetry and conditional Q-symmetries of Boussinesq equation. The solutions which we obtain, in
this case, are in the form of convergent power series with easily computable components.

1. Introduction

The Boussinesq equation, which belongs to the KdV family
of equations and describes motions of long waves in shallow
water under gravity propagating in both directions, is given
by

=0, @

2
Uy + u, T UU T+ Uy

where u(x, t) is a sufficiently often differentiable function.

A great deal of research work has been invested in recent
years for the study of the Boussinesq equation. Many effective
methods for obtaining exact solutions of Boussinesq equation
have been proposed, such as variational iteration method [1],
Travelling wave solutions [2], potential method [3], scattering
method [4], the (G'/G) expansion method [5], optimal and
symmetry reductions [6], and projective Riccati equations
method [7].

The aim of this paper is to calculate and list the Q-
symmetry and conditional Q-symmetries of Boussinesq
equation. We can say today that many mathematicians,
mechanicians and physicists, such as Euler, D’Alembert,
Poincare, Volterra, Whittaker, Bateman, implicitly used con-
ditional symmetries for the construction of exact solutions of
the linear wave equation.

Nontrivial conditional symmetries of a PDE (partial
differential equation) allow us to obtain in explicit form such

solutions which cannot be found by using the symmetries of
the whole set of solutions of the given PDE [8]. Moreover,
conditional symmetries make the class of PDEs reduce to
a system of ODEs (ordinary differential equations). As a
rule, the reduced equations one obtains from conditional
symmetries and from Q-symmetry are significantly simpler
than those found by reduction using symmetries of the full
set of solutions. This allows us to construct exact solutions of
the reduced equations.

2. Conditional Q-Symmetries

The classical symmetry properties can be extended if one
studies (1) together with the invariant surface of the symme-
try generator as an overdetermined system of partial differ-
ential equations [9]. That is, one studies the Lie symmetry
properties of the system

Uy + ui + U, + U, =0, (2)
nixtu) =& (xt,u)u, —& (x,t,u)u, =0, (3)

where (3) is the invariant surfaces corresponding to the Lie
symmetry group generator

0 0 0
= = 2 2«
Z =¥ (x,tu) o +& (x,t,u) 3 +7(x, t, 1) 5 (4)
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The invariance condition leading to conditional Q-symme-
tries for (2) is given by

Z% Flipor—g, ooy = 0, 5)
where

_ 2
Fi=u, +u, +uu,, +u,,,

Q=n(xtu)-& (x,t,u)u, — & (x,t,u) u,. (©)
Here Z® denotes the second prolongation of Z, namely,
Z<3):Z+Ylai%+yzaiz/¢t+hl% o
T Yzt YIIIL’
ouy, ou,...
where
1 =D, (m) —u.D, (&) - u, D, (&),
Y2 = D, (m) —u,Dy (&) - u,D; (£,) »
i1 = D (1) = 14D (§1) — 14D (82), (8)
Y2 = Dy (1) = Dy (§1) —uy D, (&),

Yin = Dx (YII) - uxxxDx (51) - uxxth (52) .

A generator Z which satisfies condition (5) is called a condi-
tional Q-symmetry generator, where by the invariant surface

(3). The F and Q® denote the jth and kth prolongations,
respectively. D, and D, denote the total derivative with
respect to x and with respect to ¢, respectively.

We now derive the general determining equations for
the conditional Q-symmetry generators for (2). We set &, =
& (x,tu), & = & (x,t,u), and 4 = n(x,t,u). The invariance
condition (5) leads to the following expression:

Voo + UYL+ Uy + 20, Y + Y11 = 0. )
This leads to

U x + Uty + HyUsexex — 2uxt£t
2
- uxuttgu - 2utuxtEu - 3uxx£u
- 4uxuxxx€u - 3uxxx£x
2
+ 2quxx (uxﬂu T~ MXEM - fox)
2 2

T My + UMy, + Uy

+ 3uxuxxrluu + Suxxnxu - uxgtt

= 2, &y, = U Uy, — UL E

Uy Sy ut UnSuu uxuxx uu

- 9uxuxxgxu - 3uxx€xx
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(U = Stth &y — 2+ U
P2+ e~ Uy — 20, — )
U o+ 3 g + 3 + e — U
2~ 3928~ e =0
(10)
In particular, from Q = 0 follows
& ot,u)u, =n(xtu) & (.t u)u,. 11)

The determining equations for the conditional Q-symmetry
generator Z are now obtained by equating to zero the coeffi-
cients of the independent coordinates. By solving this system
of linear partial differential equations for the infinitesimal
& (x,t,u), & (x, t,u), and y(x, t, u), we obtain

2kyu

7t) = - 5
1 (x,t,u) 3

2
E (o tyu) = Ky + "33x, 12)

& (o, t,u) = ky + kst

where k,, k,, and k; are arbitrary constants.

The conditional Q-symmetry is given by
2k;x\ 0 0 2kyu 0
Z=k+=2 >—+k+kt—— -
(1 3 )ax TR -5
The general solution of the associated invariant surface
condition,

2 2
(kl + k3x> g_u + (ky + kst) ou _ _2ksu (14)
X

(13)

3 ot 37
is
¢ (2)
bl t = —’
u(x) (3k; + 2k;x) s)
where ¢(z) is arbitrary function of z and
3k, + 2kyx
z(xt) = —2—2— (16)

(ky + k3t)2/3 '

Substituting (15) into (2), we finally obtain the following
nonlinear ordinary differential equation for ¢(z) taking the
form

- 216k;¢ (z) + 54g02 (z) + 216k3zgo' (z) + 5z4(p' (2)
- 7229 (2) ¢' (2) + 182°¢" (2) - 108k,2°¢" (2)

+ 2z5<p" (z) + 1822go (2) cp" (z) + 36k3z3<p'" (z) =0,
(17)

where (p'(z) = dg;/dz, go”(z) = dzgoi/dzz, and (p'”(z) =
do,/dz’.

Solving an ordinary differential equation (17), we have
three cases of solutions for ¢(z).

Case 1. Consider
¢ (2) = 4k;, (18)

where k, is an arbitrary constant.
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Case 2. Consider

1
(P(Z) = _Zz?” k3 = _3. (19)
Case 3. Consider
1 1
¢ (z) = 4k, — Zz{ ks = -7 (20)

By using (18)-(20) into (15), we have solutions for Boussi-
nesq equation (1) in the following forms.

Family 1. Consider

u(x,t) = ks 21
0 (3ky +2k;x)° @D
where k, and k; are arbitrary constants.
Family 2. Consider
—(1/4) 2
1) = ——, 22
wsD = e (22)

where z = (3k, — 6x)/(k, — 3t)** and k, is an arbitrary
constant.

Family 3. Consider

1+(1/4)2°

(3k, — x/2)’ (23)

u(x,t)=-

where z = (3k,—(1/2)x)/(k,—(1/4)t)* and k, is an arbitrary
constant.

3. Q-Symmetry Generators

Before we consider conditional symmetries of (1), let us
briefly describe the classical Lie approach and introduce our
notation [10]. We are concerned with a partial differential
equation of order r with m + 1 independent variables

(x9> %15 ..., x,,) and one field variable u, that is, an equation
of the form
ou o'u
F| X, X155 X, Us yorr ——— | =0,  (24)
0x, 0x; - 0x;
1 r
where 0 < j, < j, < - < j, <m, j=0,...,m ALie

transformation group that leaves (24) invariant is generated
by a Lie symmetry generator Z, defined by

- 0
7 = ZEJ- (%> X1» v v s Xppp Uy V) F
=0 g (25)
9]
+ 17 (Xgs X1+ s X o h) 5

Z,, is the associated vertical form of (25), defined by

i 0
Zy = (71 - ;@%) a—u, (26)

where Z |, = Zlg. Here 0 is a differential 1-form, called the
contact form, which is defined by

0=du- Zujdxj. (27)
=0

Equation (24) is called invariant under the prolonged Lie
symmetry generators Z,, if

L, F=0. (28)

L denotes the Lie derivative, and Z,, is found by prolonging
the vertical generator Z,; that is,

o m 0 m 0
Zw:ZDj(U1)£+"'+ Z D]1 ..... ]V(Ul)a N
j=0 J Juseensjr=0 Jiseendr
(29)

where

U= (’7‘2%“;): (30)

and D is the total derivative operator. We give the definition
for conditional invariance of (24) as follows.

Definition I. Equation (24) is called Q-conditionally invariant
if

Ly, F=0, 31)
under the condition
Zylg =0. (32)

Z, is called the Q-symmetry generator and Z,, is called the
prolonged vertical Q-symmetry generator. Let us now study
(1) by the use of the above definition. From the definition it
follows that the Lie derivative (31), for equations

F =y + U+ uth, + iy, =0, (33)
under the condition
Zw|6 =n- Elux - Ezut =0, (34)

has to be studied. Let us consider the Q-symmetry generator
in the form

0 0 0
_ 9 2. 35
Z =& (x,t,u) 3 +&, (x,t,u) 5 +1(x,t,u) 5% (35)

By applying the Lie derivative (31) and condition (32), we get
D, (U) +uD,, (U) +nu,, +2u,D, (U)+ D, (U) =0,

(36)
where
D =i+u i+u i+u 9 + -
¥ ox fou  fou, ou,
(37)
D, 0 0 ‘e



The determining equations for the Q-symmetry generator
Z are now obtained by equating to zero the coeflicients of
the independent coordinates. By solving this system of linear
partial differential equations for the infinitesimal &;, £,, and
1, we obtain

2k
ﬂ(x)t)u)z_ 33”)

2k;x (38)
3 bl

& (x,t,u) =k, + kst

& Gotu) =k +

All of the similarity variables associated with the Lie
symmetries (38) can be derived by solving the following
characteristic equation:

dx dt du

Z-=== 39
& & n %)
Consequently
dx B dt _ du (40)
(ky +2k;x/3)  (ky + kyt)  —2ksu/3’
We obtain the following similarity variable:
z(x,t) = Sk + 2esx 2"32’;, (41)
(Fey + kst)
and the similarity solutions take the form
F, (z
u(x,t) = 1(2) (42)

(ky + k3t)2/3 ’

where F,(z) is arbitrary functions of z. Substituting from
(42) into (1), we finally obtain nonlinear ordinary differential
equation for F,(z) taking the form

n

36k,F)" (z) + 22°F]' (z) + 18F, (2) F| (2)

43)
+5F, (2) + 18F" (2) + 9zF, (2) = 0,
where F/ = dg,/dz, F' = d°¢,/dz* and F/" = d’¢; [dz’;
(i=1).
Solving a system of an ordinary differential equation (43),
we have two cases of solutions for F,(z).

Case 1. Consider
4k
Fl (Z) = 73, (44)

where k, is an arbitrary constant.

Case 2. Consider
1
F (z) = —Zzz. (45)

Substitut from (44)-(45) into (42) to obtain the solutions
for the Boussinesq equation (1) in the following forms.
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Family 1. Consider

u(x,t) ks (46)
L) = ———>5=» 46
z(ky + kt)?”?
where k, and k; are an arbitrary constants.
Family 2. Consider
2
z
u(x,t)=———, (47)
a(k, + kyt)?"?

where z = (3k, + 2k;x)/(k, + k5t)** and k, and k; are
arbitrary constants.
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The problem of approximate symmetries of a class of nonlinear reaction-diffusion equations called Kolmogorov-Petrovsky-
Piskounov (KPP) equation is comprehensively analyzed. In order to compute the approximate symmetries, we have applied the
method which was proposed by Fushchich and Shtelen (1989) and fundamentally based on the expansion of the dependent variables
in a perturbation series. Particularly, an optimal system of one-dimensional subalgebras is constructed and some invariant solutions

corresponding to the resulted symmetries are obtained.

1. Introduction

Nonlinear problems arise widely in various fields of science
and engineering mainly due to the fact that most physical
systems are inherently nonlinear in nature. But for nonlinear
partial differential equations (PDEs), analytical solutions are
rare and difficult to obtain. Hence, the investigation of the
exact solutions of nonlinear PDEs plays a fundamental role
in the analysis of nonlinear physical phenomena. One of
the most famous and established procedures for obtaining
exact solutions of differential equations is the classical sym-
metries method, also called group analysis. This method was
originated in 1881 from the pioneering work of Sophus Lie
[1]. The investigation of symmetries has been manifested
as one of the most significant and fundamental methods
in almost every branch of science such as in mathematics
and physics. Nowadays, the application of Lie group theory
for the construction of solutions of nonlinear PDEs can be
regarded as one of the most active fields of research in the
theory of nonlinear PDEs and many good books have been
dedicated to this subject (such as [2-4]). For some nonlinear
problems, however, symmetries are not rich to determine
useful solutions. Hence, this fact was the motivation for
the creation of several generalizations of the classical Lie

group method. Consequently, several alternative reduction
methods have been introduced, going beyond Li€’s classical
procedure and providing further solutions. One of the tech-
niques widely applied in analyzing nonlinear problems is the
perturbation analysis. Perturbation theory comprises math-
ematical methods that are applied to obtain an approximate
solution to a problem which cannot be solved exactly. Indeed,
this procedure is performed by expanding the dependent
variables asymptotically in terms of a small parameter. In
order to combine the power of the Lie group theory and
perturbation analysis, two different approximate symmetry
theories have been developed recently. The first method is
due to Baikov et al. [5, 6]. Successively another method
for obtaining approximate symmetries was introduced by
Fushchich and Shtelen [7].

In the method proposed by Baikov et al. the Lie operator
is expanded in a perturbation series other than perturbation
for dependent variables as in the usual case. In other words,
assume that the perturbed differential equation is in the form
F(z) = Fy(2) + €F,(z), where z = (x,u,uy), ..., U,), Fy is
the unperturbed equation, F,(z) is the perturbed term, and
X = X° + eX" is the corresponding infinitesimal generator.
The exact symmetry of the unperturbed equation F,(z) is
denoted by X° and can be obtained as XOFO(Z)IFO(z):O = 0.



Then, by applying the auxiliary function H = (1/¢) X 0 (Fo(2)+
€F,(2))|p,+er,=0> Vvector field X; will be deduced from the
following relation:

X'Fy(2) lp,g +H =0. (1)

Finally, after obtaining the approximate symmetries, the
corresponding approximate solutions will be obtained via the
classical Lie symmetry method [8].

In the second method due to Fushchich and Shtelen, first
of all the dependent variables are expanded in a perturbation
series. In the next step, terms are then separated at each
order of approximation and as a consequence a system
of equations to be solved in a hierarchy is determined.
Finally, the approximate symmetries of the original equation
are defined to be the exact symmetries of the system of
equations resulting from perturbations [7, 9, 10]. Pakdemirli
et al. in a recent paper [11] have compared these above two
methods. According to their comparison, the expansion of
the approximate operator applied in the first method does not
reflect well an approximation in the perturbation sense, while
the second method is consistent with the perturbation theory
and results in correct terms for the approximate solutions.
Consequently, the second method is superior to the first one
according to the comparison in [11].

Nonlinear reaction-diffusion equations can be regarded
as mathematical models which explain the change of the
concentration of one or more substances distributed in space.
Indeed, this variation occurs under the influence of two
main processes including chemical reactions in which the
substances are locally transformed into each other and dif-
fusion which makes the substances spread out over a surface
in space. From the mathematical point of view, reaction-
diffusion systems generally take the form of semilinear
parabolic PDEs. It is worth mentioning that the solutions
of reaction-diffusion equations represent a wide range of
behaviors, such as formation of wave-like phenomena and
traveling waves as well as other self-organized patterns.

In this paper, we will apply the method proposed by
Fushchich and Shtelen [7] in order to present a com-
prehensive analysis of the approximate symmetries of a
significant class of nonlinear reaction-diffusion equations
called Kolmogrov-Petrovsky-Piskounov (KPP) equation [12].
This equation can be regarded as the most simple reaction-
diffusion equation concerning the concentration u of a single
substance in one spatial dimension and is generally defined
as follows:

Up = Uyy = R(u). (2)

By inserting different values to the reaction term R(u) of (2),
the following significant equations are deduced.

(1) If the reaction term R(u) vanishes, then the resulted
equation displays a pure diffusion process and is
defined by

Uy = Uy, 3)

Note that the above equation is called FicK’s second
law [12].
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(2) By inserting R(u) = au(l — u),a > 0, the Fisher
equation (or logistic equation) results as follows:

U = Uy, +au(l—u). (4)

This equation can be regarded as the archetypical
deterministic model for the spread of a useful gene
in a population of diploid individuals living in a one-
dimensional habitat [13, 14].

(3) By inserting R(u) = u*(1 - u), the Zeldovich equation
will be deduced as follows:

u=u, +ut(1-u). (5)

This equation appears in combustion theory. The
unknown u displays temperature, while the last term
on the right-hand side is concerned with the genera-
tion of heat by combustion [15, 16].

(4) By inserting R(u) = u(1 - %) the Newell-Whitehead-
Segel (NWS) equation (or amplitude equation) results
as follows:

ut:uxx+u(1—u2). (6)

This equation arises in the analysis of thermal convec-
tion of a fluid heated from below after carrying out a
suitable normalization [17].

This paper is organized as follows. Section 2 is devoted
to the thorough investigation of the approximate symmetries
and approximate solutions of the KPP equation. For this pur-
pose, we will concentrate on the four special and significant
forms of the KPP equation described above, that is, FicK’s sec-
ond law, Fisher’s equation, Zeldovich equation, and Newell-
Whitehead-Segel (NWS) equation. In Section 3, an optimal
system of subalgebras is constructed and the corresponding
symmetry transformations are obtained. Some concluding
remarks are mentioned at the end of the paper.

2. Approximate Symmetries of the
KPP Equation

In this section, first of all the problem of exact and approx-
imate symmetries of Fick’s second law (3) with a small
parameter is investigated. Then the approximate symme-
tries and the exact and approximate invariant solutions
corresponding to the perturbed Fisher equation, Zeldovich
equation, and Newell-Whitehead-Segel (NWS) equation will
be determined.

2.1. Exact Symmetries of the Perturbed Fick Second Law. The
perturbed Fick second law is defined as follows:

U, = €U, (7)

where ¢ is a small parameter. Let X be the infinitesimal
symmetry generator corresponding to (7) which is defined as
follows:

X =&(x,t,u) 0, + T (x,t,u) O, + ¢ (x,t,1) O,,. (8)
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Now by acting the second prolongation of the symmetry
operator (8) on (7), an overdetermined system of equations
for &, 7, and ¢ will be obtained. By solving this resulting
determining equations, it is inferred that

&= (qtx +cx) — 2ecyt + ¢,

T= clt2 + 26t + ¢,

)

2
qt  ¢gx

q;:(c4x+cs—?—¥)u+F(x,t),

where F(x, t) is an arbitrary function satisfying the perturbed
Fick second law equation (7) and ¢;,i = 1,..., 6 are arbitrary
constants. Hence, this equation admits a six-dimensional Lie
algebra with the following generators:

Xy =0,
X, = —2¢t0, + xud,,
X, =0,
Xs = ud,, (10)

X5 = x0, + 2t0,,

2 x*
X =4xt0, +4t7°0, — (Zt + —) uo,,,
£
plus the following infinite dimensional subalgebra which is
spanned by X = F(x,t)0,, where F satisfies (7).

2.2. Exact Invariant Solutions. In this part, we compute
some exact invariant solutions corresponding to the resulting
infinitesimal generators.

Casel. Consider the symmetry operator X = cX,+X,, where
c is a constant.

Now taking into account [2-4], by applying the Lie
symmetry reduction technique the corresponding exact and
approximate invariant solutions will be obtained as follows.
The characteristic equation associated with the symmetry
generator X is given by dx/c = dt/1 = du/0. By solving
the above equation, the following Lie invariants resulting:
x —ct = y,u = v(y). By substituting these invariants into
(7) we obtain: ev"'( y) + cv'( y) = 0. Consequently, by solving
the above resulting ODE, the following solution is deduced
for (7): u(x,t) = ¢, + ¢, exp(—c(x — ct)/e).

Case 2. For the symmetry generator X, the corresponding
characteristic equation is dx/x = dt/2t = du/0. Thus, these
Lie invariants are determined: u = w(y), y = x*/t. By
substituting the above invariants into (7) the following ODE is
inferred: 4eyv" (y)+v'(y)(2e+y) = 0. Hence, another solution
is deduced for (7): u = W(y) = ¢ + ¢, erf(|x|/2Vet), where
¢, and ¢, are arbitrary constants and erf is the error function

given by erf(x) = (2/+/7) on et dt.

2.3. Perturbed Fisher’s Equation. In this section, a thorough
investigation of the symmetries of the perturbed Fisher
equation is proposed:

u, =¢euy, +au(l—u). 1)

For this purpose, firstly the exact symmetries of the perturbed
Fisher’s equation (11) will be calculated. Then, the approxi-
mate symmetries of this equation will be analyzed.

Now by acting the second prolongation of the symmetry
generator (8) on the perturbed Fisher equation and solving
the resulting determining equations, it is deduced that & = ¢,,
T = ¢, and ¢ = 0, where ¢; and ¢, are arbitrary constants.
Hence, the following exact trivial symmetries are obtained:
X, = 0y, X, = 0,. For the infinitesimal symmetry generator
X = cd, + 0, the corresponding characteristic equation is
given by dx/c = dt/1 = du/0.

Therefore, the Lie invariants resulting as x — ct = y
and u = v(y). After substituting these invariants into the
perturbed Fisher equation, the following reduced ordinary
differential equation is obtained:

o' (D) +e () +av(y)(1-v(y)=0.  (12)

But it is worth noting that finding an exact solution for the
differential equation (12) is difficult. For the particular case
¢ = +5//6, Ablowitz and Zeppetella [18] used Painleve’s
singularity structure analysis in order to obtain the first
corresponding explicit analytical solution which is given by

v(y):u(x,t):[1+%exp<\/€x—§t>]_2. (13)

2.3.1. Approximate Symmetries of the Perturbed Fisher Equa-
tion. In this section, we apply the method proposed in [7]
in order to analyze the problem of approximate symmetries
of Fisher’s equation with an accuracy of order one. First,
we expand the dependent variable in perturbation series,
and then we separate terms of each order of approximation,
so that a system of equations will be formed. The derived
system is assumed to be coupled and its exact symmetry will
be considered as the approximate symmetry of the original
equation.

We expand the dependant variable up to order one as
follows:

u=v+ew, 0<e<l, (14)
where v and w are smooth functions of x and t. After
substitution of (14) into the perturbed Fisher equation (11)
and equating to zero the coeflicients of 0(e) and o(e'), the
following system of partial differential equations results:

O(so):vt—av(l—v)w:O,
(15)
O(e):w, — v, —aw(l-2v)=0.

Definition 1. The approximate symmetry of Fisher’s equation
with a small parameter is called the exact symmetry of the
system of differential equations (15).



Now, consider the following symmetry transformation
group acting on the PDE system (15):

X=x+ak (t,x,v,w)+o(a2),

!

=t+ak, (t,x,v,w) +o(a2),
(16)
V=v+ae (t,x,v,w) +o(u2),

W=w+ae, (t,x,v,w)+o(a2),

where a is the group parameter and &;,&, and ¢,, ¢, are the
infinitesimals of the transformations for the independent and
dependent variables, respectively. The associated vector field
is of the form
X=& txvw)o, +& (tx,v,w)0,
17)
+@, (tx,v,w) 0, + @, (t, x,v,w) 0,

The invariance of the system (15) under the infinitesimal
symmetry transformation group (17) leads to the following
invariance condition: pr(z)X [A] = 0 and A = 0. Hence, the
following set of determining equations is inferred:

0,8 =0, a0 €, + 0,9, —avd, & =0,...,

zavxEZ - avv(Pl =0.

By solving this system of PDEs, it is deduced to &, = C,;x+C;,
¢, = 0,and §; = C,, ¢, = -2C,w, where C,, C,, and C,
are arbitrary constants. Thus, the Lie algebra of the resulting
infinitesimal symmetries of the PDE system (15) is spanned
by these three vector fields:

X, =9, X,=0,

(18)

X5 = x0, — 2wo,,. 19)

2.3.2. Approximate Invariant Solutions. In this section, the
approximate solutions will be obtained from the approximate
symmetries which resulted in the previous section.

Case 1 (X = x0, — 2wd,). By applying the classical Lie
symmetry group method, the corresponding characteristic
equation is dx/x = dt/0 = dv/0 = dw/(-2w). So that the
resulted invariants are t = T, v = f(T),and w = g(T)/xz.
After substituting these invariants into the first equation of
the PDE system (15), we have

£ (T) —af (T) (1= f(T)) = 0. (20)
Consequently, the following solution is obtained:
1
T=yv=—"—.
f@=v l+c¢e™ @)

After substituting v in the second equation of the PDE system
(15), this ODE results in g'(T) + ag(T)[2/(1 + ¢;e™®) — 1] =
0. Therefore, we have g(T) = ce /(1 + cle_“t)z. Finally,
taking into account (14), the following approximate solution
is inferred:

1 —at

Ge

u(x,t)y=v+ew= £ 7>
xX2(1+ ¢e™®)

+
1+ce™ (22)

where ¢, and ¢, are arbitrary constants.
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Case 2. Now consider X = X, + ¢X,, where ¢ is an
arbitrary constant. The corresponding characteristic equation
is defined by dx/c = dt/1 = dv/0 = dw/0. So, the associated
Lie invariants are x — ¢t = y,v = f(y), and w = g(y). By
substituting the resulting invariants into the first equation of
the PDE system (15), the reduced equation is determined as
cf'(y) +af(y)(1 - f(y)) = 0. Therefore, we have v(x,t) =
1/(¢ =D/ L 1), Now by substituting v(x, t) into the second
equation of the PDE system (15), it is inferred that

cate”e (—1 + cle“y/c)

!
cg (y)+ 3
ay/c
02(1 tcqe ) (23)
+ag(y) (1 - ;> =0
v qevlc+1)
By solving the above equation, we have
eay/c
90 =——
(cevlc +1)°
(24)

2

2
X (cli—y— %ln(cle“y/c + 1) +cz>.
3

Finally, the following approximate solution results:
u(x,t)=v+ew

1
- Clea(xfct)/c +1

X {1 + getlxenle

2 _
x(% (x—ct) - % ln(cle“(x le 4 1)+c2>}.
c c
(25)

Consequently, the approximate solutions corresponding to all
the resulted operators were computed.

2.4. Perturbed Zeldovich Equation. In this section, we will
investigate the exact and approximate symmetries of the
Zeldovich equation with a small parameter:

U, — €Uy, = W (1-u). (26)

For this purpose, first of all we will compute the exact symme-
tries and then by applying the classical Lie symmetry method,
the perturbed Zeldovich equation would be converted to an
ODE.

By acting the symmetry operator (8) on the perturbed
Zeldovich equation (26) and solving the resulted determining
equations we have & = ¢, 7 = ¢, ¢ = 0, where ¢, and ¢, are
arbitrary constants. Hence, the corresponding infinitesimal
symmetries will be spanned by these two vector fields X, = o,
and X, = 0,. The characteristic equation corresponding
to the symmetry operator X = X, + cX, is given by
dx/c = dt/1 = du/0. Hence, the Lie invariants are obtained
as x —ct = yand u = f(y). After substituting these
invariants into (26), the reduced equation is inferred as

ef"' () +cf' ()1 - f(y) = 0.
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2.4.1. Approximate Symmetries of the Zeldovich Equation. In
this section, we use the method proposed in [7] in order to
obtain the approximate symmetries of (26) with the accuracy
o(¢). By expanding the dependent variable of this equation in
perturbation series we have

u=v+ew, 0<e<l. (27)

Then by substituting the above relation into the perturbed
equation (26) and separating terms of each order of approx-
imation, the following equations with respect to o(¢”) and
o(e!) are deduced:

O(eo):vt—vz(l—v)=0,
(28)
O(sl) FW, = vy — 2vw (1 —v) +vV'w =0.

It is worth mentioning that the resulting approximate symme-
tries of the differential equation (26) correspond to the exact
symmetries of the PDE system (28).

Now, by acting the second prolongation of the infinites-
imal symmetry operator (17) on the PDE system (28) and
solving the resulted determining equations, we have &, = ¢,,
& = aqx+¢,¢ = 0,and ¢, = 2w, where ¢, ¢, and ¢
are arbitrary constants. Consequently, the Lie algebra of the
symmetry generators corresponding to the PDE system (28)
is spanned by

X, =0, X, =0,, X5 = x0, — 2w0,,. (29)
2.4.2. Approximate Invariant Solutions. Now, we obtain the
approximate invariant solutions corresponding to the per-
turbed equation (26). For the symmetry operator X; the
corresponding characteristic equation is given by dx/x =
dt/0 = dv/0 = dw/(-2w). So, the invariants results as t = T,
v=f(T),andw = g(T)/xz. By inserting these invariants
into the first equation of the PDE system (28), the reduced
equation is f "(T) - fZ(T)(l — f(T)) = 0. Therefore, we
have v = f(T) = 1/W(—e_t_1/c1), where the function W(z)
is defined implicitly by this equation z = W(z)e"'?. After
substituting this resulting solution into the second equation
of the PDE system (28), we obtain g'+g(T)(3f2(T)—2f(T)) =
0. The solution of the above equation is

C, exp (—ZW (—e_H/cl)) w (—e_t_l/cl)

(30)
W (—e*1/¢)+1

g(T) =

Finally, the following approximate invariant solution for the
equation (26) is deduced:
u(x,t) = f(T)
c, exp (—ZW (—e"H/cl)) W (—e_H/cl)
+e
xX2(W(-e* 1) +1)

(31)

2.5. Perturbed NSW Equation. Similar to the previous sec-
tions, we will analyze the symmetries of the perturbed NSW
equation:

Uy — €Uy, :u(l —uz). (32)

TABLE 1: The commutator table of the approximate symmetries of
the KPP equation.

(X, X;] X, X, X,
X, 0 0 0
X, 0 0 X,
X, 0 -X, 0

By applying the same calculations on this equation, the
approximate symmetries are resulted as X, = 9,, X, = 9,,
and X; = x0, — 2wd,,. The Lie invariants corresponding to
the symmetry operator X; areast = T, v = f(T),and w =
g(T)/x*. Consequently, the following approximate invariant
solution is deduced:

+1 cze_Zt
u(x,t) = +e —n
(1+c¢e™)

\1+ e

3. Optimal System of the KPP Equation

(33)

In this section, an optimal system of subalgebras correspond-
ing to the resulting approximate symmetries of the KPP equa-
tion is constructed. As it was shown in the previous sections,
the Lie algebra of the approximate symmetries correspond-
ing to Fisher’s equation, Zeldovich equation, and Newell-
Whitehead-Segel (NSW) equation is three-dimensional and
spanned by the following generators:

X, =0, X,=0

X

X5 = x0, — 2w0,,. (34)

The commutation relations corresponding to these vector
fields are given in Table 1.

It is worth noting that each s-parameter subgroup cor-
responds to one of the group invariant solutions. Since any
linear combination of the infinitesimal generators is also
an infinitesimal generator, there are always infinitely many
distinct symmetry subgroups for a differential equation. But
it is not practical to find the list of all group invariant
solutions of a system. Consequently, we need an effective
and systematic means of classifying these solutions, leading
to an “optimal system” of group invariant solutions from
which every other such solutions can results. Let G be a
Lie group and let g denote its Lie algebra. An optimal
system of s-parameter subgroups is indeed a list of conjugacy
inequivalent s-parameter subgroups with the property that
any other subgroup is conjugate to precisely one subgroup
in the list. Similarly, a list of s-parameter subalgebras forms
an optimal system if every s-parameter subalgebra of g is
equivalent to a unique member of the list under some element
of the adjoint representation: /1 = Ady(h), with g € G.

According to the proposition (3.7) of [3], the problem
of finding an optimal system of subgroups is equivalent
to that of obtaining an optimal system of subalgebras.
For one-dimensional subalgebras, this classification prob-
lem is essentially the same as the problem of classifying
the orbits of the adjoint representation. Since each one-
dimensional subalgebra is determined by a nonzero vector in
g, this problem is attacked by the naive approach of taking



TABLE 2: Adjoint representation of the approximate symmetries of
the KPP equation.

Ad X, X, X,
X, X, X, X,
X, X, X, X, X,
X, X, X, X,

a general element X in g and subjecting it to various adjoint
transformations so as to simplify it as much as possible. Thus
we will deal with the construction of an optimal system of
subalgebras of g. The adjoint action is given by the Lie series:
Ad(exp(eX;, X)) = X — e[ X;, X ;] + €2 /2)[ X, [X;, X)) - -+,
where [X;, X;] denotes the Lie bracket, ¢ is a parameter, and
ij=1,273[3]

The adjoint representation Ad corresponding to the
resulted approximate symmetries is presented in Table 2 with
the (4, j)th entry indicating Ad(exp(sxi)xj).

Therefore, we can state the following theorem.

Theorem 2. An optimal system of one-dimensional subalge-
bras corresponding to the Lie algebra of approximate symme-
tries of the KPP equation is generated by (i) X, (ii) a X, + X,,
and (iii) BX, + X3, where «, 3 € R are arbitrary constants.

Proof. Let F; : g — g be alinear map defined by X —
Ad(exp(s;X;)X) fori = 1,...,3. The matrices M; of F; with
respect to the basis {X;, X,, X5} are given by

100
Mf:<010>,
001
1 00
M§:<0 1 0>, (35)
0 -5 1

1 00
M;=|0¢e0].
0 0 1

LetX = Y, aX;then Fi o Fs o F : X > a; X, + ae” X, +
(a; — 5,0,)X;. In the following, by alternative action of these
matrices on a vector field X, the coefficients a; of X will be
simplified.

If a, # 0, then we can make the coefficients of X; vanish
by F] by setting s, = a3/a,. Scaling X if necessary, we can
assume that a, = 1. So, X is reduced to the case (ii). Ifa, = 0
and a; # 0, by scaling we insert a; = 1. So X is reduced to the
case (iii). Finally, if a, = a; = 0, then X is reduced to the case
(i). There are not any more possible cases for investigating and
the proof is complete. O

w

In order to obtain the group transformations which are
generated by the resulting infinitesimal symmetry generators
(34), we need to solve the following system of first-order

Abstract and Applied Analysis

ordinary differential equations (x; = x, x, =t, u; =v, u, =
w):

dax; (s) . B
J _ (% ~ —
s & (X (5),1(s),7(s), @ (5)),

% (0)=x, =123,
dﬁj (s)
ds

= ¢/ (X(5),7(5),7(s), @D (5)),

70 =u, j=12
Hence, by exponentiating the resulting infinitesimal approx-
imate symmetries of the KPP equation, the one-parameter
groups G;(s) generated by X; for i = 1,2,3 are determined
as follows:

G :(tx,v,w) — (t+s,xv,w),

G, : (t,x,v,w) — (Lx+svw), (37)

G;: (tx,v,w) — (t, ex, v, e_zsw) .
Consequently, we can state the following theorem.

Theorem 3. Ifu = f(t,x) + eg(t, x) is a solution of the KPP
equation, so are the following functions:

Gy (s)-u(t,x)=f({t—sx)+eg(t—sx),
G,(s)-u(t,x)=f(t,x—s)+eg(t,x—5s), (38)

Gs(s)-u(t,x) = f(t,e"x) +ee *g(t,ex).

4. Conclusion

The investigation of the exact solutions of nonlinear PDEs
plays an essential role in the analysis of nonlinear phenom-
ena. Lie symmetry method greatly simplifies many nonlinear
problems. Exact solutions are nevertheless hard to investigate
in general. Furthermore, many PDEs in application depend
on a small parameter; hence it is of great significance
and interest to obtain approximate solutions. Perturbation
analysis method was thus developed and it has a signif-
icant role in nonlinear science, particularly in obtaining
approximate analytical solutions for perturbed PDEs. This
procedure is mainly based on the expansion of the dependent
variables asymptotically in terms of a small parameter. The
combination of Lie group theory and perturbation theory
yields two distinct approximate symmetry methods. The first
method due to Baikov et al. generalizes symmetry group
generators to perturbation forms [5, 6]. The second method
proposed by Fushchich and Shtelen [7] is based on the
perturbation of dependent variables in perturbation series
and the approximate symmetry of the original equation is
decomposed into an exact symmetry of the system resulting
from the perturbation. Taking into account the comparison
in [11] the second method is superior to the first one.

As it is well known, the solutions of nonlinear reaction-
diffusion equations represent a wide class of behaviors,
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including the formation of wave-like phenomena and trav-
eling waves as well as other self-organized patterns. In this
paper we have comprehensively analyzed the approximate
symmetries of a significant class of nonlinear reaction-
diffusion equations called Kolmogorov-Petrovsky-Piskounov
(KPP) equation. For this purpose, we have concentrated
on four particular and important forms of this equation
including Ficks second law, Fishers equation, Zeldovich
equation, and Newell-Whitehead-Segel (NWS) equation. It
is worth mentioning that in order to calculate the approxi-
mate symmetries corresponding to these equations, we have
applied the second approximate symmetry method which
was proposed by Fushchich and Shtelen. Meanwhile, we have
constructed an optimal system of subalgebras. Also, we have
obtained the symmetry transformations and some invariant
solutions corresponding to the resulted symmetries.
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The variable-coeflicients partial differential equations (vc-PDEs) in finance are investigated by Lie symmetry analysis and the
generalized power series method. All of the geometric vector fields of the equations are obtained; the symmetry reductions and
exact solutions to the equations are presented, including the exponentiated solutions and the similarity solutions. Furthermore, the
exact analytic solutions are provided by the transformation technique and generalized power series method, which has shown that
the combination of Lie symmetry analysis and the generalized power series method is a feasible approach to dealing with exact

solutions to the variable-coefficients PDEs.

1. Introduction

Gazizov and Ibragimov [1] studied the Black-Scholes equa-
tion of option pricing by Lie equivalence transformations.
By the optimal system method, some invariant solutions to
heat and Black-Scholes equations are obtained [2]. In [3-
5], the fundamental solutions to the bond pricing equations
are considered by Lie symmetry analysis and the integral
transform method. In [6], the invariance properties of the
bond pricing equation are studied by the group classification
method. In [7], the finite element method was adopted
to solve the bond pricing type of PDE system, and the
numerical implementation was provided, such as system
that models the TF convertible bonds with credit risk in
bond pricing theory. However, the similarity reductions and
exact solutions to such variable-coefficient equations are not
considered generally in the aforementioned papers. Recently,
we studied some nonlinear PDEs by Lie symmetry analysis
and the dynamical system method [8-13]; for example, in [8],
we considered Lie group classifications and exact solutions to
the space-dependent coefficients hanging chain equation and
the simplified bond pricing equation. In [9], we investigated
the integrable condition and exact solutions to the time-
dependent coefficient Gardner equations by the Painlevé test
and Lie group analysis method. In [10-13], we developed

the generalized power series method for dealing with exact
solutions to some nonlinear PDEs based on the symmetry
analysis method.

It is known that the Lie symmetry analysis is a systematic
and powerful method for dealing with symmetries and exact
solutions to partial differential equations (see, e.g., [1-6, 8-
18] and the references therein). Furthermore, we find that
the combination of Lie symmetry analysis and the power
series method is a feasible approach to investigating exact
solutions to nonlinear PDEs [8-13]. On the other hand, under
the perspective of mathematical physics and Lie symmetry
analysis, the space-time dependent coeflicients system differs
greatly from its time-dependent counterpart, and it is more
complicated than the latter. However, most of the studies
are related to the time-dependent coeflicient systems. More-
over, the determination of exact solutions to the variable-
coefficients PDEs is a complicated problem that challenges
researchers greatly. In the present paper, we consider the
symmetry reductions and exact solutions to the general
space-dependent coefficients PDEs in finance as follows:

x>0, (1)

where u = u(x, t) denotes the unknown function of the space
variable x and time ¢ and the parameters o, 3,7,7 € R are
arbitrary constants, ¥ > 0 and o # 0.

2 v
U, +ax u,, + Bxu, +yxu =0,



We first note that (1) is the general form of the bond
pricing types of equations [1-7]. In particular, if v = 0, then
this equation becomes the following Black-Scholes equation
of option pricing:

U, + ox’u, + Pxu, +yu=0, x>0. (2)

If v = 1, then (1) is the general bond pricing equation
given by

u, + ax’u, + Pxu, +yxu=0, x> 0. (3)

Such equations are called bond pricing types of equations,
which are of great importance in financial mathematics and
bond pricing theory [3-7]. For dealing with exact solutions
to the variable-coeflicients PDEs, we will introduce the
generalized power series method [10-13] in the present paper.
By a generalized power series solution, we mean a generalized
power series is of the form

fEO=AE+ Yt (4)
n=0

which is a solution to a system with respect to the variable
&, where ¢, (n = 0,1,2,...) are constant coefficients to
be determined and A(&) is the undetermined function with
respect to the variable &. In particular, if A(§) = 0, then (4) is
the regular power series solution. So, the generalized power
series solution is the generalization of the regular power series
solution and it naturally includes the latter as its special case.
If we obtained a generalized power series solution (4) to a
system and the convergence of this power series is shown,
then the exact generalized power series solution is obtained.
This solution sometimes is called the exact analytic solution
[10-13, 19].

The main purpose of this paper is to develop the
combination of Lie symmetry analysis and the generalized
power series method for dealing with symmetries and exact
solutions to the variable-coefficients PDEs in finance. The
remainder of this paper is organized as follows. In Section 2,
we perform Lie symmetry analysis on the bond pricing types
of (2) and (3) and give all of the geometric vector fields of the
equations in terms of the arbitrary parameters. In Section 3,
we consider the symmetry reductions of the equations and
provide the exponentiated solutions and the similarity solu-
tions to the equations. In Section 4, we investigate the exact
analytic solutions to the variable-coefficient equations by the
generalized power series method. In Section 5, we deal with
the vector fields and exact solutions to the bond pricing type
of (1) for the general case v+ 0, 1. Finally, the conclusions
and some remarks are given in Section 6.

2. Lie Symmetry Analysis for (2) and (3)

In this section, we will present a complete list of all possible
Lie symmetry algebras for the bond pricing types of equations
of the forms (2) and (3).

Recall that the geometric vector fields of such equations
are as follows:

V=8(x,t,u)0, + T (x,t,u) 0, + ¢ (x,t,u)0,, (5)
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where &(x, t,u), T(x,t,u), and ¢(x, t,u) are coefficient func-
tions of the vector field to be determined. The symmetry
groups of (2) and (3) will be generated by the vector field of
the form (5), respectively. Applying the second prolongation
pr(z)V of V to (2) and (3), we find that the coefficient functions
&, 7, and ¢ must satisfy the following Lie symmetry condition:

pr?v ()|, =0, (6)

where A = u, + ax’u,, + Bxu, + yu for (2) and A =
u, + ax’u,, + Pxu, + yxu for (3), respectively. Then, the Lie
symmetry group calculation method leads to the following
conditions on the coefficient functions &, 7, and ¢:

&= %xrt log x + xp,

a-p

104

d=r(xt)u+s(xt),
7)

1 5 1
r= g‘rﬁlog x+ 7, logx + Zptlogx+ o,

for some functions 7, p, and 0. Now the functions 7, p, and ¢
depend only on t. Moreover, for (2), we have

! 7, log’x + ! log x + lr
il X+ — X+ —
11108 Z(XP“ g 3t

8a
(- -ty _a-f Y
a—f) —4ay a-—
- 4o Ea 20 pito =0
for (3), we have
1 1
Qrmlogzx + JYTx log x
v L) logx + ( +T)x+l‘r
z(xptt g yYpt+t1 7 it 9)
(@-B)° «-p
T i T — o p;+0,=0.

These equations fix the functions &, 7, p, 0, and ¢. Solving the
equations, we obtain the vector field of (2) as follows:

V=0, V, = x0,, V, =ud,,
V, = 2axto, + [logx + (a — ) t] uo,,
Vs = 2axt (log x) 0, + 4ato,
+ [((x - B)log x + ((oc - B) - 40cy) t] ud,,,
5 (10)
Vi = daxt (log x) 0, + 4at™0,

+ [2 (a - B)tlogx +log’x — 2at
+ ((oc - By - 4ocy) tz] u0,,,
V, = s0,,

where the parameters « # 0, f3, y are arbitrary constants and
the function s = s(x, t) satisfies (2).
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For (3), we have the vector field as follows:

Vi =0, V, =ud,, Vi, =s0,, 1
where the function s = s(x, t) satisfies (3).

Clearly, for (2), a basis of the Lie algebrais {V;, ..., V,, V }.
For (3), a basis for the Lie algebra is {V}, V,, V.}. Thus, the new
symmetries cannot be derived from the Lie brackets for the
two equations.

Moreover, we can obtain the one-parameter groups gen-
erated by V;, respectively. In fact, for (2), the one-parameter
groups G; generated by V; (i = 1,...,6,s) are given in the
following:

G,:(xtu) — (xt+eu),
G, : (x,t,u) — (ex,t,u),
G, : (x,t,u) — (x,t,eu),

Gy (xt,u) — (xez‘xet, t, x“uexp [(oc - B)et + (xezt]) ,

Gs: (x,t,u) — <x5,82t,uexp [cxz—_ﬁ (6 -1)logx

o

(B -ty
4a

><(82—1)t:|>,

G : (x,t,u)

[ MOt t )
1 — 4oet

uvV1 - 4aet exp{[az_ﬁlog x
o
1. >
+—1
4ot 8 *
2
B -4
(=) ocyt}
4o

4oet
X >
1 — 4oet

G, : (x,t,u) — (x,t,u+es),

(12)
where 8 = €2, ¢ < 1, and the function s = s(x,t) is an
arbitrary solution to (2). For (3), the one-parameter groups
are G; (i = 1,3,s) as above, while s = s(x,t) is an arbitrary
solution to (3).

From the above, we observe that G, is a time translation
and G, and G; are trivial scaling transformations, while G;
(i = 4,5,6) are nontrivial local groups of transformations.
Their appearances are far from obvious from basic physical

principles, but they are important for us to investigate the
exact solutions to PDEs (see, e.g., [3-5, 10]).

3. Symmetry Reductions and Exact Solutions
to the Bond Pricing Types of Equations

In the preceding section, we obtained the symmetries and
symmetry groups of (2) and (3). Now, we deal with the
symmetry reductions and exact solutions to the equations.

3.1. The Exponentiated Solutions. Since each G; (i =
1,...,6,s) is a symmetry group, it implies that if u = f(x, 1)
is a solution to (2), then u” (i = 1,...,6,s) are all solutions
to the following equation as well:

4o

uV = f(xt-e), (13a)
u? = f(e*x,t), (13b)
u® = f (x,1), (13¢c)
u® = x¢ exp [((x - pB)et - ocezt] f (eizwx, t) ,  (13d)
u® = exp [% (1-67")logx
2
+(oc—ﬁ) - day (1—6_2)t] (13e)

x f (x1/6,8_2t) ,

o —

1
\/1+4(xeteXp{[ 2«
+((x—ﬁ)2—4ocyt] 4oet }

u©

L. 5
1 —1
ogx + —log'x

4o 1+ 4aet

Xf<x1/(1+4ocet) t )

"1 + daet

(13f)

u® = f(x,1) +es, (13g)

where § = €**, e is an arbitrary real number, and the function
s = s(x, t) satisfies (2). '

For (3), the exponentiated solutions are u? (i=1,3,5)as
above while s = s(x, t) satisfies (3).

Such exponentiated solutions are one of group-invariant
types of solutions to the PDEs, which are generated from the
one-parameter groups and are of importance for studying the
exact solutions and investigating the properties of solutions
(see Remark 2).

Next, we investigate the symmetry reductions and exact
explicit solutions to the two bond pricing equations. Firstly,
we consider (2).



3.2. Similarity Solution for V;. For the generator V;, we have
the following reduced ordinary differential equation (ODE):

o "+ BEf +yf =0, (14)

where f' = df/dE. This is an Euler equation; the corre-
sponding characteristic equation is K> — (a — f)K + y = 0.
Solving this equation, we have K = ((o - f8) + VA)/2«, where
A = (a- ) - 4ay.

When A > 0, (14) has the general solution f = clle +
Q&KZ. Thus, we obtain the exact solution to (2) as follows:

u(x,t) = x5 + o™, (15)
where ¢; and ¢, are arbitrary constants and K, = ((& -
B) + VA)/2a are two real roots to the characteristic equation,
respectively.

When A = 0, (14) has the general solution f = EK(C1 +
6 log &). Thus, we obtain the exact solution to (2) as follows:

u(x,t) = x5 (¢ + ¢ logx), (16)

where ¢, and ¢, are arbitrary constants, K = (« — f3)/2« are
the real root to the characteristic equation.

When A < 0, (14) has the general solution f =
E¥(¢, cos(V=A/2a) log& + ¢, sin(vV=A/2a)log&). Thus, we

obtain the exact solution to (2) as follows:

V=A V=A
u(x,t) = x° (cl cos log x + ¢, sin logx),
2 2

17)

where ¢, and ¢, are arbitrary constants, K = (« — §)/2a.

3.3. Similarity Solution for V,. For the generator V,, we have
the following reduced ODE:

fryf=0, (18)

where f' = df /d&. Solving this equation, we have f = ce?*.
Thus, we obtain the exact solution to (2) as follows:

u(x,t) =ce ", (19)

where c is an arbitrary constant.

3.4. Similarity Solution for V,. For the generator V,, we have
the following similarity transformation:

&=t w=logu— 4%Ct(logx +at)’, (20)

and the similarity solution is w = f(&); that is,

u=exp|f(t)+ ﬁ(logx +at)’|. (21)

Substituting (21) into (2), we reduce the bond pricing equa-
tion to the following ODE:

2f' +2pE+1 =0, (22)
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where f' = df/d&. Tt implies that if w = f(&) is a solution to
(22), then (21) is a solution to (2). Solving (22), we get f(&) =
—(1/2)log& — y& + ¢;. Thus, we obtain the solution to (2) as
follows:

1 2 1
u(x,t) =cexp|—(logx +at)” — —logt —yt|, (23
(1) = cexp | —(logx +at)” — ~logt —yt|, (23)
where c is an arbitrary constant.

3.5. Similarity Solution for V. For the generator V5, we have
the following similarity transformation:

£=1t"logx,
a-p  (w-podey Y
w=logu - ——logx - —————t,
2 4o
and the similarity solution is w = f(&); that is,
2
_ -1/2 a-p (- B)" —4ay
u—exp|:f(t logx)+?10gx+Tt .
(25)

Substituting (25) into (2), we reduce the bond pricing equa-
tion to the following ODE:

af "+ af = 2f <o, (26)

where f' = df/dE.
Letting f' = y, we get the Bernoulli equation
dy 1 2
A 27
Z 2 &y —ay (27)
Clearly, y = 0; thatis, f = c is a solution to (26). Thus, we get
a solution to (2) as follows:

a-p (o~ B)” — 4y

u(x,t)zexp|: 5 log x + 1 t+c|, (28)
o o

for an arbitrary constant number c.
When y #0, solving the Bernoulli equation, we get y =

/4008’ /(_[ e 4"‘)52d§ + ¢;). Thus, we obtain the solution to
(26) as follows:

2
((1/400%

f©= J m‘ﬁ +6, (29)

where ¢, and ¢, are constants of integration. Substituting (29)
into (25), we obtain the exact solution to (2) immediately.

3.6. Similarity Solution for V. For the generator V;, we have
the following similarity transformation:

£=t"logx,

[04

w=1lo u+llo t-—L1o
CloguT gt T Ty 08X (30)

2
- -4 1 -
_ (a ﬁi XY, 4—t Nog’x,
o o
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and the similarity solution is w = f(&); that is,

o

B

U = exp f(t‘_1 logx) - %logt + 2_ log x
o
, (3D
~B) -4
+(<x/3)—0cyt + it_llogzx .
4o 4o

Substituting (31) into (2), we reduce the bond pricing equa-
tion to the following ODE:

'+ f%=0, (32)

where f' = df/dE.
Solving (32), we get (&) = log |&+¢;|+c;. Thus, we obtain
the solution to (2) as follows:

1
u(x,t) =cz<?logx+c1>

X exp [“2_ P
o

(= p)’ —day,
4

1
ogx + o (33)

+$t_llog2x - % logt] ,

where ¢, ¢, are arbitrary constants.

3.7. Similarity Solution for V;+vV,. For the linear combina-
tionV = V, + vV, (v#0is an arbitrary constant), we have
the following similarity transformation:

&=logx—t, w=1u, (34)

and the similarity solution is w = f(&); that s,
u=f(logx—vt). (35)

Substituting (35) into (2), we reduce the bond pricing equa-
tion to the following ODE:

af = (v+a—B) f +yf =0, (36)

where f' = df/dE.

This is a second-order linear ODE; the corresponding
characteristic equation is aA® — (v + & — f)A +y = 0. Solving
the algebraic equation, we have A; = (v +a -  + VA) 2a,
A, =(v+a-p- VA)/2a, where A = (v+oc—[3)2 - 4ay.

When A > 0, (36) has the solution f(£) = cle’\lE + Q@AZE.
Thus, we obtain the solution to (2) as follows:

Avt

u(x,t) = gxte M 4 oxte MM, (37)

where ¢, ¢, are arbitrary constants.

When A = 0, (36) has the solution f(&) = (¢ + czf)e"‘f,
where A = (v + a — §)/2a. Thus, we obtain the solution to (2)
as follows:

u(x,1) = [¢, + ¢, (log x — vt)] x*e ™, (38)

where ¢, ¢, are arbitrary constants.

When A < 0, (36) has the solution f(§) =
(¢, cos(V=A/2a)€ + ¢, sin(vV=A/2a)&)e P28 Thys, we
obtain the solution to (2) as follows:

u (x, f) _ x(v+o¢—ﬁ)/2¢xe—(v(v+zx—ﬁ)/20¢)t

V=A
X | ¢ cos ——= (log x — vt)
«

2_ocA (logx —vt) |,

+¢, sin
where ¢, ¢, are arbitrary constants.

3.8. Similarity Reduction for V;+vVj. For the linear combina-
tion V = V| +vV; (v # 0 is an arbitrary constant), we have the
following similarity transformation:

&E=x, w = logu — vt, (40)
and the similarity solution is w = f(&); that is,
u=exp{f(x)+vt}. (41)

Substituting (41) into (2), we reduce the bond pricing equa-
tion to the following ODE:

ocEzf”+ocEZf'2+/3£f'+v+y=0, (42)

where f' = df /dE. This is a nonlinear second-order ODE. In
the next section, we will deal with such an equation by the
special transformation technique.

3.9. Similarity Solution for V,+vV;. For the linear combina-
tion V =V, +vV; (v # 0 is an arbitrary constant), we have the
following similarity transformation:

E=t, w=x"u, (43)
and the similarity solution is w = f(&); that is,
u=x"f(t). (44)

Substituting (44) into (2), we reduce the bond pricing
equation to the following ODE:

flfrav(v=1)f+Bvf+yf=0, (45)

where f' = df/dE.
Solving (45), we get f = cexp{—[ocv2 - (a - Bv+ yl&}.
Thus, we obtain the solution to (2) as follows

u(x,t) = cx’ exp {— [cxvz —(a=B)v+ y] l‘} , (46)

where c is an arbitrary constant.



3.10. Similarity Reduction for V,+vV,. For the linear combi-
nation V = V| + vV, (v#0 is an arbitrary constant), we have
the following similarity transformation:

£ = log x — vat’,

2 25 1 , W)
w =logu — vtlogx + Pt E(a—ﬁ)vt ,
and the similarity solution is w = f(&); that is,
U = exp [f (logx - voctz) + vtlog x — %ocvzt3
(48)

+% (a=P) vtz] .

Substituting (48) into (2), we reduce the bond pricing
equation to the following ODE:

ocf”+ocf’2—(oc—ﬂ)f'+v£+y20, (49)

where f' = df/dE. This is a nonlinear second-order ODE
also. In the next section, we will deal with the exact solutions
to such equations.

Secondly, we consider (3). In fact, for this equation, we
have the nontrivial cases as follows only.

3.11. Similarity Reduction for V| of (3). For the generator V7,
we have the following reduced ordinary differential equation
(ODE):

a&f" + Bf' +yf =0, (50)

where f' = df/dE. This is a nonlinear second-order ODE
as well; there is no general method for tackling it yet. In
Section 4, we will deal with such equations by the power
series method.

3.12. Similarity Reduction for Vi+vV, of (3). For the linear
combination V' = V; + vV, (v#0 is an arbitrary constant),
we have the following similarity transformation:

E=x, w = logu — vt, (51)
and the similarity solution is w = f(&); that is,

u=exp[f(x)+vt]. (52)

Substituting (52) into (3), we reduce the second bond pricing
equation to the following ODE:

ol "+ al 7+ BEf +yE+v =0, (53)

where f' = df/dE. This is a nonlinear second-order ODE
also. Similar to the above equations, we will deal with such
equations by the generalized power series method in the next
section.
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4. Exact Analytic Solutions in terms of the
Generalized Power Series Method

In Section 3, we considered the symmetry reductions and
exact solutions to the bond pricing types of (2) and (3). In
this section, we will deal with the nonlinear ODEs (42), (49),
(50), and (53) by the special transformation technique and
generalized power series method. Thus, the exact analytic
solutions to (2) and (3) are obtained.

4.1. Exact Solution to (2). Firstly, we consider the ODE (42).
Letting f' = y, we get the Riccati equation

dy 2 B vty
&= T e Gy

Now, we solve the equation by the transformation technique
directly. Suppose that (54) has the solution of the form

y=pE" (55)

where p is a constant to be determined. Substituting (55) into
(54), we have ap” — (a« — B) p+ v+ = 0. Solving the algebraic
equation, we get

po @R EVA (56)

2
where A = (a — /3)2 —4a(v+y).
Setting y = z + p&~' and plugging it into (54), we get

B

dz

dg ¢
This is a Bernoulli equation. Solving the equation, we have the
following results.

When g = 1, we get (&) = plog& +log(logé + ¢;) + ¢,.
Thus, the exact solution to (2) is

u(x1) = oxf (logx +¢) e, (58)

where ¢, and ¢, are arbitrary constants; p and g are given by
(56) and (57).

When g # 1, we get f(&§) = plog &+ (1 — q)fdf/(f +
&%) + ¢,. Thus, the exact solution to (2) is

u(x,t) = c,xf exp [(1 - q)J + vt] , (59)

X+ xi

where ¢, and ¢, are arbitrary constants and p and q are given
by (56) and (57).

4.2. Exact Analytic Solution to (2). Through the transfor-
mation technique, we solve the Riccati equation (54), so
the exact solutions to (2) are obtained. But for the other
equations such as (49), (50), and (53), we cannot get the
exact solutions by such special transformation technique.
However, we know that the power series can be used to
solve nonlinear ODEs, including many complicated differen-
tial equations with nonconstant coefficients [10-13, 19, 20].
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Now, we consider the power series solution to the reduced
equation (49). Letting f' = y, we get the following Riccati
equation:

ay +ay’ —(a—-B)y+vE+y=0. (60)

We will seek a solution of (60) in a power series of the
form

y=Yce&=p+Yct p=q (61)
n=0 n=1

where the coefficients ¢, (n = 0,1,2,...) are constants to be
determined.

Substituting (61) into (60) and comparing coeflicients, we
obtain

_ %Ry

G =—-p + o p o
(62)

a-pf v

Q= Pat G oy

Generally, for n > 2, we have

1

Cpy = ————
"+ Da

(a=B)c, - “chcnfk . (63)
k=0

Thus, for arbitrarily choosing the parameter ¢, from
(62), we can get ¢; and c,. Furthermore, in view of (63), we
have

a-p 1
G = 30 02—5(2p02+c12), o
64
a-p 1
G = ™ %_E(Pcs‘“:l‘b)’

and so on.
o0

Therefore, the other terms of the sequence {c,},_, can be
determined successively from (63) in a unique manner. This
implies that for (60) there exists a power series solution (61)
with the coefficients given by (62) and (63). Furthermore, we
can show the convergence of the power series solution (61)
with the coefficients given by (62) and (63) (see, e.g., [10, 12,
13, 19]); the details are omitted here. So, this solution (61) to
(60) is an exact analytic solution.

Hence, the exact power series solution to (49) can be
written as follows:

F®O=ctpEral a8+ Y — 6. (69)

on+2

Substituting (65) into (39), we obtain the exact analytic
solution to (2) as follows:

u(x,t) =q exp [p (log x - ocvtz)

+ %cl (log x - ocvtz)2

+% (a—p)vt* - %ocvzt3 +vtlog x] ,
(66)

where p = ¢, and g are arbitrary constants and the other
coefficients ¢, (n = 1,2,...) are given by (62) and (63)
successively.

Similarly, we can give the exact power series solution to
(50) in the power series form (61). So, the exact analytic
solution to (3) is obtained. The details are omitted here.

4.3. Exact Analytic Solution to (3). In Section 4.2, we con-
struct the exact analytic solution to (49) by the power series
method and obtain the exact analytic solution to (2). Now,
we consider (53). Firstly, let f' = y; then we get the following
Riccati type of equation:

al’y +al’y’ + BEy +yE+v=0. (67)

We will seek a solution of (67) in a generalized power
series of the form

y=AE"+ i c,&", (68)

n=0

where the parameters A and ¢, (n = 0, 1,2,...) are constants
to be determined.

Substituting (68) into (67) and comparing coefficients, we
obtain

- M, (69)

2«

A

where A = (a — [5)2 — 4av, and

Y

= — 5 2 A 0.
20A + 3 ad+p# (70)

%

Generally, for n > 0, we have

Gy = Gy tr
H (n+1)oc+20¢A+/3k=0k” k

n=0,1,2,.... (71)



Thus, from (69) and (70), we can get A and ¢,. Further-
more, in view of (71), we have

—ac;
6G=——",
' a+20A+ 2

_ 2agg

S 2a+20A+

i (72)
.o —(x(2c002+c1)

T 3a+2aA+ ]

and so on (see Remark 3).

Therefore, the other terms of the sequence {c,}, can be
determined successively from (71) in a unique manner. This
implies that for (67) there exists a generalized power series
solution (68) with the coefficients given by (69)-(71). The
convergence of the generalized power series solution (68) to
(67) is similar to that in Section 4.2; we omit it in this paper.
Thus, the power series solution (68) to (67) is also an exact
analytic solution.

Hence, the power series solution of (53) can be written as
follows:

(o)

f (&) =c+Alog|E| + & + %61€2+ D

n=1

mc’n_'_lfm—z. (73)

Substituting (73) into (52), we get the exact analytic
solution to (3) as follows:

1
u (x, 1) = cx® exp | qx + Eclx2

(74)

+Z—cn+1x"+ +vt|,
n+2

n=1

where c is an arbitrary constant and A and ¢, (n =0,1,2,...)
are given by (69)—-(71) successively.

Remark 1. We note that the generalized power series solution
(68) differs from the regular form (61) since A+ 0 in (68).
In other words, there is no exact power series solution of
the form (61) for (67). In particular, the determination of
parameter A depends on the equation greatly (cf. [10, 11] for
details).

5. Further Discussion about the General Bond
Pricing Type of (1)

In the above sections, we considered the symmetries, sym-
metry reductions, and exact solutions to the general bond
pricing type of equation for the cases v = 0 and v = 1, which
are the common forms in many practical applications, such
as in financial mathematics. In this section, we discuss the
generalized bond pricing type of equation of the form

U, + ox’u, + Pxu, +yx’u =0, (75)
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where v# 0, 1 is an arbitrary positive number. Firstly, by the
group classification method, we get the geometric vector field
of (75) as follows:

V., =0, V, =ud,,

u

V, = s0,, (76)
where the function s = s(x, t) satisfies (75).

Moreover, through the similarity transformation (42), we
can reduce this equation to the following equation (ODE):

ol !+ a8 [+ BEf +yE v =0, (77)
where f' = df /d&. Similarly, we can consider the symmetry

reductions and exact solutions to the equation. Now, as an
example, we study the special case v = 2. In this case, we have

u, + ax’u,, + Pxu, +yx’u = 0. (78)

Referring to (77) and setting f' = y, then we get the following
reduced ODE of (78):

ocfzy' + ocfzyz + BEy + y’q’z +v=0. (79)

Suppose that (79) has the power series solution of the
generalized form (68). Then, substituting (68) into (79) and
comparing coeflicients, we obtain

A= M, (80)
2«
where A = (a — [5)2 — 4o,

(2aA+ )¢ =0, (81)

2

a4

= . 82
O v 20A B (82

Generally, for n > 1, we have
¢ n=12,.... (83)

Gy = CeCosos
mHl (n+1)oc+2(xA+ﬁk=0k” k

In view of (81), we have two special cases as follows.
When 2aA + #0, from (81), we have ¢, = 0. Further-
more, from (82) and (83), we have

Y

g=———), =0,
Ya+2aA+ 2
X (84)
T 3a+2aA+ L
and so on. In this case, by induction method, we have
6, =0, n=0,1,2,.... (85)
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When 2aA + 8 = 0, from (81), we get that ¢, is an arbitrary
constant. Furthermore, from (82) and (83), we have

o —(xcg -y 2066
1_oc+20cA+‘B’ _2(x+20cA+ﬁ’
(86)
—a (266 +¢7) —2a (¢ + 6,
(;3 = (;4 =
30+ 20A + B 4o+ 20A + 3

and so on (see Remark 3).

Thus, the exact power series solutions to (79) are
obtained. In view of (42), the exact analytic solutions to
(78) are provided in power series form, respectively. More
generally, for v is an arbitrary positive integer, the exact power
series solutions to (75) can be considered similarly by the
generalized power series method; the details are omitted here.

6. Conclusion and Remarks

In this paper, we investigate the symmetry classifications and
exact solutions to the bond pricing types of equations by the
combination of Lie symmetry analysis and the generalized
power series method; all of the exponentiated solutions and
similarity solutions are obtained explicitly for the first time in
the literature. Furthermore, for the generalized bond pricing
type of equation, the vector field and exact solutions are
provided simultaneously. These similarity solutions possess
significant features in both financial problems and physical
applications. On the other hand, it is known that tackling
exact solutions to the vc-PDEs is a difficult problem; from
the above discussion, we can see that the combination of Lie
symmetry analysis and generalized power series method is a
feasible approach and is worthy of further study.

Remark 2. Since there is no space translation (x,t,u) —
(x+e,t,u), the bond pricing equations have no traveling wave
solutions. However, based on the exponentiated solutions,
we can consider the other types of solutions, such as the
fundamental solutions and sometimes iterative solutions [3—
5,10].

Remark 3. In general, we cannot get the exact explicit solu-
tions to the nonlinear equations such as (49), (53), and (79)
by the classical analysis method. To tackle these equations, the
generalized power series method and special techniques are
necessary sometimes. For getting the exact analytic solutions
in Sections 4.3 and 5, the condition (n + 1)a + 2aA + f#0 is
necessary forn =0,1,2,....
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In this paper, conservation laws for the (2 + 1)-dimensional ANNV equation and KP-BBM equation with higher-order mixed

>«

derivatives are studied. Due to the existence of higher-order mixed derivatives, Ibragimov’s “new conservation theorem” cannot be
applied to the two equations directly. We propose two modification rules which ensure that the theorem can be applied to nonlinear
evolution equations with any mixed derivatives. Formulas of conservation laws for the ANNV equation and KP-BBM equation are
given. Using these formulas, many nontrivial and time-dependent conservation laws for these equations are derived.

1. Introduction

The construction of explicit forms of conservation laws plays
an important role in the study of nonlinear science, as
they are used for the development of appropriate numerical
methods and for mathematical analysis, in particular, exis-
tence, uniqueness, and stability analysis [1-3]. In addition,
the existence of a large number of conservation laws of a
partial differential equation (system) is a strong indication
of its integrability. The famous Noether’s theorem [4] has
provided a systematic way of determining conservation laws
for Euler-Lagrange equations, once their Noether symmetries
are known, but this theorem relies on the availability of
classical Lagrangians. To find conservation laws of differ-
ential equations without classical Lagrangians, researchers
have made various generalizations of Noether’s theorem [5-
16]. Among those, the new conservation theorem given by
Ibragimov [5] is one of the most frequently used methods.

For any linear or nonlinear differential equations, Ibrag-
imov’s new conservation theorem offers a procedure for
constructing explicit conservation laws associated with the
known Lie, Lie-Backlund, or nonlocal symmetries. Fur-
thermore, it does not require the existence of classical
Lagrangians. Using the conservation laws formulas given by
the theorem, conservation laws for lots of equations have
been studied [6-16]. When applying Ibragimov’s theorem to

a given nonlinear evolution equation with mixed derivatives,
we must be careful with the mixed derivatives. If we apply the
conservation laws formulas to equations with mixed deriva-
tives directly, it will result in errors. In [9], we have proposed
two modification rules to apply Ibragimov’s theorem to study
conservation laws of two evolution equations with mixed
derivatives, but the mixed derivatives are all second order and
not the highest derivative term. In this paper, we will give two
new modification rules and then use Ibragimov’s theorem
to study conservation laws of the following ANNV equation
[17-20]:

3u.u

Uy + Usxxy ~ 3uxxuy T U Uy = 0, ¢))

and KP-BBM equation [21-24]
Uy + Uy, — ZOcufC = 20Uty = Py + YU, =0, (2)

where &, f3, and y are constants. Both in (1) and (2), the highest
derivative terms u,,,, and u,,,, are mixed. Furthermore,
there are other lower-order mixed derivatives in addition to
the higher-order mixed derivatives.

The rest of the paper is organized as follows. In Section 2,
we recall the main concepts and theorems used in this paper.
In Section 3, taking the ANNV equation as an example,
we first give two new modification rules which ensure the
theorem can be applied to nonlinear evolution equations



with any mixed derivatives. Then formulas of conservation
laws and explicit conservation laws for the ANNV equation
are obtained. In Section 4, conservation laws for the KP-
BBM equation with higher-order mixed derivative term are
derived by means of Ibragimov’s theorem and the two new
modification rules. Some conclusions and discussions are
given in Section 5.

2. Preliminaries

In this section, we briefly present the main notations and
theorems [5-7] used in this paper. Consider an sth-order
nonlinear evolution equation

F(x, u, U(l), U(z),...,U(S)) = 0, (3)
with n independent variables x = (x;,x,,...
dependent variable u, where ), (), . . .
lection of all first-, second-, .
u; = D;(u), u;; = D;D; (1), .

,x,) and a

, U5 denote the col-

.., sth-order partial derivatives.
.. Here

D —i+ui+u i+
T ox;  Ou ijauj ’

i=1,2,...,n, (4)
is the total differential operator with respect to x;.
Definition 1. The adjoint equation of (3) is defined by

F* (x, u,v, u(l), V(l)’ u(z), V(Z)’ P U(S), V(S)) = 0, (5)

with
. é (vF)
F™ (%, 1, v, (1), V1) Uy V() - - -2 Uie)s V(s)) = S (6)
where
0 0
22Ny, @)
Su Ou ,; b, auil,.z__,,.m

denotes the Euler-Lagrange operator, v is a new dependent
variable, and v = v(x).

Theorem 2. The system consisting of (3) and its adjoint
equation (5),

F (.x, u, M(l), I/l(z), ey u(s)) = 0,
) (®)
F (X, u,v, 1/[(1), V(l)’ U(z), V(Z)’ P l/l(s), V(S)) = 0,
has a formal Lagrangian; namely,
L =vF(x,u, Uy Uy - - - ,u(s)) ) (9)

In the following we recall the “new conservation theorem”
given by Ibragimov in [5].

Theorem 3. Any Lie point, Lie-Backlund, and nonlocal sym-
metries,

; 0 0
—Ea—Xi+1’]£, (10)
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of (3) provide a conservation law D,»(Ti) = 0 for the system (8).
The conserved vector is given by

oL oL oL
§L+W(aui D; (au )+DDk<au )

ijk

oL ( oL ) ( oL ) )
+DW | —-D,( — )+ DD, —e
! (auij g a“ijk k a”ijkr

+D]DkW(a_L_Dr< aL >+>+,
a”ijk auijkr

(1)

where L is determined by (9), W is the Lie characteristic
function, and

W=r]—§ju]-. (12)

3. Two Modification Rules and Conservation
Laws for the ANNV Equation

The asymmetric Nizhnik-Novikov-Veselov (ANNV) equa-
tion (1) is equivalent to the ANNV system [17, 18]

=q,  (13)

by the transformation g = u,, p = u,. A series of new
double periodic solutions to the system (13) were derived in
[17], and the variable separation solutions of (13) have been
given in [18]. The Lie symmetry, reductions, and new exact
solutions of the ANNV equation (1) have been studied by us
from the point of Lax pair [19]. Optimal system of group-
invariant solutions and conservation laws of (1) have been
studied by Wang et al. [20]. In the following, we will study
the conservation laws of (1) by Theorem 3.

pt+pxxx_3qxp_3qpx =0, Py

3.1. Two Modification Rules and Formulas of Conservation
Laws for the ANNV Equation. To search for conservation
laws of (1) by Theorem 3, Lie symmetry, formal Lagrangian,
and adjoint equation of (1) must be known. According to
Definition 1, the adjoint equation of (1) is

Vot + Vixxx = 6uxyvx

-3u, v, —3u.v,, =0, (14)

yVxx x ' xy

where v is a new dependent variable with respect to x, y, and
t.
According to Theorem 2, the formal Lagrangian for the
system consisting of (1) and (14) is
L= (u +u - 3u

yt YXXX XX

u, - 3uxuxy) v, (15)

where v is a solution of (14).
Suppose that the Lie symmetry for the ANNV equation
(1) is as follows:

5 o o2 o
v=td il 29l
S5 15 T %o 16)
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From Theorem 3, we get the general formula of conservation
laws for the system consisting of (1) and (14):

oL oL oL
X =¢&L —-D.|— |-D,| —
e (5o () -2 ()
oL
-D _
o (5e)
oL oL
+ Dx (W) <auxx + ny ( auxxxy ))
oL oL
+Dy(W)<a— +D’C’°<—a >>
uxy uxxxy
oL
+D ) (-, (522 )
XXXy
oL
ny(W)<_Dx<au ))
XXXy

oL
+Dxxy(w)<a—)>

Usexxy

e (2, () ()
du, du,, Ju,
_Dxxx (a oL ))
uxxxy
oL
auxxxy

X

.02

+D, (W) < a—L )

< ( xxxy ) )
oL

auxxxy ’

T=TL+W<—Dy(a—L)) +Dy(W)( oL )
Juy, Ju,

where W is the Lie characteristic function, W = ¢ — &u, —
nu,, — Ty, and L is the formal Lagrangian determined by (15).

In fact, because of the existence of the mixed derivative
terms u,,, U, and u,,,, the general formula of conserva-
tion laws must be modified; otherwise the previous X, Y, and
T do not satisfy

+ D, (W) (

(D, X+D,Y +D,T)

Uy =Bty F 30 U~y =0. (18)
The rules of modifications are as follows.

(1) In one conservation vector (X, Y, or T), the time that
one derivative with respect to a mixed derivative term appears

is determined by the order of the derivative with respect to
its independent variables. For example, whether in X or in
Y, 0L/0u,,, can only appear once; OL/0u,,,,, can only appear
oncein Y and can appear three times in X; 0L/0ou,.,.., can only
appear once in T and can appear three times in X; 0L/0u,,,,
can only appear once in T and can appear two times in X.

(2) The location that one derivative with respect to a
mixed derivative term appears at cannot be the same in
different conservation vectors. That is to say, if there is
W(—Dy(BL/auxy)) in X, then the term appears in Y can
only be Dx(W)(aL/auxy) and the term W(—Dx(aL/auxy))
cannot appear in Y at the same time. And if there is
W(-D,,,(0L/0u,,,,)) in Y, then the terms that appear in
X contain Dxxy(w)(aL/au ) and first and second total
derivatives of OL/ou

Applying the two rules to the general conservation laws
formula in Theorem 3, we can get the following results.

XXXy

xXXXY*

Theorem 4. Suppose that the Lie symmetry of the ANNV
equation (1) is expressed as (16). According to the different
locations of OL/ou,,, OL/0u,,, and OL[Ou,..,, the symmetry
provides sixteen different conservation laws for the system

consisting of (1) and (14). The conserved vectors are given as
follows:

(X Y, T) (X",Y",T")+(Bf,B}’,o),

ij> L ij> l,] =1,2,3,4,

(19)

with

ng((_f_LDgL))

+Dx(w)(ail;x>+W<—Dy<aiiy>>,
))-pn(Gi5)

(2

uyt ’

e (oo (5)) o

(- (ais)

y? L+W(

Y! =11L+W(a—L—Dt(a—L
ou,, Ju,

T! =17L+D, W)

W )(a‘zf)

D) (-

+Dt(W)(aL),

Outy,

T =7L+W| -D oL ,
7\ ouy,

)




X =grew(Shop (L)) ep, o) ()

X XX XX

+Dy(W)( oL )

Juy,

e (5o () 2 )
du,, duy, Ju,

T° =7L+D, (W)(a—L),
Ouy,

X (2o, () emyon ()

X X. XX

+Dy(W)( oL )

Juy,

oL oL
-qmv(__D (a))D (W)(a_),
xxy < )
xxxy
ny (W) (_Dx <auaL ))
XXXy
D, W) <Dxx (ajL )) ,
XXXy
v ool oL
Bl - W< Dxxx (auxxxy >) ,
x_ ool oL oL
5= (D () ) #2005
oL
ny (W) <_Dx (auxxxy >> ’
B! =D, (W) (Dxx ( X ))
XXXy
x_ ool oL oL
BY = W( D, (auxm )) ey W) (auxm)
oL
D, (W) (ny <_a )) ,
- oL
=00 (-0 (5 )
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oL
5w (0 (50)
xxxy
oL
+Dxx<w>(—Dy<—au ))
XXXy
L
+Dx(W)(ny(—aua ))
XXXy

B4Y_ xxx(w)(aaL )a

Usxxy

(20)

where W is the Lie characteristic function and W = ¢ — &u,, —
nu,, — Tuy, L is the formal Lagrangian determined by (15).

3.2. Explicit Conservation Laws of the ANNV Equation. Now,
conservation laws of (1) can be derived by Theorem 4 if Lie
symmetries of (1) are known. In fact, Lie symmetries of (1)
have been obtained in [19] and they are as follows:

0 0
Vi=g(y) 3’ V, =-F(t) 30

0 xft
V. = 21
=10 ox 3 ou @)
_xh, 0 d B h, hy, 2> 0
V, = 3 ax+h(t) ; <3u+ —x 3

where g(y), F(t), f(t), and h(t) are arbitrary functions.

Using the Lie symmetry V; and Theorem 4, we can get
sixteen conservation laws for the system consisting of (1) and
(14). They are listed as follows:

Xlll = - 39 (y) uivx - 3g (y) UyUyVy = VG yUyxy

VG () thryy = VixGythy = Vixd (1) thyy
VoGt + Vg () Uy
Yin = g () vitg, + 9 (¥) Vihery + 9 () v,
+g(¥) Uy Vrso
Ty, = -vgu, —vg () Uyys
X = -39(y) ”i

-vg (y) Usxyy +

Ve =39 (y) uytieyy, —vg ey,
Viyd (V) thy + Vg Uy
+ g (y) ity
Yip = g (0) vitgy + 9 (¥) Vidry + 9 () v,
=g (¥) thyyViers

T112 =—vg,u, —vg (y) Uyys
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X3 = =39 () uyve =39 (V) uyuv, —vg,u.,
= VG () thexyy + Viny g (9) 1ty = 9 (1) 1y Vs
Vi3 = g (0) viy, + g () Vidgrry + g (9) w9
+ 9 (¥) ey Vo
Ty3 = -vgyu, —vg () Uyys
Xig= =390 uyve =39 (M) uyu, + v (y)u,
+ 9 (¥) thryVy = G (V) thy Vy»
Vi =g(y) vy, + g (y) u,vs,
T4 = —vg,uy, — Vg () uy,,
Xon = =39 () uv, =39 (V) uuv, —vg,u,.,
=G (¥) Uryy = Vi Gyy — Vix g () 1y
VG Uy + Vg (V) ey
Y =9(0) Vlyxxy T 9 () UyVoxxo
Ty, =9(y) Uyvy,
Xom = =39 () uyv, =39 (V) uyuv, —vg,u,.,
=G (V) Uy + G (¥) Uy Vicwy + Vi Gylhy,
+ .9 () thyy
Vo1 = 9 (9) Vihery = 9 (¥) thy Vo
Ty =9 (») Uyvy,
Xop = =39(n)uyve =39 (V) uyuv, —vg,u.,
Vg (¥) theryy + G (V) Uy Vi) — 9 (¥) thy v,y
Yy =g (») VUyxxy T 9 (») UsexyVor
Ty =9g(y) Uyvy,
Xon = =39 (N usve =39 (N uyu, +g(y) vy,
+ 9 (§) thexyVy = 9 (¥) thy Vi
Yo, =0,
Toy =9 () Uy,
X = -39(») ujvx +3g(y) ugu,v+3uvg,u,

+ 314ng (}’) Uyy = VGylxxy = VY (y) Usxyy

T VxxGyUy — Vixd (y) Uyy + VxGyUxy T Vg (y) Usyys

Y311 =9 ()/) W’lty +9g (y) Vuxxxy - 3g ()/) Vuxxuy

=39 (y) vy, = 3g (y) uyuv, + g () uy v,
+9(¥) thyVsrro
Tyyy = —vg,u, —vg(y) uy,,
Xap = =39 (y) v, +3g (y) uy v+ 3uvg u,
+3u,vg () Uy = VG lhery = VG (V) thiryy
+ g (1) UyVery + Vi)l + Vg (V) thyy s
Vi =g (») Vi, + g (») Vi = 39 (y) ViU,
=39 (y) vy, =39 (y) uyuv, + g () uyv,
= 9(y) theyVirs
T3y = -vg,u, —vg () Uyys
Xs3 = -39(y) uivx +3g(y) ugu,v+3uvg,u,
+3u,vg (¥) 1)y = VG Uy = VG () Uiy
+9(¥) Uy Vixy = g (¥) thyyViys
Y = g (9) viy, + g () Vidgrry — 39 () vy,
=3g () vuuy, = 3g (y)uyuv, + g (y)uyv
+ 9 (¥) ey Vo
T35y = -vg,u, —vg () Uyys
X3 = -39(») ui,vx +3g () yyuy v + 3u,vg,u,
+3u,vg (y) )y + g (3) UyVisy + 9 () thy vy
— g (y) thyyVsy»
Vi = g () vy, = 39 (¥) vitrty, = 39 () vy,
=39 () uyuv, + g (y)uyv,
Tony = —vgyuy, —vg () uyy,

X1 = -39(y) uivx +3g (y) uyyu,v + 3u,vg,u,
+3u,vg (¥) 1)y = VG Uy = VG () Uy
~VixGythy = VixG (V) thyy, + Vi gyt + Vg () Uy

Y = 9 () Vb = 39 () viguty, = 3g () viea,
=39 (y) uyuv, + g (¥) thyVirrs

Tyi=9 ()/) Uyvy,



X = -39(») uivx +39 (y) gyt + 3u,vg,u,
+3u,vg () thyy, = VGl = VG (V) theryy
+ 9 (9) UyViay + VieGylhy + Vg () gy
Y = g (¥) Vibry — 39 () vituty, = 3g (y) vy,
=39 (y) uytt vy = g (¥) thy Vi
T =9(y) Uyvy,
Xy = -39(y) u;vx +3g(y) Uy U,V + 33U, Vg U,
+3u,vg () Uy = VG lhry = VG (V) thiryy
+9(9) Vi = 9 () thy Vi
Y1 = 9 (¥) Vibery = 39 () ity = 3g (y) vy,
=39 (y) thytt Vi + g () thry Vo
Ty =9 (y) Uy,

Xy = -39 (y) uivx +3g(y) ugu,v+3uvgu,
+3uvg () thyy + g (9) Uy Vi) + 9 (¥) iy v,
= g (¥) ey Vieys

Yy = =39 (y) viugu, = 3g () vy, = 3g (y) u vy,

Ty =9g(y) Uyv,.
(22)

For the Lie symmetry V,, we can also get sixteen conser-
vation laws by Theorem 4. For example, making use of

(Xo1, Yo, Tyy) = (X2,Y%,T%) + (BY, By,0),  (23)
we can get
X5, = -3F (1) u,v, - 3F (t) Uy, v —3F () uyvy,

Y,, =3F{t)u,,v—-Fv+F(t)v

xXxXx?

(24)

Ty, =F(t)v,,.

For the Lie symmetry V;, we can also get sixteen conser-
vation laws by Theorem 4. For example, making use of

(Xgp Yip Ti) = (X5 Y4 TY) + (B, B}, 0) (25)
we can get
Xz = f (1) Vidyy, = xftuyvx -3f(t) Uy Vildy + uyvft

1
+ gxftvxxy + f (t) UyVixy T f (t) UsexyVio
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1

2

Yy = —xfiuv, =3f () uyv, - ngftt - vfi,

1
- Vf () Uy — gftvxx - f () ViexUxx>
1
Tis = gxftvy + f (1) Vyly.

(26)

Using the Lie symmetry V, and Theorem 4, sixteen

conservation laws for (1) can be obtained. For example,
making use of

(X13, Y13, Tis) = (XYL TY) + (B, BS,0), (27)

we can get
1
Xiza = —h(t) vidgyy, + guhtvxxy - h(t) UpVyy — hthxy

1 2
- xhtuxuyvx - §xhttvxy + h(t) VexyUe — 5htuxvxy

1 >
+ —x"h,v

T wxy — 2Xhvuu, — hauu v, — b, v

xy

1, 1,
- huu,v, - e hyuyv, - &% hyy,v

1, 2
—g* hyuyv, — xhauyv, — 3h(t) uu,v,
= 3h(t) uu,v - 3h () uu,v, + 2hvuu,

1 1
+ nguyhtt + 3h () vuyuy, + gxhtvxxyux

1 1
- EXhtvxyuxx + gxhtvuty,

1
Y4 = hyvuu,, + gxzvhttuxx + 2xh,vu, u,
1 1,
+3h (t) vuu, + —uvh, + —x"vhy,
3 18
1 2
+ EXhtvtux +h(t) vou, + 2h,vu,
1
+ gxhttvux +3h () uvuy, + hou, v,

1 1
+ §vxhtt + §Xht"x“xxx + h (1) Viltyyy

Ti34 = h(t) Vit — 3 (8) vuu, = 30 (8) vuu,,

XXXy

1 1
- gvuyht - gvxuxyht.
(28)

In the previous expressions of conservation laws, v is a
solution of (14). If we can find an exact solution v of (14),
explicit conservation laws of the ANNV equation (1) can be
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obtained by substituting it with the previous expressions. For
example,

v=m(y)+n(t) (29)

is a solution of (14) with m(y) and n(t) being two arbitrary
functions. By that, nontrivial conservation laws of (1) can be
obtained.

Remark 5. It is pointed out that the previous conservation
laws are all nontrivial. The accuracy of them has been checked
by Maple software.

Remark 6. The conservation laws of (1) obtained in this paper
are different from each other and are all different from those
in [20].

4. Formulas of Conservation Laws
and Explicit Conservation Laws for
the KP-BBM Equation

The solutions of the KP-BBM equation (2) have been studied
by Wazwaz in [21, 22] who used the sine-cosine method,
the tanh method, and the extended tanh method. Abdou
[23] used the extended mapping method with symbolic
computation to obtain some periodic solutions, solitary wave
solution, and triangular wave solution. Exact solutions and
conservation laws of (2) have been studied by Adem and
Khalique using the Lie group analysis and the simplest
equation method [24].

4.1. Formulas of Conservation Laws of the KP-BBM Equation.
To search for conservation laws of (2) by Theorem 3, Lie sym-
metry, formal Lagrangian, and adjoint equation of (2) must
be known. According to Definition 1, the adjoint equation of
(2)is

Vat T Vax — ZOCMVXX - /';Vxxxt + YVyy = 0, (30)

where v is a new dependent variable with respect to x, y, and
t.

According to Theorem 2, the formal Lagrangian for the
system consisting of (2) and (30) is

L= (uxt Uy — 2000 — 20Uthyy, — Bl + yuyy) v. (31)

Since there are a higher-order mixed derivative u,,.,, and
a mixed derivative u,, in (2), the two modification rules
must be used if we want to get conservation laws of (2) by
Theorem 3. Therefore, we can get the following statement.

Theorem 7. Suppose that the Lie symmetry of the KP-BBM
equation is as follows:

d d 0 d
V—fa+7’]$+‘[§+¢$. (32)

According to the different locations of OL/0u,, and OL/0u,,,
the symmetry provides eight different conservation laws for

the system consisting of (2) and (30). The conserved vectors are
given as follows:

(X, Y Tyy) = (XLY, 1) + (47,0, 47), )

i=1,2, j=1,2,3,4

with

X1=£L+w(aa—L—Dx< oL )>+DX(W)< oL )

u, ou,, ou,,

+W(_Df<ai,>>’

v!= 11L+W(—Dy<a—L)) +D, (W)(a—L),
ou,, ou,,

T1:TL+DX(W)< oL >

Ut

X2:£L+W<a—L—Dx< oL >>+Dx(W)< oL )

ou, ou,, ou,,

+Dt<W>(aL),

ou,,

Y:=Y'

T :TL+W<—Dx< oL >>
Oty
A5 = D) (52 )+ D 0 (-0 (52 )
+ D, (W) <Dxx <ail;xt )) >

Al = W(—Dm (aua—L>>
afL )+ Do (D, <ajL )
' W(‘D’““ <afL )>

1= (521 )

s )+ <00 (2 (5))
(o (22))

o002, (24))

xxxt

A}Z( = Dxxt (W) <

A% = Dy (W) (




X _ )
A% = Do ow) (-, - )
+Dx(W) <Dxt< aL ))
auxxxt

(- (5))
xxxt

oL )
ou ’

xXxxt

AT =D, (W) (
(34)

where W is the Lie characteristic function, W = ¢—&u,. —nu,,—
Tu,, and L is the formal Lagrangian determined by (31).

4.2. Explicit Conservation Laws of the KP-BBM Equation. Lie
symmetries of (2) have been derived in [24] and are listed as
follows:

0 0 0
= > V = > =
Vl 2 ay V3 at
0 d d ()
V, = —ocy@ - Zocta + ou—1) T

Applying Theorem 7, we can obtain conservation laws for the
system consisting of (2) and (30). For the symmetry V;, we
can get the following eight conservation laws:

X1 = Vg + YVidy, = 200, VU + UV, + UV,
+ ﬁutxvxx - :Butxxvx’
Tlll = TVlyx — ﬁuxvxxx’
Xiop = Vi + yvidy, — 2ou, v, u+u, v, +uv,
- ﬁvtxxux - ﬁutxxvx’
Tip = —Vidyy + ﬁuxxvxx’
X131 = Vil + YVUdy, = 200U,V U + UV, + ULV,
- ﬁvtxxux + ﬁuxxvtx’
T131 = TVl — ﬁuxxxvx’
Xia1 = Vi = PlhperV + YV, — 2000,V 0 + UV,
T UV = ﬁvtxxux + :Buxxvtx - :Buxxxvt’
T141 =Vl + ﬁuxxxx‘/’
X211 =Yy, — Zocuxvxu T UVt ﬁutxvxx - ﬁutxxvx’
T211 = UV — ﬁuxvxxx’
X221 =yvuy, — 2au, v+ u v, - ﬁvtxxux - ﬁutxxvx’
T221 = UV ﬁuxxvxx’

X231 =Yy, — Z(XMxVxl/l T UV~ ﬁvtxxux + ﬁuxxvtx’
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T231 =UVy — ﬁuxxxvx’
Xou1 = — PV + YViy, = 200U, VU + UV,
- thxxux + ﬁuxxvtx - ﬁuxxxvt’

T241 S UVt ﬁuxxxxv’
(36)

where Y = yu,v, —yu,v,i=12,j=12,3,4.

For the symmetry V,, we can also get eight conservation
laws for the system of (2) and (30). For example, making use
of

(X135 Y13, Ty3) = (XL YL T) + (A3,0,A%), (37)
we can get

Xz = 200U, v = 200, ViU + UV, — Uy V + 200, VU
+ Uy vy = ﬁvtxxuy + ﬁutxxyv + ﬁuxyvtx’
Y3 = vuy, +vu,, — Zocvui = 20VUl .y — BVl + YUYy,
T132 = UV - ﬁuxxyvx'

(38)

Similarly, for the symmetry V;, we can get eight conserva-
tion laws for the system of (2) and (30). For example, making
use of

(Xp0 Vo0 Tp) = (X2, Y2,T2) + (A3, 0,A), (39)
we can get

Xyoz = 200U, v — 200U,V U + UV, — Uy, V + 200U, VU
— UV — ﬂvtxxut + :Buttxxv - ﬁuttwi
Y5 = YUvy = Yl Vs (40)
Thys = UpV + Vidy, — 2(xvui = 2avuid,, — BVl

+YVUy, + UV, F Pl Vi

For the symmetry V,, we only list the conservation laws
derived by

(X140 Y145 Tg) = (Xl» YI’TI) + (A)f’ 0, AD (4D
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and they are as follows:
X 44 = 4o, v + 4oc2u2vx - 2av,u — 4av, u — ﬁcxyvtxuxy

2
+ vyt Payvil, = BV + v, — 8o U,y

— QYU VY, = 20UV, + Xy, v + 2atu, v — ayviu,
= 2atvu, + 2Pav,, u — 2Bav,, u,
- 2a° +2 + 207
o yuy, Uy + 2avi,, + 207 yu, v,
2 2 2 2

Yiy = —4a7tuu, v + 4 tuv,u — 207 yu, vu — 4a7tu, vu
+ ﬁ(xyvtxxuy + 2ﬁ“tvtxxut - 2ﬁ“tvtxutx
+ 2Batv, ..,

Ty = = 20tviy, + 4o’ tvids + 4ot - 2ayt

a4 = atvid,, +4a” tvi + 4o tvuu,, — 2aytvu,,

+ 200,V + oYU,V = 2aVid ., — foyvid,,.
(42)

In the previous expressions of conservation laws, v is a
solution of the adjoint equation (30). If we can find an exact
solution v of (30), explicit conservation laws for the KP-
BBM equation (2) can be obtained by substituting it with the
previous expressions. For example,

v=(x+M(@)y+N() (43)

is a solution of (30) with M(t) and N(t) being two arbitrary
functions. By that we can get many infinite conservation laws
for (2). Furthermore, the conservation laws are nontrivial and
time dependent.

Remark 8. The correctness of the conservation laws of (2)
obtained here has been checked by Maple software. The
conservation laws obtained here for (2) are much more than
those in [24] and different from them.

5. Concluding Remarks

Recently, conservation laws of nonlinear evolution equa-
tions with mixed derivatives have attracted the interest of
mathematical and physical researchers. As shown in [16],
when applying Noether’s theorem and partial Noether’s
theorem to obtain conservation laws of nonlinear evolution
equations with higher-order mixed derivatives, the obtained
conservation laws must be adjusted to satisfy the definition of
conservation laws. We face the same problem when applying
Ibragimov’s new conservation theorem to find conservation
laws of nonlinear evolution equations with mixed derivatives.
In this paper, we propose two modification rules which
ensure that Ibragimov’s theorem can be applied to nonlin-
ear evolution equations with higher-order and lower-order
mixed derivatives. The two modification rules given in this
paper are a generalization of those proposed in [9]. The
results are used to study the conservation laws of two partial
differential equations with higher-order mixed derivatives:

the ANNV equation and the KP-BBM equation. Many
infinite explicit and nontrivial conservation laws are obtained
for the two equations. Based on the two modification rules,
Ibragimov’s new conservation theorem can be used to find
conservation laws of other partial differential equations with
any mixed derivatives.
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We study a modified Hunter-Saxton equation from the Lie group-theoretic point of view. The Lie point symmetry generators of
the underlying equation are derived. We utilize the Lie algebra admitted by the equation to obtain the optimal system of one-
dimensional subalgebras of the Lie algebra of the equation. These subalgebras are then used to reduce the underlying equation
to nonlinear third-order ordinary differential equations. Exact traveling wave group-invariant solutions for the equation are
constructed by integrating the reduced ordinary differential equations. Moreover, using the variational method, we construct
infinite number of nonlocal conservation laws by the transformation of the dependent variable of the underlying equation.

1. Introduction In this paper the modified Hunter-Saxton equation [6]

The nonlinear partial differential equation —uu

u, —2u,u —U,, =0 (2)

XX XXX

(u +uny,) = %(ui)x 6))

was proposed by Hunter and Saxton [1]. They showed that
the weakly nonlinear waves are described by (1), where
u(x,t) describes the director field of a nematic liquid crystal,
x is a space variable in a reference frame moving with
the linearized wave velocity, and t is a slow time variable.
Liquid crystals are fluids made up of long rigid molecules.
Equation (1) is a high-frequency limit of the Camassa-

is studied from the Lie group analysis standpoint. We first
obtain the Lie point symmetry generators and then utilize the
Lie algebra admitted by the equation to obtain the optimal
system of one-dimensional subalgebras of the Lie algebra of
the equation. These subalgebras are later used to reduce the
modified Hunter-Saxton equation to nonlinear third-order
ordinary differential equations. We then construct exact
traveling wave group-invariant solutions for the equation
by integrating the reduced ordinary differential equations.

Holm equation [2]. Hunter and Zheng [3] showed that it is
bivariational, bi-Hamiltonian, and a member of the Harry
Dym hierarchy of integrable flows. It is well known that
(1) under reciprocal transformation reduces to the Liouville
equation [2]. Also, an interesting geometric interpretation
of the Hunter-Saxton equation [4, 5] is that, for spatially
periodic functions, it describes the geodesic flow on the
homogeneous space Vir(S)/Rot(S) of the Virasoro group
Vir(S) modulo the rotations Rot(S), with respect to the right-
invariant homogeneous H' metric: {f, g) = .[s gy dx.

Finally, using the variational method, we construct infinite
number of nonlocal conservation laws by the transformation
of the dependent variable of the underlying equation.

The outline of the paper is as follows. In Section 2,
we briefly discuss some main operator identities and their
relationship. In Section 3, we present the Lie point symmetry
generators of (2). In Section 4, the optimal system of one-
dimensional subalgebras of the Lie symmetry algebra of
(2) is constructed. Moreover, using the optimal system of
subalgebras, symmetry reductions and exact group-invariant



solutions of (2) are obtained. In Section 5, nonlocal conser-
vation laws of (2) are constructed using Noether’s theorem.
Finally, in Section 6, concluding remarks are presented.

2. Preliminaries

In this section we present the notations that will be used in
the sequel. For details, the reader is referred to [7, 8].

Consider a kth-order system of partial differential equa-
tions (PDEs) of n independent variables x = (x, x%,.. ., %™
and m dependent variables u = (u', 4%, ..., u™); namely,

> ”(k)) =0,

where u,u,), ..., Uy, denote the collections of all first,
second,. . ., kth-order partial derivatives; that is, u;" = D,;(u"),
ui; = D;D;(u®), ..., respectively, with the total differentiation

operator with respect to x* being defined by

E* (x,u, gy - .- a=1,...,m, (3)

o o .
Dizaxi+uiaua+uijau?+.--, i=1...,n,  (4)

and the summation convention is used whenever appropriate.
The conserved vector T = (TY, T%,...,T") of (3), where

each T' € o, o is the space of all differential functions,

satisfies the equation

DT =0 (5)

1

along the solutions of (3).
The Lie point symmetry generator in the form of infinite
formal sum is given by

X = Ea + ,7068 o+ chllz i Ous o (6)

s>1

where & and # are functions of x and u and are independent
of derivatives of u, and the additional coeflicients are deter-
mined uniquely by the prolongation formulae

¢ = D; (W) + Eug,

, (7)
CZmis =D, ---D; (W%)+ E]”?ir-is’ s> 1,
in which W* is the Lie characteristic function defined by
o _ o gjoa
W =y = &u;
Let L = L(x,u,uqy,....up) € o, 1 < kbea

Lagrangian associated with a Noether symmetry operator
X. If B',..., B" are point-dependent gauge terms, then the
Noether symmetry operator X is determined by

XL+LDE =DB, i=1,...,n (8)

and the conserved vectors, T, corresponding to each X

T'=B - L& - WaaLa
)
- [D;(w*) - WD]aaLa i=1...n

are obtained via Noether’s theorem (see [9]).
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3. Lie Point Symmetries of (2)

In this section, we discuss in brief the Lie symmetry group
method to obtain Lie point symmetry generators admitted by
(2). For detailed account of this method see [10-14] and the
references therein.

A vector field

X=1(t,xu)d,+&E x,u)0, +n(t, x,u)ou  (10)
is a generator of point symmetry of (2), if
=0, (11)

XB] (ut = 2U Uy — Uy — uxxt)l(z)

where the operator X!
operator X defined by

is the third prolongation of the

x®¥ = x+ (,aut + (Xaux + Cx©,

XX U,

i, (12)

XXX

with the coefficients {,, {, ..., and {,,, being given by

D, (1) = uD; (7) = u,D; (&),

D, (1) =Dy (v) = u,D, §),

D, ({,) = gD, (1) —u D, (), (13)
Caxx = Dy (Cex) = ey Dy (1) = 1, D §),
Caxt = Dy (Cx) = g Dy (7) = 1 Dy §) -

Here, D, and D, are the total derivative operators defined by

D, =0, +uo,+--,
(14)
D,=0,+ud0,+---

The coeflicient functions 7, &, and # are independent of
the derivatives of u; thus equating the coefficients of like
derivatives of u in the determining equation (11) yields the
following over determined system of linear PDEs:

T=1(t), E=&(t,x), N = 0,

Exx - znxu =0, 2€x ~ Maexu = 0,
T = 3€x Ty T Moexew = 0,

Mt = Mexxe = Wxxx = 0, (15)

& —ur, +3ul, n=0,

~ Ulxeu —

zftx + 3ngx - an Mty — 31’”1)(14 =0,

3un,,, = 0.

Etxx t USyxx — Et - znxx - zrltxu -

Solving the determining equations (15) for 7, &, and #, we
obtain the three-dimensional Lie algebra spanned by the
following Lie point symmetry generators admitted by (2):

X,=9, X,=0, Xy=to,-ud, (16)



Abstract and Applied Analysis

TaBLE 1: Commutator table of the Lie algebra of (2).

X, X, X5
X, 0 0 X,
X, 0 0 0
X, -X, 0 0

TABLE 2: Adjoint table of the Lie algebra of (2).

Ad X, X, X,
X, X, X, X, - €X,
X, X, X, X3
X, X, X, X,

TABLE 3: Subalgebras, group invariants, and group-invariant solu-
tions of (2).

N X y Group-invariant solution
1 X, t u = h(y)

2 X, +€X, x —¢€t u = h(y)

3 X, +aX, x—alnt u = (1/t) h(y)

Here € = 0, %1, and a is an arbitrary constant.

4. Symmetry Reductions and Group-Invariant
Solutions of (2)

Here we utilize the Lie point symmetry generators (16) of
(2) found in Section 3 to obtain symmetry reduction and
construct exact group-invariant solutions for (2).

We first present the optimal system of one-dimensional
subalgebras of the Lie algebra admitted by (2). The one-
dimensional subalgebras are then used to reduce (2) to ordi-
nary differential equations (ODEs). Exact group-invariant
solutions for the underlying equation (2) are constructed by
integrating the reduced ODEs.

The results on the classification of the Lie point symme-
tries of (2) are summarized in the Tables 1, 2, and 3. The
commutator table of the Lie point symmetries of (2) and the
adjoint representations of the symmetry group of (2) on its
Lie algebra are given in Tables 1 and 2, respectively. Tables 1
and 2 are then used to construct the optimal system of one-
dimensional subalgebras for (2) which are given in Table 3
(for more details of the approach see [10]).

Case 1. In this case, the group-invariant solution correspond-
ing to the symmetry generator X, leads to the trivial solution
u(x,t) = C, where C is a constant.

Case 2. The group-invariant solution arising from the subal-
gebra X, + eX, reduces (2) to the following nonlinear third-
order ODE:

(h—e)h"" +21'h" +eh' =0, e#0, (17)
where “prime” denotes differentiation with respect to y.
Integrating (17) twice with respect to p, we obtain

W +Kh+K,

W= € (18)
e-h

>

where K, and K, are arbitrary constants of integration.
Separating the variables in (18), integrating, and reverting
back to our original variables, one obtains the solution of (2)
in quadrature

J JLdu:Kp_L(x—et), (19)

ew? + Kju + K,

where K; is an arbitrary constant of integration. One can
obtain two particular solutions for (17) given by

1 By\> A
h :-(5_—> _4
r)=5(0+5 3

(20)
2

hy)=-56),

where A = C, — €%, B = —¢, and C,, § are arbitrary constants.
Hence, we obtain the two special group-invariant solutions
for (2) given by

2
u(x,t) = —é [(81 @) —(Cl —62)] ,

(21
u(x,t) = —2[8 + (x — et)].

Likewise, one can obtain the following three group-invariant
steady state solutions of (2) for the case when € = 0:

u(x,t) = VC, (Cs £ x),

1/3
x)z} ,
\C,u(Cyu+C,) - C,log <\lC1 (Cu+GC,)+C \/ﬁ)

=C(Cy£x).

u(x,t)={9TC2(C3i

(22)
Here, C,, C,, and Cj; are arbitrary constants of integration.

Case 3. Substitution of the group-invariant solution corre-
sponding to the subalgebra X; + aX, into (2) results in the
reduced nonlinear third-order ODE

th-a)H" -KW'+ 200" +ah' +h=0, (23)

where “prime” denotes differentiation with respect to y.

5. Conservation Laws of (2)

In this section, we obtain nonlocal conservation laws of (2)
using the variational approach.

Equation (2) does not have a Lagrangian as it is an
evolution equation. By making a substitution u = v, (2)
becomes

v

xt vaxv

xxx — VaVaxxx = Vaxxt = 0. (24)



Equation (24) has a usual Lagrangian
1 2
L= - (vtvx F VLVt thVxx)~ (25)

If X = 79, + &0, + 50, is the Noether symmetry operator,
then from the Noether operator determining equation (8) we
obtain

- —v G = (vt + v )C - (vxvxx

- %Vxxcxt + (Tt + Tvvt) L+ (gx + gvvx) L (26)

1
+ vat> Cxx

1 1 2 2
=B, + B,v, + B, + B,v,.

Expansion of (26) and then equating the coefficients of the
various monomials in the first- and second-order partial
derivatives of v to zero yield the following determining
equations:

T, =7,=0, €t=£v=0’
’11/20’ 4£x_Tt_3’1v:0’
n, = §x> Et Ny = 0, (27)
1 1 ) 1
Bv = _Erlx’ Bv = _E’/]t’
B} +B. =0.

The solution of (27)ist = ¢;,& = ¢,, 17 = a(t), B' = ¢(t, x),and
B* = —1/24' (t)v + d(t, x), where €, G, are arbitrary constants,
a(t) is an arbitrary function, and ¢, +d,, = 0. Wesetc =d = 0.
Thus, we obtain the following Noether symmetry operators
associated with the Lagrangian (25) for (24):

X,=0, B'=0, B'=0,
1 2
X, =0,, B =0, B =0, (28)
1
X5 =a(t)o, B' =0, B* = —Ea' v

Hence, by invoking (9), we obtain the following conserved
vectors corresponding to the Noether symmetry operators
(28):

(i) X, =0,,B' =0,B* =0,

L1 1
T :2 X xx+2Vt XXX
1 1
T = _EV + th eV Vi TV VeV ik (29)

1,
- Evttvxx “ ViVixVax — Evtx'
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Hence, from (5), we have

1 2
Dt (T ) + Dx (T ) =" (th - vaxvxxx ~ VaVxxxx ~ Vxxxt)
1 1
+ Evtvxxxt - zvxxvxtt
1
= Evtvxxxt - vaxvxtt
1 1
= Dt <Evtvxxx) - Dx <2Vxxvtt) .
(30)

Taking these terms across and including them into the
conserved flows, we get

1 1
(T - S m) +D, <T2 + vaxvﬁ) =0. (31
If we let
=1 1 1 2
T =T Evtvxxx 2vaxx’

(32)
1, 1
:_Evt+5 ox TVt Vixt T ViVaVaxx
1,
— Vi ViV vV

xx 5 tx?

one can readily verify that the new components of the
conserved vector T satisfy the equation D, T’|(24) =0.
(ii) Consider X, = d,, B' = 0, B> = 0,

1 1 2 1 1 2
T = _va + vavxxx vaxa
(33)
1
T = ViVaxt T Vi Vxxx vatvxx
Invoking (5), we obtain
1 2
Dt (T ) + Dx (T ) ==V (th - 21/xxvxxx  ViVxxxx = vxxxt)
1 1
+ vavxxxt ) S VaxVaxt
1 1
= zvxvxxxt - vaxvxxt
1 1,
= Dx (vavxxt> - Dt (vax> .
(34)

Taking the terms across and adding them into the conserved

flows yield
5 1
xx) +D, (T 2V vxxt> 0. (35)
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Considering
~ 1 1
1 1 2 2

=T+ SVax = vavxxx ~ 5V

Foo?_ 2 (36)
- - vavxxt

1 2 1

= vavxxt TV Vaxx ~ zvxtvxx’

we obtain the modified new components of the conserved
vector T so that the equation, DiT’I(M) =0, is satisfied.
(iii) Consider X; = a(t)d,, B' = 0, B> = —(1/2)a(t)v,

1 1
T' = Ea(t)vx—za(t)v

xXxXx>

1 1 1
T = - Ea' Hv+ Ea(t) v, — Ea(t) vix (37)

—a(t) Veyy — A () ViV irr-

In this case, we have infinite number of conservation laws.
Using (5), we have

D,(T") + D, (T?)

a (t) (th - vaxvxxx ~ VaVaxxx ~ Vxxxt)

_ % (0 () Vg + A () V)

_ % (0 () Vs + @ () V)

D, (—%a (t) vxxx> .
(38)

Taking the term across and adding it into the conserved flows,
we obtain

1
D, (T‘ +2a () vm> +D, (1) =0. (39)
If we choose

~ 1 1
T =T"+ Ea(t) Vixx = Ea(t) Vo
(40)

T =T
we obtain DiTi|(24) =0.

6. Concluding Remarks

In this paper, we studied the modified Hunter-Saxton equa-
tion (2) using the Lie symmetry group of infinitesimal trans-
formations of the equation. We found that the underlying
equation admits a three-dimensional Lie algebra spanned by
the vector fields of translations in time and space and the scal-
ing of time and the dependent variable. We obtained the opti-
mal system of one-dimensional subalgebras of the Lie algebra
of the equation. These subalgebras were then used to reduce
the underlying equation to nonlinear third-order ordinary

differential equations. Exact group-invariant solutions called
traveling wave solutions were constructed by integrating the
reduced ODEs. Furthermore, we constructed infinite number
of nonlocal conservation laws for the underlying equation by
the transformation of the dependent variable of the equation
and making use of Noether’s theorem.
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