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Research Article
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Data supervision is an effective method to ensure the legality of user data on blockchain. However, the massive growth of data
makes it difficult to achieve data supervision in existing blockchain applications. Also, data supervision often leads to problems
such as disclosure of transaction data and user privacy information. To address these issues, this paper proposes a privacy-
preserving blockchain supervision system (BSS) in the multiparty setting, where a supervision chain is introduced to realize
data supervision on blockchain. All sensitive information such as user information in the supervising data is encrypted by the
attribute-based encryption (ABE) technology, so that both privacy protection and access control on user data can be achieved.
Theoretical analysis and comparison show that the proposed BSS scheme is efficient, and experimental analysis indicates the
practicality of our BSS scheme.

1. Introduction

Blockchain is featured with the characteristics of decentrali-
zation, autonomy, and immutability [1]. As the key technol-
ogy in the construction of trust systems, it is envisioned as
an effective technology to address security issues faced in
finance, property rights, smart cities, government affairs,
supply chain, and other fields [2]. With the rapid develop-
ment and wide application of blockchain, due to its open
and transparent characteristics, more and more transaction
data, user information, network node address, and other
information face the risk of privacy leakage [3]. Unlike the
traditional centralized architecture, blockchain does not rely
on a central node; thus, it can effectively avoid the single
point of failure. However, in order to reach consensus by
all blockchain nodes, the data has to be disclosed to all of
them, which also brings the risk of privacy leakage.

The lack of centralized entities makes it difficult for
relevant government regulators to supervise the blockchain.
Lack of regulation will seriously restrict the healthy and
sustainable development of the entire blockchain industry.
However, there remain some problems in the existing super-
vision methods on blockchain [4]. Due to the autonomous
and decentralized features of blockchain, it is difficult to
guarantee the legality of data on blockchain; that is, the data
on blockchain cannot be well supervised. Moreover, supervi-
sion may bring the issue of privacy protection [5, 6]. Due to
the significant difference between the blockchain technology
and traditional system architecture, many traditional privacy
protection methods are not applicable to blockchain. There-
fore, it is necessary to design an effective supervision mech-
anism with privacy protection on user data in blockchain.

The multilayer structure has been used to achieve super-
vision on blockchain. Yang et al. [7] realized the monitoring
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of user behavior and the verification of blocks by employing
the multilayer structure. The block verification is executed
by the system supervisor, which improves the performance
and security of the system. Li et al. [8] designed a two-
layer adaptive blockchain-based supervision framework
(TABS) to address the supervision issues in off-site modular
housing production, where the first layer contains the adap-
tive private sidechains of participants, and the second layer
is the main blockchain for communication and transactions.
TABS can effectively prevent the main blockchain from tam-
pering with records, and it can also prompt users to quickly
publish their transaction records without revealing their
privacy. Note that a single supervisor is easily corrupted by
an adversary, which can cause irreparable losses. The prob-
lem of single point of failure can be effectively avoided by
setting multisupervision in the supervision process. Yang
et al. [7] and Li et al. [8] put forward their schemes in the
agricultural machinery scheduling and off-site modular
housing production scenarios, respectively. However, there
was no universal blockchain supervision framework for the
application scenarios that need to be regulated. In addition,
there is no blockchain supervision framework that allows
multiple parties to participate in a multilayer blockchain
structure.

1.1. Our Contributions. To address the above mentioned
issues, this paper proposes a multiparty blockchain supervi-
sion system (BSS) framework. In BSS, a dual-chain architec-
ture is introduced, which contains two types of blockchains,
namely, business chain (BC) and supervision chain (SC). SC
consists of the regulatory authorities and supervisors, which
provides the supervision service for the data on BC. By
deploying transaction information and supervision informa-
tion separately, the scalability of the BSS can be improved.

ABE is employed to realize flexible access control on
data; that is, the regulatory authority can set access control
policies, so that different supervisors have different permis-
sions. Regulatory authority can encrypt data for multiple
supervisors at the same time and build communication
channels without obtaining each supervisor’s public key in
advance. This process can reduce the computing overhead
caused by encrypting data for each recipient. Data informa-
tion will go through two rounds of supervision by regulatory
authorities and supervisors. Smart contract in BSS can real-
ize verification and upload supervision information to the
blockchain. Thus, BSS supports the management and con-
trol on data in BC and also protects the data privacy, which
offers trade-off between supervision and privacy protection.
Through security and theoretical analysis, it is shown that
the proposed BSS framework is suitable for different ABE
and application scenarios.

1.2. Related Works. Yong et al. [9] designed a blockchain
supervision system to supervise the supply of vaccines through
smart contracts and machine learning. Their scheme not only
supports the query on individual vaccination records and
tracking the vaccine operation records through the smart con-
tract but also allows the regulatory agencies to manage expired
vaccines. Meng et al. [10] proposed a security mechanism to

build trust-based filtering. This mechanism processes and
reduces malicious traffic by using traffic fusion and aggrega-
tion. Yin et al. [11] provided an approach using supervised
machine learning to implement system supervision, where
the gradient enhancement algorithm was used to predict the
type of entity. A classifier was established to distinguish 12
categories by using 957 entities as sample data for authentica-
tion. The gradient boosting algorithm with default parameters
was used to improve the accuracy of average cross validation.
Ma et al. [12] proposed a traceable blockchain scheme,
SkyEye, which enables the regulatory authority to track the
identity of users. In [13], Ma et al. designed a blockchain
traceable scheme with oversight function based on SkyEye,
from a distributed multikey generation protocol and some
other cryptographic primitives. Note that the supervisor must
obtain the consent of committees when tracing some users.
Meng et al. [14] proposed a blockchain-enabled single charac-
ter frequency-based exclusive signature matching scheme to
secure the security of smart IoT environment.

In terms of privacy protection, many information hiding
mechanisms have been proposed for transaction contents,
including Monero and Zrash. Monero is mainly based on
the Cryptonote protocol, which uses one-time random
address and ring signature to randomize the sender and
other node information so as to realize the sender’s anonym-
ity. Encryption is used to realize the anonymity of the
receiver; that is, only the receiver has the private key of the
ciphertext. In Monero coin, the anonymity of the sender is
determined by the size of the anonymous set. The stronger
the anonymity is, the larger the anonymous set is, but the
time complexity of encryption and decryption will also
increase. Zrash [15] is a cryptocurrency embedded with
noninteractive zero-knowledge proof, which divides the
address into transparent address and hidden address. The
hidden address is used to realize anonymity for users. Unlike
Monero, Zrash can authenticate transactions without dis-
closing transaction data. However, users may not make
transparent transactions due to the computational cost of
zero-knowledge proof. Blockchain platforms such as Monax
and Multichain [16] provide multichain solutions that
enable privacy protection of transaction data through inter-
chain isolation.

As a kind of computer protocol, smart contract [17] can
realize automatic verification, programmable execution,
irreversible, and other functions. The security and privacy of
smart contract can be guaranteed by formal verification [18],
decompilation [19], etc. Cheng et al. [20] introduced Ekiden,
which combines blockchain with trusted hardware. The Eki-
den system separates consensus and execution, which offers
the high system performance and scalability. In the initializa-
tion phase, the smart contract is encrypted and stored on the
blockchain after verification. The corresponding public key
and private key should be provided when the smart contract
is called and acquired. The privacy protection for smart con-
tract is realized by storing encrypted contract.

ABE is developed on the basis of identity-based encryp-
tion (IBE) proposed by Boldyreva et al. [21]. Compared with
the previous encryption methods, ABE realizes a one-to-
many encryption mode, provides fine-grained access control
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on data, and also supports certain fault tolerance [22]. Goyal
et al. [23] designed a key policy attribute-based encryption
scheme, where the access policy and attribute set are embedded
in the key and ciphertext, respectively. Bethencourt et al. [24]
proposed a ciphertext policy attribute-based encryption
scheme, where the access policy and user attributes are, respec-
tively, embedded in ciphertext and key, which can be used in
access control applications such as private data sharing [25].

1.3. Organization. The remainder of this paper is organized as
follows. Section 2 describes the system model, dual-chain
architecture, and security requirements. Section 3 introduces
the preliminaries for the proposed BSS scheme. A description
of our BSS scheme is presented in Section 4. In Section 5, the
security and performance of our BSS scheme are evaluated
and compared. Section 6 concludes the paper.

2. System Model and Requirements

2.1. System Model. As shown in Figure 1, a BSS system con-
sists of five types of entities, namely, regulatory authority,
supervisor, key generation center (KGC), business chain
(BC), and supervision chain (SC).

(i) Regulatory Authority. For the data to be supervised,
they can be judged by the regulatory authority
according to some rules. The supervision results
are encrypted by the regulatory authority and
broadcasted to supervisors.

(ii) Supervisor. The supervisors with decryption permis-
sion are able to decrypt the information sent by the
regulatory authority and supervise the related data.

(iii) KGC. The KGC is responsible for generating system
public parameters and registering the attributes of
supervisor.

(iv) BC. BC is mainly used to maintain the business data
information.

(v) SC. SC mainly manages the supervision information.
The supervision information processed by the regula-
tory authority and the supervisor is transmitted to SC.

The data to be supervised in the BSS system is first deliv-
ered to the regulatory authority. They are supervised accord-
ing to the supervision rules by the regulatory authority and
then encrypted by employing the hybrid encryption technol-
ogy, where the access policy can be set during hybrid encryp-
tion. Only the supervisor satisfying the access policy has
relevant authority to conduct supervision. The supervisors
need to perform the second round of supervision on data. If
the supervision results of two rounds are consistent, then the
smart contract uploads the supervision information to SC.

2.2. Dual-Chain Architecture. In order to realize data super-
vision, this paper introduces a dual-chain architecture
composed of BC and SC and uses the ABE method to pro-
tect the privacy of user data. The dual-chain architecture is
shown in Figure 2.

(i) SC. SC consists of the regulatory authority nodes
(RAN) and the supervisor nodes (SUN). In real
world applications, RAN can be the regulatory
authority, while SUN may comprise legal depart-
ments. RAN is able to perform supervision and
encryption on data. Data submitted to the RAN for
supervision is reviewed in the first round to detect
illegal information. SUN can complete the decryp-
tion and supervision on data, so that the supervisor
can further supervise the relevant data after decryp-
tion. The supervision results in the two rounds of
supervision can be confirmed and uploaded to SC
through smart contract.

(ii) BC. Different types of data are stored on BC, which
should have been delivered to SC for supervision
before being written to BC. Also, when the data is
retrieved from BC, it should be first delivered to SC
for supervision. In addition, the data in BC may also
be taken out for supervising whenever necessary.

2.3. Security Requirements. A secure BSS system in the mul-
tiparty setting has to satisfy the following requirements.

(i) Anticollusion Attack. Even when the keys of multi-
ple supervisors are combined, these supervisors can-
not obtain the valid ciphertext. Supervisors cannot
obtain plaintext data that exceeds their regulatory
capability.

(ii) Multiparty Supervision. Data on the BC can be
supervised by multiple parties. It avoids the prob-
lem of excessive concentration of power under the
supervision of an individual or separate agency
and reduces the security risk caused by the breach
of one party.

(iii) Privacy Protection. Sensitive data submitted to the
SC should be encrypted to guarantee their privacy.

(iv) Access Control. The supervisors are not allowed to
access data that is not authorized. Different supervi-
sors have their own permission and have different
decryption capabilities for the data sent from the
regulatory authority.

3. Preliminaries

3.1. Attribute-Based Encryption. A ciphertext-policy attribute-
based encryption scheme A consists of four algorithms

A = Setup, KeyGen, Enc, Decð Þ: ð1Þ

(i) SetupðdÞ⟶ ðPK ,MKÞ. With input the security
parameter d, the system setup algorithm outputs
public parameter PK and master key MK

(ii) KeyGenðMK ,UÞ⟶ SK . With input the master
key MK and the attribute set U , the key generation
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algorithm outputs the private key SK associated
with the user attribute set U

(iii) EncðPK ,M, TÞ⟶ CT . With input the public
parameter PK, a plaintext messageM, and an access
structure T , the encryption algorithm outputs a
ciphertext CT

(iv) DecðCT , SK , PKÞ⟶M. With input the ciphertext
CT, private key SK, and public parameter PK, if
the attributes in the user key match the access policy
required by the ciphertext, then the decryption algo-
rithm outputs the corresponding plaintext M

3.2. Bilinear Groups. Let G1 and GT be two cyclic groups of
prime order p and g be a generator of G1. A bilinear map
e : G1 × G1 ⟶GT satisfies the following conditions:

(i) Bilinearity. For a, b∈RZp, we have

e ga, gb
� �

= e g, gð Þab: ð2Þ

(ii) Nondegeneracy. There exists r, s ∈G1 such that

e r, sð Þ ≠ 1GT
, ð3Þ

where 1GT
is the identity of GT .

(iii) Computability. For r, s∈RG1, there is an efficient
algorithm to compute eðr, sÞ.

4. BSS Construction

Our BSS framework consists of five procedures, namely, system
setup, registration, regulatory authority supervision, supervisor

BC SCSupervisor

KGC

Regulatory
authority 

Figure 1: System model of BSS.

SUN

RAN

SUN

SUN

SUN

SUN

SUN

SUN
BC

SC 

Supervisor

SupervisorSupervisor

Supervisor

Supervisor Supervisor

Regulatory authority

Supervisor

Figure 2: Dual-chain architecture.
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second-round supervision, and data processing. The frequently
used notations are summarized in Table 1, and the process of
supervision is shown in Figure 3.

4.1. System Setup. KGC selects a secure symmetric encryption
scheme F = ðKeyGen, Enc, DecÞ and a ciphertext-policy
attribute-based encryption scheme A = ðSetup, KeyGen, Enc,
DecÞ. With input the security parameter d, KGC runs the
algorithm A:SetupðdÞ to generate the public parameter PK
and the master key MK. Then, KGC uploads the encryption
scheme F and the public parameter PK to the blockchain,
while MK is kept secret and not allowed to be accessed by
other users.

4.2. Registration. The supervisor submits its own attribute
set U to KGC for registration. KGC first searches the data-
base; if the supervisor has already registered, the registration
request is rejected. Otherwise, the attribute set U is added to
the local database of KGC. Then, KGC generates a registra-
tion record as follows:

R⟵ U idSk kN tReg
��� �

, ð4Þ

which contains the user’s attribute set U , identity docu-
ment of supervisor idS, KGC’s signature N , and registration
time tReg. The registration record R is written to the block-
chain. Then, KGC runs the A:KeyGen algorithm with the
master key MK and user attribute U to generate the private
key SK, which is sent to the corresponding supervisor to
complete the registration process. The registration process
is shown in Algorithm 1.

4.3. Regulatory Authority Supervision. The data m to be
supervised is first uploaded to RAN, so that the regulatory
authority can perform supervision based on its own rules.
The regulatory authority generates supervision record

βRA ⟵ m Ik kJ1 tRAk kidRAð Þ, ð5Þ

where m is the supervised data, I is the user information,
tRA is the regulatory authority supervision time, and idRA is
the identity document of regulatory authority. Also, J1 ⟵
ðidmkidBCkVkλRAÞ denotes the supervision result of the
regulatory authority, where idm is the identity document of
m, idBC is the identity document of BC, V is the rule that
m violates, and λRA is the judgment of regulatory authority.

The regulatory authority generates a symmetric key k
⟵ F:KeyGenðdÞ and calculates

C1 = A:Enc PK, k, Tð Þ,
C2 = F:Enc k, βRAð Þ,

ð6Þ

where PK and T are the public parameters and access
structure in ABE, respectively. The RAN outputs the corre-
sponding ciphertext hC1, C2i and broadcasts it to supervisors.

4.4. Supervisor Second-Round Supervision. For the received
ciphertext tuple hC1, C2i, the supervisor executes A:Dec
ðC1, SK, PKÞ with its private key SK. If SK satisfies the

access policy T in C1, then the supervisor is allowed to get
the symmetric key k through decryption. Moreover, the super-
visor runs the algorithm F:DecðC2, kÞ to get the correspond-
ing plaintext tuple βRA, which contains data m on BC. The
supervisor is then able to run a second round of supervision
on data m and outputs the corresponding supervision record

βS ⟵ m Ik kJ2 tSk kidSð Þ, ð7Þ

where tS is the supervisor supervision time. Here, J2 ⟵
ðidmkidBCkVkλSÞ is the supervision result of the supervisor,
where λS is the judgment of supervisor.

4.5. Data Processing. The smart contract will compare the
supervision results generated in two rounds of supervision
by the regulatory authority and the supervisor, respectively.
If they are consistent, then the smart contract generates the
following supervision information

L⟵ β tProkð Þ, ð8Þ

and adds it to SC, which consists of data information β
⟵ ðβRAkβSÞ and data processing time tPro. If the two
supervision results are inconsistent, a new round of supervi-
sion should be performed by RAN. The procedure of data
processing is shown in Algorithm 2.

5. Analysis and Comparison

5.1. Security Analysis

Theorem 1. If the symmetric encryption scheme F and ABE
scheme A are secure, then the proposed BSS framework can
resist collusion attacks.

Proof. In ABE schemes, SK is associated with a random
polynomial qðxÞ or a random number r. Different random
polynomial qðxÞ or random number r will be selected when
generating private key SK for different users. The Lagrange

Table 1: Notations.

Notations Descriptions

F Secure symmetric encryption algorithm

A Ciphertext-policy attribute-based encryption scheme

R Registration record

U Attribute set

m The data to be supervised

I User information

J1 The supervision result of the regulatory authority

J2 The supervision result of the supervisor

N The signature of KGC

t Timestamp

β Supervision record

L Supervision information
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interpolation method requires that only when all values
come from the same polynomial, the value of the target
point can be solved. Therefore, when the keys of multiple
users are combined, different random numbers and random

polynomials cannot be combined to obtain the correspond-
ing plaintext information. Thus, the private keys of different
users cannot be combined, which means the proposed BSS
framework can resist collusion attacks of multiple users.☐☐

Theorem 2. The proposed BSS framework can support the
multiparty supervision of data on BC.

Proof. In the proposed BSS framework, SC is used to imple-
ment review and supervision on data m, including the data
uploaded to the BC, retrieved from the BC, and remain
existed in the BC. Users are only allowed to upload and
retrieve data that meets certain rules and conditions. Multi-
ple parties are allowed to participate in the supervision
process, where only the authorized supervisors are able to
jointly supervise certain data. Only when the supervision
results J1 and J2 are consistent, the supervision information
L will be uploaded to SC, which can reduce the risk of
privacy leakage caused by the concentration of power in
the single supervision authority setting.☐☐

Theorem 3. If the symmetric encryption scheme F and ABE
scheme A are secure, then the proposed BSS framework can
provide privacy protection of data on BC.

Proof. In the proposed BSS framework, the user information
I, timestamp t, and data on BC m are encrypted by the
hybrid encryption technology. Data information can only
be decrypted and viewed by the user who has the corre-
sponding private key, which can reduce the risk of privacy
leakage caused by supervision. In addition, SC in the pro-
posed scheme is realized by the consortium chain, so that
only the licensed users can join SC. Compared to the public
chain, the management of the consortium chain can provide
better protection for data privacy and the accountability
after privacy leakage.☐☐

RAN

5, Data 
upload

Ciphertext

6, Supervision
encryption

7, Data 
extraction

9, Supervision 
information 

upload

4, Key 
distribution

2, Attribute 
upload

Node 1 Node 2 …… Node n

Blockchain

3, Supervisor 
attribute 
upload

Data to be
supervised 

KGC

1, Public parameters upload 

SCSupervisor

8, Again 
supervise

BC

Figure 3: A procedure of BSS.

Require:U , idS,MK
Ensure: success/f ailure

KGC⟵U
if idS already registered then
returnf ailure

else
KGC ⟵idS,U
Register idS,U to local database
Generate N , tReg
R⟵ ðUkidSkNktRegÞ
Send R to blockchain
SK ⟵A:KeyGenðMK ,UÞ
Send SK to idS:

else if

Algorithm 1: Registration.

Require:J1, J2
Ensure: success/f ailure

Smart contract ⟵J1, J2
if J1 = J2 then

Generate tPro
β⟵ ðβRAkβSÞ
Smart contract ⟵β, tPro
L⟵ ðβktProÞ
SC⟵ L
return success

else
return f ailure

end if

Algorithm 2: Supervision data processing.
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Theorem 4. If the chosen ABE scheme A is secure, then the
proposed BSS framework can support access control on data.

Proof. In the proposed BSS framework, the ABE scheme A is
used to control the permissions. By embedding access policy
T in the encryption process, the specific supervisor is
assigned to decrypt and access the data. That is, when the
attribute set U of the supervisor satisfies the access policy
T , the supervisor has the permission to supervise data m;

otherwise, it does not have the permission to decrypt the
data. Thus, different supervisors have different supervision
permissions for different data.☐☐

5.2. Theoretical Analysis. As shown in Table 2, the perfor-
mance of our BSS framework is theoretical compared with
existing supervision schemes. Yong et al.’s scheme [9] and
Yin et al.’s scheme [11] mainly use the machine learning
method to achieve supervision. Sun et al.’s scheme [26]
introduces a multichain structure to complete supervision.
Peng et al.’s scheme [27] achieves the supervising through
a double-layer blockchain. In our BSS framework, the super-
vision of data in the blockchain is realized by designing a
dual-chain architecture.

In addition, the schemes [9, 11, 26, 27] cannot control the
permission of supervisors during the supervision process,
whereas our BSS realizes the control on the supervisor’s
permission through the ABE technology. In terms of applica-
tion scenarios, Yong et al.’s scheme [9] and Peng et al.’s scheme
[27] are suitable to the supervision in the supply and produc-
tion of vaccine, respectively, while Sun et al.’s supervision
scheme [26] can be applied to the central bank digital currency.
Our BSS framework is suitable for financial trade information
supervision, industrial equipment maintenance information
supervision, etc. In different application scenarios, regulatory
authorities and supervisors use different rules to supervise
different data. Our BSS framework is also suitable to other
application scenarios that require multiparty supervision.

Table 2: Theoretical comparison.

Scheme Supervision method Access control Application scenarios

Yong et al.’s scheme [9] Machine learning — Vaccine supply

Yin et al.’s scheme [11] Machine learning — —

Sun et al.’s scheme [26] Multiblockchain model — Central bank digital currency

Peng et al.’s scheme [27] Double-layer blockchain — Vaccine production

Our BBS framework Dual-chain architecture √ Financial trade, etc.
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5.3. Experimental Analysis. We conducted the experiments
using Python and Solidity programming languages, on a plat-
form with Ubuntu 16.04 operating system and 4GB memory.
The machine is with an AMDRyzen 5 4600H at 3.00GHz and
16GB in memory. FISCO BCOS 2.0 was adopted as the
underlying framework of consortium blockchain. In the Setup
phase, 256-bit AES-CBC was chosen as the symmetric encryp-
tion algorithm F, which is implemented by the Crypto library.
For ABE scheme, both Bethencourt, Sahai andWaters scheme
[24] and Agrawal and Chase’s scheme [28] were employed to
process the data on the same chain. A 224-bit asymmetric
elliptic curveMNT224 was chosen to realize bilinear mapping.

The performance of our BSS framework is compared by
two instantiations from two ABE schemes [24] and [28],
respectively. The number of supervisor attributes is a key
factor for the timing of registration phase. Figure 4 shows
the effect of the registration time when the number of supervi-
sor attributes changes from 10 to 50. It can be seen from
Figure 4 that the time in the registration phase enjoys a linear
relationship with the number of attributes of the supervisor.
When the number of attributes is 10, both instantiations take
roughly the same registration time. Although the registration
time grows as the number of attributes increases, the overall
time increase of Agrawal and Chase’s scheme [28] is lower
than that of Bethencourt, Sahai and Waters scheme [24].

In the phases of regulatory authority supervision and
supervisor second-round supervision, different access poli-
cies would affect the efficiency of encryption and decryption
of data by regulatory authority and supervisors. Figures 5
and 6, respectively, show the encryption and decryption time
of schemes [24] and [28] under different policy sizes. It can
be seen from Figure 5 that the increase of the strategy will
lead to the increase of encryption time of the system. While
the encryption time of Agrawal and Chase’s scheme [28] is
lower than that of Bethencourt, Sahai and Waters scheme
[24]. As shown in Figure 6, in the decryption phase, with
the increase of policy size, the decryption time of Agrawal
and Chase’s scheme [28] does not have significant changes,
while the scheme of Bethencourt, Sahai and Waters [24]
changes greatly.

In the data processing phase, the smart contract will
compare the supervision results J1 and J2 generated by the
regulatory authority and supervisor, respectively. Then, the
smart contract uploads the supervision information L to
the SC. The system will output the transaction information
when the supervision information L is uploaded successfully.
Part of the transaction information in the data processing

phase is shown in Figure 7, which includes block hash, trans-
action hash, contract address, and other information. Here,
the block hash is the hash value with regard to the current
block, the transaction hash is the hash value generated at
the end of supervision, and the contract address shows the
address of the invoked contract.

6. Conclusion

This paper studied the problems of difficult supervision in BC,
privacy leakage during supervision, and overconcentration of
rights. To address these issues, a supervision system architec-
ture BSS for data in BC is proposed. Through SC and the
ABE technology, both data supervision and privacy protection
can be realized. The supervisor is granted certain permission,
and only the supervisor satisfying the relevant authority per-
mission can supervise the data on BC. The proposed BSS
framework also supports access control on supervisors and
allows multiple supervisors to participate in supervision at the
same time. The designed dual-chain architecture can effectively
improve the scalability of the BSS system. Theoretical and
experimental analysis shows that the BSS instantiations with
different ABE schemes are suitable for real world applications.
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During 2021, different worldwide initiatives have been established for the development of digital vaccination certificates to alleviate
the restrictions associated with the COVID-19 pandemic to vaccinated individuals. Although diverse technologies can be
considered for the deployment of such certificates, the use of blockchain has been suggested as a promising approach due to its
decentralization and transparency features. However, the proposed solutions often lack realistic experimental evaluation that
could help to determine possible practical challenges for the deployment of a blockchain platform for this purpose. To fill this
gap, this work introduces a scalable, blockchain-based platform for the secure sharing of COVID-19 or other disease vaccination
certificates. As an indicative use case, we emulate a large-scale deployment by considering the countries of the European Union.
The platform is evaluated through extensive experiments measuring computing resource usage, network response time, and
bandwidth. Based on the results, the proposed scheme shows satisfactory performance across all major evaluation criteria,
suggesting that it can set the pace for real implementations. Vis-à-vis the related work, the proposed platform is novel, especially
through the prism of a large-scale, full-fledged implementation and its assessment.

1. Introduction

The World Health Organization (WHO) declared COVID-
19 a pandemic on March 11th, 2020. This disease is caused
by the severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) which was initially detected at the end of
2019 in the city of Wuhan, China [1]. Since then, the disease
has spread unhindered worldwide. Besides the obvious
health consequences, the socioeconomic impact is already
notable in many countries globally. Indeed, the drastic—and
sometimes controversial—measures to curb the spread,
including social distancing and curfew, have already changed
our daily behavior. Furthermore, recent economic analysis
[2] predicts that many countries will not recover their
economic levels of 2019 until 2022. These forecasts may vary
based on the evolution of the pandemic during 2021.

To defend against the COVID-19 pandemic, several ini-
tiatives and actions have been hitherto undertaken, includ-

ing rapid diagnosis and isolation of infected people, as well
as the creation of digital contact tracing frameworks [3, 4].
However, the second COVID-19 wave during the fall of
2020 and the successive outbreaks during 2021 showed that
these measures are insufficient, especially when they are
abruptly relaxed. Therefore, the sheer objective has been
the development of effective and safe vaccines to be rolled
out globally. Indeed, numerous efforts were initiated during
2020 involving medical institutions, pharmaceutical compa-
nies, and research centers worldwide to get a vaccine at
unprecedented speed. At the end of May 2021 [5], there were
101 and 184 vaccines in clinical and preclinical develop-
ment, respectively.

While the realisation of vaccines represents currently the
main objective to terminate the pandemic, their manufactur-
ing, distribution, and deployment are also associated with
important challenges. First, logistics, storage, and transport
requirements, say, regarding the temperature of

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 2427896, 12 pages
https://doi.org/10.1155/2021/2427896

https://orcid.org/0000-0001-7697-116X
https://orcid.org/0000-0002-0142-7503
https://orcid.org/0000-0001-6455-502X
https://orcid.org/0000-0001-6348-5031
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/2427896


preservation, impose strong pressure on the supply chain to
ensure global access to vaccines in a timely manner [6, 7].
Therefore, data transparency is the key to foster a secure
monitoring of the epidemiological and vaccination situation
in a certain region. Second, the vaccination process is being
prioritised for certain population groups according to differ-
ent aspects, such as age, health condition, and profession.
Furthermore, the rate of vaccinations varies depending on
the country [8]. Hence, immune and vulnerable people will
live together during a certain period of time. Such a situation
could be prolonged in case the virus that causes COVID-19
becomes endemic [9]. In this context, the use of digital vac-
cination certificates could help alleviate the burden on health
systems, as vaccinated people would not need to perform
viral tests, which are currently required to, say, travel to
different countries. Unlike the current paper version of vac-
cination certificates, namely, the International Certificate of
Vaccination or Prophylaxis (ICVP), these digital documents
would allow a far more scalable solution along with a faster
and more secure verification process [10].

Blockchain technology has been already identified as a
promising approach to combat the pandemic in distinct sce-
narios, such as early detection of outbreaks, medical supply
chain, or donation tracking [11, 12]. In the same mindset,
the creation of a blockchain platform to share information
about the pandemic would increase transparency, interoper-
ability, and accountability, so that potential discrepancies
among data from different sources, say, medical centers or
governments, could be avoided. This would foster a more
trustworthy reporting and monitoring of the pandemic evo-
lution considering diverse territories and countries. Further-
more, such a platform would increase citizens’ trust in the
vaccination process, as the information related to vaccines
could be publicly available [13].

The work at hand analyses the key requirements to build
a scalable platform for sharing vaccination data and the
advantages of blockchain for the realisation of such a plat-
form. We focus on the scenario of vaccination certificates
that can be generated after a citizen is vaccinated and how
blockchain could aid in maintaining such information
towards enabling a secure and privacy-aware verification
process. Furthermore, unlike existing approaches that do
not offer experimental results or consider small-scale
deployment scenarios [14–17], we provide a comprehensive
performance evaluation of the proposed platform by consid-
ering the vaccination of the EU population and 27 block-
chain nodes, representing each member state (MS) in the
EU. We meticulously assess our platform under different
realistic network conditions, including latency and band-
width, in an emulated infrastructure. To our knowledge, this
is the first work to offer an estimation of the performance
requirements associated with a blockchain-based platform
for vaccination data in a large scale. Furthermore, we discuss
practical aspects and security considerations for a large-scale
deployment of the intended platform, along with potential
regulatory implications of vaccination certificates.

The structure of this paper is as follows: the next section
describes other works using blockchain technology for
COVID-19-related certificates. Section 3 elaborates on the

needs for sharing COVID-19 information, as well as the
advantages provided by blockchain for this purpose. Fur-
thermore, Section 4 provides insights into the definition of
digital vaccination certificates. The proposed blockchain
platform for the registration and validation of digital vacci-
nation certificates is described in Section 5. The results
derived from the platform’s evaluation are described in Sec-
tion 6. Finally, Section 7 concludes our work with an outlook
of potential future research directions.

2. Related Work

Since the beginning of the COVID-19 pandemic, different
initiatives have been proposed for the implementation of
COVID-19 certificates, so that individuals granted with such
credentials could be exempt from physical restrictions to
carry out certain activities in their daily life [18]. Indeed,
based on our analysis of existing literature, three different
types of COVID-19-related certificates can be identified:
(a) vaccination certificates, referring to whether a person
has received the vaccine or not; (b) diagnostic test certificates,
demonstrating that a person has undergone a test; and (c)
immunity certificates or immunity passports, implying that
a person has developed antibodies after being infected. As
shown in Table 1, some proposals support more than one
type of certificates, while only a few of them provide an
actual implementation, although in a small scale.

In the case of vaccination certificates, the authors of [19]
focus on privacy aspects and propose a hashing algorithm
that enables users to store the information on the blockchain
anonymously using an ID that is created from their iris. In
this case, the vaccination certificate data and a hash of the
user ID are stored on the blockchain. This could imply a
potential issue since it would demand a very high storage
requirements of the blockchain nodes. This could be exacer-
bated in the case of populous or multiple countries using the
same blockchain.

Furthermore, other works address several kinds of certif-
icates. In particular, both vaccination and immunity certifi-
cates are considered by [15], which is based on Verifiable
Credentials (VC) [22] as digital IDs, the decentralised data
storage platform Solid [23], and a consortium Ethereum-
based blockchain [24]. In a similar direction, [16] uses
Ethereum smart contracts, Self-Sovereign Identity (SSI),
and InterPlanetary File System (IPFS) to store medical tests
and travel history in a decentralised manner. In addition,
[14] addresses all the different types of certificates by inte-
grating the use of VCs in a blockchain implementation
called uPort [25], which provides SSI aspects on top of the
Ethereum platform.

The authors of [20] introduce the concept of digital
health passports, which is similar to the diagnostic test
results required for travelers in certain cases. It is based on
a private blockchain using the proof-of-authority consensus
mechanism, where the test results are registered and stored.

For immunity certificates, the work of [17] presents
SecureABC, a privacy-oriented protocol based on public
key cryptography. This proposal does not use blockchain,
and the certificates can be either paper- or app-based. As a
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consequence, if the paper certificate or the mobile device is
lost, so are the respective certificates. In [21], the concept
of COVID-19 immunity certificates is based on a
government-run blockchain, in which the information
related to testing facilities and hospitals is also included. Fur-
thermore, [10] proposed the use of VCs and Decentralized
Identifiers (DID) [26] to link individuals’ identity with their
certificates. However, further details about implementation/-
deployment aspects are not given.

In spite of recent efforts, only a few of these works pres-
ent technical details or proof-of-concept implementation
including evaluation results. For instance, they rather pro-
vide simple short high-level descriptions of the proposed
solutions, or unconvincing benchmarks, limited to a small
number of simultaneous requests, thus being far from real-
world deployment scenarios. In contrast, our work tackles
this problem through a comprehensive evaluation of a
benchmark that includes 27 blockchain nodes (one node
for each EU country) by considering different aspects, such
as computing resource usage, network response time, and
bandwidth. As highlighted by [12], even if the potential of
blockchain to combat the COVID-19 pandemic has been
reported by several works, there is a lack of studies related
to latency and scalability aspects, which are key aspects for
the deployment of this technology. Furthermore, our work
concentrates on vaccination certificates, influenced by the
views of WHO on immunity passports: “...there is not
enough evidence about the effectiveness of antibody-
mediated immunity to guarantee the accuracy of an ‘immu-
nity passport’.” Another aspect driving us to this direction is
that vaccination certificates will incite people to get vacci-
nated, while immunity certificates could motivate individ-
uals get infected for possessing the necessary antibodies.

3. Managing COVID-19
Information through Blockchain

The global deployment of COVID-19 vaccines sets out
unprecedented challenges to be addressed in the period
ahead, including an efficient supply chain and effective mon-
itoring of vaccination coverage in a certain region. Indeed, in
the case of two-shot vaccines, more than 15 billion vaccines
would be required to be distributed and deployed world-
wide. Furthermore, the distribution of additional shots could
be required depending on the immunity period provided by
a certain vaccine or in case the virus that causes COVID-19

becomes endemic [9]. In this context, the WHO established
the COVAX program together with Gavi and the Coalition
for Epidemic Preparedness Innovations to facilitate equita-
ble access and distribution of future vaccines, while those
people most at risk are prioritized. COVAX is part of the
global ACT Accelerator initiative that is designed to
enhance the resources for COVID-19 tests, treatments,
and vaccines.

At the European level, the commission published in Oct.
2020 a document on COVID-19 vaccination strategies and
vaccine deployment for the 27 MS [27]. This document
established the need to define a common strategy for the
vaccination process, promoting coordination and collabora-
tion among EU countries. One of the main goals of this
strategy is to increase the acceptance of COVID-19 vaccines.
Actually, recent studies reveal that a significant part of the
population would not be willing to be vaccinated against
the COVID-19 disease [13]. To address this issue, there is
a need for an effective, consistent, and transparent commu-
nication of information related to COVID-19 vaccines and
the vaccination process itself. As described in [27], the shar-
ing of pandemic-related information among MS would cater
for a better monitoring of the different vaccines under devel-
opment, including data on possible side effects, which would
be made readily available to the relevant authorities. Fur-
thermore, this information could include data on the trans-
port and distribution of vaccines to enable real-time
monitoring and improve the supply chain process by consid-
ering the specific needs of each vaccine.

Moreover, vaccination campaigns have been carried out
by considering different aspects (e.g., age or medical condi-
tion) established by organisations such as the WHO’s Strate-
gic Advisory Group of Experts on Immunization to
prioritize the vaccination for certain groups of people.
Therefore, currently a large part of the population is still vul-
nerable to the COVID-19. This situation is especially exacer-
bated in developing countries [8]. Furthermore, depending
on the immunity period of each vaccine, the immunity of a
certain person could come to an end at a certain point in
time. Beyond the information on vaccines, the easy sharing
of these vaccination data would improve the monitoring of
the epidemiological situation of a territory and the vacci-
nation coverage among different population groups. In
fact, monitoring these aspects can make the vaccination
strategy more flexible to be adapted in a certain region
or country [27].

Table 1: Related work on COVID-19 certificates.

Scheme Vaccination Diagnostic test Immunity Blockchain Benchmarks

[19] ✓ ✓ —

[15] ✓ ✓ ✓ Small scale

[16] ✓ ✓ ✓ Small scale

[14] ✓ ✓ ✓ ✓ Small scale

[20] ✓ ✓ —

[17] ✓ Small scale

[21] ✓ ✓ —

[10] ✓ ✓ —

3Wireless Communications and Mobile Computing



For the realisation of this COVID-19 data sharing plat-
form, blockchain technology has been postulated in different
related scenarios, including contact tracing and outbreaks,
where information sharing is essential [28]. Blockchain is
based on a distributed ledger that is shared by a set of enti-
ties. The ledger contains a list of immutable transactions that
are validated by the participating entities through a consen-
sus mechanism. Furthermore, a blockchain can be permis-
sionless (any entity can participate) or permissioned
(participation is limited to a set of entities). The develop-
ment of a blockchain-based platform offers a high degree
of transparency and accountability, fostering a trustworthy
environment for the sharing of COVID-19 data.

Thus far, the use of blockchain to fight against the
COVID-19 pandemic has been proposed for several use
cases, including the distribution and delivery of vaccines,
recording of patients’ data, preventing fake news, registra-
tion of testing and reporting, and the distribution of medi-
cines and healthcare equipment [11, 28–31]. While a
blockchain platform for sharing pandemic data could help
in distinct scenarios, we focus on the registration and verifi-
cation process of the data associated with a vaccinated citi-
zen. The envisioned platform will enable a trusted
ecosystem to track the deployment of vaccines in a certain
region and consider priority groups. That is, blockchain
inherently supports decentralisation and data replication
(data from all countries are replicated to all other countries),
deterring issuance of fraudulent vaccination certificates as
well. For this purpose, we examine the concept of digital vac-
cination certificates that could be demonstrated by citizens
to carry out certain activities without the need of diagnostic
tests. The following sections describe the design and archi-
tecture of a blockchain platform for digital vaccination cer-
tificates, as well as a thorough evaluation where each MS is
represented by a blockchain node.

4. Digital Vaccination Certificates

Digital vaccination certificates can be viewed as a digital ver-
sion of the ICVP certificates created by WHO that show a
person’s vaccines and the date they were received. For the
representation of such a certificate, there is a need to identify
which specific information should be included, so that they
can be used across the world. Such certificates should be
interoperable globally, as well as supported by identity man-
agement techniques to unequivocally link the vaccination of
citizens with their identity; in this way, the resulting certifi-
cate will be verifiable, scalable, and privacy-preserving.

The European Commission proposed a Digital Green
Certificate in March 2021 [32] to facilitate safe and free
movement inside the EU during the COVID-19 pandemic.
Furthermore, the eHealth Network, which provides a plat-
form of EU MSs’ competent authorities dealing with
eHealth, has recently described a set of guidelines on verifi-
able vaccination certificates, including trust and interopera-
bility aspects. Precisely, [33] identifies a minimum dataset
with the essential pieces of information to be embedded in
the certificate, including person identification (e.g., citizen

ID), vaccination information (e.g., vaccine manufacturer),
and certificate metadata, such as issuer and validity period.

Other worldwide initiatives have been established for the
development of digital vaccination certificates. In particular,
the WHO Smart Vaccination Certificate Working Group
[34] is intended to define standard specifications for digital vac-
cination certificates based on an architecture linking national
and crossborder digital systems. Furthermore, the IATA Travel
Pass Initiative [35] provides amobile app to be used by travelers
to store and manage their verified certifications for COVID-19
tests or vaccines. Another relevant effort is represented by the
Certify.health initiative [36], which concentrates on the devel-
opment of a privacy-by-design COVID-19 status certificate that
will be extended into vaccination certificates.

For the representation of digital vaccination certificates,
several formats could be considered. For example, [33] men-
tions QR codes and Verifiable Credentials (VC), which have
been also considered by recent research proposals, as
described in Section 2. The use of VC (together with DIDs)
is intended to realize the vision of Self-Sovereign Identity
(SSI), which has emerged as a decentralised alternative to
traditional centralised identity management (IdM) systems.
A VC represents a digital version of a paper certificate in
which a certain entity (issuer) asserts certain information
(claims) about a subject in a way that can be verified by other
entities (verifiers). A VC is usually employed together with a
DID, which is an identifier under the control of a DID sub-
ject that indicates a DID method and a specific identifier of
such method. DIDs are registered in a Verifiable Data Regis-
try (VDR), such as blockchain, and are intended to foster a
decentralised authentication process.

It should be noted that the use of VCs in the context of
the COVID-19 crisis has been fostered by the COVID-19
Credentials Initiative [37], which groups around 100 organi-
sations to support efforts of using VCs to mitigate the spread
of the virus.

While it is not the focus of our work, Figure 1 shows an
example of VC that includes certain claims based on ongo-
ing discussions about the use of VCs for vaccination certifi-
cates. In our example, we have considered that the validity of
the certificate is associated with the period during which this
vaccination is effective, taking into account that two shots
are required. In particular, the context establishes a common
language for referring to the attributes and values contained
in the VC. Also, for our example shown in the figure, the
URI https://covid-19-vaccination-certificate.org/v1 indicates
that the communication is about vaccination certificates.
Furthermore, the id and type fields are used to identify the
VC and indicate its type. Moreover, the issuer represents
the entity that issued the VC and it makes reference to the
medical center, which provided the vaccine. In this case, it
is described through a DID that could be included in the
blockchain, so that verifiers can use this information to val-
idate the VC. This field can also indicate the type and name
of the issuer, as well as its URL for more information.
Besides, the issuanceDate and expirationDate indicate the
validity of the certificate that is associated with the immunity
period provided by the vaccine. Also, the CredentialSubject
represents the entity on which the claims are made, i.e., the
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individual getting vaccinated, that includes the personal data
about the user. In addition, the claim injection is used to
describe which specific injection is being provided, including
the vaccine and vaccination date. This information could be
used to track the vaccines and injections being provided and
may help with the management of the supply chain. Finally,
the field proof makes reference to the cryptographic tech-
nique (typically a digital signature) that is used by the issuer
to make the VC tamper-resistant.

While the design of an interoperable approach for the
definition of digital vaccination certificates is still under dis-

cussion, in our approach, only a hash digest of such a cre-
dential will be stored in the blockchain platform. In this
way, the proposed platform will be agnostic both of the vac-
cination certificate presentation format and of the data for-
mat being considered. The details of such a platform are
described in the subsequent section.

5. Vaccination Certificate Scenario

For the development of the proposed blockchain platform,
we consider the architecture in Figure 2. Naturally, the

{
"@context": [

"https://www.w3.org/2018/credentials/v1",
"https://covid-19-vaccination-certificate.org/v1"

],
"id":"https://covid-19-vaccination-certificate.org/

credentials/JohnDoe",
"type": [

"VerifiableCredential",
"VaccinationCertificate"

],
"issuer": {

"id":"did:web:vc.brussels.vaccination.centre",
"location": {

"type":" MedicalCenter",
"name":" BrusselsVaccinationCentre",
"url":" https://brussels-vaccination-centre.org/"

}
},
"issuanceDate":" 2020-01-31T14:30:23",
"expirationDate":" 2020-07-31T14:30:23",
"name":" VaccinationCertificate",
"description":" Electronicdocumentcertifyingthatthesubject

fulfilledtheCOVID-19vaccinationprocedure.",
"credentialSubject": {

"id":" did: key: subject_key_value",
"type":" VaccinationCertificateSubject",
"givenName":" John",
"familyName":" Doe",
"birthDate":" 1979-05-28",
"image":" data:image/png;base64, image_value",

},
"injection":{

"id":" injection_id ",
"type":" VaccinationCertificateInjection",
"name":" vaccine_name ",
"issuanceDate":" 2020-01-10T11:15:46",

},
"proof ": {

"type":" Ed25519Signature2018",
"created":" 2020-01-31T14:30:23",
"jws":" JSON_Web_signature_value ",
"proofPurpose":" assertionMethod",
"verificationMethod":" did:web:vc.brussels.vaccination.

centre # additional_id_value "
}

}

Figure 1: Example of a potential vaccination certificate based on VCs [22].
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depicted architecture does not reflect the reality of any deci-
sion made at the EU level, but it solely serves as a proof of
concept for evaluation purposes. The architecture includes
the vaccination permissioned blockchain where blockchain
nodes in each MS are the only authorised entities to store
vaccination information.

Each of the 27 MSs can designate a blockchain client
node (which can be represented by a national health author-
ity, say, the Ministry of Health) to interact with the block-
chain. This entity is also responsible for designating a set
of national medical centers (NMC) to generate vaccination
certificates associated with already vaccinated people. These
certificates will be validated by verification centers, which
represent any organisation, public or private (e.g., airport
or public administration building), that needs to verify the
vaccination status of an individual.

The blockchain is used to store all relevant information
about the vaccination process, including the registration of
NMC. The registration of these entities can be performed
by the national health authorities, which represent the block-
chain nodes of their MS, by using smart contracts. Further-
more, the blockchain will simply contain a hash digest of the
vaccination certificate per citizen that will be generated dur-

ing the registration process and used later to facilitate the
process of verifying the vaccination status of them. It is note-
worthy that the registration and verification processes ana-
lysed below are only illustrative examples of how our
scheme can be used to manage vaccination certificates, while
these processes are considered for evaluation purposes in the
next section.

During the registration process, citizens go to an NMC,
where they present a valid identity document, to get vacci-
nated. For this purpose, the citizen may use a VC through
a digital wallet app on their smartphone (as proposed by
[10]) or other more traditional approaches based on X.509
certificates. A physician performs the vaccination, and the
corresponding certificate is generated. As described in Sec-
tion 4, this certificate may contain information about the
vaccine itself, as well as data about the specific dose to facil-
itate the management of the supply chain. Furthermore, the
citizen’s identity shown at the beginning of the process can
be embedded in the credential. Assuming a two-shot vac-
cine, this credential may demonstrate that the citizen
received the first shot, so it can be used in the process of
administering the second one, or that they are immune as
they already received both shots. The NMC, or the physician

Vaccination blockchainVaccination blockchain

NMC
(Issuer)

Verifier
Service

Citizen

Citizen's
identity

Blockchain
node1

Blockchain
node 2

Blockchain
node 27

Generateand
sign
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certificate

Vaccination
certificate

Register
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hash
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hash

Validate NMC
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Figure 2: Overview of the proposed blockchain-based vaccination certificate platform.
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on its behalf, digitally signs the certificate to guarantee its
validity and sends this credential to the citizen, say, through
a smartphone app, so that they can maintain the control of
how the certificate is used. It should be noted that the process
of sending the vaccination certificate is done through a secure
channel by using well-known approaches, such as Transport
Layer Security (TLS). Furthermore, the certificate could be
encrypted before being stored in the user’s smartphone to pro-
tect the credentials while at rest. Moreover, a hash digest (e.g.,
by using SHA-256) of the certificate is generated and stored on
the blockchain. The NMC sends this hash to the MS’s block-
chain node that is responsible for registering it on the EU vac-
cination blockchain. Additionally, an encrypted version can be
stored in the InterPlanetary File System (IPFS) [38] or another
repository, so that the vaccination certificate can be recovered
by the citizen in case of losing their smartphone. Again, such
processes are carried out by using renowned approaches, such
as TLS to protect the data in transit.

After citizens have received a certificate, they can use it
to access certain places that require proof of citizens’ vacci-
nation status, such as an airport or public administration
building. During the verification process, citizens present
their certificate to a verifier service. This service creates a
hash digest of the provided certificate that is verified against
the hash stored in the blockchain. For this process, the ver-
ifier service contacts the country’s blockchain node that is
in control of performing the verification on the EU vaccina-
tion blockchain. Like in the issuance procedure, this process
is performed through well-known security mechanisms,
such as TLS. Furthermore, the verifier service validates the
signature created by the NMC to confirm that the credential
was generated by an approved entity. Additionally, it checks
the validity of the citizen’s identity to ensure that they are
indeed the person associated with the credential presented.

Alternatively, citizens are empowered to show a subset of
their identity attributes by using zero-knowledge proofs
(ZKPs) to access certain places that only require confirma-
tion of a person’s vaccination status but do not need per-
sonal data. For example, in the case of VCs, the holder of a
certain credential is enabled to combine several VCs from
different issuers and selectively disclose specific claims com-
posing a certain VC. However, this aspect is outside the
scope of this work. Indeed, as described in the next section,
the evaluation of our platform is focused on the performance
requirements from the perspective of the blockchain imple-
mentation to register and verify vaccination certificates.
Nevertheless, it should be noted that the proposed block-
chain platform is intended to serve as a decentralized
approach to manage vaccination information and to be inte-
grated with SSI approaches, such as VCs, for the sake of pro-
viding privacy-preserving features. Furthermore, as already
mentioned, only a hash of the vaccination certificate is
stored on the blockchain, and an encrypted version of such
certificate is stored on an off-chain repository (IPFS), so that
users’ sensitive data is never disclosed to external entities.
Therefore, citizens are enabled with the ownership of their
data to manage their vaccination certificates. The integration
of the proposed platform with SSI approaches, such as VCs
and DIDs, will enable a more advanced privacy-preserving

approach for the issuance and verification processes through
the integration of ZKPs in the whole ecosystem.

6. Evaluation

6.1. Testbed. To evaluate our proposal, we rely on the Experi-
mental Platform for Internet Contingencies (EPIC) [39]. EPIC
is an emulation testbed based on the Deter software [40, 41]
for studying the security and stability of distributed systems.
The use of emulation-based testbeds in cybersecurity is well
established [42–44] and ensures repeatability and measure-
ment accuracy. Furthermore, this approach was chosen for
the sake of overcoming the major difficulties that arise while
trying to simulate the behaviour of ICT components under
stress, attacks, or failures. The infrastructure of EPIC com-
prises 356 experimental nodes, 8 switches, and a few special
equipment, such as programmable logical controllers.

Overall, the setup relies on the deployment of Hyperl-
edger Fabric on an emulated network in EPIC and imple-
ments the proposed architecture shown in Figure 2. It is
assumed that the European health authorities, which are
considered trusted, provide the “ordering” services, while
each MS is a “peer” node in the Hyperledger Fabric termi-
nology. This emulated 1Gbps blockchain network comprises
27 nodes corresponding to the current EU MS with a net-
work latency of 3msec.

The ordering services comprise the following: Zoo-
Keeper (3 instances), Kafka (4 instances), and orderer (3
instances). Their main purpose is to sort the messages/re-
quests exchanged among the participants. Each instance of
a given service runs on a different machine for supporting
failover of the ordering services. This setup ensures ordering
service availability if at maximum one instance of each ser-
vice is in the fail status. The peer nodes are managed by
the MSs for endorsing the transactions proposed by the cli-
ents. They also receive the ordered blocks of transactions

Table 2: Network evaluation of registering and verifying
vaccination certificates using blockchain.

Step TPS
Response time

(msec)

Peer
bandwidth

(kB)

Ordering
bandwidth (kB)

Register

1 84 395 636

2 81 419 825

4 78 457 2019

8 87 516 3644

16 109 588 4938

28 133 700 6019

Verify

1 91 394 701

2 87 415 1123

4 83 447 1788

8 94 495 2153

16 117 553 5069

28 153 639 8122

50 168 671 5919

100 189 804 12109
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from the ordering service to maintain their local copy of the
ledger. The following services of a MS node are hosted on a
single machine:

(1) CouchDB: a database that maintains the valid trans-
actions of the blockchain and allows content-based
JSON queries
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Figure 3: Dockerised services’ CPU utilisation considering different TPS for registering new vaccination certificates in a blockchain system.
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(2) Peer: a core service in the Hyperledger Fabric archi-
tecture storing the ledger and validating the
transactions

(3) Certificate authority: this provides digital certificates
to the participants of the MS node

(4) Smart contract: this implements basic functionalities
such as user access control and message conformity

(5) Application interface: this interacts with the block-
chain. It is implemented as a representational state
transfer (REST) service and accomplishes all the
interactions on behalf of the national health centers
for committing a transaction in the blockchain
network

As each MS acts independently, we deploy a single dis-
junctive (“OR”) policy among the participants, meaning that
a transaction originating from a MS is only validated by the
originating MS. What the system checks is whether the sub-
mitted transaction bears a valid digital signature from the
MS blockchain node. This also means that any transaction
stemming from a MS on behalf of another MS will be
rejected by the blockchain.

All ordering and peer services are configured and exe-
cuted using the corresponding Docker images with the stan-
dard deployment options. Moreover, all the underlying
network communications among the participants (clients,
peers, and the ordering service) are securely protected by
Transport Layer Security (TLS). The certificates and private
keys for both TLS and the blockchain services are generated
during the blockchain network initialisation procedure,
according to the Hyperledger Fabric specifications.

6.2. Results. We evaluate the adequacy of deploying our pro-
posal in a real, large-scale architecture, concentrating on two
fundamental provisioned services, namely, vaccination reg-
istration and verification. The focus is on user experience
in terms of request round-trip time, i.e., the time required
for receiving a response after submitting a request, and the
utilisation of system resources, i.e., CPU, memory, and net-
work bandwidth.

For the registration process, we consider the maximum
number of transactions required to get all European citizens
vaccinated in one year. According to Eurostat, the EU-27
population is ≈447.5M inhabitants [45]. Thus, assuming
that a vaccine requires two doses, that is, two blockchain
transactions, a total of 28 transactions per second (TPS) will
be required in the worst case. Table 2 summarises the aver-
age latency perceived when registering or verifying a vacci-
nation certificate in the blockchain, as well as the
bandwidth consumed by both the peer and the ordering
nodes. As observed, the response time for registration ranges
between 83 and 133msec. Moreover, at the peer side, the
bandwidth utilisation increases from 500 to 700 kB. Overall,
both these numbers can be characterised as absolutely toler-
able. On the other hand, the bandwidth consumed by the
ordering service demonstrates a significant augmentation
among the different TPS values, reaching ≈6000 kB in the
most demanding case.

CPU and memory utilisation for registering new vacci-
nation certificates under different traffic conditions per ser-
vice are illustrated in Figures 3 and 4. Particularly,
considering the worst case, CPU and memory utilisation
for the peer services remain under 4 and 35%, respectively,
while the ordering services’ utilisation is under 17 and 7%.
In any case, these requirements for both services are
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Figure 5: Dockerised services’ CPU utilisation considering different TPS for verifying vaccination certificates in a blockchain system.
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manageable. It is also perceived that, when TPS increase
from 8 to 16 and above, memory utilisation for the peer ser-
vices starts to decrease. This can be explained by the fact
that, along with TPS, the response time augments, having
transactions submitted to the system at a lower rate. Inter-
estingly and also on the positive side, CPU utilisation for
the smart contract remains almost constant under different
TPS, consuming less than 1% of the available CPU cycles.
Overall, the registration process is more demanding in terms
of CPU on the orderer and secondly on the Kafka services,
while in terms of memory on the peer service.

Regarding vaccination certificate verification, we used
data from Eurostat to calculate realistic requirements in
terms of TPS. Specifically, we calculated the total number
of air, marine, rail, and bus passengers for 2018, which is
the latest year with data for all these categories. As verifica-
tion transaction requests are forwarded to the national node
of each MS, we consider the worst case, that is, the MS with
the highest combined number of passengers in one year (3.2
billion); this gives us ≈100 TPS. Regarding the search opera-
tion, the worst case scenario is again followed; that is, the
correct record is the last one. Similar to vaccination registra-
tion, the response time increases proportionally to the num-
ber of TPS, demonstrating a similar pattern. Overall, with
reference to Table 2, the response time and bandwidth utili-
sation at a MS blockchain node fluctuate between 91 and
189msec and 394 and 804 kB, respectively. However, for
ordering, the utilised network bandwidth reaches up to
12,109 kB.

Figures 5 and 6 depict CPU and memory utilisation for
vaccination certificate verification per blockchain service.
As observed, CPU utilisation for both the peer and REST

services increases proportionally to TPS, while it is relatively
stable for couchDB and smart contract. The orderer service
initially increases and then stabilises, while the Kafka service
fluctuates between 6 and 16%. However, in all cases, the
CPU load remains under 18%.

As expected and similar to registration, memory usage
for the peer service ranges between ≈14% and 35%, demon-
strating that it is memory intensive. For the rest of the ser-
vices, memory requirements are low, that is, under 8%. In
summary, the verification process is more demanding in
terms of CPU on the ordering services, while in terms of
memory on the peer service.

7. Conclusions

The work at hand sheds light on the timely and intriguing
issue of managing digital vaccination certificates on a large
scale. After arguing that under the prism of COVID-19
and future epidemics, this need is rather a sine qua non,
we specifically attempt to answer two key questions: how
such an endeavour can be realistically organised with a focus
on reducing complexity, and if so, would it be smooth-
running under pragmatic conditions or even stress in terms
of performance? For the first matter, we scrutinised on an
envisaged wide-scale deployment capable of covering the
needs of EU-27 and elaborated on a practical vaccination
certificate scenario. For the second, we relied on the EPIC
platform.

Specifically, based on the performance results obtained,
including scalability aspects and challenges for the deploy-
ment of such platform, it is demonstrated that, for both reg-
istration and verification operations, the system achieves
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satisfactory results even under stress. This strongly suggests
that even a network decreased by one order of magnitude
(100 Mbps) would be more than enough. Regarding CPU
requirements, the ordering nodes need to be more powerful
than MS ones, while the peer nodes necessitate more mem-
ory. Also, it is shown that, at least in a similar setup as our
testbed, 100 TPS is the boundary, considering that above this
limit, the system is saturated, producing errors and
experiencing inconsistencies. This indicates that in most
populated European countries, the MS node specifications
should be carefully devised to support such a large number
of TPS or even greater, if necessary.

Future work will concentrate more on the security, pri-
vacy, and ethical aspects associated with the registration
and verification process of digital vaccination certificates.
Also, an appealing direction is to investigate if this kind of
platform could cater for the needs of the vaccine supply
chain, ensuring efficient vaccine warehousing, handling,
and stock administration.

Data Availability

The data used to support the findings of this study are
included within the article.
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Consensus mechanism plays an important role in blockchain. At present, mainstream consensus mechanisms include proof of
work (PoW), proof of stake (PoS), and delegated proof of stake (DPoS). PoW, as is widely used in virtual currency, results in
significant energy consumption; PoS and DPoS are proposed to reduce energy waste caused by PoW, but their disadvantage is
that they tend to create Matthew Effect (ME): “the rich get richer.” In order to balance the discourse power of new nodes and
elder ones, this paper proposes a flexible consensus mechanism called proof of engagement (PoE), based on the activity and
contribution of network nodes. We analyze the incentive compatibility of PoE from the perspective of mechanism design. In
our simulation experiments, we tested the profit changes under PoW, PoS, and PoE. The results illustrate it is easier for new
nodes to accumulate their profits under PoE than under PoW or PoS, so as to reduce the negative impacts of ME.

1. Introduction

Bitcoin [1], since it was proposed in 2008, has been consid-
ered the most successful application of blockchain. Its ability
to work properly on a distributed system relies on the genius
consensus algorithms, proof of work (PoW) [2]. Bitcoin is
also commonly called Blockchain 1.0. Ethereum [3], also
based on PoW, is called Blockchain 2.0 for its Turing-
complete smart contract system.

Despite its widespread use, PoW still has several much-
criticized problems [4, 5], and one of the most serious is its
energy consumption. According to digiconomist.net [6], as
of October 2020, Bitcoin has consumed electrical energy
74.38TWh per year, which is comparable to the power con-
sumption of Venezuela. The carbon footprint of Bitcoin has
reached 35.33Mt CO2 per year, comparable to the carbon
footprint of New Zealand. The reason for such a disappointing
situation is that under PoW, network nodes need to run the
SHA256 algorithm repeatedly until they successfully find the
hash solution; then, they will be rewarded bymany digital cur-
rencies; this process completely depends on the computing

power of the devices. Another problem is the centralization
of computing power. To increase the chances of getting a
reward, the users either buy more powerful computing devices
and keep them running at full capacity or join some hugemin-
ing pools [7], which causes a shift in the computing power
from decentralized back to centralized [8] and greatly
threatens the security of the blockchain network.

Proof of stake (PoS) [9] was originally designed to solve
the energy consumption problem. Under PoS, the probabil-
ity of getting a reward is affected not only by the computing
power but also by the length of time a node holding the
coins (coinage). Thus, to some extent, PoE reduces energy
consumption and weakens the absolute control of the full-
time miners and mining pools over the blockchain network.
However, this easily leads to the Matthew Effect [10, 11]: the
richer always gains more profits than those who are not that
rich. Unfortunately, it will be hard for new users to gain their
profits under PoS, and the discourse power will gradually be
centralized in the hands of a few rich ones. The centraliza-
tion problem is still not effectively solved; this reduces the
incentive of the whole system.
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To increase the incentive of the system and reduce the
negative effect of ME, in the following we propose a new
consensus mechanism named proof of engagement (PoE).
A blockchain system under PoE is more like a work-based
society, where nodes can accumulate their profits by
contributing computing power to maintain the security
and creating high-quality smart contracts to maintain the
autonomy. In this way, new nodes will be able to gain a voice
more easily; the flexibility of the whole system is also
increased.

Our contributions. Our contributions are summarized as
follows:

(i) We propose PoE, a flexible consensus mechanism
for a smart contract system based on blockchain,
which shows the ability to reduce the negative
impacts of ME

(ii) We build the static and dynamic evaluation models
of smart contracts and calculate the contract quality
according to the evaluation results. We calculate the
activity of a node based on its transaction volume
and computing power contribution during recent
periods of blocks. From the perspective of mecha-
nism design, we analyze the incentive compatibility
of PoE

(iii) We propose a method to study the flexibility of dif-
ferent consensus mechanisms. In our simulation
experiments, we test the profit changes of those 3
nodes under PoW, PoS, and PoE. The results show
that PoE is more flexible than PoW and PoS. At
last, we discuss the main application directions of
PoE

Paper organization. We organize the remainder of this
paper as follows. Some related works are listed in Section
2; models and algorithms are presented in Section 3; the
incentive compatibility of PoE is analyzed in Section 4; our
simulation experiments and discussions are presented in
Section 5; our conclusions are summarized in Section 6.

2. Related Work

Yuan et al. presented abstract models of PoW and PoS [12].
They modeled the rules of block production into simple
inequalities.

PoW is modeled as follows:

Fdiff blockheaderð Þ⟶ SHA256 SHA256 blockheaderð Þð Þ
<
MaxTarget

diff
ð1Þ

In this model, MaxTarget represents the maximum tar-
get value, and diff represents the degree of difficulty, which
is used to control the production interval of each block.

PoS is modeled as follows:

SHA256 SHA256 timestampð Þð Þ < target × CoinAge: ð2Þ

In this model, CoinAge means the holding time of coins.
In recent years, researchers have been constantly

improving or redesigning consensus mechanisms to make
up for the deficiency of mainstream mechanisms and get
adaption to different applications of blockchain.

To reduce the energy waste of PoW, various consensus
mechanisms have been proposed. PoS [13, 14] is recognized
as an excellent improvement. Besides, proof of luck (PoL)
[15] and proof of elapsed time (PoET) [16], based on the
trusted execution environments (TEE), are also practical
alternatives. In such TEE, the node who becomes the book-
keeper is decided by the waiting time generated by a random
number generator, according to a presupposed probability.
The introduction of TEE greatly reduces energy consump-
tion and improves the output efficiency of blocks. Proof of
useful work (PoUW) [17], proposed in 2017, gets rid of
the meaningless SHA256 operation in PoW and replaces it
with valuable operations in the actual scene, such as com-
puting orthogonal vector problem, 3SUM problem, and
shortest path problem. PBFT [18] is completely different
from the concept of PoW: rather than choosing a winner
to lead but to make sure that everyone performs the same
action. It does not need to consume a lot of computing
power.

Several studies are committed to solving the centraliza-
tion problem brought by PoW and PoS. Based on the com-
bination of PoW and PoS, researchers proposed proof of
burn (PoB) [19], proof of activity (PoA) [20], etc. PoB
enforces the miners to send their coins to a specific address
that cannot be found, that is, to compete for the bookkeep-
ing right by “burning” their coins, which alleviates the
Matthew Effect to a certain extent.

3. Model and Process

3.1. Generic Model. Consensus mechanisms like PoW and
PoS are usually classified as the “proof-class” mechanisms,
in which once the calculated value is within the target range,
and a new block is produced. PoE is also a kind of proof-
class mechanism. In order to model PoE, we first present
the abstract definition of a consensus mechanism for the
blockchain.

Definition 1. A consensus mechanism M ≔ <ℝ, × B, f M > is
a triple, which consists of the following:

(i) A real number set ℝ

(ii) A blockchain × B = fB½0�, B½1�,⋯, B½k�g
(iii) A mapping f M : ℝ⟶ B½k+1� of block production

Based on Definition 1, we present the generic model of
the proof-class consensus mechanisms, as is shown in
Figure 1. In Figure 1, the consensus mechanism extracts
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the key attributes from the existing blocks as the basis for the
computation, and when the computation results in a certain
target solution, a new block is produced.

Under a proof-class consensus mechanism Mp, a new
block is produced if and only if f Mp

follows the inequality:

Calculationð Þ < target × attributeð Þ: ð3Þ

CalculationðÞ represents the calculation for a solution,
target represents the solution target, and attributeðÞ repre-
sents the key attributes of network nodes for the “proof,”
such as computing power in PoW and coinage in PoS; note
that some of the attributes are recorded in the blockchain
ledger.

Main idea. Our goal is to design a consensus mechanism
with the following:

(i) More flexible discourse power system

(ii) Incentives for smart contract creators

(iii) Preference support for different work areas

To achieve our goals, we introduce the contract quality
and the node activity into PoE. Based on Definition 1, we
present the generic model of PoE.

Definition 2. PoE≔ <ℝ, × B, I, × C, f PoE > is a quintuple,
which consists of the following:

(i) A real number set ℝ

(ii) A blockchain × B = fB½0�, B½1�,⋯, B½k�g
(iii) A set I = fi1,⋯, ing of network nodes

(iv) A set × C = × Ci ∪ × C−i of smart contracts

(v) A mapping f PoE : ℝ⟶ B½k+1� of block production

Under PoE, a new block is produced if and only if f PoE
follows the inequality:

CalculationðÞ < target × contractquality × activity: ð4Þ

3.2. Calculation Model. Based on the generic model pre-
sented above, to be more specific, this section presents the
calculation model of PoE. The parameters needed in our
calculation model are shown in Table 1.

The engagement Ωa
i reflects the discourse power of node

i in work area a, which is calculated by the following:

Ωa
i = 1+〠QCa

i

� �
×Ha

i : ð5Þ

The quality QC of smart contract C is as follows:

QC = Sta Cð Þ × Dyn Cð Þ × θ: ð6Þ

To show the professionalism of a node, the quantity and
quality of smart contracts it creates must be considered. As
we know, a new smart contract needs to be locally validated
by other nodes (miners). Not only its feasibility, the security
and algorithm complexity of a contract can also be evaluated
during validation. We propose a model to evaluate the static
properties of a smart contract.

The static evaluation StaðCÞ reflects the code quality of
smart contract C; it is related to some properties of the code,
such as extensibility, reusability, readability, security, and
scalability, and the calculation of its value is a complex soft-
ware engineering problem, which is not discussed more in
this paper because of the limitation of space. However,
StaðCÞ only reflects the static property of a contract from
the perspective of software engineering; it cannot reflect
the practicality, so it is necessary to introduce the dynamic
evaluation DynðCÞ.

The dynamic evaluation DynðCÞ reflects the popularity
of smart contract C, which is indicated by the following:

Dyn Cð Þ = ∑
€k
k=€k−ΔkCallCountC k½ �

Δk
: ð7Þ

In function (8), €k represents the current period of block,
and CallCountC½k� represents the number of times contract C

Key
attributes Calculation

Solution
target

Provide Hit Produce

Ask

Miss Repeat

Put in

Figure 1: The generic model of a proof-class mechanism.

Table 1: Parameters in PoE model.

Symbol Description

Ωa
i Node i’s engagement in work area a

Ca
i Smart contract applied in work area a, created by node i

QC Quality of smart contract C, QC ∈ 0, 1½ �
Sta Cð Þ Static evaluation value of smart contract C

Dyn Cð Þ Dynamic evaluation value of smart contract C

θ Adjustable parameter to control the value of QC

Ha
i Node i’s activity in work area a

k Block periods in a PoE-based blockchain

Ta
i Node i’s transaction volume in work area a

γai Node i’s computing power consumption in work area a

Pi Node i’s expected profits in a PoE-based blockchain
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was called during the period of B½k�. DynðCÞ reflects how
popular contract C was in the last Δk blocks.

Thanks to the Turing-complete programming language,
smart contracts can perform almost any known computa-
tion, which makes them be applied to different work areas.
We believe that the work area will be an important property
of smart contracts in the future.

Work area a is a static property of a smart contract; it
is determined by the application direction of the contract.
The activity of node i in work area a is calculated by the
following:

Ha
i =

∑
€k

k=€k−Δk Ta
ij j k½ � + γai k½ �

� �
Δk

: ð8Þ

In function (9), node i’s transaction volume and con-
sumption of computing power during the last Δk blocks
show its recent activity. γ represents the computing power
consumption for maintaining the blockchain, which
includes contract validation and transaction creation and
verification.

As we know, a node will be rewarded with a bonus once
it successfully “dig out” a new block. In PoW and PoS, the
production of new blocks has certain degrees of randomness,
which makes the mechanism fairer. In PoE, randomness is
preserved, so the expected profits of a node in a PoE-based
blockchain should be calculated to evaluate its benefits.

The expected profit Pi of node i in a PoE-based block-
chain is as follows:

Pi = reward ×
∑am

a=a1Ω
a
i

∑n
x=1Ωx

: ð9Þ

In function (10), a node’s total engagement Ωx in a PoE-
based blockchain is the sum of its engagement in all m dif-
ferent work areas.

3.3. The Process of PoE. The process of consensus is divided
into 2 main stages according to the different types of input
and output: one is the leader election among nodes, and
the other is the chain updation among transactions.

3.3.1. Leader Election. The leader election stage determines
which node will become the bookkeeper.

Definition 3. The leader election stage consists of the
following:

(i) A set I = fi1,⋯, ing of network nodes

(ii) A set Ω = fΩi1
,⋯,Ωin

g of nodes’ total engagement

(iii) A unique bookkeeper b

(iv) A encryption function calculationðÞ
(v) A range target of solutions

In a PoE-based blockchain, the process of the leader elec-
tion stage is shown as Algorithm 1. In Algorithm 1, the
engagement is introduced as a key attribute to gain the range
of the computing target, so a node with high-level engage-
ment is more likely to be a bookkeeper.

3.3.2. Chain Updation. The chain updation stage determines
which of the validated smart contracts will be updated onto
the blockchain.

Definition 4. The chain updation stage consists of the
following:

(i) A set × ~C = fC1,⋯, Cjg of validated smart contracts

(ii) A set × C ̌ = fC1,⋯, Ctg of smart contracts to be
updated

(iii) A set A = fa1,⋯, amg of different work areas

(iv) A set I = fi1,⋯, ing of network nodes

(v) n sets ×Ωa
i = fΩa1

i ,⋯,Ωam
i g of n nodes’ engage-

ment in different work areas

(vi) Block capacityV , the maximum number of
contract-addresses stored in a block

(vii) A function getWorkAreaðÞ for getting the work
area of a smart contract

In a PoE-based blockchain, the validation process of
smart contracts is shown as Algorithm 2 and the chain
updation stage is shown as Algorithm 3.

In Algorithm 2, Ŝ represents a threshold for the static
evaluation of smart contracts. In other words, a smart con-
tract is “qualified” when its static evaluation reaches Ŝ. In
Algorithm 3, network nodes vote for the validated smart
contracts, and if a node agrees to contract C , he/she will
use his/her engagement in the same field to endorse the con-
tract by adding Ωa

i to ΩC . The mechanism will determine
which contracts are eventually recorded on the blockchain,
based on their engagement ΩC and the block capacity.

Input: I,Ω, target
Output: b
1. while True do
2. for all i ∈ I do
3. if calculationð Þ:result < target ×Ωi then
4. b⟵ i
5. break
6. else
7. continue
8. end if
9. end for
10. end while
11. return b

Algorithm 1: Leader election.
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4. Game Analysis

In this section, the incentive compatibility of our mechanism
is discussed. In a PoE-based blockchain, in order to gain
more profits, a node must keep active and concentrated
and try to increase its contract quality.

Theorem 5. Suppose there are average activity values Hi1,
Hi2 of node i, which satisfy Hi1 >Hi2, and all the other vari-
ables are constant, there is Pi1 > Pi2.

Proof. Pi is estimated to be a function of the average activity
Hi of node i:

Pi = reward ×
�Hi × m +∑m

j=1QCi

� �
�Hi × m +∑m

j=1QCi

� �
+ �H−i × m +∑m

j=1QC−i

� �A
⟵m + 〠

m

j=1
QCi

, B⟵ �H−i × m + 〠
m

j=1
QC−i

 !

⇒ Pi = reward ×
�Hi × A

�Hi × A + B
:

ð10Þ

Calculate derivative of function (11) with respect to H̄ i,
and the outcome is as follows:

P
i, �Hi

=
reward × A × B
�Hi × A + B
� �2 : ð11Þ

Obviously, there is Pi, �Hi > 0, so function (11) is strictly
increasing. It is proved that if a node is not active enough
in a PoE-based blockchain, its expected profits will strictly
reduce. ☐

Theorem 6. In the same period of block, suppose there are
contract quality values Qi1,Qi2 of node i, which satisfy
Qi1 >Qi2, and all the other variables are constant, there is
Pi1 > Pi2.

Proof. From function (11), it is obvious that Pi can also be
estimated to be a function Pi,A of A. Calculate derivative of
Pi,A with respect to AðA =m +QÞ, and the outcome is as
follows:

Pi,A =
reward × �Hi × B
�Hi × A + B
� �2 : ð12Þ

Similarly there is Pi,A > 0, so the function Pi,A is strictly
increasing. It is proved that if a node succeeds in increasing
its contract quality in the next period of block, it will be
likely to gain more profits. ☐

According to the theory of mechanism design [21], a
direct mechanism ðq, tÞ is incentive-compatible if and only if

(1) q is increasing

(2) For every θ ∈ ½θ, θ�, we have

t θð Þ = t θð Þ + θq θð Þ − θq θð Þð Þ −
ðθ
θ

q xð Þdx ð13Þ

It is given in function (9) that the computing power con-
sumption γ of a node for maintaining the blockchain is pos-
itively correlated with its activity. In a PoE-based blockchain,

Input: × C = fC1,⋯, Cn g, Ŝ
Output: × ~C = fC1,⋯, Cmg
1. × ~C⟵ null
2. for C ∈ × C do
3. S⟵ StaðCÞ in function(3)
4. if S ≥ Ŝ then
5. add C to × ~C
6. end if
7. end for
8. return × ~C

Algorithm 2: Validation process of smart contracts.

Input: × ~C, A, I, ×Ωa
i , V

Output: × C ̌

1. × C ̌ ⟵ null
2. L⟵ null
3. v⟵ 0
4. for C ∈ × ~C do
5. ΩC ⟵ 0
6. for a ∈ A do
7. if a == getWorkAreaðCÞ then
8. for i ∈ I do
9. if agree then
10. ΩC ⟵ΩC +Ωa

i
11. add ΩC to L
12. else
13. continue
14. end if
15. end for
16. end if
17. end for
18. end for
19. while v <V do
20. v⟵ v + 1
21. for ΩCi

∈ L do
22. if ΩCi

==max ðLÞ then
23. add Ci to × C ̌

24. end if
25. end for
26. end while
27. return × C ̌

Algorithm 3: Chain updation of smart contracts.
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the computing power consumption must be considered as
the “mining cost” of a node.

The utility ui of node i is calculated by the following:

ui = Pi − Γi −O qið ÞΓi = σ × γi: ð14Þ

In function (15), Γi represents the average “mining cost”
in the recent Δk periods of blocks. σðσ > 0Þ represents the
unit cost. OðqiÞ represents the cost for increasing the con-
tract quality; it is small enough compared to Γi. Function
(15) can also be estimated to be a function of γi:

u γið Þ = P γið Þ − Γ γið Þ −O qið Þ: ð15Þ

Lemma 7.When σ is within a reasonable range, there exists a
threshold bγi which satisfies the following:

u bγið Þ =max u γið Þð Þ: ð16Þ

Proof. Calculate derivative of function (16):

u′ γið Þ = P′ γið Þ − Γ′ γið Þ: ð17Þ

Same as function (12), P′ðγiÞ decreases strictly and
approaches to 0.Γ′ðγiÞ = σðσ > 0Þ, when σ satisfies the
following:

0 < σ <
reward × A

B
: ð18Þ

Function (16) exhibits increasing and then decreasing.
Lemma 7 stands. ☐

In a PoE-based blockchain, the strategy space of node i is
as follows:

si =

γi × qi γi ∈ 0, bγi½ Þ, qi ∈ 0, 1½ Þ,
qi γi = bγi , qi ∈ 0, 1½ Þ,
γi γi ∈ 0, bγi½ Þ, qi = 1,bsi γi = bγi , qi = 1:

8>>>>><>>>>>:
ð19Þ

In function (20), γi, qi represents increment space of the
computing power consumption and the contract quality.
Now function (15) can be expressed as follows:

ui =

u γi, qið Þ γi ∈ 0, bγi½ Þ, qi ∈ 0, 1½ Þ,
u qið Þ γi = bγi , qi ∈ 0, 1½ Þ,
u γið Þ γi ∈ 0, bγi½ Þ, qi = 1,

u bsið Þ γi = bγi , qi = 1:

8>>>>><>>>>>:
ð20Þ

Theorem 8. When si satisfies function (20) and σ satisfies
function (17), the PoE mechanism is incentive-compatible.

Proof. According to Theorem 5 and Theorem 6, it is obvious
that Pi is increasing. According to function (14), function

(15), and function (21), it is easy to infer that usi satisfies
the following:

usi ≥ usi′ ⇔ , ð21Þ

usi ≥ si

ðsi′
si

δPi

δsi′
dx −

ðsi′
si

δΓi

δsi′
dx +

ðsi′
si

δO qið Þ
δsi′

dx

 !
⇔ , ð22Þ

usi ≥ siϑ si′
� �

− si′ϑ si′
� �

+ si′ϑ si′
� �

− τ si′
� �

⇔ , ð23Þ

usi ≥ siϑ si′
� �

− si′ϑ si′
� �

+ u si′
� �

⇔ , ð24Þ

usi − u si′
� �

≥ si − si′
� �

ϑ si′
� �

⇔ , ð25Þ
ðsi
si′
ϑ xð Þdx ≥

ðsi
si′
ϑ si′
� �

dx⇔ : ð26Þ

Theorem 8 stands. ☐

It can be seen from the establishment of Theorem 5,
Theorem 6, and Theorem 8 that as a consensus mechanism,
PoE is incentive-compatible. It means that under PoE, ratio-
nal nodes are more likely to choose to improve the quality of
their contracts and remain active to improve their profits.
This explains the feasibility of PoE.

5. Experiment and Discussion

In this section, a method of evaluating the flexibility of a
consensus mechanism is proposed. According to the generic
models of PoW and PoS mentioned in Section 3.1 and
Algorithm 1, we first test and compare the performances of
3 nodes under 3 different mechanisms in Exp1. Then, we test
the impact of the contract quality on nodes’ performances
under PoE in Exp2. At last, we discuss the main application
directions of PoE.

5.1. Flexibility Comparison. The 3 nodes have different char-
acteristics and strategy preferences at the very beginning, as
is shown in Table 2: node a performs as a full-time miner, so
he has the highest computing power and always keeps active;
node b performs as a lazy rich guy, so he has a high level of
coinage and creates some smart contracts for transactions;
node c performs as a new and hard-working developer, so
he keeps active and creates a number of smart contracts
for different applications.

Table 2: Attributes of nodes at B½0� in Exp1.

Attribute a b c Remarks

Computing power 100 10 1 Constant

Coin age 10 100 1 Variable

Activity 10 1 10 Constant

Contract quality (total) 1 10 q Variable

6 Wireless Communications and Mobile Computing



5.1.1. Profits. The profit changes of a, b, c under PoW, PoS,
and PoE during 400 periods of blocks are shown in
Figure 2. It is directly shown in the line charts that compared
to those under PoW or PoS, node a accumulates its profits
more quickly under PoE and surpasses b and c in a short
time.

5.1.2. Probability Distributions.We tested a, b, c’s probability
distribution of becoming the bookkeeper during 400 periods
of blocks for 50 times under PoW, PoS, and PoE. The prob-
ability distributions are shown in Figure 3. Figures 2 and 3
directly indicate that node a, b, and c have their own advan-
tages under the 3 different mechanisms.

The flexibility ΦM of a consensus mechanism M is a
property which reflects the novice-friendliness and the
incentive of M.

Proposition 9. The flexibility ΦM of a consensus mechanism
M is proportional to the average probability ϕnew that a new
node successfully becomes the bookkeeper underM during the
first k periods of blocks.

We do not have to prove the simple proposition pre-
sented above. Note that node c is a new node in the block-

chain, so we calculate the average probability ϕc of node c
under different mechanisms:

�ϕc PoWð Þ = 0:0097,
�ϕc PoSð Þ = 0:0452,
�ϕc PoEð Þ = 0:5462:

ð27Þ

Obviously, node c has excellent performance under PoE.
Note that the cost of creating a smart contract (or improving
the contract quality) is much less than increasing the com-
puting power or increasing the coinage. Hence, it is not

400

400

350

350

300

300

250

250200

200
150

150

100

100

50

50

a
b
c

0
0

Pr
ofi

ts

Blocks

Profits under pow
400

400

350

350

300

300

250

250

200

200

150

150

100

100

50

500
0

Pr
ofi

ts

Blocks

Profits under poS
400

400

350

350

300

300

250

250

200

200

150

150

100

100

50

50
0

0

Blocks

Pr
ofi

ts

Profits under poE

Figure 2: Profits under different consensus mechanisms in Exp1.
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Figure 3: Probability distribution under different consensus mechanisms in Exp1.

Table 3: Attributes of nodes at B½0� in Exp2.

Attribute a b c Remarks

Computing power 1 1 1 Constant

Coin age 1 1 1 Variable

Activity 10 10 10 Constant

Contract quality c c c Variable

Contract quality (average) 1 1 q Variable
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difficult to summarize that PoE is more flexible than PoW
and PoS.

5.2. Impact of Contract Quality. In Exp2, we assume that a, b,
and c are all hard-working developers, and their characteristics
are shown in Table 3.

In Exp2, the basic rules are as follows:

(i) At B½0�, Pa = 1, Pb = 1, Pc = 1

(ii) Pi = Pi + 1 if b⟵ i

(iii) At B½0�, c = 1, and there is c = c + 1 when B½k� = B½k+1�

Different from Exp1, we considered the average quality
of smart contracts in Exp2. We improved the average
contract quality of node c by 0%, 30%, 60%, and 90%,
respectively, and tested a, b, c’s probability distribution of
becoming the bookkeeper under PoE, and the results are
shown in Figure 4.

We calculate the average probability ϕc of node c when
Q×Cc

is 0%, 30%, 60%, and 90% higher than the average

value Q×C :

�Φc
�Q×Cc

= 100%�Q×C
� �

= 0:3384,

�Φc
�Q×Cc

= 130%�Q×C
� �

= 0:3820,

�Φc
�Q×Cc

= 160%�Q×C
� �

= 0:4144,

�Φc
�Q×Cc

= 190%�Q×C
� �

= 0:4444:

ð28Þ

Our experimental results directly indicate that when
node c’s average contract quality improves by 30%, 60%,
and 90%, and its average probability to become a book-
keeper is improved by about 12.9%, 22.5%, and 31.3%.
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Figure 4: Probability distribution under PoE with contract quality increasing in Exp2.
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5.3. Application Discussion. According to the characteristics
of PoE, we have made some assumptions about its applica-
tion directions.

5.3.1. Knowledge Payment Platforms. Higher quality, more
practical knowledge deserves a higher price.

Suppose in a Q&A community, users ask and answer
questions in different areas, such as medicine, finance, and
law. The community will reward users with excellent
answers, and the questioner also gives the answerer some
appreciation for solving his/her problems. A PoE-based
blockchain is suitable for building a Q&A community, for
example, a senior lawyer can quickly accumulate his fame
and income by answering a number of questions related to
law in such a community.

5.3.2. Copyright Protection. The data should be traceable and
hard to be tampered with.

Thanks to the characteristics of a PoE-based blockchain,
the publication time and author information of work can be
traced back and it is very difficult to be tampered with. In
addition, excellent works can be endorsed by experts in the
industry, so that the author’s hard work can be recognized
by the industry.

5.3.3. Distributed Social Networks. High-quality content cre-
ators should be recommended to be followed by users. A
more active user should have a louder voice.

Suppose on a video website, users can get coins by daily
logging in and watching videos, which will be given to their
favorite videos as “like.” Videos with more coins will be rec-
ommended to each user’s home page, and the video creators
will be recommended to be followed. A PoE-based block-
chain can meet the needs of such distributed social networks
and greatly reduce the pressure of centralized storage. In
addition, it can protect users’ creations from usurpation.

6. Conclusion

This study mainly investigates a novel consensus mecha-
nism called proof of engagement. Specifically, we first pres-
ent a definition of consensus mechanism and propose a
generic model of proof-class consensus mechanisms, and
on this basis, establish the generic and calculation models
of PoE. Secondly, we present the algorithms of the consen-
sus process. Thirdly, from the perspective of mechanism
design, we analyze the incentive compatibility of our mech-
anism. If a node keeps active and improves its contract qual-
ity, it will always gain more profits than performing
idleness. At last, we test the flexibility of our mechanism
through a series of simulation experiments and discuss the
main application directions of PoE. The experimental
results show that a new node is more easier to increase
profits if he/she maintains a high level of engagement. Our
mechanism has better incentives for contract creators than
PoW and PoS. This is a strong indication that to a large
extent, PoE weakens the Matthew Effect. Generally speak-
ing, PoE is a flexible, fair, and novice-friendly mechanism.
This work provides a new idea for the industrial combina-
tion of blockchain; it will bring benefits to the development

of smart contracts and distributed autonomous systems
such as DApp, DAO, and DAS.
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Recently, the concept of a decentralized data marketplace is getting much attention to exchange user data. Multi-authority
attribute-based encryption (ABE), which can provide flexibility and user-centric access control, is previously widely used in
decentralized data sharing applications and also becoming a foundation to build decentralized data trading applications. It is
known that users in a multi-authority ABE system can collude by sharing their secret information for malicious purposes. To
address this issue, the collusion-resistant multi-authority ABE model was introduced in which a unique global identifier (GID)
is issued by the central authority (CA) to each user. Unfortunately, such approach cannot be used directly to build a
decentralized data marketplace as (a) such intervention of the CA is directly against the main motivation of the decentralized
trading platform and, mostly importantly, (b) the CA can exploit its full knowledge on users’ GID to launch various attacks
against users. Motivated by these observations, this paper introduces a novel user collusion-resistant decentralized multi-
authority ABE scheme for privacy preserving data trading systems. In the existing multi-authority ABE systems, users utilize
his/her GID that is solely assigned by the CA to generate his/her secret keys throughout the collaboration with authorities and a
user can compute multi-authority keys by combining the secret keys (stem from the same GID) in various ways. In the
proposed system, the CA only has a partial knowledge of users’ GIDs, and thus, users’ privacy can be protected. On the other
hand, we set the user’s own partial GID as a secret which can be used to withdraw his/her deposit to discourage any possible
collusion among users.

1. Introduction

The development of the Internet of Things (IoT) has led peo-
ple to generate larger amounts of data in their daily lives.
Experts predict that the amount of these data will explosively
increase each year [1]. One major use of the massive amount
of data is the training of various machine learning algorithms
to build artificial intelligence-empowered applications for
our daily lives [2–4]. As acquiring sufficient amounts of data
from individuals to train the machine learning algorithms
has many limitations, the concept of a data marketplace is
introduced; a data marketplace is an online trading platform
where people can trade data, and it can be considered suitable

for legally acquiring the data required for learning. Google
[5] and Amazon [6] provide an online data marketplace ser-
vice based on their cloud infrastructure. On these platforms,
peoples can buy qualified data and analyze it on the cloud
computing service. However, there is a significant issue that
the most centralized marketplace does not support the
user-to-user data trade and all rights to sales data are con-
trolled by the central administrator. A decentralized market-
place platform [7–9] where the concept has recently been
proposed can provide decentralized data trading among
users without a centralized administrator based on the block-
chain smart contract. A decentralized data trading platform
achieves decentralization by excluding the participation of
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trusted intermediaries. However, the decentralized platform
does not support data sharing through trusted administrator
among the data seller and multiple buyers. Therefore, consid-
ering the problem that sellers must always be online for data
sharing, the most efficient way is for the seller to outsource
sales data to the cloud server and the server to provide data
only to users authorized by the seller. However, traditional
one-to-one cryptographic schemes (e.g., symmetric key
encryption and public key encryption) are not suitable for
decentralized data trading. If a one-to-one scheme is used,
the seller will need to transform (or re-encrypt) data stored
on the cloud server into new ciphertexts for the buyer every
time.

An attribute-based encryption (ABE) is a cryptographic
scheme that can provide one-to-many encryptions, which
satisfies the utmost requirements of data trading. The seller
can specify the buyer’s job or position in the process of gen-
erating a ciphertext, and buyers can also efficiently find the
desired data based on specified attributes in the ciphertext.
In the ciphertext-policy attribute-based encryption (CP-
ABE) [10–13], the message sender defines the attributes
required for the decrypting of the message as an access tree.
The ciphertext can be decrypted by any user who has appro-
priate attributes. To decrypt the message, firstly, the recipient
must prove his/her attribute set and gets corresponding
secret keys from the key authority. However, in the multi-
authority environment [14–17], authorities manage attri-
butes of users belonging to them privately unless there is a
predefined communication channel among them and users
can belong to more than one authority with multiple secret
keys. The message sender can define a set of attributes issued
by different authorities as conditions for decrypting data.
Therefore, in the multi-authority ABE system, recipients
must be able to generate a secret key by combining his/her
multiple attributes generated by multiple authorities.

However, if the combination of secret keys is allowed, the
system must consider the following two issues: first, authori-
ties do not know a secret key generated by other key author-
ities. If the key authority receives a request to combine secret
keys from the user, the authority must be able to verify that
the requested secret keys are all held by the same user. In
other words, all authorities must be able to distinguish
between the honest user’s request and the malicious
attacker’s request. The second issue is a revocation of the
secret key. If the user leaves the system or an attribute is
updated, the corresponding user’s secret key should no lon-
ger be used. If the system does not provide the key revoca-
tion, attackers may be able to attempt a collusion attack
using a revoked user’s secret key.

Chase [14] proposed a global identifier (GID) to distin-
guish between the honest request and collusion attack. The
user uses his/her unique GID issued by the central authority
as an input parameter for the key generation algorithm, and
only combinations of secret keys generated from the same
GID are allowed in the system. Subsequent works [15, 17–
20] have improved Chase’s approach, where instead of iden-
tifiers, the CA chooses a random secret value for each user
and generates the secret key based on this random value with
each authority. This random value is revealed only when the

user has enough secret keys. If the user attempts to combine
the secret keys generated from different random values, it is
not revealed and the algorithm does not return a valid com-
putational result. However, these approaches assumed a
trusted CA that issues a unique identifier for each user and
there was a limit to the system being overly dependent on
CA. A decentralized attribute-based encryption (DABE)
[10, 18–20] was proposed to solve the concentration of
secrets in the CA during the key generation process, but there
remained a problem of the centralized GID. Even if the
power of the CA has been weakened, the user’s GID is still
determined by CA, so the CA can collude with the user to
violate the privacy of other users [21].

2. Related Work

Sahai and Waters [22] first proposed an ABE as an extension
concept of identity-based encryption [23]. In ABE cryptosys-
tems, a user is represented by a set of attributes instead of
unique identities. Therefore, ABE can provide flexible access
control based on the user’s attributes. In [22], the ciphertext
can be decrypted if the recipient has at least d attributes in
the entire set of attributes. To generate the secret key, first,
the user proves his/her identity with attributes to the trust
authority. After validation of attributes is completed, the
key authority uses its master key to generate the requester’s
secret key corresponding to the set of attributes that the
requester has.

Many researchers have recently used ABE to achieve
decentralized data sharing. Gao et al. [24] and Zhang et al.
[25] proposed a decentralized data sharing system. They pro-
pose a method that combines the blockchain and CP-ABE to
resolve problems caused by the untrusted cloud service pro-
vider in traditional data sharing systems. Instead of storing
personal data on the untrusted cloud server, Gao et al. [24]
suggested that InterPlanetary File System (IPFS) nodes store
a chunk of encrypted data. In his data sharing scheme, only
users with appropriate attributes can collect chunks from
the decentralized file system and reconstruct the original
decrypted data. Zhang et al. [25] used an attribute-based sig-
nature (ABS), CP-ABE, and the blockchain smart contract to
share IoT sensor data on the untrusted cloud server. In [25],
the data owner stores encrypted data on the cloud server and
generates a smart contract that manages the access control
table of the data. If the IoT device that wants access to data
has appropriate attributes, it can submit ABS to the smart
contract and receive the encrypted private key. Subsequently,
the IoT device submits ABS to the cloud server and obtains
encrypted data via a secure channel established through
mutual authentication. However, [22, 24, 25] assumed a sin-
gle attribute key authority in their system, so it failed to
present available ABE in the multi-authority model in which
several different authorities operate simultaneously. A single-
authority ABE model violates our goal of mitigating the
dependence of the centralized authority. Therefore, we
require consideration of a multi-authority environment in
which multiple authorities manage users’ attributes
individually.
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Chase [14] proposed a multi-authority ABE model based
on the global identifier. In Chase’s ABEmodel, all users in the
system have a unique GID issued by the central authority
(CA) and they use it as a secret seed to issue secret keys from
each attribute authority. In the process of the key generation,
the requester’s GID and his/her attributes and a pseudoran-
dom function (PRF) that each key authority has uniquely
are used. Upon receiving a request to combine several secret
keys from the user, the authority reconstructs this identifier
from the requested secret keys. If all secret keys are generated
from the same GID, the authority combines the requested
secret keys. Since the reconstruction of GID requires infor-
mation about PRF that each authority uses to generate secret
keys, Chase’s model necessitates a fully trusted entity that
maintains the state of all authorities in the system. However,
this entity will have a significant impact on the entire system
if it is compromised (known as a single point of failure).

DABE can mitigate the impact of the aforementioned
issues by dividing the role of the fully trusted CA in tradi-
tional ABE systems into multiple entities in the system [10,
18–20, 26, 27]. Hur and Kang [19] proposed a DABE model
that improves the model of Bethencourt et al. [12]. In [19],
the CA and a group of attribute authorities Ai cooperatively
generate user’s secret keys. Each authority generates only a
part of the user’s secret key in the key generation phase, so,
nobody knows the entire user secret key except the user.
The CA securely generates a portion of the user’s secret key
while maintaining privacy for their input data by running a
two-party computation protocol with key authorities in the
system. The user completes his/her secret keys by combining
portions of the secret key issued by the CA and key authori-
ties. Wang et al. [20] proposed the DABE model in which a
key authority (KA) and a cloud service provider (CSP) coop-
eratively issue user’s secret keys in the single-authority envi-
ronment based on Water’s model [13]. Wang mitigated the
key escrow problem due to the key generation of the single
authority by splitting the key generation operations sepa-
rately between KA and CSP, similar to [19]. Similar to the
scheme in [19], Wang’s scheme runs a two-party computa-
tion protocol between KA and CSP, so only the user knows
his/her secret key. Lin et al. [10] proposed a collaborative
key management protocol based on Water’s model [13]. In
[10], the key authority and cloud server issue a user’s secret
key and a decryption server helps the user’s decryption pro-
cess. In Lin’s scheme, the key authority (KA), cloud server
(CS), and decryption server (DS) generate secret keys for
each user during the key generation process. Unlike previous
studies, in Lin’s scheme, no one in the system has a user’s
secret key. Instead of issuing a secret key to the user, encryp-
tion and decryption operations based on the user’s secret key
issued by the CA are divided by KA, CS, and DS. In [27],
Rahulamathavan et al. proposed a strong privacy-
preserving DABE model with an anonymous key-issuing
protocol to prevent key authorities from tracing users’ GIDs
and violating users’ privacy. In Rahulamathavan’s scheme,
users can get a secret key from the key authority without
revealing their GID to key authorities. However, most of
the proposed schemes still rely on the GID generated by the
CA to prevent collusion attacks among users. The security

of the above systems has the disadvantage of relying entirely
on a single fully trusted authority. Therefore, rather than
simply distributing the running of traditional ABE
algorithms across multiple entities, we need a method to effi-
ciently prevent collusion attacks.

Blockchain is a variant of the distributed database. Users
in the blockchain network (called a full node) manage a local
copy of the blockchain ledger themselves without the data-
base manager. In the blockchain network, a consensus proto-
col is used to synchronize ledgers even if malicious nodes are
participating in the network. The blockchain can be divided
into two types depending on the network model [28]. The
first type is a public blockchain, where all nodes in the net-
work are untrustworthy nodes. Therefore, the public block-
chain uses consensus algorithms such as a Proof-of-Work
(PoW), Proof-of-Stake (PoS), and Delegated Proof-of-Work
(DPoS), which can provide strong network security. A strong
consensus algorithm can protect a blockchain ledger from
malicious nodes in the network; however, it leads to trade-
offs between security and performance [29, 30]. The second
type, a private blockchain, improves the performance of the
blockchain network by constructing nodes in the network
only as authorized users. The private blockchain network is
managed by a network administrator, and only users autho-
rized by the administrator can participate in the network.
Therefore, the private blockchain can improve the network
performance based on efficient consensus algorithms such
as PBFT [31].

A security deposit means money held as an initial pay-
ment of the purchase process. It is used in various fields, such
as leasing, and is used as a means of ensuring fairness in the
contract. For example, if a lessee damages an apartment or
cancels a lease contract during an apartment lease, the lessor
will deduct the amount from the lessor’s deposit. Poon and
Dryja [32] proposed a method to share cryptographic proofs
that allow the counterparty to withdraw their deposit when-
ever the channel is updated. If a malicious user attempts to
close the channel abnormally, the counterparty will be able
to withdraw the malicious user’s deposit without the original
owner’s consent. McCorry et al. [33] proposed a monitoring
solution that improves the problem of channel participants
being always online and monitoring the network. Partici-
pants in the channel always have to monitor the blockchain
network to know if the counterparty closes the channel
abnormally. McCorry et al. have delegated these monitoring
roles to third parties and proposed a monitoring solution that
allows users to validate the results. A Hashed Timelock
Contract (HTLC) [34] is a method to support a cross-chain
transaction between heterogeneous blockchain networks
(e.g., exchange Bitcoin and Ethereum). Unlike traditional
cryptocurrency transactions that use the digital signature as
a proof of ownership, HTLC uses knowledge of preimage r
of hash values HðrÞ recorded in the blockchain ledger as
proof of ownership. A preimage for the proof of ownership
is automatically disclosed at the phase of consuming the
counterparty’s transaction after both sides send the transac-
tion to the counterparty. As such, the security deposit is used
as a motivation to induce honest behavior among untrusted
users.

3Wireless Communications and Mobile Computing



2.1. Our Contribution. In this paper, we propose a fair data
trading system on the multi-authority ABE model. In the
proposed system, we adopt a blockchain-based security
deposit to prevent collusion attacks and a data trading proto-
col based on HTLC to guarantee fairness between the buyer
and seller. To summarize, our contributions are listed as
follows:

(i) In the proposed model, any user can attempt a collu-
sion attack. However, if anyone tries to attack,
he/she will lost his/her security deposit. People will
act as honestly as possible to keep their deposits.

(ii) In the proposed system, the trading and sharing of
sales data are done without the participation of a
trusted administrator. We propose a decentralized
data trading protocol that can guarantee reliability
between untrusted sellers and buyers.

(iii) The proposed system is controlled only by smart
contracts operating on the blockchain. Nobody can
control the blockchain network that is controlled
only by nodes in the network, and the proposed sys-
tem is secure unless a fatal attack on the blockchain
network is known.

3. System Architecture

In this section, we describe our proposed system architecture
with our security considerations.

3.1. System Description. There are five system entities in our
system, the central authority (CA), attribute authorities (Ai
), the user (buyer and seller), the blockchain network, and
the cloud service provider (CSP) as shown in Figure 1.

(i) Central authority (CA) generates a secret key to the
user in cooperation with Ai that can be used to
decrypt the ciphertext in the system. The CA period-
ically updates all secret keys to revoke a malicious
user or attributes. Moreover, the CA deploys a secu-
rity deposit contract (SC) for each user that moti-
vates users to act honestly in the system

(ii) Attribute authorities (Ai) are responsible for verify-
ing the user’s possession of attributes and issuing
attributes to the user. In our system, a secret key
means a secret value corresponding to a set of attri-
butes and the user can obtain multiple attributes
and its secret keys from multiple authorities

(iii) User is classified as a seller or buyer according to
their role in the trading protocol. All users must set
up a security deposit as a constraint on their behav-
ior and then participate in the system

(iv) Blockchain is a decentralized P2P network without a
network administrator. A smart contract is a pro-
gram that runs on the blockchain network, which
is controlled only by network nodes, making control
by third parties practically difficult. Therefore, it is

practically difficult to control the operation of the
program by malicious third parties

(v) Cloud service provider (CSP) is a cloud server that
stores ciphertexts, which in our system CSP serves
to provide ciphertexts to buyers and deploys a trad-
ing support contract (TSC) that supports users’ data
trading. Furthermore, we assume that in the pro-
posed system, CSP is a semitrusted entity and honest
but curious

3.2. Security Goals. In this paper, we assume a collusion
attack as a major threat to the proposed system. In the
CP-ABE model, a user’s secret key represents a set of attri-
butes authenticated by the key authority. Even if users
share their secret keys with the collusion attacker, there is
no damage to colluders unless the system administrator
detects and punishes the colluder who shared the secret
key. The attacker may be able to get secret keys through a
trusted colluder who wants to access the same data. How-
ever, realistically, it would be more desirable to assume that
a third-party user who has no contact with the attacker has
this secret key. Therefore, we assume that a group of collu-
sion attackers in the proposed system does not have enough
attributes to decrypt the target data (also, the attacker’s
group consists of reasonable users and has no trust among
them). We also assume that an attacker pays a reward and
gets a secret key to a third-party user who has insufficient
attributes.

A collusion attack can be classified into several types of
attacks according to the role of participants in the system
[21], and we consider that the following two types of attacks
are a threat to the proposed system.

Central authority User

Smart contract SC

Blockchain network

Attribute authority Attribute authority

cGID

1. Deploy SC
2. Deposit – SC.deposit
(with condition hvalue) 

uGID

hvalue

User’s GID

3. Key generation

4. Secret key, SK

Figure 1: Proposed system overview.
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(i) Among users: an attacker’s secret key (i.e., a set of
attributes) cannot decrypt the target data that he
wants to access. The attacker can obtain insufficient
attribute keys from colluders to achieve the condition
to decrypt the target data

(ii) Authority and user: the CA does not issue secret keys
to users. Instead, it can be the target of many attacks as
an administrator of the system. A compromised CA
can generate a secret key for any user without attribute
authorities based on the information that can be
obtained from the secret key of the user in the system

Under the threat model noted above, we consider the fol-
lowing security goals for a fair data trading system against
collusion attacks on the multi-authority ABE model:

(i) Collusion resistance: although collusion attacks can
occur among entities in the system, resistance to col-
lusion attacks should be guaranteed

(ii) User revocation: the secret key of a user who has left
the system or been revoked by the CA must no lon-
ger be valid on the system. Furthermore, the revoked
secret key should not be used in the system even
though it is still valid

(iii) Decentralization: all data trading transactions occur-
ring on the proposed system are made without the
participation of the trusted intermediary. It is a trade
between untrusted users, but no user should be able
to harm the other party by malicious behavior

3.3. Cryptocurrency Deposit. The proposed model uses cryp-
tocurrency as a deposit. However, cryptocurrency may not
be appropriate to use as a deposit due to its unique floating
exchange rate. For example, on January 31, 2020, Ethereum
was priced at $183.68 per dollar. However, a year later, the
price increased sevenfold to $1,317.58 on January 31, 2021.
If the value of the cryptocurrency decreases, the deposit will
not prevent collusion attacks, and if the value increases, it will
be a factor that makes it difficult for new users to participate
in the system. Therefore, cryptocurrency-based deposits can
have a significant impact on the reliability of the system. To
prevent issues caused by the volatility of cryptocurrencies,
we assume the use of Tether (USDT) instead of ordinary
cryptocurrencies such as Bitcoin (BTC) and Ethereum
(ETH) as deposits used in the system. As of February 22,
2021, Tether’s volatility over the past 30 days was 0.01, while
Bitcoin was 0.88 and Ethereum was 0.94 [35]. Tether tokens
exist as digital tokens built on Bitcoin (Omni and Liquid Pro-
tocol), Ethereum, EOS, Tron, Algorand, SLP, and OMG
blockchains. Tether is implemented in the Ethereum block-
chain as an ERC-20 token and supports smart contracts.
Furthermore, the low variability of the tether is suitable for
use in the proposed system.

4. Decentralized CP-ABE

A common framework of the CP-ABE scheme consists of the
following four algorithms:

(i) Setup: the authority runs a setup algorithm to gener-
ate public parameters for the system and then gener-
ates its master key (MK) and public key (PK)

(ii) Key generation: The authority validates attributes
that the user has and then issues the user’s attribute
key using its master key

(iii) Encryption: the user (message sender) defines the
access policy to decrypt the ciphertext. Then, the
user uses the access policy and authority’s public
key to generate the ciphertext

(iv) Decryption: the user (recipient) uses his/her attribute
key and the authority’s public keys to decrypt the
ciphertext. If the user has enough attributes defined
in the access policy of the ciphertext, he can acquire
the plaintext, but otherwise, he will fail to decrypt it.

Hur and Kang [19] proposed a decentralized attribute-
based encryption model that improves the CP-ABE model
proposed by Bethencourt et al. [12]. He improved the key
generation algorithm in the Bethencourt model to collabo-
rate with the central authority and attribute authorities. This
model is as follows.

4.1. Setup

(i) Global setup: the trusted initializer chooses a bilinear
group G0 of prime order p with generator g and a
cryptographic hash function H : f0, 1g∗ ⟶G0

(ii) Authority setup: a central key authority (CA) chooses
a random exponent β ∈ℤp as its master key and

computes its public key gβ. CA’s master private and
public key pair is given by (MKCA = β, PKCA = gβ).
Each local key authority (Ai) chooses a random expo-
nent αi ∈ℤp as its master private key and computes
its public key eðg, gÞαi (where e is a bilinear map
and is denoted by e : G0 ×G0 ⟶G1). Key authori-
ties’ master private and public key pairs are given
by (MKAi

= eðg, gÞαi , PKAi
= αi). Then, it publishes

a public parameter param = fG0, g,Hg

4.2. Key Generation. In Bethencourt’s model, the CA gener-
ates all parts of the user’s secret key by itself. However, in
Hur and Kang’s model, the CA and key authorities generate
users’ secret keys cooperatively shown in Figure 2. Therefore,
none of them can acquire the entire part of the user’s secret
key. The key generation protocol is as follows:

(1) The user u requests the CA, to generate a secret key

(2) The CA chooses random exponents γi ∈ℤ
∗
p for each

key authority Ai and sets GIDu =∑m
i=1γi. Then, the

CA and each key authority Ai run a secure two-
party computation (2PC), where the private input
of the CA is ðγi, βÞ, authority Ai’s private input is αi,
and the protocol returns the private output x = ðαi +
γiÞβ to Ai
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(3) Ai randomly chooses τ ∈ℤ∗
p and computes T = gxτ

= gðαi+γiÞβτ and then sends it to the CA

(4) CA computes B = T1/β2
= gαi+γiτβ and sends it to Ai

(5) Ai computes Di = Bτ = gðαi+γiÞβ and sends it to the
user u

(6) After receiving Di from all key authorities, the user u
computes the part of his/her secret key D =

Qm
i=1Di

= gðα1+⋯+αmÞ+GIDuβ

(7) The CA randomly chooses r′ ∈ℤp and then sends

gGIDu−r ′ to Ai and gr ′ to u.

(8) Ai randomly chooses r j ∈ℤp and sends the following
secret value to the user u (value r j related to the set of
attributes λj issued to the user u by authority Ai):

∀λj ∈ S : Dj = gGIDu−r ′ ·H λj

� �r j ,
Dj′= grj

ð1Þ

(9) The user u computes gr ′ ·Dj for all attribute keys that
he has. The secret key that the user u obtains is as fol-
lows: (where D = gðα1+⋯+αmÞ+GIDuβ)

SKu = D,∀λj ∈ S : Dj = gGIDu ·H λj

� �r j ,Dj′= grj
� �

ð2Þ

In the Hur and Kang model, a decentralized key genera-
tion is possible because each authority generates only a part
of the user’s secret key. Moreover, each user’s secret key uses
a different secret value GIDu randomly chosen by the CA,
which prevents the collusion attack among users. Without

knowledge of this secret value GIDu, collusion attack among
users is impossible.

However, if the CA is compromised, it is possible to gen-
erate a secret key for another user by colluding with the user
without the participation of key authorities [21]. The user u
gives the CA the value D that is part of his/her secret key S
Ku. The CA can compute the value gα required to generate
another user’s secret key from the value D received from
the user u as follows:

Dβ

gGIDu
= g α1+⋯+αmð Þ+GIDuβ
� �β

× g−GIDu

= g α1+⋯+αmð Þ+GIDu+ −GIDuð Þ = g α1+⋯+αmð Þ:

ð3Þ

A simple solution for this vulnerability is to set the value
GIDu, which the CA randomly determines for each user, to
secret information that the CA does not know. However, if
users choose the value GIDu themselves, it leads to a problem
which is a collusion attack among users. And if the user gives
a value GIDu as well as a value D to the CA, the solution no
longer guarantees resistance to collusion attacks.

5. Proposed Scheme

In this section, we present a decentralized ABE model that
improves the Hur and Kang model [19]. To solve the afore-
mentioned problem, we propose a security deposit protocol
to avoid collusion attacks. We use a security deposit on the
blockchain as a precaution against malicious behavior by
users in the attribute-based encryption system. In the pro-
posed model, the user sets up a security deposit to the block-
chain smart contract as a guarantee of his/her honest
behavior to participate in the system. If the user colludes with
another user, during the exchange of information for the
attack, he exposes the secret value that is required to with-
draw his/her security deposit from the smart contract.
Table 1 shows notations used in our scheme.

x = (𝛼i + 𝛾i)𝛽

T = gx/𝜏

B = T1/𝛽2

i = 1

Di = B𝜏

Di

m

D = 

𝜆j ∈ S: Dj = gGID–r󳰀 󳰀H(𝜆j)rj, Dj = grj.

SKut
 = (D, 𝜆j ∈ S: Dj = gGID 󳰀H(𝜆j)rj, Dj = grj.

gGID–r󳰀

gr󳰀

(𝛼i)(𝛽, 𝛾i)

Attribute
authorities (Ai)

1

2

3

4

5

6

7

8

9

Key
request

Central
Authority (CA)

User (u)

Figure 2: Key generation phase in the Hur and Kang model [19].
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5.1. Deposit Setup. All users must set up their security deposit
to participate in the system. The security deposit is managed
by a blockchain smart contract, and if a user shares his/her
secret key to another user or authority for the collusion
attack, the colluder who receives the secret key can withdraw
the security deposit set by the original owner of the shared
secret key. We allow users to choose a part of the global iden-
tifier uGIDu, which was previously determined uniquely by
the CA for each user. And knowledge of this uGIDu is used
as a condition for withdrawing the user’s deposit. The user
requests the CA to generate his/her secret key and then runs
a deposit function shown in Figure 3.

CA deploys a deposit smart contract SC to the blockchain
network for user u who requests key generation. At this time,
the state of the smart contract is initialized (init). Then, the
user u chooses random exponents δi, ku,t1 ∈ℤ

∗
p for each key

authority Ai and for proof of ownership (where uGIDu,t1 =
∑m

i=1δi). The user u computes and sends hash results hvalue
=HðuGIDu,t1Þ and hindex =Hðku,t1Þ to the smart contract
SC at the period t1 (where H is a cryptographic hash func-
tion). After a simple verification process, the state of SC tran-
sits from the init to the active.

Then, the user u, CA, and each key authority Ai run a key
generation algorithm as shown in Figure 4.

(1) The user u requests the CA, to generate a secret key

(2) The CA chooses random exponents γi ∈ℤ
∗
p for each

key authority Ai and sets cGIDu,t1 =∑m
i=1γi

(3) The user u securely sends δi for each key authority Ai

(4) The CA and each key authority Ai run a secure two-
party computation (2PC), where the private input of
the CA is ðγi, βÞ, authority Ai’s private input is ðαi
+ δiÞ, and the protocol returns the private output x
= ðαi + γi + δiÞβ to each Ai

The subsequent key generation process is the same as
Hur and Kang’s model [19], and the encryption and decryp-
tion algorithms are the same. After completing the key gener-
ation algorithm, the user u gets a his/her secret key (where
D =

Qm
i=1Di = gðα1+⋯+αmÞ+cGIDu,t1 +uGIDu,t1β):

SKu = D,∀λj ∈ S : Dj = g cGIDu,t1 +uGIDu,t1ð Þ ·H λj

� �r j ,Dj′= grj
� �

:

ð4Þ

5.2. Get Ciphertext. After completing the deposit setup, users
can participate in the trade with other users. In the proposed
system, the seller stores his/her encrypted data on the cloud
server, and after the transaction is completed, the cloud ser-
vice provider provides the data to the buyer. However, since
transactions do not go through trusted intermediaries, the
trading between users on the external channel cannot guar-
antee the fairness of the trading. Therefore, we applied HTLC
to the proposed system to ensure the fairness of the trading as
shown in Figure 5. In the system, data trading and data shar-
ing between the buyer and the seller are as follows:

(1) The seller stores encrypted data CT on the cloud
server

(2) The buyer requests the seller to sell the data CT

(3) The seller randomly chooses R ∈ℤ∗
p and computes

hproof =HðRÞ and then sends hproof to the CSP
and the buyer. In the proposed system, the CSP
manages lists for managing each user’s data. The list
consists of fIDseller, CT , txID, hproofg and the CSP
provides corresponding data only if the buyer has
provided valid proof (i.e., preimage of hproof )

(4) The buyer deposits the transaction amount to the
trading support contract (TSC) with the hproof

(5) The seller submits his/her digital signature σseller and
the preimage of hproof (i.e., R) to TSC and receives
the transaction amount

(6) To request access to the data CT , the buyer submits
the value R exposed by the seller in the process of
receiving the transaction amount to the CSP. The
buyer generates the following message and sends it
to the CSP to show that the state of his/her smart
contract is active and that the trade with the seller
has been completed

msgreq = SC, txID, R′, ku,t1 , CT
n o

ð5Þ

(7) If SC:state = active, SC:hindex =Hðku,t1Þ, and h

proof =HðR′Þ, the CSP returns the requested cipher-
text CT to the buyer

5.3. State Transition. The activated SC can be transited to
three states: active, close, and revoke. We have five state tran-
sition scenarios as shown in Figure 6. A detailed description
of each state transition is as follows:

(i) ½active⟶ active�: for the user revocation, all users
in the system must periodically update their secret
keys. The update period t is determined by the CA,
which is inserted into the user’s contract SC during
the deposit setup process. Therefore, all contracts in
the system have the same timer of update period t.

Table 1: Notations and descriptions.

Notation Description

cGIDu,t CA-generated global identifier for user u at period t

uGIDu,t User-generated global identifier at period t

Du Deposit from user u

ku,t Random value for proof of ownership of the depositDu

H Cryptographic hash function

7Wireless Communications and Mobile Computing



Contract SC

Init: CA deploy the contract SC and set the initial state and the next
key update period texpired and the user address addru.
1) set state = inti

set state = close

set state = close

send depositu to addrx

send depositu to addrx

2) set texpired = t + 1
3) set user = addru

Deposit: Upon receiving {𝜎sku, hvalueu,t, hindexu,t, depositu}
from the user u (where hvalueu,t = H(uGIDu,t), hindexu,t =
H(ku,t)).

Key Update: Upon receiving {𝜎sku, hvalueu,t+1 , hindexu+t+1,gr}1) If verifySign(𝜎sku, user) = true
• set hvalue = hvalueu,t

set hindex = hindexu,t
set balance = depositu

set hvalue = hvalueu,t+1
set hindex = hindexu,t+1
set texpired = t + 2

•
•

2) set state = active

Withdraw: Upon receiving { proof1, proof2, depositu, addrx}
from the user x

from the user x, {𝜎
CA
, gr′} from CA

1) If state = active && balance ≥ depositu

2) If state = revoke && balance ≥ depositu

If hvalue = H(proof1)

If texpired > current block height
If verifysign(𝜎sku, addru) ∧
verifysign(𝜎CA, addrCA) ∧ (gr = gr′) = true

If hvalue = H(proof1) || hindex = H(proof2)

•

•
•

•
•
•

2
1)

)

•
•
•

Contract TSC

Init: CSP deploy the trade support contract TSC. The seller stores
the ciphertext CT in CSP. CSP manages access control lists for the
seller. The list consisted of the seller’s ID IDseller, the identifier of
the stored data IDCT, an index of the transaction txID, and the
proof needed to access the data hproof.
Deposit: Upon receiving {hproof, IDseller, IDCT, depositbuyer}
from the buyer 
1) create new trade

• trade[txID] = Trade (hproof, IDCT, depositbuyer)
2) send txID to the buyer and seller

Withdraw: Upon receiving {proof, depositbuyer, addrseller,
txID} from the seller.
1) If trade[txID].hproof = H(proof) &&

If trade[txID].balance ≤ 0
delete trade[txID]

trade[txID].balaance ≥ depositbuyer
trade[txID].balance = trade[txID].balance – 
depositbuyer
send depositbuyer to addrseller

•

•
2)

•

Figure 3: Contract design for SC and TSC:

B = T1/𝛽2

Di = B
𝜏 𝜆j ∈ S: Dj = g(cGID + uGID)–r󳰀 󳰀H(𝜆j)rj, Dj = grj.

SKu = (D, 𝜆j ∈ S: Dj = g(cGID + uGID) 󳰀H(𝜆j)rj, Dj = grj.

g(cGID + uGID)–r󳰀

gr󳰀

Attribute
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Key
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Authority (CA)
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x = (𝛼i + 𝛾i + 𝛿i)𝛽

T = gx/𝜏

(𝛼i, 𝛿i)

𝛿i

(𝛽, 𝛾i)

i = 1
Di = g

(𝛼1+...+𝛼m) + cGID + uGIDm

D = 𝛽

Figure 4: Key generation phase in the proposed system.
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Since implementing the synchronized timer in an
asynchronous network is hard, we measure this
period t as the nth block is appended to the block-
chain (e.g., update every 100 blocks appended to the
blockchain). If the user takes no action until the nth
block is appended, his/her contract will automatically
be transited to the revoke state. In the revoke state
contract, the user loses ownership of the deposit
locked in the contract, so to avoid this situation, all
users will participate in the key update function hon-
estly before the contract timer is expired as shown in
Figure 6 (case 1). To update the secret key, the user
chooses a new random value δi, ku,t2 ∈ℤ

∗
p for each

attribute authority and the new proof of ownership.
Then, set uGIDu,t2 =∑m

i=1δi and compute hvalue =
HðuGIDu,t2Þ, hindex =Hðku,t2ÞÞ. The user uses uGI
Du,t2 to generate a new secret key as in the deposit
setup phase. At the end of the key generation process

in Hur and Kang’s model, the CA generates gr ′ and
sends it to the user. The user finally gets the secret

key using gr ′ received from the CA and the part of
the secret key Dj received from the attribute authori-

ties. The user and CA send this value gr ′ to the con-
tract after key generation is completed, and if the
values submitted by the CA and the user are the same,
the contract is transited to the active state of the new
period t2

(ii) ½active⟶ close�: a deposit in the contract can be
withdrawn by showing a preimage of hvalue (i.g., u
GIDu,t) using the withdraw function shown in
Figure 3. The user can withdraw their deposit before
the contract timer t is expired himself (case 2). To
withdraw the deposit, the user u submits the secret
value uGIDu,t used to generate his/her secret key to
the contract. When the deposit is withdrawn, the
contract transits to a close state automatically. The
withdrawal algorithm of the proposed model does
not verify the original owner of the deposit but sim-
ply verifies that it has valid proof as shown in
Figure 3. Therefore, anyone with valid proof can
withdraw the deposit without the original owner’s
consent. As mentioned earlier, in the proposed
model, the user who wants to join the collusion
attack must disclose his/her secret value uGIDu,t to
the colluder. That is, if the secret value uGIDu,t is
disclosed to another user and the deposit is with-
drawn, the contract is equally transited to the close
state (case 3)

(iii) ½active⟶ revoke�: a transit to the revoke state
occurs due to the user’s revocation. As mentioned
earlier, we use a revocation scheme that periodically
regenerates a new secret key for all valid users in the
system. However, if a user does not complete a key
update (case 5) or is revoked from the system before
the key update (case 4), the contract will be transited

Cloud service provider
Buyer

Trade support contract TSC

Blockchain network

1. Deploy TSC
4. Deposit – TSC.deposit
(with condition hproof)  

hproof
(H(R))

H(R1)

H(R1)

H(R2)

2. Request CT

Seller

3. hproof

5. Withdraw – TSC.withdraw
(Disclose R)

3. hproof

6. Request CT (with R)

7. Data CT

Data
owner Target Trade ID Proof

IDsellerX

IDsellerX

IDsellerY

CT1 Tx!

Tx!

Tx2

CT2

CT3

Figure 5: Data transaction overview.
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to the revoke state. After the state of the contract is
transited to revoke, hindex is added as an option to
the conditions for deposit withdrawal. In other
words, the deposit of the revoked user can be with-
drawn with knowledge of the preimage of either h
value or hindex as shown in Figure 3

6. Analysis and Evaluation

6.1. Security Analysis

(1) Collusion resistance: our proposed system ensures
resistance to collusion (a) among users and (b) among
a user and central authority. All users in the system
can share their secret keys with collusion attackers.
An attacker will pay a certain reward pricereward × n
to induce users to share their secret keys (where n is
the number of colluders). They will be able to obtain
unauthorized data through attacks and benefit pric
edata from it. In the end, the benefit of the collusion
attacker from the attack would be

priceattack = pricedata − pricereward × nð Þ ð6Þ

However, if the reward to colluders pricereward × n is
greater than the benefits from the attack (i.e., pricedata <
ðpricereward × nÞ), the attackers will lose the motivation of
the attack, because they will suffer financial damage even
if the attack succeeds.

(a) Collusion among users: a collusion attack among
users can be prevented by making it impossible to
combine if the global identifier GIDu used for key
generation is not the same. In the existing scheme,
the CA chooses random exponents for each attribute
authority Ai and sets GIDu =∑m

i=1γi (where GIDu is
uniquely determined by each user). Then, each attri-
bute authority Ai and CA cooperatively generate the
user’s secret key based on their master key and given
γi. Even though the attribute authority generates a
secret key corresponding to the same attribute set,

each user has a different secret key because the expo-
nent γi is different. Therefore, GIDu used to generate
a user’s secret key can never be reconstructed from
the secret keys of different users. Previous models
used a CA-determined global identifier GIDu for
secret key generation. Therefore, the CA knew the
parameters that each attribute authority used to gen-
erate a user’s secret key and could access the cipher-
texts in the system without having enough
attributes. In contrast, in our proposed system, the
CA and user choose and combine the global identifier
to be used for key generation separately. In more
details, the CA generates a global identifier cGIDu,t
=∑m

i=1γi the same for previously proposed models
and the user u also generates a global identifier uGI
Du,t =∑m

i=1δi at period t. The user u keeps uGIDu,t
secret from the CA and sends δi to each attribute
authority Ai. Each Ai performs a two-party computa-
tion with the CA using its master key and δi received
from the user as a private input. Finally, the user u
receives Di = gðαi+γi+δiÞβ from each attribute authority
and computes a part of his/her secret key D =

Qm
i=1

Di = gðα1+⋯+αmÞ+cGIDu,t+uGIDu,tβ from it. In the pro-
posed model, GIDu,t = cGIDu,t + uGIDu,t =∑m

i=1ðγi
+ δiÞ is computed from the random exponents cho-
sen by the CA ðγiÞ and the user ðδiÞ. In other words,
the CA only knows a part of the user’s global identi-
fier and the random parameters used by each attri-
bute authority to generate secret keys. To achieve
the collusion among users requires that attackers
and colluders should know their global identifier
used to generate their secret keys. If attackers know
the global identifier used to generate secret keys, they
can combine secret keys generated from the same
global identifier. An attacker can combine colluders’
secret keys generated from the same GID or create a
new secret key using the same GID of the colluder
to attempt the collusion attack. In other words, the
attacker should be able to recover the colluder’s
global identifier. However, cGIDu chosen by the CA
is not disclosed to the user on the key generation pro-
cess, and in contrast, the colluder may disclose
his/her uGIDu to the attacker but this will be shared
with a trustworthy user, the ownership of his/her
deposit until the next key update period t + 1. That
is, the colluder has the risk of losing his/her deposit
by the collusion attacker until the end of the period
t, whether or not the collusion attack is successful.
The colluder will only join the attack if the attacker
pays at least more than the deposit he may lose (i.e.,
pricereward ≥Du). Theoretically, the attacker will not
be able to obtain the GID for the attack, neither from
the CA nor from colluders, so the proposed system
can provide resistance to the collusion attack among
users

(b) Compromised authority: Hur’s model had a vulnera-
bility that a compromised CA could generate a secret
key for the unauthenticated user from the secret key

Active

Close

Revoke

Init

Close

Revoke

Case 1
(key update)

Case 2
(by owner)

Case 3
(by colluder)

Case 4
(by CA)

Case 5
(expired)

Deposit setup

Figure 6: A state transition diagram of the proposed system.
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of the colluder. In this attack scenario, the CA
receives the part of the secret key D =
gðα1+⋯+αmÞ+GIDuβ from colluder u and computes
secret information of the attribute authorities gα =
gðα1,⋯,αmÞ that required to generate a new secret key
(where αi is a master secret key of the attribute
authority Ai). The CA can generate a new secret key
alone without the cooperation of attribute authorities
based on gα. However, in our proposed system, the
CA needs the global identifier of the colluder
GIDu = cGIDu + uGIDu to extract gα from his/her
secret key. In other words, the CA must receive uGI
Du along with the secret key from the colluder.
However, uGIDu is secret information needed to
withdraw the deposit from the colluder’s smart con-
tract. If the colluder u shares his/her global identifier
uGIDu with the CA, the CA may withdraw the collu-
der’s deposit by submitting the preimage of hvalue,
uGIDu, to the smart contract

(2) User revocation: for situations where a user leaves the
system (by themselves or by force), the system must
provide a revocation of the user’s secret key. If the
system does not provide the key revocation, our
deposit protocol will not guarantee resistance to
collusion attacks. Our proposed deposit protocol
relies on activated security deposits to prevent users
from malicious behavior. All users of the system
will always act rationally because they have the risk
of losing their deposit due to their misbehavior.
This causes an attacker to lose motivation for the
attack by making it more costly for the attack.
However, assuming the key revocation is not pro-
vided, the user’s deposit will be withdrawn if the
user leaves the system, while the secret key will
remain valid in the system. In other words, the sys-
tem cannot prevent a user who has already left the
system from using his/her secret key in the collu-
sion attack. A user revocation prevents the secret
key of the user who has left the system from being
used in the system. In our proposed system, we
apply a user revocation to the system, which period-
ically regenerates and reencrypts secret keys and
ciphertexts of all users in the system so that revoked
user’s secret keys can no longer be used. However,
even if the user is revoked, his/her secret key is still
valid until the next key update period. This can be
solved by shortening the key update period, but it
results in a high computational cost on the system.
We adopt a method to prevent revoked users from
using their secret keys until the next key update
period based on the security deposit. In the pro-
posed system, a user revocation can be divided into
two cases:

(i) Revoked by the CA: the CA can revoke a user
from the system and prevent that user from par-
ticipating in the system. the CA can transit the

state of the user’s contract SC from active to
revoke. However, even if the contract is transited
to the revoke state, the revoked user still retains
ownership of the deposit locked in the contract
and his/her secret key can also be used until the
next key update period. However, revoked users
may ignore the revoked state and participate in
data trading. The revoked user submits his/her
knowledge of the preimage of SC:hindex to show
ownership of the deposit while depositing the
transaction amount in TSC for the data trading.
In the active state, withdrawals of a security
deposit require submission of SC:hvalue’s pre-
image (i.e., uGID at period t), but in the revoke
state, the deposit withdrawal can be made by sub-
mission of SC:hindex’s preimage. TSC approves
deposits of the transaction amount only when
the buyer’s SC:state is active. In other words,
the revoked user is no longer able to proceed with
the trading process. Furthermore, his/her secret
information k (preimage of SC:hindex) is
exposed to the blockchain network, so his/her
security deposit could be withdrawn by a third-
party user in the system

(ii) Expired: all users must periodically update their
secret keys. If the user did not update the secret
key at period t, his/her SC is automatically trans-
ited to the revoke state as the next period t + 1
begins. The revoked user can withdraw his/her
deposit and participate in the system again with
a new deposit

(3) Decentralization: in the proposed system, data trad-
ing among users is made through a smart contract
TSC. In each trade, the seller provides data to the
buyer and the buyer pays the seller its price. However,
on the decentralized trading platform where trusted
intermediaries do not participate, fairness issues arise
in the order of the trading protocol. Therefore, we
adopt a method to ensure fairness of the decentra-
lized trading based on HTLC. When the buyer
requests the seller to sell the data CT , the seller
chooses a random value R, then computes hproof =
HðRÞ, and sends it to the buyer and CSP. In our pro-
posed system, the CSP manages a special list for each
seller. This list is an access control list of the seller’s
data. The CSP provides requested data only when
the buyer submits a valid proof (i.e., preimage of h
proof =HðRÞ). The buyer sets the seller’s digital sig-
nature σseller and the preimage of hproof as a with-
drawal condition while depositing the transaction
amount to TSC. The seller submits randomly selected
R to TSC to withdraw the price, in which R is dis-
closed to all participants in the blockchain network.
The buyer can get the purchased data by submitting
the disclosed R to the CSP. In the proposed system,
the random value R was used as a method to ensure
the fairness of the trade transaction. In the trading
protocol, two situations can be considered:
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(i) Malicious seller: may not share the purchased
data after receiving the price from the buyer

(ii) Malicious buyer: may not pay the price after
receiving purchased data from the seller

In the proposed system, the seller and buyer set specific
conditions hproof for data sharing and trade transactions,
respectively. For more details, the seller sets specific condi-
tions for data sharing, and then, the buyer also sets a copy
of conditions (i.e., same conditions hproof =HðRÞ set by
seller) for withdrawing price in TSC. A buyer can get pur-
chase data by submitting valid proof to the CSP, and a seller
can also submit valid proof to TSC to withdraw the price
from the contract. When the seller submits the random value
R as proof to withdraw the price, it is recorded in the block-
chain and automatically disclosed to all network nodes. The
seller cannot withdraw the price from TSCwithout disclosing
R. The buyer also cannot find out the R randomly chosen by
the seller and submit it to the CSP without the transaction
being completed. The buyer also cannot find out the random
value R chosen by the seller and submit it to the CSP without
the seller completing the withdrawal of the price.

6.2. Evaluation and Implementation. Our approach is to mit-
igate the dependence of fully trusted CA in the system by

issuing only a portion of GID by the CA and the user, instead
of entirely issuing GID by the fully trusted CA. In the key
generation phase, the user randomly selects a secret value u
GID to be used as a portion of his GID and submits the
deposit to the smart contract. Deposits locked in the smart
contract can be withdrawn by submitting this secret value u
GID to the contract. In summary, compared to previous
researches, our approach can mitigate the dependence of
the CA but the cost of user participation in the protocol is
inevitable. Table 2 shows the computational cost of the sys-
tem entities at each phase of the proposed protocol. Table 3
lists the notations to express the computational cost.

To evaluate the computational cost, we consider only the
computational cost of each entity except for the operations
performed by the smart contract. We also consider only the
operations that each entity performs to communicate with
smart contracts as evaluation targets.

In phase 1, the CA deploys a smart contract SC for each
user. The deployment of smart contracts requires 1tx opera-
tion, and the CA keeps the addresses of all smart contracts
deployed (each address is 20 bytes in size). The user submits
a security deposit to SC for CP-ABE key generation. The user

Table 2: Computational cost.

Phase Entity Operation Cost

Phase 1 (deposit setup)

CA Deploy SC 1tx

User

Randomly chooseδi, k ∈ℤ∗
p

ComputeuGID =∑δi,
H uGIDð Þ,H kð Þ

Send Tx to SC (deposit)

i + 1ð ÞRNG
1sum
2hash
1tx

Phase 2 (get ciphertext)

Seller
Randomly chooseR ∈ℤ∗

p

ComputeH Rð Þ
Generate signatureσseller

1RNG
1hash
1sig

Buyer Send Tx to TSC (deposit) 1tx

CSP ComputeH kð Þ,H R′
� �

2hash

Phase 3 (state transition: Update)

CA — —

User

Randomly chooseδi,new, knew ∈ℤ∗
p

ComputeuGIDnew =∑δi,new,
H uGIDnewð Þ,H knewð Þ
Send Tx to SC (update)

i + 1ð ÞRNG
1sum
2hash
1tx

Table 3: Computational cost notation.

Operation Meaning

tx Create blockchain transaction and broadcast it
to the network

sig Generate a digital signature (ECDSA)

hash Cryptographic hash function (Keccak-256)

sum Summation operation

RNG Random number generate function

Table 4: Costs required to execute the proposed contract SC and
TSC.

Phase Command Cost (gas) Cost ($)

Phase 1
Deploy contract SC 399816 63.84

Deposit (SC:deposit) 69419 11.08

Phase 2

Deploy contract TSC 335323 53.54

Deposit (TSC:deposit) 103479 16.52

Withdraw (TSC:withdraw) 45322 7.23

Phase 3
Key update (SC:keyupdate) 65940 10.52

Withdraw (SC:withdraw) 43661 6.97
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performs an iRNG operation that chooses the random num-
ber for i key authorities in the system to generate uGID, 1
RNG operation that generates a random number for the
proof of ownership of the contract SC and 1tx operation that
submits a deposit after 1sum operation for uGID generation.

In phase 2, the data seller performs 1 RNG operation that
chooses a random R for data trading, 1 hash operation to
generate an HTLC proof, and a digital signature to generate
operation 1 sig for deposit acquisition. The buyer performs
1tx operation that submits a deposit, and the CSP performs
1hash operation for the seller’s data table update and 1hash
operation for the buyer’s data request verification.

In phase 3, the user updates his smart contract SC by per-
forming the same operations, as in phase 1, for new key
generation.

In our protocol, users’ deposits are controlled by HTLC
based on simple hash operations instead of complex opera-
tions. Except for the ði + 1ÞRNG operation required in the
key generation (and key update) process, other operations
can be seen efficiently in practical terms with low-cost opera-
tions. However, since this can be resolved by properly adjust-
ing the key update cycle, the computational cost of the user is
reasonable even if the proposed protocol is applied.

We implemented the smart contract SC and TSC on the
Kovan Ethereum test network. The price of the gas that we
set in the test is 1:6 × 10−7 ether (160Gwei) and the cost
required to execute the contract is calculated as the gas
price × gas used. Unfortunately, however, it is not appropri-
ate to show the execution cost of the contract at this point
due to the soaring price of the cryptocurrency in 2021. There-
fore, we present the costs with the current and previous
exchange rates together for a more appropriate evaluation.

Table 4 shows the results of converting the costs required
to execute our contract into gas and US dollars (exchange
rate as of 01/03/2021: 1 ether = $1520:77) at each phase in
the proposed system. Figure 7 shows a recalculation of the
execution cost of each function of the contract shown in
Table 3 according to the previous exchange rate (exchange
rate as of 01/10/2020: 1 ether = $595:22 and 01/12/2020: 1
ether = $352:08). In the proposed system, the honest user
pays for the data trading (SC:deposit, SC:withdraw) and a
periodic key update (SC:keyUpdate), and the cost of each
function, excluding contract deployment costs, is reasonable
because it is less than $5 with the previous exchange rate.

7. Conclusions

In this paper, we propose a data trading protocol for decen-
tralized user-to-user data trading and a security deposit pro-
tocol for preventing collusion attacks in the multi-authority
ABE system. Our system is controlled by two smart contracts
SC and TSC, and instead of centralized methods by a trusted
third party, our system leads to honest behavior of users
based on their security deposit. However, the management
history of the user’s deposit is transparent to everyone on
the network. If a malicious third party can relate a user’s
identity in the ABE system to his/her deposit in the block-
chain network, there is a possibility of a new attack resulting
from this vulnerability. Applying many privacy-preserving
techniques used in the blockchain, we think that it would
be possible to further improve the proposed protocol in
terms of security. Moreover, we expect the proposed system
to be utilized as a way to ensure that the system operates
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honestly without a central system administrator in the mod-
ern complex society.
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To fuse infrared and visible images in wireless applications, the extraction and transmission of characteristic information security is
an important task. The fused image quality depends on the effectiveness of feature extraction and the transmission of image pair
characteristics. However, most fusion approaches based on deep learning do not make effective use of the features for image
fusion, which results in missing semantic content in the fused image. In this paper, a novel trustworthy image fusion method is
proposed to address these issues, which applies convolutional neural networks for feature extraction and blockchain technology
to protect sensitive information. The new method can effectively reduce the loss of feature information by making the output of
the feature extraction network in each convolutional layer to be fed to the next layer along with the production of the previous
layer, and in order to ensure the similarity between the fused image and the original image, the original input image feature map
is used as the input of the reconstruction network in the image reconstruction network. Compared to other methods, the
experimental results show that our proposed method can achieve better quality and satisfy human perception.

1. Introduction

It is a big research challenge to fuse infrared and visible
images to provide high-quality images for wireless applica-
tions, such as target recognition, visual enhancement, and
cyber surveillance. Infrared images are mapped by infrared
sensors capturing thermal radiation as a grayscale image
and can emphasise thermal targets in low-light situations,
but infrared images have a low resolution and do not show
more detail in the scene. In contrast, the visible light sensor
collects visible images to represent rich texture details, usu-
ally with higher resolution. Still, it is easily affected by imag-
ing conditions (such as weather conditions, and lighting) [1].
The thermal radiation information of the infrared image and
the texture information of the visible image can be fused to
obtain an image with better visual quality and more informa-
tion, which is the primary purpose of the fusion of infrared
and visible images. Device can analyse the image which are
been fused with computer vision and processing.

In the last few decades, many algorithms have been
designed to implement the fusion of infrared and visible

images, which get good fusion result. Fusion algorithms for
infrared and visual images can be divided into general
methods and deep learning-based methods. Various image
processing techniques are used for feature extraction in avail-
able image fusion methods [2]. Different fusion rules are
designed for multimodal images, making the design complex
and the generalization of the fusion poor. Along with the
continuous development of deep learning, numerous
scholars have developed image fusion models based on deep
learning models [3]. Liu et al. first proposed a convolutional
neural network- (CNN-) based fusion algorithm for infrared
and visible images [4], which provides better fusion results
than traditional methods. Liu et al. [5] used CNN as a fea-
ture extraction model to achieve the fusion of multifocused
images by rule-based fusion. Li and Wu [6] proposed an
auto-encoder-based method for fusing infrared and visible
images, which can use feature maps to obtain fused images
eventually. The deep learning-based fusion method of infra-
red and visible images has the following drawbacks: (1) the
method based on deep learning still cannot get rid of man-
ual rule design, and the deep learning frames just as part of
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the fusion architecture; (2) the fusion strategy cannot
achieve the fusion of infrared images in the item. The infor-
mation is balanced with the visible image, and the fusion
image is only similar to the source image; (3) the extracted
compelling features were largely lost in the transmission
process, and the feature information used for the fusion
image is reconstructed with only a small amount of feature
information.

We proposed a framework for fusing infrared images
with visible images based on a deep learning model to solve
the above issues. Our model is composed of three parts: a fea-
ture extraction network, a fusion network, and a reconstruc-
tion network. To ensure effective extraction of feature
information, the output of features extracted by the feature
extraction network in each convolutional layer will be fed
to the next layer together with the output of the previous
layer; short direct connections are built between each layer
and all layers in a feed-forward fashion, thus effectively
reducing the loss of valid information. In the feature fusion
process, we use point-to-point approach to merge the feature
maps of different channels to obtain the fused feature maps.
In reconstruction network, the fused feature maps are the
input, and the source image pair also used for reconstruction
of fusion image. Considering trustworthy is a critical issue in
the real-world applications of image fusion [7–10], we also
propose to apply blockchain technology to protect sensitive
information.

2. Related Work

In this section, we briefly describe the infrared and visible
image fusion methods based on general and deep learning
that have been developed in recent years, in particular for
wireless applications. Initially, signal processing algorithms
were widely used in image fusion [11], using mean and
median filtering to extract the fundamental and detail layers
of features before using dominant features to obtain a weight
map and then combining these three components to obtain a
fused image. The existing traditional methods of image
fusion mainly consist of multiscale transform-based methods
and sparse representation-based fusion methods. The origi-
nal input image is decomposed into scale components of dif-
ferent scales in a multiscale transform-based approach [12],
and each scale component is then fused according to specific
rules, and finally, the combined image is obtained by the cor-
responding inverse scale transform. The main multiscale
transforms are the pyramid transform [13], the wavelet
transform [14], and the nondown sampled contour wavelet
transform [15]. Sparse representation-based fusion methods
learn dictionaries from high-quality images and then use
the learned dictionaries to sparse representations of the
source images. The method first decomposes the source
images into overlapping blocks by a sliding window strategy
and learns dictionaries from high-quality images, using the
dictionaries to encode each image path sparsely. The sparse
representation coefficients are then fused according to the
fusion rules, and finally, the fusion coefficients of the fused
images are reconstructed using the dictionaries, such as the
joint sparse representation [16], the directional gradient

histogram-based fusion method [17], and the cosparse repre-
sentation [18]. Traditional methods require the manual
design of feature extraction rules, feature fusion rules, and
image reconstruction rules, resulting in computationally
intensive and challenging designs.

Deep learning in the field of digital image processing has
shown advanced performance in recent years; for the com-
plex relationship between data, it can model the context
knowledge and automatically extraction the perform feature
without human intervention. Liu et al. [4] designed a sparse
convolutional representation- (CSR-) based image fusion
method to overcome the cumbersome rules in manual
design. In 2017, Liu et al. [19] proposed the fusion of medical
images using convolutional neural networks, which uses con-
volutional neural networks to generate pixel weight maps,
but the method did not achieve total neural network fusion
but rather multiscale transform fusion using image pyramids.
Masi et al. [20] propose a fusion method, which are entirely
based on deep learning; the method based on deep learning
can extract the feature from image and reconstruct the fused
image. In ICCV2017, the unsupervised learning framework
was used for multiexposure image fusion by Prabhakar
et al. [21], which has an extraordinary fusion loss function.
Li and Wu [6] add dense block fast to this structure and
design a separate fusion strategy in the fusion layer. Xu
et al. [22] proposed an unsupervised and unified densely
connected network for different types of image fusion tasks.
Mustafa et al. [23] use multilevel dense network multifocus
image fusion. Ma et al. proposed FusionGan [24], which
uses adversarial networks for image fusion, using discrimi-
nators to distinguish differences in the fused image from
the original image. A dual-discriminator conditional gener-
ative adversarial network called DDcGAN [25] proposed by
Ma et al. used to fusion multimodality medical images of
different resolutions.

3. Materials and Methods

We proposed a deep neural network for infrared image, and
visible image fusion is described in detail in this section. With
the consideration of zero trust security model, blockchain is
used to protect feature information. A private blockchain is
implemented to store, share, and transmit feature data. The
network consists of three main parts: a feature extraction net-
work, a feature map fusion network, and a reconstruction
network; above description is shown in Figure 1.

3.1. Feature Extraction Network. Extracting useful feature
information from images of different modalities is a critical
process in image fusion, and a good feature extraction strat-
egy can reduce redundant feature information and provide
more complex scene clues for subsequent processing. There-
fore, the way of the feature extraction network is designed
directly determines the effectiveness of the fusion. The fea-
ture extraction network proposed in this paper consists of 5
convolutional layers; each convolutional layers can obtain
48 feature maps by 3 × 3 filters. The first convolutional layer
will extract the details and global information of the source
image, and the subsequent convolutional layers are used for
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abstract feature generation. During the convolution process,
the sequential sampling of the image makes the feature map
gradually shrink, and a large number of valid information
are lost. It cannot be repaired during the sampling process,
this resulting in the disappearance of a large number of orig-
inal features in the fused image. Therefore, we do not use
pooling operations between the individual convolutional
layers, but instead use the output of each layer, along with
the output of the previous layer, as input to the next layer,
model allowing valid information features to be passed
throughout the convolutional network. Following Li and
Wu [6], when the image of input is three-channel (RGB),
each pair of the channel will be the input of the feature
extraction network. To speed up convergence and avoid gra-
dient sparsity, we use the ReLU activation function after each
convolutional layer of the encoder.

3.2. Features Fusion. In DeepFuse [21], CNN is used to
implement the fusion of exposure image pair; the feature
maps obtained by the CNN are subjected to a point-to-
point summation operation to get the final fused feature
map; the same strategy was used in DenseFuse [6] by Li
and Wu. Achieving accurate fusion is a difficult task, because
the infrared and visible images are both come from different
sensors. In this paper, following DeepFuse and DenseFuse,

we implement the pixel-level’s point-to-point merging of
the feature maps from the feature extraction network by
using an addition strategy, which is shown in Figure 2.

The input image is extracted by the feature network to
form a feature map; f knðx, yÞ is the set composed of all feature
maps, and f kðx, yÞ represents the merged feature map. The
merging strategy is shown in Equation (1). ðx, yÞ is the corre-
sponding position coordinates of the feature map and the
fused feature map. The merged feature map will be used as
the input to the reconstruction network reconstruct the fused
image.

f k x, yð Þ = 〠
n

1
f kn x, yð Þ: ð1Þ

3.3. Reconstruction Network. Image reconstruction is also an
essential task for networks, and deconvolution is used typi-
cally to reconstruct images. In our network, we replace the
deconvolution layers of the reconstructed network with reg-
ular convolution. The reconstructed network consists of four
Conv layers, using a ReLU layer of 3 × 3 kernel size. To feed
the reconstruction network with more information, we use
the input image as input to the reconstruction network, and
the feature map and the original image were both used to
reconstruct the fused image. The architecture of reconstruc-
tion network is shown in Figure 3. When the feature maps
are calculated by feature extraction network and feature
fusion layer, the source image pair and the fused maps are
used for image reconstruction, the following equation defines
this task:

Fused x, yð Þ = 〠
n

i=1
f i x, yð ÞSourcei x, yð Þ, ð2Þ

where the Fusedðx, yÞ is the fused image, f iðx, yÞ represented
the fused feature maps from feature maps fusion network,
Sourceiðx, yÞ is the source image pair, and ðx, yÞ represents
the corresponding pixel point.
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4. Experimental Results and Discussion

In this section, first, we will describe the source images and
the experimental environment. Secondly, we evaluate our
fused images using subjective vision. Finally, the proposed
algorithm is quantitatively assessed by using a variety of met-
rics. In order to validate the effectiveness of the deep learning
model, we divided the comparison algorithms into general
and deep learning-based methods in our experiments.

4.1. Experimental Settings. We train our proposed method
with 5000 input images that we choose from MS-COCO
dataset [26]; the learning rate is set to 10−4; the batch size is
set 24. Because there are no fully connected layers in our
method, any same-scale infrared and visible image pairs
can be fused using our model. Our experiment compares
our model with even state-of-art image fusion methods in
VIFB [27] with the particular consideration of wireless appli-
cations including object recognition and cyber resilience.
VIFB is a visible and infrared image fusion benchmark,
which consist 21 image pairs, and the size of each image pair
is different. Four examples of VIFB are shown in Figure 4.
The fusion methods used in this paper fall into two catego-
ries: general methods and methods based on deep learning.
General methods include ADF [28], guided filter algorithm
(GFF) [29], cross bilateral filter (CBF) [30], and VSMWLS
[31]; methods based on deep learning include DenseFuse

[6], CNN [5], ResNet [32], and our method. DenseFuse,
CNN, ResNet, and our model are implemented with Pytorch
and trained with double Tesla V100, 16GB RAM GPUs.
Other methods are implemented with MATLAB 2016B.

4.2. Subjective Visual Evaluation. In this section, subjective
visual evaluations are used to assess the performance of var-
ious infrared and visible image fusion algorithms, which is
based on the way of the human visual system. In order to val-
idate the effectiveness of deep learning models, we classify the
current fusion methods into categories: general and deep
learning. We chose four images for the night environment
and the daytime environment. In the daytime environment,
the first image is darker in the evening, and the second chap-
ter is better lit; in the dark night environment, the light is
weaker in the first image than in the second image. All four
images we selected contained thermal targets for verifying
the algorithm’s performance in highlighting thermal targets.
The fusion results obtained by the different fusion algorithms
are presented in Figure 5.

As shown in Figure 5, we use the red dashed line to divide
the images into three groups. The first group shows the orig-
inal input visible image with infrared image, the second
group shows the image fusion results using the general
methods, from top to bottom, ADF, GTF, CBF, and
VSMWLS, respectively, and the third group offers the fused
images based on deep learning methods, from top to bottom,
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Figure 4: Source images of the VIFB dataset tested in our experiments, with the first row containing visible images and the second row
containing infrared images.
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DenseFuse, CNN, ResNet, and our proposed methods.
Among the general techniques, ADF and VSMMLS work
better; the fused images obtained by GTF produce more sig-
nificant artefacts, and the fused images contain more infor-
mation about the infrared than the visible images; the CBF
method achieves fusion, but a large number of blurred areas
appear in the fused images. Deep learning-based methods
achieve good image fusion with minimal visual discrepancies;
CNN methods show coloured streaks when fusing images in
daylight. DenseFuse and ResNet achieve better fusion results,
and these methods achieve fused image images that contain
more information about the original. Our fused images have
three main advantages over other methods. Firstly, our
results for hot tar (e.g., human portraits) have high contrast.
Secondly, the images we obtain contain rich textural detail
and more detailed information in the background. Thirdly,
our method produces images that better balance the modali-
ties of infrared and visible images and have a better visual
perception, resulting in a more natural fusion.

4.3. Quantitative Evaluation. This section compares our
approach with general methods and the approach base on
the deep learning carried out in VIFB 21 for the quantitative
analysis of images. We use ten metrics such as average gradi-
ent (AG) [33], correlation coefficient (CC), peak signal-to-
noise ratio (PSNR) [34], information entropy (EN) [35],
structural similarity of images (SSIM) [36], mutual informa-
tion (MI) [37], image similarity metric based on edge infor-
mation (Qabf) [38], pixel feature mutual information
(FMI_pixel) [39], discrete cosine characteristic mutual infor-
mation(FMI_dct) [39], and wavelet features mutual informa-
tion(FMI_w) [40] for evaluation.

(i) Average Gradient (AG). This evaluation indicator
reflects the sharpness of the image. The average
gradient is calculated only necessary to consider
the fused image, an evaluation metric that reflects
the sharpness of the image and is defined by the fol-
lowing equation:

where M and N are the fused image’s width and
height and I ðx, yÞ is the pixel value of the image
at that spot.

(ii) Correlation Coefficient (CC). Correlation coefficient
reflects the degree of correlation among the IR
image and the visible image as well as the fused
image. We calculated the correlation coefficients
CCðI, FÞ and CCðV , FÞ for the infrared and visible
images and the fused image, respectively, and
finally obtained the overall correlation coefficient,
which is defined by the following equation:

CC I,V , Fð Þ = 1
2

∑M
i=1∑

N
j=1 Ii,j −�I
� �

Fi,j − �F
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑M

i=1∑
N
j=1 Ii,j −�I
� �2 Fi,j − �F

� �2� �r
0
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� �
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� �
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∑M

i=1∑
N
j=1 Vi,j − �V
� �2 Fi,j − �F

� �2� �r
1
CCCA,

ð4Þ

where I and V represent the infrared image and the
visible image; F represents the fused image; Iði, jÞ,

Vði, jÞ, and Fði, jÞ are the pixels corresponding to
the pixel value of the pixel point; and�I, �V , and�F
are the mean values.

(iii) Peak Signal-to-Noise Ratio (PSNR). This assess-
ment measures whether the image is distorted or
not. Its value is the ratio of valid information to
noisy information in the image. Its formula is as
follows:

PSNR I,V , Fð Þ = 1
2

�
10 log10

L2

MSE I, Fð Þ
� �

+ 10 log10
L2

MSE V , Fð Þ
� ��

:

ð5Þ

MSE represents the mean squared error, MSEðx, yÞ
= ð1/mnÞ∑m

i=0∑
n
i=0kxði, jÞ − yði, jÞk2, and xðx, jÞ

and yði, jÞ are the pixels at the corresponding posi-
tions. When the peak signal-to-noise ratio is higher,
the difference between the fused image and the orig-
inal image is more minor.

(iv) The information entropy (EN) can represent the
average amount of information in an image, a met-
ric does not need to take into account the input

AG Fð Þ = 1

M − 1ð Þ N − 1ð Þ 〠
M−1

i=1
〠
N−1

j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I i + 1, jð Þ − I i, jð Þð Þ2 + I i, j + 1ð Þ − I i, jð Þð Þ2

q
2,

ð3Þ
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image, is determined only from the fused image
and is defined by the following equation:

EN xð Þ = 〠
l−1

i=0
p xið Þ logbp xið Þ, ð6Þ

where pðxiÞ is the percentage of pixels within the
grayscale image x with grayscale i and l is taken to
be 256 and is the grayscale level; this equation is a

256 element entropy function; each element can
be obtained with equal probability of occurrence
as the maximum value; when the value of EN is
larger, it means that there is more information in
the image.

(v) Structural Similarity of Images (SSIM). The struc-
tural similarity of an image can be measured in
terms of luminance, contrast, and structure, where
the mean, standard deviation, and covariance are
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Figure 5: Visual fusion results of images from different scenes in the VIFB dataset. From top to bottom: infrared images, visible images, ADF,
GTF, CBF, VSMWLS, DenseFuse, CNN, fusion results from ResNet, and our proposed method; the red dashed line divides the images into
three parts: original images, fused images from the general method, and fused images based on the deep learning method.

6 Wireless Communications and Mobile Computing



used as estimates of the illumination, contrast, and
structural similarity phases, which given by the fol-
lowing formula:

SSIM I, V , Fð Þ = 1
2

 
2μIμF + c1ð Þ 2σIF + c2ð Þ

μ2I + μ2F + c1
� �

σ2I + σ2F + c2
� �

+ 2μVμF + c1ð Þ 2σVF + c2ð Þ
μ2V + μ2F + c1
� �

σ2V + σ2F + c2
� �

!
,

ð7Þ

where μI , μV , and μF are the image mean; σI , σV ,
and σF are the standard deviation; σIF and σVF
are the covariance; and c1 = ðk1L2Þ and c2 = ðk2L2Þ
,where k1=0.01, k2=0.03, and L = 255.

(vi) Mutual Information (MI). Mutual Information
measures the dependence between two domain
variables. It measures the similarity between the
fused image and the source image based on the
amount of information retained by the combined
image in the source image and is calculated as fol-
lows:

MI I, V , Fð Þ =〠
i,j
pIF i, jð Þ log2

pIF i, jð Þ
pI ið ÞpF jð Þ

+〠
i,j
pVF i, jð Þ log2

pVF i, jð Þ
pV ið ÞpF jð Þ :

ð8Þ

(vii) Image Similarity Metric Based on Edge Information
(Q_abf). Xydeas et al. [34] argue that image quality
is closely related to the integrity and sharpness of
the edges and that the similarity between the fused
image and the source image is measured from the
edge perspective

(viii) Feature Mutual Information (FMI). FMI measures
the quality of an image by calculating the mutual
information of image features, and a higher value
of FMI indicates better fusion quality:

FMI I, V , Fð Þ = 1
2 T I ; Fð Þ + T V ; Fð Þð Þ, ð9Þ

where TðI ; FÞ = ð2/nÞ∑n
i=1ðTiðI ; FÞ/ðHiðIÞ +HiðF

ÞÞÞ and TðV ; FÞ = ð2/nÞ∑n
i=1ðTiðV ; FÞ/ðHiðVÞ +

HiðFÞÞÞ, where HiðIÞ, HiðVÞ, and HiðFÞ are the
entropy of the corresponding windows from the
three images; n =M ×N, n is the size of the image,
and a more significant value of FMI indicates better
image fusion performance. In the paper, we will cal-
culate the pixel feature mutual information (FMI_
pix) and discrete cosine feature mutual information
(FMI_dct) and wavelet feature mutual information
(FMI_w) to evaluate our fusion performance.

The results of our quantitative analysis are shown in
Figure 6, where the values are the average values of the differ-

ent evaluation metrics for the 21 pairs of images by the other
algorithms. Overall, image fusion methods based on general
methods achieved the best values on 3 metrics and fusion
methods based on deep learning achieved the best values
on 7 metrics. In the general method, ADF, CBF, and GTF
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Figure 6: Comparative results of quantitative analysis of different
fusion algorithms in ten fusion metrics.
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achieved the best values for AG, EN, and FMI_dct, respec-
tively. In the deep learning-based approach, CNN obtained
the best values for MI, Qabf, and FMI_w. The fused images
generated by our method achieved the best values on four
metrics: CC, SSIM, PSNR, and FMI_pixel.

The average runtime of the 8 methods on the 21 testing
image pairs is also reported in Table 1. It can be seen that
the running times of the image fusion methods vary consid-
erably. In our comparison method, our method is the fastest
deep learning-based method; although the GPU is used to
perform the computation, it still took an average of 0.95 sec-
onds to fuse an image pair.

5. Conclusions

This proposes a novel and effective deep learning structure
for wireless applications to implement the fusion of infrared
and visible images. Our fusion structure consists of three
main components: a feature extraction network, a feature
map fusion network, and a reconstruction network. The fea-
ture output extracted by the feature extraction network of
each convolutional layer will be fed to the next layer together
with the previous layer output, and the original image is also
involved in the reconstruction of the image, thus effectively
reducing the loss of feature information. The images we
obtain contain rich texture details and more background
detail information, which can better balance the modality of
infrared and visible images, have a better visual experience,
and achieve a more natural fusion.
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