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With the development of Internet technology, social net-
works have become a popular communication place in
which people can interact with others conveniently and
freely. Many sorts of social networks have emerged, such as
online social networks, employment relationship networks,
and scientific cooperation networks. Users in social net-
works may create new connections with other users, so they
can interact through those links, or they may break existing
connections. #erefore, the structure of social networks is
evolving every day [1,2]. Users can contact their neighbors,
send information to them, and exchange their opinions,
leading to dynamics on social networks, including opinion
formation [3], spreading dynamics [4], and collaborative
behaviors [5]. Individual behaviors accumulate through
local interactions and may result in complex collective
phenomena, demonstrating the significant role of social
networks in driving society development. Analyzing com-
plex human behaviors and mining graph topology can help
understand the essential mechanism of macroscopic phe-
nomena [6]. #ese studies would help attract public interest
and excavate useful resources. #erefore, social network
mining has become a promising research area and attracts
lots of attention.

Studies on social networks can be divided into two
categories: theoretical modeling and data-driven methods.
#eoretical methods characterize individual user behaviors
and try to find the microscopic origin of collective phe-
nomena by statistical physics, probability theory, and nu-
merical stochastic processes [7]. Data-driven methods use
machine learning, data mining, and natural language

processing to exploit hidden patterns from the data in social
networks [8]. #ey are also used to estimate the future
evolution of social behaviors. In recent years, with the
growth of the massive amount of data, it becomes more
difficult to mine social networks and analyze user behaviors.
#erefore, advanced interdisciplinary data analysis and data
mining methods should be suggested and developed to study
social networks [9].

In this special issue, 23 papers have been published. All
the papers must undergo a rigorous peer review process.#e
published papers can be divided into three categories, i.e.,
empirical social behavior analysis, social network modeling,
and network data mining.

In the category of empirical social behavior analysis, the
article by Liu et al. [10], “#e Influence of Individual
Characteristics on Cultural Consumption from the Per-
spective of Complex Social Network,” studied the social
network effect on cultural consumption. #e article by Gu
and Xiao [11], “Social Network Structure as a Moderator of
the Relationship between Psychological Capital and Job
Satisfaction: Evidence from China,” primarily examined the
role of social network structure in the relationship between
psychological capital and employment satisfaction by
adopting a two-wave data from undergraduate students. In
the article titled “#e Sustainability of Knowledge-Sharing
Behavior Based on the #eory of Planned Behavior in Q&A
Social Network Community,” by Feng et al. [12], the authors
investigated the important factors which drive users to share
knowledge and they verified their model by questionnaire
data.
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In the category of social network modeling, the article by
Xiaokaiti et al. [13], “Efficient Data Transmission for
Community Detection Algorithm Based on Node Similarity
in Opportunistic Social Networks,” studied the problem of
community detection and presented a new data transmis-
sion method which considers social attributes. In the article
titled “Layer Information Similarity Concerned Network
Embedding,” by Lu et al. [14], the authors explored the
method of network embedding and they introduced the
layer information similarity to enhance the representation of
nodes.

In the category of network data mining, the article by
Asgari-Chenaghlu et al. [15], “Topic Detection and Tracking
Techniques on Twitter: A Systematic Review,” overviewed
the technology of detecting popular topics on Twitter and
analyzed some common problems in this area. #e article
“DWNet: Dual-Window Deep Neural Network for Time
Series Prediction,” by Fan et al. [16], exploited multi-
granularity dependencies of time series and constructed a
dual-window deep neural network to predict future data.
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,e rapid increase in COVID-19 cases has become the symbol of fear, anxiety, and panic among people around the globe. Mass
media has played an active role in community education by addressing the health information of this pandemic. People interact by
sharing their ideas and feelings through social media platforms.,ere is a considerable need to implement different measures and
better perceive COVID-19 pertinent facts and information by demystifying public sentiments. In this study, the Quarantine Life
dataset of thousand tweets is based on #Quarantine, #Quarantine Days, #Quarantine Life, #My Pandemic Plan, and #Quarantine
and Chill from January to September 2020 has been collected from Twitter. ,e extracted data have been scrubbed through
preprocessing techniques.,e sentiments and topics extracted from tweets have been analyzed through the TEXT BLOB, VADER,
and AFFIN approach. Results show that people were distressed and fearful due to the COVID-19 pandemic. However, most
people enjoyed by playing games, watching movies, and reading books during the lockdown period. According to the present
meta-analysis, physical activity interventions are beneficial for patients with dementia in terms of cognition. ,e proposed
framework illustrates the insight impact of COVID-19 on human physiological and mainly focuses on the evaluation of sentiment
dynamics at the topical level.

1. Introduction

COVID-19 is more than just an infectious disease spread by
droplets emitted when people cough, sneeze, or talk; mis-
information spread promoted on social media has made it a
source of stress, depression, and anxiety. Fake information
spreads quickly on social media, which negatively impacts
mental health. During this period of social distancing and
lockdown, individuals rely primarily on the Internet, and the
most activity is reported on social media. Opinion mining
and sentiment analysis are emerging Natural Language
Processing application whose importance is becoming

progressively higher. It analyzes a textual dataset for people’s
opinions, assessments, sentiments, attitudes, and emotions
using opinions mining and sentiment analysis. It is possible
to determine people’s sentiments by applying sentiment
analysis to almost every social media platform, such as
Twitter, Facebook, YouTube, and Tumbler.

It has been proven that comprehending the emotions
expressed through certain resources, such as tweets, blogs,
reports, documents, or segments from political speeches, is
significant for humans [1]. However, enormous, large
number of opinions are challenging task for human pro-
cessing. ,e extraction of sentiments from multiple sources
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that keep growing in volume, complexity, and diversity
requires automated processes. Online social networks
(OSNs) provide a medium (where different people can
engage, demonstrate, and express their ideas). Micro-
blogging is a fast way for communication such as Twitter,
Tumbler, and Facebook are most popular microblogging
platforms, in which millions of messages appear. By ana-
lyzing the content over social media, a notable transfor-
mation in the shaping of public perceptions has been made
in a society that revealed dominant users. [2]. Recently, data
are available on social media platform related to COVID-19
pandemic need to process and extract meaningful infor-
mation to create awareness among people. Due to this
pandemic situation, government has imposed lock down
from January 2020 to September 2020 to save people’s life.
,e period of lock down was very tough for people as they
are bounded in their homes and used social media apps for
exchange information and awareness. Twitter has become a
popular social media platform, which people share their
thoughts, views, audio, videos, and comments on various
topics and ideas. Mostly tweets were viral on COVID-19
with hashtag symbol [3]. ,e hashtag is a set of keywords
that are helpful to find useful information. Hashtag (#)
symbol that indicates posted information, comment, and
ideas, are important as 50 million information are organized
with keyword hashtag on Twitter [4]. People from all over
the world are affected badly due to this pandemic. In present
study we target “#sentences” on COVID-19 pandemic from
people all over the world in Twitter. Six important keywords
or trends related to COVID-19 pandemic are targeted as
follows:

(1) #Quarantine
(2) #Covid-19
(3) #Quarantine Days
(4) #Quarantine Life
(5) #My Pandemic Plan
(6) #Quarantine and Chill

Data related to these trends for the duration Januar-
y–September 2020 was collected to find people’s everyday
life and their daily routines using sentiment analysis and
topic modeling. In this proposed study, the following ob-
jectives were set as follows:

(1) Collection of data from Twitter on COVID-19
pandemic

(2) Analyzing people views using polarity tendency
(3) Comparison between algorithms for better visuali-

zation of results
(4) Which trend is mainly focused by people on social

media users using LDA models?

2. Related Work

With the tremendous increase in COVID-19 all over the
world, researchers applied sentiment analysis methods fo-
cused on social media to observe people’s mental well-being.

,is section contains the summary of work related to
COVID-19 research based on social media data. A. Jenifer
describes hybrid approaches to sentiment analysis based on
Twitter data. A sentiment lexicon was created and enhanced
by Senti-WordNet, along with semantic rules, unsupervised
Machine Learning methods, and fuzzy sets [5]. TA hybrid
standard classification was first carried out and was then
upgraded to a hybrid advanced classification [6]. ,ey built-
in the hybrid advanced approach into the linguistic semantic
polarity classification that was modeled using fuzzy sets. ,e
new sentiment analysis methodology was used to compute
the polarity of a given sentence for the movie review dataset.

Suresh et al. [5] described a fuzzy clustering model using
real tweets collected over a one-year period for the purpose
of analyzing the sentiments associated with a particular
brand name. ,ey conducted a comparative study with K-
means clustering algorithm, expectation-maximization
techniques, and accuracy, precision, recall, and time com-
plexity were used. According to experimental analysis, the
proposed method was proved to be effective in performing
high-quality sentiment analysis on twitter. As compared to
the other two methods, this model gave an accuracy of 76.4
and required less time to build. Supriya et al. [7] presented a
three-step algorithm presented for analyzing the public
sentiment in Twitter tweets.,e algorithm steps consisted of
cleaning, entity identification, and classification for senti-
ment analysis. ,e performance of the classifier was mea-
sured using precision, recall, and accuracy. Elaziz et al [8]
proposed a novel approach to visual diagnosis of COVID-19
through machine learning by classifying the chest X-ray
images into two classes, positive COVID-19 patient or
negative COVID-19 person. ,ey used new fractional
multichannel exponent moments (FrMEMs) for features
extraction from the chest X-ray images. ,ey utilized a
framework to accelerate the computational process. After
that, they used a modified MRFO (Manta-Ray Foraging
Optimization) that was based on differential evolution to
extract the most important features. ,ey performed this
methodology on two COVID-19 datasets and got the ac-
curacy of 96.09% and 98.09% from these two datasets. Jain
and Sinha [2] proposed weighted correlated influence (WCI)
approach in order to integrate the relative impact of trend-
specific and timeline-based features of twitter users. ,ey
used the Twitter trend #Coronavirus Pandemic to quantify
their proposed approach performance. ,e proposed WCI
showed better performance than the existing methods. A
Sharma et al. [9] gave insights of the foremost issues the
firms are facing due to COVID-19 and how they are ex-
amining the strategic options. ,ey took data from twitter
about NASDAQ 100 firms and used text analytics tools to
find out the issues that firms are facing and the strategies
they are adopting. ,ey also recommended some futuristic
strategies for innovation of the supply chain. Samuel et al.
[10] provided insight into COVID-19 pandemic fear sen-
timent progression.,ey also outlined interrelated methods,
implications, opportunities, and limitations.

,eir analysis was based on Covid-19 linked Tweets and
R statistical tools along with text mining packages. ,ey also
established evidence that growth of fear-sentiments existed
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from the beginning of COVID-19, as the outbreak reached
its peak in the US, by applying descriptive text analytics.

Furthermore, they provided a methodological overview
of two fundamental machine learning classification ap-
proaches (Naı̈ve Bayes and logistic regression), as applied to
textual analytics, and compared their efficiency when it came
to categorizing coronavirus tweets. Both Näıve Bayes and
logistic regression classification methods provided an ac-
curacy of 91% and 74%, respectively, with short length tweets
but both approaches showed relatively lower accuracy with
lengthy tweets. Li et al. [11] examined the impact of COVID-
19 on mental health. ,ey used the method of online
ecological recognition [12] based on several machine
learning predictive models to evaluate Weibo (a Twitter-like
microblogging framework in China) articles. ,ey used the
collected data to calculate the word frequency, scores of
emotional indicators (depression, anxiety, indignation, and
Oxford happiness), as well as cognitive indicators (life
satisfaction and risk judgment). ,ey performed sentiment
analysis and sample t-test to examine the differences before
and after the affirmation of COVID-19.

,e results showed that the scores of negative emotions
were increased as compared to positive ones. Cinelli et al.
[13] used different social media platforms (Twitter, Insta-
gram, Reddit) to analyze awareness and concern in the
subject of COVID-19 and provided a differential assessment
of the global discourse evolution of each platform and their
users. ,ey found similar spreading patterns from reliable
and suspicious information sources. Zhou et al. [14] ana-
lyzed the sentiment dynamics of people of New South Wales
(NSW) Australia during the COVID-19 period by exploiting
the tweets on Twitter. ,ey analyzed the sentiments at local
government areas (LGAs) level that was based on more than
94 million tweets collected from Twitter for a 5-month
period started from 1st January 2020. ,e results showed
that the positive sentiments were decreased due to massive
increase in COVID-19 confirmed cases. Han et al. [15]
proposed a topic extraction and classification model to
analyze media data in the early stage of COVID-19 in China.
,ey generalized COVID-19 relatedmicroblogs into 7 topics
and 13 more detailed subtopics. However, their study had
some limitations. ,ey used social media to analyze text
only, but pictures and videos could also be informative.

3. Proposed Methodology

,is research is divided into a series of steps as shown in
Figure 1. ,e first step is to collect the data through Twitter
API, after collecting the significant number of tweets, all
these tweets are stored in a text file. In the second step, the
classification accuracy was improved by performing some
preprocessing techniques such as case folding, cleansing,
word formalization, and stemming. ,ese processes are
conducted for Lexicon-based machine learning approaches.
In the Lexicon-based approaches, Text Blob, Vader Senti-
ment, and Afinn have been used to determine the polarity of
each Twitter user. Topic modeling has been used to find the
useful information from the group of tweets. Furthermore,
we adopt the t-distributed stochastic neighbor embedding

(t-SNE) technique that partly reduces the fact that humans
cannot perceive vector spaces beyond 3D.

3.1. Data Set. Real time data were collected from Twitter
using the scripting language Python for getting off data from
Twitter.,e data were collected from 1st January 2020 to 19th
august 2020. For the collection and distribution of the
datasets, Twitter API (Tweepy) was used.

API collects data real-time data of twitter on geo-
graphical regions of all countries illustrated in Figure 2.
,ere should be a valid twitter account, and the application
should be registered on Twitter to extract the tweets. ,e
user sends the request to API for the twitter data, and it
returns data according to the user-defined query. A sample
of 16696 tweets was extracted. In this work, query was
“Quarantine Life”, all data were extracted belonging to this
keyword. ,e extracted data included Tweet ids, names,
screen names, locations, descriptions, followers, and fol-
lowing counts of users.

3.2. Preprocessing. Text mining needs some primary section
which in essence is preparing for the document to be
converted to make it more structured. In this analysis,
preprocessing steps are as follows:

(1) Case folding is the first step that replaces whole text
into lowercase, i.e., “Alan, self-isolation, Day 4” into
“Alan, self-isolation, day 4.”

(2) Cleansing is required to derive the figures used in this
analysis. From this stage, we exclude grammar,
symbols, abbreviations, specifying the client, and
tweets. ,e only characters left in this phase are
words.

(3) Formalization on twitter results is limited to 160
letters only. ,erefore, Twitter users tend to write
unorthodox sentences. To resolve this, a formaliza-
tion application is required in order to embed the
word in its default form.

(4) Stemming is the step process word using a tool that
converts words holding a document into their
fundamental forms using fixed rules.

3.3. Lexicon-Based Approaches. Machine learning algo-
rithms were applied to check polarity in text. We used three
algorithms AFINN, VADER (Valence Aware Dictionary for
Sentiment Reasoning), and TEXTBLOB to check polarity in
text and for semantics analysis.

3.3.1. VADER. VADER is a rule-based lexicon and analysis
tool that is particularly used for sentiment analysis. It is used to
extract sentiments being expressed in social media, and it
performs exceptionally very well in this domain. VADER
sentiment analysis [16] is primarily based on definite key
factors such as punctuation, capitalization, conjunctions, de-
gree modifiers, and preceding trigram. VADER classifies the
sentiments into positive, neutral, and negative categories and
secure complex scores which is determined by summing up
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each word’s valence scores in the lexicon and normalized in the
range (−1, 1), the most extreme positive is “1,” and the most
extreme negative is “−1.” If the compound score is less than
−0.05, the text will be considered negative; if the score is greater
than 0.05, the text will be considered positive; if the score is
between 0.05 and −0.05, the polarity of the text will be neutral.
VADER has one major advantage that it does not entail the
preprocessing of data and training of model can be utilized
directly on the raw tweets to generate sentiment polarity. It also

supports emoji for sentiment classification and is fast enough to
be used online without affecting speed-performance.

3.3.2. AFINN. Afinn is an English word list with an integer
between 5 and −5 which has been significantly designed for
microblogs such as tweets. It has the biggest advantage that it
gets updated with new terms and phrases every year.

3.3.3. TEXTBLOB. Text blob is a Python library (just like a
python string) which is used for processing the textual
data. It aims in providing a consistent API to deal with
common NLP (natural language processing) tasks such as
part-of-speech tagging, noun phrase extraction, transla-
tion, text mining, text processing modules, text analysis,
sentiment analysis, classification, and more. Text blob
analyzes the text on sentence level [16]. Firstly, it takes
input from the dataset, and then it splits the review into
sentences. ,e polarity of the entire dataset can be de-
termined by counting the number of negative and positive
sentences and deciding whether the response is positive or
negative based on the total number of negative and
positive reviews. A sentiment () function can be used to
find the polarity and subjectivity of a given review. It
returns a tuple with two parameters called polarity and
subjectivity. ,e function returns a tuple consisting of
polarity and subjectivity, where the polarity score ranges

Storage

Cluster of documents by topic

Topic modeling

Polarity 
calculation

Preprocessing

• Text Blob
• Vader Sentiment
• Afinn

Data Acquisition (Tweepy API)

Twitter #trend
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Figure 1: Proposed framework.
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Figure 4: (a) Example of common words in positive, negative, and neutral sentiments have been represented by these threeWord Clouds in
Vader Semantics. (b) Example of common words in positive, negative and neutral sentiments has been represented by these three Word
Clouds text blob. (c) Example of common words in positive, negative and neutral sentiments has been represented by these three Word
Clouds in Afinn.
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Figure 3: LDA modeling.
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Table 1: Polarity calculation with sentiment analyzer percentage accuracy.

Tweets TexBlob Vader Afinn
Is it just me or is everyone feeling like a dead body at home now lockdown quarantine Negative Negative Negative
Full list of “safe” holiday countries right now amid fear more destinations will require quarantine. . . Positive Negative Negative
Night six of my quarantine could not sleep a single minute Negative Negative Negative
I love my cat what would i do without her quarantinelife queen quarantine roar rawr umbreon. . . Positive Positive Positive
,at feeling I have all the time I care about everyone’s health everyone is acting like things are gonna be
okay Neutral Positive Neutral

Now I understand my mom all this cooking and cleaning is crazy and I do not even have children
quarantine quarantinelife Negative Negative Negative

Watch quarantine hbo robertdeniro michellepfeiffer excellent timely film available in canada on crave tv Positive Positive Positive
,e pandemic has made seniors crazy quarantine cannot stop their adventurous souls from wandering
beware of. . .

Negative Negative Negative

Lessons learned in quarantine Neutral Neutral Neutral
Fearing coronavirus, a Michigan college tracks its students with a flawed app–techcrunch Negative Negative Negative
,e university of North Carolina is retreating to remote learning for undergrads because of coronavirus
outbreaks. . .

Negative Negative Negative

Stress less and enjoy the best stay home insta pic of the day followme COVID-19 quarantine art coronavirse Positive Positive Positive
From being in quarantine for 202 days has me so board Negative Negative Negative
Homehaircut quarantine this is the ghetto Neutral Negative Neutral
Distance learning at its finest melody first day of school 5th grade 2020 quarantine distance learning Neutral Neutral Neutral

0

neutral

positive

negative

20 40
Polarity

Polarity Calculation

60 80

TextBlob
Vader Sentimants
Afinn

Figure 5: Semantics calculation.

Table 2: Tweets with target class.

Sentiment analyzer Positive Neutral Negative
Text blob 7232 (43.31%) 7417 (44.42%) 2047 (12.26%)
Vader sentiment 6958 (41.67%) 398 (2.38%) 9340 (55.94%)
Afinn 6556 (39.26%) 7026 (42.08%) 3114 (18.65%)
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from −1 to 1. ,e subjectivity range is 0 to 1, where 1 is the
most subjective and 0 is the most objective.

3.4. Topic Modeling. Topic Modeling [17] consists of finding
the information contained in textual documents and
presenting it in the form of themes (depending on the
technique used, the relative importance of the themes can
also be found). Topic modeling is therefore an unsuper-
vised technique for classifying documents in multiple
themes. From the perspective of the representation space,
the TM is a reduction of dimensions in the vector repre-
sentation. Instead of representing a document of a corpus
by a vector in the space of the words, composing the

vocabulary of this corpus is represented by a vector. In the
space of the themes of this corpus, each value of this vector
corresponds to the relative importance of the theme in this
document. Popular modern technique Latent
Dirichlet allocation (LDA) was used in this study [18], and
LDA is used for topic recognition in documents. It basically
tells how many topics exist on similarity bases in each
document. ,is model observes all words and produces
topic distribution with P (P�probability) as shown in
Figure 3. Researchers prefer LDAmethod for finding topics
within context-based documents or text-based data
[19, 20].

Mathematical representation of LDA:

P(β, θ, z, w) � 
k

i�1
p(β, |n⎛⎝ ⎞⎠ 

k

d�1
P θd, |α(  

k

N�1
P Zd,n|θd P Wd,n|β1: k, Zd,n ⎛⎝ ⎞⎠, (1)

Table 3: Description of top four dominant topics.

Topic
no.

Topic precision
contribution Keywords Representative tweet

0.0 0.8920 New, case, follow, death, confirm, safe, month,
tell, recover, today Beautiful, day, go, outside, keep, calm

1.0 0.9219 Walk, still, soon, reach, read, free, wait, back, pay,
big

Way, stay, touch, find, way, stay, positive,
challenging, time

2.0 0.9300 Walk, still, soon, reach, read, free, wait, back, pay,
big

Update, new, case, confirm, new, recover, new,
death, total, case

3.0 0.8725 Listen, amp, people, live, love, watch, order, keep,
mask, play State, add, visitor, state, must, quarantine, read

-20

-20

0

20

40

-10 0 10 20 30 40

Figure 6: t-SNE cluster plot.
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where βK is the word distribution of the topic K, θ is the
topic proportions of the document, and z is the topic as-
signment of the word in a document.

4. Results and Discussion

4.1. Polarity Calculation. A total of 16696 tweets were col-
lected from twitter API. ,e collected records do not have a
target group of people. To make the target group view, three
lexicon algorithms has been used. Every analyzer describes
whether the tweet is a positive, neutral, or negative. ,e claim
of the authors that social media has been incapable to present
the proper direction in which the netizens shall combat a
pandemic like COVID-19, has been confirmed by the Word
Cloud as shown in Figures 4(a)–4(c). Most of the words that
have been described in each of the sentiments have been
visualized using the WordCloud modules. ,ese also present
words that do not verify any efficiency in representing a
possible solution during crises. Among the three sentiment
analyzers we found that text blob had the highest rate of
tweets with the neutral sentiment 44.42%. Vader sentiment
gave the highest negative sentiment rate of 86.46%. However,
Afinn gave the highest sentiment rate 42.08% as shown in
Table 1 and Figure 5. Table 2 shows some random tweets with
target class: positive, negative, and neutral. We perform ex-
periments through Affin, Veder, and text blob, by taking
random tweets, and then the algorithm analyzes which tweets
contain positive, negative, and neutral sentiments.

4.2. Topic Modeling. After finding the sentiment from the
data, the next step is to identify the topic. Topic modeling
is the best way to discover how many abstract topics exist
in the corpus. A document contains multiple topics in
LDA models. ,e dominant topic is usually one of the
topics. Table 3 shows extracted dominant topic for each
sentence. Every keyword in LDA topic modeling contains
weights and these weights show how much a specific
keyword is important in topics. However, word counts
represent the frequency of repeated words in specific
topic.

Figure 5 shows the weight of the topic and the key-
words. Our goal is to find words that are found across
multiple topics and whose relative frequency outweighs
their weight. In many cases, such words are not as im-
portant as they seem. From Figure 6, by using t-SNE plot
high dimensional data into a lower dimension which is
difficult for humans to understand such as word em-
bedding. It categories words according to four topics and
overlaid the word-level sentiment by color.

From Figures 7 and 8, we need to select four topics to
analyze using Python 3.6.1 and LDAvis [16]. We set λ� 1 and
set 4 topics and their keywords. Topics’ names were generated
according to their similar keywords to expatiate the topics.
Bubbles are represented the topics and the size of the bubble is
proportional to its prevalence in the corpus. Similar topics take
shape close to each other; topics further apart are less similar.
,e topic distance is used to determine their centers [16].

0 Previous Topic Next Topic Clear Topic

1

2

PC1

PC2

3

2%

Marginal topic distribution

Intertopic Distance Map (via multidimensional scaling)

Selected Topic:

5%
10%

4

Slide to adjust relevance metric: (2)
λ = 1

today
0 200 400

0.0

600
Top-30 Most Salient Terms1

Overall term frequency
Estimated term frequency within the selected topic

1. saliency (term w) = frequency (w) * [sum_t p (t | w) * log (p (t | w)/p (t))]
for topics t; see Chuang et. al (2012)
2. relevance (term w | topics t) = λ * p (w | t) + (1 - λ) * p (w | t)/p (w);
see Sievert & Shirley (2014)
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5. Conclusion

VADAR, AFINN, and TEXT BLOB polarity shows positive,
negative, and neutral frequencies. Most results between these
dictionaries-based algorithms are neutral. ,is study described
that majority people were afraid of the COVID-19 pandemic
situation and on the other side some people were enjoying their
lockdown period such as they prefer to live at home, play, watch
movies, and reading. ,e proposed study suggests that physical
activities and exercise can refine cognition during the pandemic.
,e COVID-19 outbreak has been studied for its etiology,
clinical features, transmission patterns, and management, but
little has been done to explore its effects on mental health and
ways to prevent stigmatization. People’s behaviors can signif-
icantly influence the dynamics of the pandemic by altering its
severity, transmission, spread, and consequences. Raising public
awareness can help deal with this calamity in the present sit-
uation. Despite the fact that high-frequency interventions had
little concomitant effect on cognition functions, the threshold

remains to be worked out. In the future, we will extract various
kinds of vaccination tweets datasets to study and analyze vaccine
efficacy and effectiveness.
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A scientific paper’s citation represents its influence, which is the most intuitive indicator to access the quality of papers.*is paper
mainly adopts the social network analysis method, using the authors and the keywords of sports industry papers in China to
constitute the networks of collaboration and knowledge, to explore effects of the degree centrality of authors and keywords and the
structural hole of authors and keywords on the citation of papers in the collaboration and knowledge networks and draw the
following conclusions: (1) as for collaboration networks, the degree centrality at the paper level is positively correlated with
citations; (2) in the collaboration network, the positive correlation between the structural hole at the paper level and citations does
not exist; (3) within knowledge networks, an inverted-U shape was found between degree centrality and paper’s citation; and (4)
within knowledge networks, a positive correlation is in existence between the structural hole of papers and their citation. *is
study synthesizes the already widely used collaboration network with the knowledge network constructed through keywords,
distinguishes from the previous network features focusing at the author level, and explores research projects of Chinese Sports
Industry from the paper level, providing a new perspective for the research of sports industry in China, complementing the
methods and ideas of sports industry research, as well as providing a reference for the research in other disciplinary fields.

1. Introduction

An article’s citation manifests the times of the article will be
used in subsequent research [1, 2], also the simplest and
direct way to evaluate the paper, which represents the po-
sition of the paper in the context of academic research and
the role it plays in scientific activities from the perspective of
historical retrospection [3], and it plays an important role in
talent evaluation, scientific research project establishment,
and scientific research award. In addition, a series of indexes
are derived from the citation amount of the paper.*erefore,
the citations of a paper are often used to appraise the papers’
impact [4, 5]. As the final manifestation of research
achievements, the influence of papers can reflect the use-
fulness in some fields [6–8]; the higher the citations of a
paper, the more recognized the paper’s conclusion and the

greater the reference and significance for other scholars to
conduct follow-up research. Previous studies have found
that papers’ citations vary greatly, with some papers re-
ceiving many citations, some reaching hundreds or even
thousands of citations, while the majority of papers receive
fewer citations, or even nearly 20% of papers are not cited at
all [9, 10]. *is may cause the consideration of academia:
what exactly are the principal factors affecting the papers’
citation?

Scholars studied several factors affecting the citations of
a paper from different perspectives. For example, Bornmann
et al. (2008) found that the emergence of citation rela-
tionships in academic papers may be due to academic as-
pects, or it may be due to some nonacademic considerations
[11]. Tahamtan et al. (2016) outline the factors affecting the
citations of a paper, most notably, followed by reasons such
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as the abstract and other paper-related factors, the impact
factor and other journal-related factors, number of authors,
and other author-related factors [12].

With the development of social network research,
Abbasi and Jaafari (2013) suggest that it is feasible to explore
the number of citations of papers by constructing social
networks [13]. Scientific collaboration networks are also a
typical type of social network that is coming into the
limelight [14, 15]. Authors have relatively different access to
resources depending on their position in the scientific
collaboration network, which can significantly affect the
number of citations they receive [16, 17]. For instance, Li
et al. (2013) found that the degree centrality of authors in a
collaboration network was positively correlated with their
citations [18]. Abbasi et al. (2011) investigated the rela-
tionship between authors’ network characteristics in sci-
entific collaboration networks and their citation
performance and found that authors’ degree centrality was
positively associated with author citation performance, as
was structural hole [19]. Based on this, since the knowledge
network and collaboration network are also typical social
networks, and they will affect the citation at the same time,
this research attempts to further explore how the knowledge
network affects the citation of papers, that is, quantity.

Compared with the collaboration network, another
typical social network, that is the knowledge network, has
not been attached importance in the research of paper ci-
tations. Knowledge networks are networks formed by the
combination of scientific knowledge elements that can
represent categories of knowledge domains. For example,
patents are often divided into categories to distinguish them
from technical features, and different patent categories
represent different knowledge elements [20]. Similarly, after
embodying knowledge elements that are keywords in sci-
entific research papers, a collection of papers can also
construct a complex knowledge network from a macro
perspective. *e current research also proves that the key-
words of papers can be considered as knowledge elements.
For instance, Su and Lee (2010), Assefa and Rorissa (2013),
and Yang et al. (2016) built a knowledge structure map of a
subject through keywords [21–23], Xie et al. (2008) used
keywords to analyze trends in the evolution of research
hotspots [24], and Chen (2006) used keywords to detect
knowledge hotspots [25]. However, there are few research
projects on the issue how knowledge networks affect the
influence of papers. On the theoretical level, the collabo-
ration network is decoupled from the knowledge network
reciprocally, and the author’s position does not commen-
surate with his knowledge elements’ position. On the one
hand, papers usually have different network structure
characteristics in the embedded two networks. On the other
hand, the formation mechanism of the two types of network
structure characteristics is different. *e formation of the
collaboration networks structure characteristics mainly
depends on the author of the paper. *e formation of the
structural characteristics of knowledge network depends on
a large number of other past studies, so the two types of
network should be treated differently. On the practical level,
since the optimization of collaboration networks mainly

involves collaborators selection, the optimization of
knowledge networks further involves the adjustment of the
research theme and the way of expression during the whole
research process, and the content and timing of the opti-
mization of them are different. *erefore, a separate dis-
cussion between the two can also further enrich the solution
to the problem of increasing paper citation and influence.

Based on this, this study uses keywords to represent the
knowledge elements of the papers, and because knowledge
elements are affiliated by the co-occurrence of keywords in
predecessor’s research, we construct a knowledge network
through keyword co-occurrence. *e size of the knowledge
network will grow larger over time, while the categories of
knowledge elements will become richer and new combi-
nations of knowledge elements will be added [26].*e richer
the variety of knowledge elements and the new combina-
tions that are constantly being added ultimately also pro-
mote the evolution of knowledge networks. In this research,
we argue that a knowledge element’s position affects the
opportunities of combining knowledge elements with
others. For instance, a centrical knowledge element is more
searchable because it has more element-coupled content and
experience. *erefore, we believe that the location attribute
of the knowledge element affects the citation of the paper. By
introducing knowledge networks, we hope to enrich the
research on the influencing factors of paper citations.

*e data used in this study are publications on China’s
sports industry from 2000 to 2021. *e 2018 Government
Work Report made it clear that the sports industry entered
the overall layout of the national economy for the first time,
and the sports industry was also clearly defined by the
National Development and Reform Commission as a “new
wind outlet” for economic development. In 2019, the
Outline for Building a Leading Sports Nation was issued by
the General Office of the State Council, which proposed that
by 2035, the sports industry will be developed into one of the
pillar industries of the national economy. It can be predicted
that the sports industry will usher in a golden period of
development. *e scientific research on the sports industry
also provides a scientific guarantee for the sports industry to
become the pillar industry of the national economy. Of
course, the in-depth and promotion of the research cannot
be separated from the reference and significance brought by
the related citations. Previous publications on citations focus
on the author level, institutional level, or journal level.
However, considering that citations vary in different pub-
lications for the same author, and the average citation is not
enough to reflect the influence level of each paper, this paper
made a specific analysis of the citation amount from the
paper level. Considering the average level of authors or
keywords in each paper, this paper studies the influence of
the average degree centrality and average structure hole of
authors or keywords on the citation from the collaboration
and knowledge networks, respectively. It concerned how
authors’ and keywords’ location attributes in the network
affect the citations of a paper, which gives a new dimension
to study the influencing factors of citations in the sports
industry and provides a reference for the improvement of
the quality of papers in sports industry and even the field of
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sports science. At the same time, this study can not only
provide theoretical reference for subsequent scholars on how
to improve scientific research quality and the amount of
citation but also provide the theory basis for performance
evaluation of the scientific research of scholars and the
scientific guarantee for the sports industry to become a pillar
industry of the national economy. *is study has the fol-
lowing contributions: (1) we have constructed a knowledge
network by using keywords from the paper, which fills a gap
in previous research and will inspire further relevant re-
search; (2) particularly, the mechanism about how degree
centrality and structural holes in collaboration and
knowledge networks impinge on citations is probed re-
spectively. Specifically, the location attributes of nodes in
those two networks are taken as the influencing factors on
citations; and (3) this study places emphasis on article-level
citations.

2. Theoretical Background and
Research Hypothesis

Collaboration and knowledge networks are important
contents of social network analysis and common methods in
scientific research. *e network characteristics of each node
in the network vary, and the opportunity to acquire new
information in the network is also different [27]. *e feature
analysis for nodes in collaboration and knowledge networks
is the key to the application of social network analysis
methods and high-quality achievement. In our study, degree
centrality and structural hole are picked as two network
attribute indexes to carry out related research. Degree
centrality shows the amount of nodes who are in direct
contact with node i in an N-nodes network. *e higher the
degree centrality of a node, the more nodes it contacts, and
the more superior the node is in the network. Structural hole
refers to that in the network, if a node has a direct con-
nection with two nodes that are not in direct connection
with each other, then this node occupies a position of the
structural hole. Structural hole is a key attribute of nodes in a
network. By occupying the position of the structural hole,
nodes can obtain nonredundant information efficiently. Two
network characteristic indexes, degree centrality and
structural hole, were selected for the following two reasons:
first, with the deepening of the scientific research, more
scholars prefer to study local indicators of network attri-
butes, and the degree of centrality and structure hole is not
only a commonly used indicator in network analysis but also
the network attribute local index [27]; second, if other in-
dependent variables, such as betweenness centrality and
closeness centrality, are added, the inhibiting effect may be
generated when the model is established and the combined
effect of independent variables on dependent variables is
analyzed, thus leading to the reverse β coefficient [19].

2.1. )e Collaboration Network. *e collaboration network
in this research, in other words, is the researcher coau-
thorship network, where nodes and ties represent re-
searchers’ cooperative relationship in prior papers. *e

collaboration network refers to scientific collaboration
network, in which each node means an author, and the
existing edges between nodes indicate that two authors have
worked together previously.

2.1.1. )e Influence of Degree Centrality on Citations in
Collaboration Network. If a central location is occupied by
an author in a collaboration network, it means that the
author is likely to have numerous connections and access to
the required information and resources [16]. *e external
information and fresh ideas provided by the resource can
promote the research process. At the same time, by ex-
changing ideas with more different authors, their theoretical
horizons can be broadened to a certain extent, which is of
great benefits to improving the research quality. All these
make them more likely to produce highly influential sci-
entific research results [28]. Meanwhile, the higher the
degree centrality of authors, the more frequently they co-
operate with others in the collaboration network, which is
bound to enhance their popularity, gain structural social
capital, and get more attention and citation for their
achievements. Some scholars have found that in the col-
laboration network at the author level, the degree centrality
of authors is positively correlated with their citation per-
formance. Abbasi et al. (2011) found that the degree cen-
trality of authors was positively correlated with the g-index
constructed based on the citation of articles [19]. Hao et al.
(2020) studied 14,913 publications in SCIENCE journal
from 2000 to 2018 and found that, in the scientific collab-
oration network at the author level, authors’ degree cen-
trality has a positive correlation with citation of their papers
[29]. *us,

H1a: for a paper, its authors’ average degree centrality in
the collaboration network is positively correlated to its ci-
tation count.

2.1.2. )e Influence of Structural Holes on Citations in
Collaboration Network. If an author is connected with those
who are not connected to each other, then he crosses the
structural hole. For instance, there are authors A, B, and C,
author A is a structural loophole connecting author B and
author C. When author A is in direct contact with two
partners (author B and author C), there is no connection
between the two partners. In other words, author A occupies
the structural holes location. *e structural hole illustrates
the degree of interrelation among authors who have
cooperated with an author in the cooperation network. *e
more structural holes the author occupies, the easier it is to
gain control advantage [30], that is, authors occupying
structural holes are more likely to have potential opportu-
nities to control the flow of information between uncon-
nected authors [31]. Moreover, structural holes are the hub
of heterogeneous information flow in the network. *e ties
established by structural holes are nonredundant, and au-
thors occupying the positions of structural holes can obtain a
large amount of nonredundant information. With such
nonredundant information, authors are more likely to im-
prove their research quality and obtain more citations.
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H1b: for a paper, its authors’ structural holes in the
collaboration network are positively correlated to its citation
count.

2.2.)eKnowledgeNetwork. *e knowledge network here is
composed of the keywords in papers as knowledge elements,
in which every node signifies a keyword, and the inter-
connection between nodes means the co-occurrence of
keywords in previous studies. *e knowledge network refers
to the network composed of the keywords of the paper as
knowledge elements, in which each node means a keyword,
and the existing edges between nodes indicate the co-oc-
currence of keywords in previous studies.

2.2.1. )e Influence of Degree Centrality on Citations in
Knowledge Network. Knowledge elements’ degree centrality
in the knowledge network indicates the degree of combi-
nation with other elements. Knowledge elements consist of
parts that depend on each other to form a larger scale of
knowledge system [32]. *e combinatorial opportunities
tend to rise with the increasing of knowledge element’s
centrality, and two main reasons have been issued here.
Firstly, an element with higher degree centrality must have
been integrated to more of them, that is to say, it is a
knowledge element with a wider scope and better applica-
bility, which will also prompt the authors to carry out a more
in-depth discussion on this knowledge element in the
subsequent research [33]. Secondly, higher degree centrality
of knowledge elements can provide authors with more
examples of this combination of knowledge elements and
inspire them to carry out innovative research from different
ideas and perspectives. *erefore, the citation count of
papers related to this knowledge element will also be en-
hanced with the continuous development of related research
at this knowledge element. However, when the degree
centrality of knowledge elements reaches a certain degree,
the combination opportunities of knowledge elements may
decrease. *at is to say, when knowledge elements are ex-
cessively combined, their combined value will reduce.
Combining with this knowledge element may lead to in-
sufficient innovation in the final scientific research results,
and the citation count of papers related to this knowledge
element in subsequent studies will also be reduced.
*erefore,

H2a: for a paper, its keywords’ average degree centrality
in the knowledge network has an inverted-U shape on its
citation count.

2.2.2. )e Influence of Structural Holes on Citations in
Knowledge Network. If a knowledge element is directly
related to two nondirectly connected elements in the
knowledge network, then the knowledge element occupies
the position of structural holes. *e search for knowledge is
mostly internal search or related search [34]. *erefore,
knowledge elements located in structural holes can provide
more opportunities for combination of two knowledge el-
ements that have no direct connection [35]. If a knowledge

element occupies more structural holes, then the author can
find more nonredundant relevant knowledge elements
through this knowledge element and can find more com-
binations of knowledge elements that have never appeared,
and the paper containing this knowledge element will also
receive more references. *us,

H2b: for a paper, its keywords’ average structural holes in
the knowledge network are positively related to its citation
count.

3. Research Methods

3.1. Data Collection. All data acquired are from the Chinese
Social Science Citation Index (CSSCI) database and the
General Contents of Chinese Core Journals (core of Peking
University) database. We search “sports industry” in the
retrieval field, which is limited to “subject,”, and the pub-
lication time is limited to 2000–2021. *e final excerpt
preserves the name, author, key words, citation count and
other information of all publications, and 7,465 pieces of
original data obtained.

3.2. Variables Selection and Measurement

3.2.1. Dependent Variables. *e dependent variable is ci-
tations that have been normalized of each paper in our
sample publications. Referring to the method proposed by
Cannella and McFadyen in 2016 [36], the citation count of
an article is first subtracted from the average citations of all
sports industry articles published during the same year and
then divided by the standard deviation of the citations for all
sports industry articles published in the same year. Finally,
the normalized citations of this paper are obtained. *is
method can eliminate the citation bias of articles published
in different years. Its normalized citations calculation is as
follows:

normalized citationsi �
citationsi−citationsmeanall

citations standard deviationall
. (1)

3.2.2. Independent Variables. *e disquisitive independent
variables involve in degree centrality and structural holes in
collaboration and knowledge networks constructed based on
all the papers in the sample. *e specific methods are as
follows:

(1) Construction of the Collaboration and Knowledge Net-
works. *e collaboration and knowledge networks here are
typical social networks constructed based on the papers of
sports industry journals in China from 2000 to 2021. Both in
this study are constructed by Python.

(2) Measurements of Degree Centrality and Structural Holes.
Two groups of independent variable, the degree centrality
and structural holes, in both collaboration and knowledge
networks, are discussed in this study at the level of papers.
*e specific node degree and structural hole are calculated
by Python.
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(a) Calculation of degree centrality

(i) Firstly, to acquire the degree centrality, we
reckon the number nodes that are directly rel-
evant to the node. *en, we make standardized
treatment. To obtain the standardized degree
centrality, the value is divided by the amount of
remaining nodes. *e formula is as follows:

normalized degree centralityi �
degree centralityi

g − 1
.

(2)

(ii) In the formula, g represents the amount of nodes
in the network.

(b) Calculation of structural holes

(i) Burt’s constraint method was first adopted
[37, 38] to reckon the network constraint Ci,
which indicates the strength i is constrained by its
adjacent nodes. We use 2 minus the constraint
metric Ci 2 to obtain the control advantage that i
generates by crossing structural holes.

Structural holesi � 2 − Ci � 2 − 
j

pij + 

k, k1
j
, k1

j

pikpkj
⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠

2

,

(3)

where i indicates the target node and pij represents
the ratio node j to the contact point of node i. For
example, i is connected to five nodes including j, then
pij equals 1/5. Node k has a connection with node i
and j simultaneously. *e more ties between i and
other elements exist, the smaller value of pij and pik

and less constraint node i have. Meanwhile, the more
ties k has with other elements, the lower pkj k has,
thereby lower the constraint on i.

(3) Degree centrality and structural holes at paper level. *e
basic unit focuses on paper-level degree centrality and
structural hole. Because of the nonuniqueness of authors and
elements in a paper, both indicators need to be averaged to
paper level.*is research draws on themethod of calculating
paper-level degree centrality and structural holes proposed
by Guan et al. (2017) [27]. For instance, there are three
authors in a paper whose degrees are 1.2, 1.3, and 1.4, re-
spectively, then the average degree centrality value of the
paper’s authors in the collaboration network is
(1.2 + 1.3+1.4)/3�1.3. Structure holes in collaboration net-
works and degree centrality in knowledge networks both are
equal to structure holes.

4. Regression Results and Analysis

4.1. Descriptive Statistics. In the collaboration network, if the
author’s degree centrality is 0, it indicates that the author has
no cooperative relationship with other authors. *erefore,
authors with degree centrality of 0 can be excluded from the
collaboration network. After processing, the number of nodes

in the collaboration network is finally 4,851. *e mean,
median, standard deviation, minimum, and maximum values
of variables in the collaboration network are depicted in
Table 1. In the knowledge network, although there is no
knowledge element with degree centrality of 0, some key-
words need to be combined manually. For example, “2008
Olympic Games” and “2008 Beijing Olympic Games” both
refer to the 2008 Olympic Games held in Beijing, so they can
be combined into one. *rough manual screening and
merging of all the keywords, the final number of knowledge
network nodes is 7379. And themean value, median, standard
deviation, minimum value, and maximum value of variables
in the knowledge network are listed in Table 2.

In Tables 1 and 2, as for the collaboration network,
degree centrality is significantly different from that in the
knowledge network. *e mean value of degree centrality in
the collaboration network equals to 0.001, the standard
deviation is 0.001, and the maximum value is 0.014. How-
ever, in the knowledge network, the mean value of degree
centrality equals to 0.008, the standard deviation and the
maximum value are 0.009 and 0.074, respectively. *e dif-
ference between structural holes in the collaboration net-
work and knowledge network is small.*emean value of the
structural holes in the collaboration network equals to 1.335,
the standard deviation is 0.295, the minimum andmaximum
values are 0.009 and 1.959, respectively. However, in the
knowledge network, the mean value of structural holes is
1.783, the standard deviation is 0.21, the minimum value is
0.875, and the maximum value is 1.997. Because of the
normalization, the average of the citations in both collab-
oration and knowledge networks is 0.

4.2. Regression Analysis

4.2.1. )e Collaboration Network

(1) Degree Centrality as the Independent Variable. In order to
verify whether there is a nonlinear relation between degree
centrality of collaboration network and the citation count of
the paper, a quadratic term was added into the regression,
and the regression analysis was conducted by using Stata.
*e results are shown in Table 3.

Table 3 signifies that the quadratic regression is signif-
icant (p≤ 0.05), and the quadratic coefficient is
−6441.203< 0, preliminarily determined to be an inverted-U
relationship.*e UTEST test was conducted to further verify
the relationship. *e results are shown in Table 4.

As can be seen from Table 4, the extreme value is out of
[0.000, 0.014], so the null hypothesis cannot be rejected.
*erefore, there is no U or inverted U relationship. In order
to verify whether there is a linear relationship, unary linear
regression is conducted. *e results are shown in Table 5.

Table 5 signifies the significance (p≤ 0.01) of unary
linear regression, and the coefficient is 135.674> 0, that
indicates the degree is marked positive correlated with ci-
tation count, which verifies the hypothesis H1a, that is, the
average degree centrality of a paper’s author in the collab-
oration network is positively correlated to its citation count.
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(2) Structural Holes as the Independent Variable. In order to
verify whether there is a nonlinear relationship between
structural holes in collaboration network and citation count
of a paper, a quadratic term was added into the regression,
and the regression analysis was conducted by using Stata.
*e results are shown in Table 6.

Table 6 shows that the result of quadratic regression is
significant (p≤ 0.01), and the quadratic coefficient is
0.981> 0, preliminarily determined to be a U-shaped rela-
tionship.*e UTEST test was conducted to further verify the
relationship. *e results are shown in Table 7.

As can be seen from Table 7, the extreme point is in range
of the data [0.875, 1.959], and the UTEST results are sig-
nificant (p≤ 0.05), so the null hypothesis is rejected at the
statistical level of 5%. Meanwhile, the slope interval in the
result ranges from −0.361 to 1.767, which is consistent with
the preliminary U relationship determined by quadratic
regression. *erefore, we can consider that there is a U

relationship. *e regression results are inconsistent with the
research hypothesis H1b.

4.2.2. )e Knowledge Network

(1) Degree Centrality as the Independent Variable. In order to
verify whether there is a nonlinear relationship between the
moderate centrality of knowledge network and the citation
amount of the paper, a quadratic term was added into the
regression, and the regression analysis was conducted by
using Stata. *e results are shown in Table 8.

We can see from Table 8 that the quadratic regression is
significant (p≤ 0.05), and the quadratic coefficient is
−204.433< 0, preliminarily determined to be an inverted-U
relationship.*e UTEST test was conducted to further verify
the relationship. *e results have been shown in Table 9.

As can be seen from Table 9, the extreme value is within
[0, 0.074], and the UTEST results are significant (p≤ 0.05),

Table 3: Collaboration network degree centrality quadratic regression.

Citation Coef. St. Err. t-value p-value [95% Conf. Interval] Sig.
Degree 182.095 21.43 8.50 ≤0.001 140.082 224.108 ∗∗∗

Degreê2 −6441.203 2627.278 −2.45 0.014 −11591.858 −1290.547 ∗∗

Constant −0.178 0.022 −8.22 ≤0.001 −0.221 −0.136 ∗∗∗

∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1.

Table 4: Collaboration network degree centrality UTEST.

Lower bound Upper bound
Interval 0.000 0.014
Slope 179.471 3.683
Extreme point: 0.0141352
Test: H1: inverse U shape vs. H0: monotone or U shape
Extremum outside interval: trivial failure to reject H0

Table 5: Collaboration network degree centrality unary linear regression.

Citation Coef. St. err. t value p value 95% conf. interval Sig.
Degree 135.674 10.042 13.51 ≤0.001 115.986 155.361 ∗∗∗

Constant −0.148 0.018 −8.30 ≤0.001 −0.183 −0.113 ∗∗∗

∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1.

Table 1: Descriptive statistics of collaboration network variables.

N Mean Std. Dev. Min. Max.
Citation 4851 0 0.998 −0.984 12.351
Degree 4851 0.001 0.001 0 0.014
Structure hole 4851 1.335 0.295 0.875 1.959

Table 2: Descriptive statistics of knowledge network variables.

N Mean Std. Dev. Min. Max.
Citation 7379 0 0.999 −0.888 13.376
Degree 7379 0.008 0.009 0 0.074
Structure hole 7379 1.783 0.21 0.875 1.997
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so the null hypothesis is rejected at the statistical level of 5%.
Meanwhile, the slope interval in the result ranges from
10.138 to −20.003, which is consistent with the preliminary
result of quadratic regression that it is an inverted-U rela-
tionship. *erefore, it can be considered that there is an
inverted-U relationship, which also verifies the hypothesis
H2a.

(2) Structural Holes as the Independent Variable. In order to
verify whether there is a nonlinear relationship between
structural holes in the knowledge network and citation
count of a paper, a quadratic term is added into the re-
gression, and the regression analysis is conducted by using
Stata. *e results are shown in Table 10.

Table 10 signifies the significance (p≤ 0.01) of quadratic
regression, and the quadratic coefficient is 0.444> 0, pre-
liminarily determined to be a U relationship.*eUTESTtest
was conducted to further verify the relationship. *e results
are shown in Table 11.

Table 11 shows that the extreme value is in range of
[0.875, 1.997], but the UTEST results are not significant
(p> 0.05). *erefore, there is no U or inverted-U shape
relation. In order to verify whether there is a linear rela-
tionship, unary linear regression is conducted. *e results
are shown in Table 12.

In Table 12, the unary linear regression result was sig-
nificant (p≤ 0.01), and the coefficient was 0.298> 0,

Table 6: Quadratic regression of collaboration network structure holes.

Citation Coef. St. err. t value p value 95% conf. interval Sig.
Structure hole −2.078 0.477 −4.36 ≤0.001 −3.013 −1.143 ∗∗∗

Structure holê2 0.981 0.175 5.62 ≤0.001 0.639 1.323 ∗∗∗

Constant 0.939 0.314 2.99 0.003 0.324 1.555 ∗∗∗

∗∗∗p< 0.01, ∗∗p< 0.05 and ∗p< 0.1.

Table 7: Collaboration network structure UTEST.

Lower bound Upper bound
Interval 0.875 1.959
Slope −0.361 1.767
t value −2.052 8.231
P> |t| 0.020 0.000
Extreme point: 1.058766
Test: H1: UU shape vs. H0: monotone or inverse UU shape
Overall test of presence of a U shape: t value� 2.05
P> |t| � 0.020

Table 8: Knowledge network degree central quadratic regression.

Citation Coef. St. err. t value p value 95% conf. interval Sig.
Degree 10.171 3.068 3.32 0.001 4.157 16.184 ∗∗∗

Degreê2 −204.433 84.489 −2.42 0.016 −370.054 −38.811 ∗∗

Constant −0.055 0.019 −2.84 0.004 −0.093 −0.017 ∗∗∗

∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1.

Table 9: Knowledge network degree centrality UTEST.

Lower bound Upper bound
Interval 0.000 0.074
Slope 10.138 −20.003
t-value 3.318 −2.039
P> |t| 0.000 0.021
Extreme point: 0.0248758
Test: H1: UU shape vs. H0: monotone or inverse UU shape
Overall test of presence of an inverse UU shape: t value� 2.04
P> |t| � 0.0208

Table 10: Quadratic regression of knowledge network structural
holes.

Citation Coef. St.
err.

t
value

p

value
(95% conf.
interval) Sig.

Structure
hole −1.122 0.544 −2.06 0.039 −2.188 −0.057 ∗∗

Structure
holê2 0.444 0.169 2.63 0.009 0.113 0.776 ∗∗∗

Constant 0.569 0.431 1.32 0.186 −0.275 1.414
∗∗∗p< 0.01, ∗∗p< 0.05, and ∗p< 0.1.
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indicating that the structural holes are significant positively
correlated with its citation, which also verifies the hypothesis
H2b, that is, for a paper, its keywords’ average structural
holes in the knowledge network are positively related to its
citation count.

5. Conclusion

*is paper, by using the 2000–2021 Chinese Social Science
Citation Index (CSSCI) database and Chinese Core Journals
Particular Overview (core) of Peking University database in
sports industry data in China, constructs the keywords
knowledge and authors collaboration network and explores
the relationship between network structure attributes and
citation count from two perspectives. Our above results can
be concluded as the following findings.

First of all, as for the collaboration network, the average
degree centrality of a paper’s author is positively correlated
with its citation count, that is, with the increase of the
average degree centrality of the paper’s author, the citation
count also increases. Authors with higher degree centrality
tend to cooperate with others with high degree centrality,
which makes it easier to find more innovative ideas and
acquires more opportunities to share resources, thus im-
proving the quality of paper research. At the same time,
authors with the higher degree centrality usually acquire
relatively higher academic status in the field, and cooper-
ating with them is more likely to gain the attention and
support of peers, thus increasing the citation count of their
papers.

Secondly, in the collaboration network, the average
structural holes of a paper’s author are not positively cor-
related with citation.

*irdly, we confirmed that the average degree centrality
of keywords in the knowledge network had an inverted-U
shape impact on citation count, that is, with the increase of
the average degree centrality of all keywords, the citation of a
paper increases at first and then decreases when it reaches a
certain altitude. *e knowledge element tends to combine
with other knowledge elements in pace of the increase of the

degree centrality of the knowledge element. It will improve
the utilization rate of existing knowledge elements and
provide more elements combination model, and the
knowledge elements of related papers citation count will rise
with knowledge elements’ growth. When the degree cen-
trality of knowledge element reaches a certain degree, the
research on this knowledge element has been relatively
sufficient, and the value of combining and studying this
knowledge element is relatively low. *erefore, the citation
amount of papers related to this knowledge element will also
decrease due to the lack of innovation.

Finally, we found that the average structural holes of
keywords in the knowledge network for a paper are posi-
tively correlated with citation count. *e increase of the
structure holes of all the keywords in a paper can lead to an
increase in citation count for a paper. When the knowledge
element occupies more of the structural holes, the knowl-
edge element connects more with more nonredundant
knowledge elements and may find more fresh knowledge
element combination. *erefore, as the paper’s richness of
the average structural holes, perhaps it contains more novel
knowledge element combinations, thus increasing the ci-
tation count.

6. Research Implications and Limitations

By analyzing the characteristics of the social networks at the
paper level, this paper enriches the research on collaboration
and knowledge networks of sports industry and paper ci-
tations and reveals the influence of the two networks on
citation count in the sports industry. *rough this study, we
can find that the citation count of sports industry papers will
be affected by the attributes of its own network structure.
*erefore, it is necessary to seek cooperation with more
scholars while writing papers and select collaborators with a
high degree centrality as far as possible, which is conducive
to increasing the citation count of papers and improving the
influence of scientific research. At the same time, the study
will make the knowledge elements of the paper highly cited
and innovative, which is conducive to improving the citation

Table 11: Knowledge network structural holes UTEST.

<!—Col Count:3F0E0 Lower bound Upper bound
Interval 0.875 1.997
Slope −0.345 0.652
t-value −1.374 4.480
P> |t| 0.085 0.000
Extreme point: 1.263264
Test: H1: UU shape vs. H0: monotone or inverse UU shape
Overall test of presence of a inverse UU shape: t value� 1.37
P> |t| � 0.0847

Table 12: Knowledge network structural holes unitary linear regression.

Citation Coef. St. err. t value p value (95% conf. interval) Sig.
Structure hole 0.298 0.055 5.40 ≤0.001 0.19 0.407 ∗∗∗

Constant −0.532 0.099 −5.36 ≤0.001 −0.726 −0.337 ∗∗∗

∗∗∗p< 0.1, ∗∗p< 0.05, and ∗p< 0.1
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count of a paper. Moreover, the more structural holes
knowledge elements occupy, the more conducive to im-
proving the citation count of a paper.

At the same time, some contributions at theoretical level
have been made. Firstly, this study not only involves the
collaboration network, which has been widely used, but also
constructs the knowledge network through keywords and
applies the collaboration and knowledge network to the
research of the sports industry, which provides new ap-
proaches and thoughts for the research of sports industry in
China. Secondly, compared with previous studies that
mostly focus on the network attributes at the author level,
the basic research unit of this study focuses on the paper
level, which furnishes a new perspective for following re-
search projects of the sports industry and other disciplines.
Finally, the study can not only provide theoretical reference
for scholars in the sports industry on how to improve the
quality of scientific research and increase the citation count
but also provide a theoretical basis for predicting the cita-
tions count of papers and evaluating scholars’ research
performance through a more scientific comprehensive way.

Our study also has some limitations. Firstly, authors of
collaboration and keywords of knowledge networks have not
been given a certain weight, and the contribution degree for
the author and the importance of keywords in each paper
have not been distinguished, which have reached a common
understanding in academia, and we need to further promote
in the subsequent research projects. Secondly, the rela-
tionship between structural holes and citations in the col-
laboration network and the reasons for their generation need
to be discussed and explained in the following research
projects.

Data Availability

*e original data used in this study are from the Chinese
Social Sciences Citation Index (CSSCI) database and General
Contents of Chinese Core Journals (core of Peking Uni-
versity) database. *e original data used to support the
findings of this study are available from https://cssci.nju.edu.
cn/.
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As a common social network, the SNEM plays an important role in emergency management. Magnitude emergencies are
characterized by high complexity and uncertainty, and it is impossible to rely on the government for emergency management
alone. We should absorb multiple subjects to build the SNEM and carry out extensive emergency mobilization in the whole
society. +e SNEM can integrate resources, gather consensus, promote participation, and reduce risks. +e analysis of the types,
generation mechanism, subject behavior, and strategy selection of the SNEM aid in adopting appropriate mobilization strategy
based on magnitude emergencies, achieving the adaptation of the SNEM and emergency scenarios. By constructing the evo-
lutionary game model of the SNEM for magnitude emergencies, taking China as an empirical sample, this paper explores the
behavior evolution law and stable strategy of the government, social organizations, and the public. +e results showed that the
symbiotic SNEM with a positive response of social organizations and the public under the path of high-intensity mobilization by
the government is the best strategy combination, and it is conducive to maximizing the emergency joint force.

1. Introduction

+e social network is a collection of multiple points (social
actors) and connections between points (relationships be-
tween actors). +ey coordinate resources, transmit infor-
mation, provide services, and solve problems through
conscious coordination and cooperation [1, 2]. +e SNEM is
also a type of social network formed by internal and
intersubjects of emergency mobilization through the in-
formation exchange and mutual assistance of resources in
the context of emergency mobilization for magnitude
emergencies. +e SNEM plays a pivotal role in emergency
management.

+e “9–11” attacks brought painful losses to the United
States and were a call to guard against magnitude emer-
gencies worldwide. +e SARS virus greatly threatened the
lives and property of people all over the world.+e outbreak,
spread, and continuous development of the COVID-19 have
plunged the world into a protracted conflict and brought
serious damage to the world. At present, the world faces
volatility, uncertainty, complexity, ambiguity (VUCA), and

unpredictable events are becoming more frequently, which
pose a potential but unpredictable serious threat to sus-
tainable development. +e highly complex governance
scenarios, the uncertainty of magnitude emergencies, and
the limitation of risk governance led to emergency failure of
the government. It is necessary to mobilize social organi-
zations and the public to participate in collective actions to
improve the emergency quality and efficiency [3]. Countries
all over the world are actively exploring the emergency
management of magnitude emergencies and have formed
different characteristics and models, and China is no ex-
ception. +e large-scale SNEM formed through social
mobilization is an essential feature of emergency manage-
ment and a potent weapon, helping China to overcome
many emergencies. +e SNEM generated in this process is
considered an effective form of organization to deal with
magnitude emergencies. In the fight against the COVID-19,
the Chinese government launched a wide range of social
mobilization, calling on social organizations and the public
quickly to reach substantive cooperation with the govern-
ment, establish the broad SNEM, and work together to effect
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major change through the network. +e cooperation of
multiple subjects prevented the spread and development of
the epidemic in a short period.

Due to the attributes of collective activities, heteroge-
neity among organizations, and interest differences among
subjects and limited rationality in emergency management,
each subject in the SNEM has repeated game behavior; that
is, each subject will constantly adjust their own strategy
according to different emergency scenarios and the strategy
changes of other subjects [4]. +e different strategy com-
binations led to varying structures and functions of the
SNEM, resulting in various emergency management results
[5]. Analyzing different types of the SNEM and cracking the
internal logic of the formation of the “black box” are con-
ducive to better grasping the formation law, building the
SNEM that highly matches the emergency scenarios, and
realizing the coincidence of emergency demands and net-
work functions. At present, there are few studies on the
SNEM, especially on the generation mechanism, subject
game, and strategy selection of the SNEM. On this basis,
taking China as an empirical sample, aiming at the gover-
nance scenarios under magnitude emergencies, this paper
uses the evolutionary game model to study the game process
and strategy selection among the government, social orga-
nizations, and the public in the SNEM. +e research
attempted to answer the following questions: (1) Can the
SNEM be divided into several types, and what is the basis for
its division? (2) What are the scenarios and generation
mechanism of cooperation among subjects in the SNEM? (3)
What are the game processes in the SNEM, and how do
emergency subjects make their selections? +rough the
investigation of these problems, this paper aims to explore
the game law among subjects in the SNEM, analyze the
strategy combination and evolutionary path of different
emergency mobilization, and seek the optimal solution of
strategy selection, so as to provide theoretical guidance and
practical support for the strategy selection of emergency
mobilization.

2. Literature Review

At present, the studies related to social network are mainly
divided into two categories: social network as research
methods or research objects; this paper is the latter. +e
studies on social network as the object are mainly con-
centrated in community governance, emergency manage-
ment, and public services [6–10]. In emergency
management, few people have directly focused on the
SNEM, but the studies related to social network are relatively
rich and mainly focus on the construction, types, functions,
and organizational analysis of social network.

2.1. Emergence of Social Network. As regards the emergence,
social networks are a form of governance that coordinate
and cooperate with each other based on certain conditions
under the double superposition of the nature of collective
action and internal and external factors of the actors and
their relationship attributes [11]. +e essence of collective

action is the interdependence of tasks and resources between
network organizations [5]. +e willingness to cooperate
between actors is affected by homogeneity, geographic
proximity, and trust [12–15]. In public and nonprofit sectors,
the generating conditions are usually in the form of con-
trolling public resources, whereas, in the private sector, they
are usually in the form of signing formal contracts, and the
network is usually structured by a top-down approach [16].

2.2. Classification of Social Network. As regards the classi-
fication of social network under different standards, based
on their stability, governance model, hierarchical structure,
and construction procedures, social network can be divided
into different types. According to the stability and the
willingness of cooperation among their actors, social net-
work can be divided into the incentive-compatible, stable,
and comprehensive cooperation type or one-way pay, one-
sided noncooperation type [4]. Social network can also be
divided into the shared or participatory governance, gov-
erned leading organizations, and governed network man-
agement organizations based on the governance model, with
each network performing different functions. Next, social
network is also divided into the intraorganizational type,
interorganizational type, and cross-level type based on
network boundaries and the closeness of connections be-
tween different types of organizations [1].+en, according to
the construction procedure, social network is also divided
into the top-down type and bottom-up type. +e former
usually exists in public and nonprofit sectors and is occa-
sionally compulsory [8], whereas the latter is usually created
informally by network members and is voluntary [17].

2.3. Role of Social Network. As regards the role, social net-
work has the functions of reducing costs, creating social
capital, promoting collective action, and enhancing public
value. Social network helps in building trust, establishing
reciprocal norms, and obtaining funds and other resources
through information exchange and cooperation between
organizations, thereby reducing transaction costs [18, 19].
As an integral part of social capital, the construction and
development of social network strengthen the communi-
cation and assistance among different organizations and
improve the stock of social capital by building trust [20].
Social network also promotes social capital while connecting
actors with common interests, information, and skills
necessary for organizational actions, promoting a lasting
collective action [21–24]. However, several scholars have
pointed out that social network also has disadvantages.
Given the homogeneity and geographic proximity of social
network, homogeneous clusters easily formed in the wider
network, which is not conducive to cooperation and co-
ordination between different organizations [5].

2.4. Organizations (Subjects) of Social Network.
Organizations in the social network mainly include the
government, social organizations, the public, and interna-
tional institutions [9]. Each subject can act as the core
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subject in the network, but usually, the government acts as
the core subject of the network. Most of the studies on the
role of organizations are measured and analyzed by struc-
tural indicators such as centrality and density [25].When the
organization is at the centre of the network, its structural
position plays a more obvious role [26]. Organizations can
achieve their specific goals by adjusting their own behavioral
strategy (such as cooperation and non-cooperation) to
change the network structures to achieve their specific goals
[27], while the social network structure will, in turn, affect
the subject behavior strategy [28]. +is phenomenon occurs
in emergency mobilization and is reflected in fields such as
public participation [29].

Generally, the existing literature has two deficiencies.
First, the existing studies mainly analyze the various effects
of the network itself and the organizational structure em-
bedded in the network from a static perspective and lack a
dynamic perspective to analyze the construction mechanism
of the network. Second, the lack of classification of the
SNEM has led to the inability to choose effectively and
reduced the effectiveness of emergency management. +e
possible innovations are embodied in two aspects. First, it
uses game theory to analyze the strategy selection of different
subjects in the network and discusses the operation
mechanism of the SNEM. Second, it puts forward the
classification standard, analyzes four types of the SNEM, and
points out the best type.

3. Types and Generation Mechanism of the
SNEM in Magnitude Emergencies

In the face of “black swan” incidents, the public’s emergency
awareness is awakened, causing an emergency force to
emerge with individuals or organizations as the unit and
forming the SNEM under the corresponding emergency
mobilization mechanism. However, given the differences in
the collective action attribute of emergency management
and the interest orientation of multiple subjects, different
situations arise regarding the willingness to cooperate and
strategy selections between the subjects and objects, thereby
forming different types of the SNEM. Taking the path of
social mobilization for emergency as the first-level indicator,
and the types of participants and the willingness to cooperate
among different subjects as the second-level indicators, the
SNEM is divided into four categories: symbiotic type or
conflict type under the top-down mobilization, and binary
type or discrete type under the bottom-up mobilization.+is
paper only discusses the willingness to cooperate between
the government and social organizations or the public,
which is used as the basis for the classification of the SNEM,
without considering the willingness to cooperate between
the public and social organizations.

3.1. SNEMunder theHigh-IntensityMobilizationPath. In the
complex governance scenarios, the government conducts
the high-intensity emergency social mobilization for the
public and social organizations to form the high-density and
integrated SNEM among the government, social

organizations, and the public. Under the high-intensity
mobilization path, the SNEM is divided into two types
according to the willingness of social organizations and the
public: symbiotic type or conflict type.

3.1.1. Symbiotic SNEM. +e symbiotic SNEM means that,
under the high-intensity emergency mobilization by the
government, social organizations and the public respond
positively, mobilize their own, and cooperate positively with
the government’s commands and coordination, forming the
“one nuclear and multiple” SNEMwith government-centric,
social organization, and the public-participation. +e net-
work has the characteristic of symbiosis, which means that,
in the SNEM, the development and conduct of activities of
each subject depend on the assistance and support of the
other subjects, and the subjects have a mutual dependence
and joint promotion relationship (Figure 1). +e role of the
government in the symbiotic SNEM mainly includes the
makers of emergency decision, the trustee of emergency
services, and the commander and coordinator of emergency
work. In emergencies, the dilemma of “government failure”
and the complexity of the governance scenarios cause dif-
ficulty for the government to resist disasters on its own.
However, the government can use its own advantages and
power to make rapid and scientific emergency decisions.+e
government also entrusts the production and provision of
emergency services to share its burden and save emergency
costs and maintain the emergency order through the
command and coordination of multiple emergency subjects
[30].+e public’s response to the government’s mobilization
in emergency management mainly includes independent
participation and organized participation. +e public’s in-
dependent participation is achieved mainly through emer-
gency social mobilization to enable the public to consciously
cooperate with the government and encourage the public to
form or change certain values, attitudes, and expectations.
+e public’s organized participation occurs mainly through
the community, which is a public self-government platform
and the basic unit of public life, to respond to emergency
mobilization and conduct emergency management in an
organized manner under the leadership of the community’s
party committee and with the help of social organizations.

+e forms of social organizations responding to the
government’s mobilization in emergency management
mainly include assisting the government in decision-mak-
ing, connecting the government and the public, collecting
and distributing materials. As an intermediate force between
the government and the public, social organizations help the
government realize the matching of emergency information
supply and public emergency information demand [31, 32].
+rough the analysis of the responsibility and role division
of the subjects in the symbiotic SNEM, it is not difficult to see
that, in the SNEM, the subjects are interdependent and
supported, showing the characteristics of high density and
strong adhesion.

3.1.2. Conflict SNEM. +e conflict SNEMmeans that, under
the high-intensity emergency mobilization by the
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government, social organizations and the public, or one of
them, have adopted the strategy of negative response. Under
this path, the government strives to establish cooperative
relations with social organizations for emergency coopera-
tion through efforts such as empowerment and coordination
and mobilizes the public to participate through media
propaganda and offline calls. However, social organizations
and the public are affected by different interest orientations
and fail to respond to the government’s mobilization pos-
itively. +e network also has the characteristics of conflict,
because the low willingness to cooperate leads to the goal
conflict among subjects. Based on the degree of willingness
of social organizations and the public to respond to the
government’s mobilization, the conflict SNEM can be di-
vided into three types (Figures 2(a) to 2(c)).

(1) When social organizations respond positively, the
public’s willingness to respond is not high. At this
point, social organizations use their professional
advantages to assist the government positively in the
emergency decision-making, use their grassroot
advantages to deepen the “last mile” for emergency
communication and emergency information
searching, and fully use the social organization re-
source system for emergency supplies. In the context
of emergency management of magnitude emergen-
cies, it is generally necessary for the public to change
their previous life and work style to improve the
emergency efficiency and quality quickly. However,
the public often habitually wants to maintain the
original life and work style, and the enthusiasm and
initiative to make changes are not high, so it will also
show a low willingness to respond to the govern-
ment’s mobilization (Figure 2(a)).

(2) When the public responded positively, social orga-
nizations were not willing to respond. At this point,
the public restrict their own behavior, cooperate
positively with the government’s emergency deci-
sions, and participate in the emergency management
in the form of individuals and organizations by
means of donations and acting as volunteers.
However, social organizations show a low willing-
ness to cooperate or take negative actions to ignore
the crisis or act according to their own will to carry
out emergency work (Figure 2(b)).

(3) When the public and social organizations’ willing-
ness to respond is low, at this point, the government
helps social organizations and the public cooperate
in emergency management by publishing informa-
tion and providing resources quickly. However, due
to the low willingness of social organizations and the
public to respond to the government’s mobilization,
the social responsiveness is poor, easily leading to the
dilemma of “fragmented” in emergency manage-
ment. An information gap occurs between govern-
ment and society, introducing difficulties in ensuring
the quality of emergency response.

3.2. SNEM under the Low-Intensity Mobilization Path.
Affected by various factors, such as the traditional gov-
ernment’s “take on everything” emergency management and
the weak awareness of emergency [8], the government also
has a negative mobilization during magnitude emergencies.
In this situation, the government has low responsiveness,
and the public in emergency response is low. However, with
the enhancement of emergency management capabilities in
China, the establishment of a limited government, and the
development and maturity of civil society, a bottom-up
social automobilization model has gradually taken shape.
Both play an increasingly important role in the risky society
with complexity and turbulence. +erefore, under the low-
intensity mobilization path, the SNEM can be divided into
the binary type or discrete type according to the willingness
to cooperate among the subjects.

3.2.1. Binary SNEM. +e binary SNEM refers to the low
willingness of the government, while social organizations
and the public have a high willingness to cooperate, thereby
forming the “government–society” binary SNEM (Figure 3).
In this type, the government either responds negatively or
follows the traditional administrative-controlled path to take
care of all aspects of emergency work. Social organizations
mobilize themselves positively, combine superior resources,
and provide guidance and organizational guarantee for
public participation in emergency work.+rough active self-
mobilization, the public form a high awareness of cogo-
vernance and carry out orderly emergency work by assisting
and participating in social organizations. Based on self-

government

social
organization public

Strong willingness to cooperate
Weak willingness to cooperate

Figure 1: Schematic diagram of the symbiotic SNEM.
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mobilization, the public and social organizations carry out
emergency work by establishing a cooperative partnership
and assist and supervise the government’s emergency work.

3.2.2. Discrete SNEM. +ediscrete SNEM refers to the active
self-mobilization by social organizations and the public,
when the willingness of the government’s mobilize is low. In
this case, the willingness to cooperate is low, and at most, a
kind of subject seeks to cooperate with the government,
leading to the loose cooperation among emergency subjects,
forming the discrete SNEM (Figures 4(a) to 4(c)). +is
network presents discrete characteristics due to the high
willingness to self-mobilize and low willingness to cooperate
among subjects.

(1) Social organizations seek to cooperate positively with
the government, but the public’s willingness to co-
operate is low. In this type, social organizations
provide various resources for emergency positively
by self-mobilization, but the government does not
recognize it and shows low responsiveness. +e
public have low willingness to cooperate because of
self-mobilization and are unwilling to sacrifice their
own interests to cooperate with the government
(Figure 4(a)).

(2) +e public seek to cooperate positively with the
government, but the willingness of social organiza-
tions to cooperate is low. In this type, the public
cooperate with the government positively based on
self-mobilization and assist the government through

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

Figure 3: Schematic diagram of the binary SNEM.

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(a)

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(b)

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(c)

Figure 2: Schematic diagram of the conflict SNEM.
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donations, advice, and suggestions. However, the
government shows low responsiveness to these ac-
tions, whereas social organizations show distrust and
refuse to cooperate with the government
(Figure 4(b)).

(3) +e public, social organizations, and the government
all show low willingness to cooperate. In this type,
the government, social organizations, and the public
failed to form a scientific and reasonable division of
labor due to the lack of information exchange
platform and mechanism. As a result, the govern-
ment undertakes too many responsibilities and
functions, social organizations cannot give full play
to their professional advantages quickly, and the
public cannot respond to emergency measures in
time. So, there is no efficient cooperation pattern
among subjects, which affects the efficiency and
effectiveness of emergency management
(Figure 4(c)).

3.3. Summary. In summary, according to the cooperation
intensity among subjects, the SNEM is divided into four
categories. In China, the SNEM will be affected by the in-
teraction between the vertical network controlled by the
central government and the horizontal network created by
members, thus forming the multiple SNEM with the top-
down or bottom-up. +e purpose of constructing the SNEM
is to promote multiple subjects to participate in the collective
actions of emergency management. However, due to the
heterogeneity of subjects and different interests, the coop-
eration in the SNEM presents the characteristics of limited
rationality, and different subjects will make new strategy

selection according to the behavior changes of other sub-
jects. +erefore, it is more realistic to use evolutionary game
to analyze the cooperation of the government, social or-
ganizations, and the public in the SNEM (Table 1).

4. Evolution Game Analysis of the SNEM

4.1. Model Assumptions. In China, the social mobilization
for magnitude emergencies is generally initiated by the
government and responded or participated by social orga-
nizations and the public. In this process, the game subjects
are the government, social organizations, and the public,
which constitute the SNEM. It belongs to a typical social
network. Given that the social mobilization for magnitude
emergencies has a strong character with emergency and
policy, the government must initiate and mobilize the
participation of social organizations and the public. +e
function of social organizations determines that, in many
cases, they need to respond positively to government and
further mobilize other organizations and individuals. As the
subject and object of mobilization, the public have realized
the unity of subject and object. It is essential to participate in
the social mobilization of magnitude emergencies. Under
the premise that information is not completely symmetrical,
all subjects in the SNEM are bounded rationality, and there
are differences in interest pursuit, which constitutes the
asymmetric game scenarios. Among them, the government
aims to maximize social interests, while social organizations
and the public pursue the maximization of their own in-
terests. +erefore, how to optimize the strategy selection of
subjects in asymmetric game scenarios to promote coop-
eration is essential to finding the optimal game path to
overcome social dilemmas.

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(a)

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(b)

government

social
organization public

: Strong willingness to cooperate
: Weak willingness to cooperate

(c)

Figure 4: Schematic diagram of the discrete SNEM.
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Hypothesis 1. +e three types of subjects in the SNEM adopt
two strategies to participate in emergency mobilization. +e
government adopts the strategy with the high-intensity or
low-intensity, the strategy set is {high-intensity, low-in-
tensity}, which is denoted as (G1, G2), and their probabilities
are x, 1 − x (0≤ x≤ 1), respectively. +e social organiza-
tions adopt the strategy with the positive response or
negative response, the strategy set is {positive response,
negative response}, which is denoted as (S1, S2), and their
probabilities are y, 1 − y (0≤y≤ 1), respectively. +e public
adopt the strategy with the positive participation or negative
participation, the strategy set is {positive participation,
negative participation}, which is denoted as (P1, P2), and
their probabilities are z, 1 − z (0≤ z≤ 1), respectively.

Hypothesis 2. When the government adopts the high-in-
tensity strategy, the costs paid are C11 (the labor cost caused
by the high-intensity social mobilization and related sub-
sidies or compensation used to mobilize other subjects), and
the benefits obtained are R11 (the improvement of public
satisfaction and the increase of income allocated by the
superior government due to the positive mobilization ef-
fect.). It also includes spillover income (the motivation and
enthusiasm for public participation caused by the positive
mobilization effect have increased, the degree of cooperation
with other government measures has increased significantly,
the rewards given by the superior government, etc.). When
the government adopts the low-intensity strategy, the costs
paid are C12 (the increase of transaction cost caused by low-
intensity mobilization, etc.), which also includes spillover
costs (the public distrust and disapproval of the government
caused by the failure to obtain a positive mobilization effect,
resulting in a significant reduction in the degree of coop-
eration with other government measures, etc.), and the
benefits obtained are R12 (general gains without positive
mobilization effects, such as normal financial allocations). At
this time, C11>C12, R11>R12.

Hypothesis 3. When the social organizations adopt the
positive response strategy, the costs paid are C21 (the cost of
mobilizing other organizations and individuals, such as
publicity and personnel costs), and the benefits obtained are
R21 (related subsidies given by the government; new

donations and other benefits attracted by social organizations
after their reputation has increased, etc.). Given that social
organizations respond positively and play a key role in
responding to emergencies, the government will also provide
certain rewards or subsidiesV21 (if the government adopts the
low-intensity strategy, it will prefer not to give rewards for
various reasons). When the social organizations adopt the
negative response strategy, the costs paid are C22 (the waste of
resources caused by the failure of its own function and role
due to the negative response, etc.), and the benefits obtained
are R22 (normal general benefit). However, the social orga-
nizations adopt the negative strategy and will generally be
punished by the government F21 (if the government adopts
the low intensity strategy, they may turn a blind eye or take
lighter punishments, such as formal persuasion and educa-
tion, etc.). At this time, C21>C22, R21>R22.

Hypothesis 4. When the public adopt the positive partici-
pation strategy, the costs paid are C31 (the cost of positive
participation in social mobilization, such as the opportunity
cost caused by time and energy investment, etc.), and the
benefits obtained are R31 (the psychological satisfaction
brought by positive participation in social mobilization, the
benefits brought by the restoration of normal production
and life order, etc.). When the public adopt the negative
participation strategy, the government will give certain
subsidies or rewards W31 (if the government adopts the low
intensity strategy, it will not grant subsidies for various
reasons). When the public adopt the negative participation
strategy, the costs paid are C32 (the losses caused by negative
participation in social mobilization, etc.), and the benefits
are R32 (saving time and other resources due to negative
participation, etc.). At this time, C31>C32, R31>R32.

Table 2 shows the benefits of the government, social
organizations, and the public because of these assumptions.

4.2. Evolutionary Game Analysis

4.2.1. Replicated Dynamics Equations of Game Subjects.
Combined with Table 2, the expected benefits of each subject
under different behavior strategies are as follows:

(1) +e expected benefits of the government adopting
the high-intensity strategy:

Table 1: Classification of the SNEM.

Public
Social organizations

Response positively Response negatively
Participate positively Participate negatively Participate positively Participate negatively

Government High mobilization intensity Symbiosis Conflict Conflict Conflict
Low mobilization intensity Binary Discrete Discrete Discrete
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Ug1 � yz R11 − C11 − V21 − W31(  + y(1 − z) R11 − C11 − V21( 

+ (1 − y)z R11 − C11 − W31 + F21(  +(1 − y)(1 − z) R11 − C11 + F21( 

� − yV21 − zW31 + R11 − C11 − yF21 + F21.

(1)

+e expected benefits of the government adopting
the low-intensity strategy:

Ug2 � yz R12 − C12(  + y(1 − z) R12 − C12( 

+ (1 − y)z R12 − C12(  +(1 − y)(1 − z) R12 − C12( 

� R12 − C12.

(2)

+e average expected benefits of the government:
Ug � xUg1 + (1 − x)Ug2.
According to the Malthusian model, the evolu-
tionary game replicated dynamics equation of the
government is as follows:

F(x) �
dx

dt

� x Ug1 − Ug 

� x(1 − x) − y F21 + V21(  − zW31 + R11 − C11 − R12 + C12 + F21 .

(3)

(2) +e expected benefits of social organizations
adopting the positive response strategy:

US1 � xz R21 − C21 + V21(  + x(1 − z) R21 − C21 + V21( 

+ (1 − x)z R21 − C21(  +(1 − x)(1 − z) R21 − C21( 

� xV21 + R21 − C21.

(4)

+e expected benefits of social organizations
adopting the negative response strategy

:
US2 � xz R22 − C22 − F21(  + x(1 − z) R22 − C22 − F21( 

+ (1 − x)z R22 − C22(  +(1 − x)(1 − z) R22 − C22( 

� − xF21 + R22 − C22.

(5)

+e average expected benefits of social organizations:

Us � yUs1 +(1 − y)Us2. (6)

According to the Malthusian model, the evolu-
tionary game replicated dynamics equation of social
organizations is as follows:

Table 2: Game benefits matrix of the government, social organizations, and the public.

Public

Social organizations
Respond positively (y) Respond negatively (1 − y)

Participate positively
(z)

Participate negatively
(1 − z)

Participate positively
(z)

Participate negatively
(1 − z)

Government

High-intensity (x)
R11 − C11 − V21 − W31 R11 − C11 − V21 R11 − C11 − W31 + F21 R11 − C11 + F21

R21 − C21 +V21 R21 − C21 +V21 R22 − C22 − F21 R22 − C22 − F21
R31 − C31 +W31 R32 − C32 R31 − C31 +W31 R32 − C32

Low-intensity
(1 − x)

R12 − C12 R12 − C12 R12 − C12 R12 − C12
R21 − C21 R21 − C21 R22 − C22 R22 − C22
R31 − C31 R32 − C32 R31 − C31 R32 − C32
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F(y) �
dy

dt

� y Us1 − Us( 

� y(1 − y) x V21 + F21(  + R21 − C21 − R22 + C22  .

(7)

(3) +e expected benefits of the public adopting the
positive participation strategy:

Up1 � xy R31 − C31 + W31(  + x(1 − y) R31 − C31 + W31( 

+ (1 − x)y R31 − C31(  +(1 − x)(1 − y) R31 − C31( 

� xW31 + R31 − C31.

(8)

+e expected benefits of the public adopting the negative
participation strategy:

Up2 � xy R32 − C32(  + x(1 − y) R32 − C32( 

+(1 − x)y R32 − C32(  +(1 − x)(1 − y) R32 − C32( 

� R32 − C32.

(9)

+e average expected benefits of the public:

Up � zUp1 +(1 − z)Up2. (10)

According to the Malthusian model, the evolutionary
game replicated dynamics equation of the public is as
follows:

F(z) �
dz

dt

� z Up1 − Up  � z(1 − z) Up1 − Up2 

� z(1 − z) xW31 + R31 − C31 − R32 + C32( .

(11)

4.2.2. Evolution Stability Analysis of Game Subject Strategy.
According to equations (1)–(11), the power system of the
subject consisting of the government, social organizations,
and the public is as follows:

dx

dt

� x Ug1 − Ug  � x(1 − x) − y F21 + V21(  − zW31 + R11 − C11 − R12 + C12 + F21,

dy

dt

� y Us1 − Us(  � y(1 − y) x V21 + F21(  + R21 − C21 − R22 + C22  ,

dz

dt

� z Up1 − Up  � z(1 − z) xW31 + R31 − C31 − R32 + C32( .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

As shown in equation (12), the equilibrium point of the
system is obtained and set as follows: dx/dt � 0,
dy/dt � 0, dz/dt � 0. After solving, eight special equilibrium
points can be obtained: (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1,
0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1).

+e equilibrium point obtained by the replicated dy-
namics equation is not necessarily the stable strategy of
system evolution.+e stability of the equilibrium point must
be analyzed by Lyapunov’s stability theory, that is, judged by
the eigenvalue of Jacobian matrix.

+e derivation of x, y and z is for dx/dt, dy/dt and dz/dt ,
respectively, and the Jacobian matrices are as follows, to
obtain the system equilibrium points and eigenvalues
(Table 3).

According to the nature of evolutionarily stability
strategy (ESS), the necessary condition for government to reach
the evolutionary stability is dF(x)/dx< 0. According to the
replicated dynamic equation (1), when z � − (F21 + V21)

y + R11 − R12 + C12 + F21 − C11}/W31, then F(x) � 0, so it is
stable for all x; when z> − (F21 + V21)y + R11 − R12+

C12 + F21 − C11}/W31, then dF(x)/dx|x � 0< 0, dF(x)/dx

|x � 1> 0, so x� 0 satisfies the necessary conditions and is the
evolutionary stable point; when z< − (F21 + V21)y + R11

− R12 + C12 + F21 − C11}/W31, then dF(x)/dx|x � 0> 0,
dF(x)/dx|x � 1< 0, sox � 1 satisfies the necessary conditions
and is the evolutionary stable point. According to these three
cases, Figure 5(a) can be drawn briefly.+e point in the plane is
stable in the x-axis direction, the point above the plane will tend
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to x � 0, and the point under the plane will tend to x � 1.
Similarly, for the social organizations, in plane V, that is,
the point in x � C21 + R22 − C22 − R21/V21 + F21 is stable in
the y-axis direction, the point on the left side of plane V

will tend to y � 0, and the point on the right side of plane
V will tend to y � 1, as shown in Figure 5(b). For the
public, in plane W, that is, the point in x � C31 − C32 −

R31 + R32/W31 is stable in the z-axis direction, the point
on the left side of plane W will evolve towards z � 0, and
the point on the right side of plane W will evolve towards
z � 1, as shown in Figure 5(c).

4.3. Analysis on the Behavior Strategy of the Tripartite Game.
E 1: (0, 0, 0) when λ1 � R11 − C11 − R12 + C12 + F21 < 0, λ2 �

R21 − C21 − R22 + C22 < 0 and λ3 � R31 − C31 − R32 + C32 < 0,
so (0, 0, 0) is balanced and stable. At this time, the gov-
ernment, social organizations, and the public adopt the low
intensity, negative response, and low intensity partici-
pation strategy, respectively, which is the most unsatis-
factory behavior strategy, corresponding to the discrete
SNEM (Figure 4(c)). In the game process, the government
fails to adopt the effective social mobilization due to
various scruples or limited energy in dealing with mag-
nitude emergencies and could not effectively mobilize
other subjects. +is will directly lead to the termination of
negotiation and maintain the status quo and then lead to
the effect of social mobilization being not obvious. +us,
the government needs to reformulate the rules of the game
and play again to prompt other subjects to change their
strategies. If magnitude emergencies worsen, social or-
ganizations and the public may also switch strategies to
form the bottom-up type social mobilization, which is
different from the type of government-led mobilization,
that is, strategies E2, E3 andE4. However, due to the low
intensity strategy adopted by the government at this time,
under the constraints of economic rationality, the gov-
ernment will also choose not to mobilize positively or
even resist. +is type of strategy transformation is the
most difficult and depends on a series of institutional
conditions.

E2 (0, 0, 1): when λ1 � − W31 + R11 − C11 − R12 + C12 +

F21 < 0, λ2 � R21 − C21 − R22 + C22 < 0 and λ3 � − (R31 − C31
− R32 + C32)< 0, so (0, 0, 1) is balanced and stable. At this
time, the public, social organizations, and the government
adopt the positive participation, negative response, and

low-intensity strategy, respectively, which correspond to the
discrete SNEM (Figure 4(b)). +is type of social network
corresponds to the subject strategy, and the public is in a
relatively passive position; they cannot obtain the govern-
ment support nor the favor of social organizations. If ef-
fective measures are implemented in time, the public will
quickly turn to strategy E1, that is, the worst state. If the
community where the public is located or the private group
formed can select opinion leaders to participate in lobbying
based on full consideration of public opinions, the public
may also turn to strategy E4, but turning to strategies E8 or
E6 is more difficult.

E3: (0, 1, 0): when λ1 � R11 − V21 − C11 − R12 + C12 < 0,
λ2 � − (R21 − C21 − R22 + C22)< 0 and λ3 � R31 − C31 − R32
+ C32 < 0, so (0, 1, 0) is balanced and stable. At this time,
social organizations, the public, and the government adopt
the positive response, negative participation, and low-in-
tensity strategy, respectively, which corresponds to the
discrete SNEM (Figure 4(a)). +is type of social network
corresponds to the subject strategy, where social organiza-
tions are in a relatively passive position; that is, they cannot
obtain the support by the government nor can they gain
public trust. If effective measures are implemented in time,
they will quickly turn to strategy E1, which is the worst state.
However, if social organizations use their professional ad-
vantages to lobby through efforts such as propaganda and
display to obtain support from the government, they will
turn to themore favorable strategy E7. If social organizations
can continue to persuade the public with the government
through practices such as preaching and persuasion,
warning them about the importance and necessity of par-
ticipating in magnitude emergencies, and mobilize them to
switch strategy and participate positively, they will turn to
the most ideal strategy E8 to maximize the benefits of
cooperation.

E4: (0, 1, 1)：when λ1 � − V21 − W31 + R11 − C11 − R12
+ C12 < 0, λ2 � − (R21 − C21 − R22 + C22）< 0 and λ3 � −

(R31 − C31 − R32 + C32)< 0, so (0, 1, 1) is balanced and
stable. At this time, social organizations, the public, and the
government adopt the positive response, positive partici-
pation, and low-intensity strategy, respectively, which cor-
respond to the dual-type SNEM (Figure 3). +is type of
social network corresponds to the subject strategy, where
social organizations and the public reach a consensus and
adopt a positive attitude to participate in social mobilization.
+is mobilization can often achieve remarkable success in

Table 3: System equilibrium points and eigenvalues.

Equilibrium points
Eigenvalues

λ1 λ2 λ3
E1: (0, 0, 0) R11 − C11 − R12 + C12 + F21 R21 − C21 − R22 + C22 R31 − C31 − R32 + C32
E2: (0, 0, 1) − W31 + R11 − C11 − R12 + C12 + F21 R21 − C21 − R22 + C22 − (R31 − C31 − R32 + C32)

E3: (0, 1, 0) R11 − V21 − C11 − R12 + C12 − (R21 − C21 − R22 + C22) R31 − C31 − R32 + C32
E4: (0, 1, 1) − V21 − W31 + R11 − C11 − R12 + C12 − (R21 − C21 − R22 + C22) − (R31 − C31 − R32 + C32)

E5: (1, 0, 0) − (R11 − C11 − R12 + C12 + F21) V21 + R21 − C21 − R22 + C22 + F21 W31 + R31 − C31 − R32 + C32
E6: (1, 0, 1) W31 − R11 + C11 + R12 − C12 − F21 V21 + R21 − C21 − R22 + C22 + F21 − (W31 + R31 − C31 − R32 + C32)

E7: (1, 1, 0) V21 − R11 + C11 + R12 − C12 − (V21 + R21 − C21 − R22 + C22 + F21) W31 + R31 − C31 − R32 + C32
E8: (1, 1, 1) V21 + W31 − R11 + C11 + R12 − C12 − (V21 + R21 − C21 − R22 + C22 + F21) − (W31 + R31 − C31 − R32 + C32)
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communities with a high degree of autonomy. If the gov-
ernment adopts the low-intensity strategy, the emergency
social mobilization is often interrupted or stopped due to the
lack of government support and promotion, which is gen-
erally difficult to continue. However, social organizations
and the public will also negotiate with the government,
aiming to persuade the government through various means
to achieve the transition to the most ideal strategy E8.

E5: (1, 0, 0): when λ1 � − (R11 − C11 − R12 + C12 + F21)

< 0, λ2 � V21 + R21 − C21 − R22 + C22 + F21 < 0 and
λ3 � W31 + R31 − C31 − R32 + C32 < 0, so (1, 0, 0) is balanced
and stable. At this time, the government, social organiza-
tions, and the public adopt the high-intensity, negative
response, and negative participation strategy, respectively,
which correspond to the conflict SNEM (Figure 2(c)). At this
time, the government promotes positively, but the attitude of
social organizations and the public is extremely negative and
may result in their nonparticipation. +e possible reasons
are as follows: on the one hand, the government does not
publicize the importance and necessity of emergency social
mobilization, participation in the mobilization requires
considerable public energy, and the public assumes a neg-
ative attitude; on the other hand, social organizations per-
ceive the noncooperation of the public or their negative
attitudes and may have trouble in participating in social
mobilization continually. +us, they may also decide not to
participate in the strategy. In this game process, given that
both parties adopt a negative attitude of participation, this
type of cooperation is often difficult to achieve without the
help of administrative authority.

E6: (1, 0, 1): when λ1 � W31 − R11 + C11 +R12 − C12 − F21
< 0, λ2 � V21 + R21 − C21 − R22 + C22 + F21 < 0 and
λ3 � − (W31 + R31 − C31 − R32 + C32)< 0, so (1, 0, 1) is bal-
anced and stable. At this time, the government, the public,
and social organizations adopt the high-intensity, positive
participation, and negative response strategy, respectively,
which correspond to the conflict SNEM (Figure 2(b)). +is
type of social network corresponds to the subject strategy,

where the government and the public reach a consensus on
emergency social mobilization, which is generally man-
ifested as movement mobilization. However, at this point,
social organizations have low enthusiasm for participation;
they even refuse to participate. Organizational participation
costs are extremely high, no other capital injection is
available, economic pressure is high, or certain behaviors are
inconsistent with the organizations’ tasks and missions, and
they cannot be recognized by members of social
organizations.

E7: (1, 1, 0): when λ1 � V21 − R11 + C11 + R12 − C12 < 0,
λ2 � − (V21 + R21 − C21 − R22 + C22 + F21)< 0 and λ3 � W31
+ R31 − C31 − R32 + C32 < 0, so (1, 1, 0) is balanced and
stable. At this time, the government, social organizations,
and the public adopt the high-intensity, positive response,
and negative participation strategy, respectively, which
correspond to the conflict SNEM (Figure 2(a)). +is type of
social network corresponds to the subject game strategy,
where the government and social organizations reach a
consensus to adopt a wide range of mobilization in re-
sponse to magnitude emergencies, and the public’s negative
participation strategy may affect the mobilization effect to a
certain extent. However, given the authority and organi-
zational advantages of the government and social orga-
nizations, some community members could be potentially
mobilized to engage in public participation in a relatively
short period, prompting them to shift quickly and turn to
the most ideal strategy E8.

E8: (1, 1, 1): when λ1 � V21 + W31 − R11 +C11 + R12 −

C12 < 0, λ2 � − (V21 + R21 − C21 − R22 + C22 + F21)< 0 and
λ3 � − (W31 + R31 − C31 − R32 + C32)< 0, so (1, 1, 1) is bal-
anced and stable. At this time, the government, social or-
ganizations, and the public adopt the high-intensity, positive
response, and positive participation strategy, respectively,
which correspond to the symbiotic SNEM (Figure 1). +is
type of social network corresponds to the subject strategy,
where the three subjects reach a consensus. In response to
magnitude emergencies, all subjects are mobilized positively,
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Figure 5: Evolutionary process of government, social organizations, and the public. (a) Evolution process of government strategy.
(b) Evolution process of social organizations strategy. (c) Evolution process of the public strategy.
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forming a situation of widespread mobilization of the entire
society. Generally, it can quickly release the positive effect of
emergency social mobilization in a short time. With the
COVID-19 epidemic as an example, China has contributed
Chinese experience and solutions to the world. +e im-
portant aspects of such contributions are adopting a wide
range of emergency social mobilization, selecting strategy
E8, and achieving an ideal state.

5. Conclusion

Taking China as a sample, this paper analyzed the evo-
lutionary game of the SNEM and explored the internal
generation mechanism, subject game, and their strategy
selections. In recent years, the outbreak of magnitude
emergencies, such as the COVID-19, Ebola epidemic, and
Zika virus, has caused severe damage to countries
worldwide. In the face of frequent magnitude emergencies
in the context of a risky society, countries all over the
world are actively exploring new programs for efficient
and timely emergency management. In this context,
combined with Chinese practice, this paper analyzed the
SNEM and its game and drew the following conclusion:
(1) the SNEM, where the government, social organiza-
tions, and the public adopt the high-intensity, positive
response, and positive participation strategy, respectively,
is the most ideal network; (2) the SNEM, where the
government, social organizations, and the public adopt
the low intensity, negative response, and negative par-
ticipation strategy, respectively, is the worst network; (3)
however, different types of the SNEM are not fixed, and
dynamic transformation can be realized by guiding the
subject behavior strategy. +rough the empirical analysis
of the types, generation mechanism, subject behavior, and
strategy selection of the SNEM in China, this paper seeks
the optimal strategy of social mobilization matching the
emergency scenarios based on utility maximization, in
order to provide useful reference for emergency social
mobilization in magnitude emergencies all over the world
and contribute Chinese wisdom and China’s plans to the
world.
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Although networking is reported to be a job search strategy in the literature, research on the interaction between social networking
and other personal resources and its effect on job satisfaction is scarce. In the perspective of social networks, the present study
explored whether the social network structure, which consists of network size and tie strength, moderates the relationship between
psychological capital and job satisfaction. By using a two-wave longitudinal design, we collected the quantitative data (survey of
344 undergraduate students who were about to graduate soon) from 19 universities in Beijing city, Shandong Province, and
Jiangsu Province in Eastern China. Factor analysis and hierarchical regression analysis were adopted to analyze the data of the
survey. We found that psychological capital has a positive impact on job seekers’ job satisfaction. Furthermore, smaller networks
and weaker ties in social networks both render the positive effect of psychological capital on job satisfaction even stronger.

1. Introduction

Social networks, an essential component of social capital,
refer to interpersonal relationships, which are built, devel-
oped, and maintained through stable ties and frequent in-
teractions [1]. (e previous research had divided social
networks mainly into two typical categories: formal and
informal networks [2]. Although social networks are re-
ported to be universally valid, it is still found that social
networks in China have unique characteristics compared to
their counterparts in Western countries. Social networks in
East Asia are influenced by local culture [3] and become a
dominant norm in Chinese society [4]. (us, due to the
remarkable intraregional differences, scholars even adopted
guanxi to describe the informal social network in Chinese
society. Contrary to social networks in Western countries,
weak ties are found neither effective nor preferable in
Eastern Asia, while strong ties are more accepted and
powerful [5]. Hence, the yawning divergence between the
characteristics of social networks in China and the West is
obvious.

Whether in China or in theWest, a large number of fresh
graduates are confronted with difficulty in seeking em-
ployment in the last year of their student lives. Chinese
national government pays great attention to this issue and
publishes reports to announce the rate of unemployment,
which partly represents the economic prosperity of a
country, every year. From the last year to the present, the
coronavirus (COVID-19) pandemic leads to an increase in
the rate of unemployment all over the world. As a matter of
fact, a large number of studies showed that unemployment is
harmful to individuals’ mental and physical health and
decreases satisfaction with their lives [6]. (erefore, the
research had concentrated on the exploration of the rela-
tionship between individuals’ job search behaviors and
employment quality, such as job-organization fit, job sat-
isfaction, and turnover intention [7–9], in order to clarify
what factors in the job search process could eventually in-
crease the individuals’ opportunities of obtaining job offers
and then enhance their performance [10].

Job satisfaction is defined by Locke [11] as “a pleasurable
or positive emotional state resulting from the appraisal of

Hindawi
Complexity
Volume 2021, Article ID 2550944, 12 pages
https://doi.org/10.1155/2021/2550944

mailto:gufan@cupl.edu.cn
https://orcid.org/0000-0001-7954-6417
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/2550944


one’s job or job experiences.” Obviously, Locke’s definition
consists of two important individuals’ reactions: affects and
cognition. As such, when individuals evaluate their jobs, both
thinking and feeling are involved in the whole process. It is
widely discussed that the determinants of job satisfaction pri-
marily consist of two types: job-specific characteristics, such as
wages, labor market status, and observable attributes of the
current job, andworker-specific characteristics, such asworkers’
education background, health, and worker’s perceptions of the
match between education and employment [12].

(e literature regarding job search behaviors and process
also paid great attention to job satisfaction, which refers to
job hunters’ satisfaction with the outcome of the job-seeking
behaviors, i.e., the job they finally obtained [13]. Scholars
found that both of the job seekers’ internal factors, such as
psychological capital and social capital and human capital,
and external factors, such as labor market and national
employment policy, can influence their job satisfaction.
Among all these factors, it is reported that the subjective
factors, which are considered as job seekers’ internal mo-
tivation to promote them tomake great endeavors in the job-
hunting process, influence their attitudes and behaviors to a
large extent [14]. It is reported that a large amount of job
seekers in China always experiences a long job-hunting
process, which lasts from the beginning of the autumn to the
end of the spring [15]. Moreover, the difficulties for all job
seekers in finding a satisfactory job had been increased, due
to the huge supply of fresh graduates in the Chinese labor
market in recent years [15]. (us, to help job seekers en-
hance their employment opportunities, it is essential to pay
attention to their behaviors in the Chinese context.

Networking is an important source for job seekers to
gather information regarding employment opportunities. A
popular book, which introduces the techniques of job
hunting, also suggests that individuals could obtain useful
information on job vacancies by contacting the important
persons who can help in their social networks [16]. (is
echoes the research on recruitment, which claimed that
knowing the job opportunities through one’s social networks
always has a positive impact on employees’ behaviors
[17, 18]. However, the previous research on the role of
networking in the job search process primarily focused on
individual difference determinants of networking [19] and
the impact of networking on employment quality and
outcomes [20]. It is obvious that the literature ignores the
moderation effect of social networks on the relationship
between other important internal factors (e.g., psychological
capital) in the job search process and the quality of em-
ployment (e.g., job satisfaction). (us, this study examines
the moderation effect of social networks on the relationship
between psychological capital and job satisfaction by
responding to the following question:

How do social networks moderate the impact of psy-
chological capital on job satisfaction?

In fact, this study takes an interactionist approach by
bringing together individual variables (psychological capi-
tal) and contextual variables, that is, social network struc-
ture, to predict job satisfaction in a single frame for the first

time. To answer the question above, the dependent variable
in this study is “job satisfaction,” while the independent
variable is “psychological capital.” “Social network struc-
ture” involving network size and tie strength is examined as
the moderator of the relationship between psychological
capital and job satisfaction.(e exploratory factor analysis is
used to assess common method variance among variables
while the hierarchical regression model is adopted to test the
influence of psychological capital on job satisfaction and the
moderative effect of network size and tie strength on the
relationship between psychological capital and job satis-
faction (Figure 1).

As both social networks and job seekers’ behaviors have
a uniqueness in Chinese society, this study extends previous
relevant research by examining the moderation effect of
social network structure on the relationship between psy-
chological capital and job satisfaction in the Chinese context.
(us, we could better realize the important role of social
networks in Chinese daily life. (is is the main academic
contribution of this study.

2. Literature Review and Hypotheses

2.1. Networking Behaviors in Job Search Process.
Networking behaviors refer to “individuals’ attempts to
develop andmaintain relationships with others who have the
potential to assist them in their work or career” [21]. Net-
working behaviors are widely studied in various contexts in
the management research field, because both organizations
or individuals adopt social networks as a strategy on how to
gain resources. In the context of the job search process,
networking behaviors refer to individuals’ proactive actions
aiming at acquiring information, leads, or suggestions on
obtaining a job through friends or other people in their
social networks [22].

In the past twenty years, it is very popular to examine the
characteristics of networking behaviors in the job search
process. Zottoli and Wanous [23] defined networking as a
typical informal job search behavior, in the perspective of
formal-informal classification. (at is to say, in contrast to
formal job search behavior, which relies on formal
intermediaries such as campus recruitment or employment
agencies, which are built only for recruitment purposes,
informal job search behaviors do not need the help from
those formal intermediaries but contact the persons they are
acquainted with for new opportunities. Saks and Ashforth
[24] also made a great contribution to the characteristics of
networking behaviors in the job search process, by stating
that networking is a typical preparatory job search behavior,
according to the preparatory-active classification. However,
Hoye et al. [20] pointed out that networking could be
classified as both preparatory behaviors and active behaviors
because the job search process could be divided into two
stages. As such, at the beginning of the job search process,
individuals experience a preparatory job search stage, in
which they collect relevant information regarding potential
jobs through networking. Following this, individuals will be
actively contacting prospective employers in order to get a
new job, which refers to active behaviors.
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Besides the research on characteristics of networking
behaviors, scholars also paid great attention to the frequency
of networking behaviors in the job search process. Kanfer
et al. [10] used general job search intensity to describe the
frequency of combined job search behaviors adopted by
individuals in the process. (e composition of general job
search behaviors involves not only networking behaviors (e.g.,
turning to friends for help) but also other behaviors (e.g.,
through advertisements on newspapers, TV, or the Internet).
(e frequency and intensity of networking behaviors are
reported to be positively related to job search outcomes [10].
(us, the prior research considers networking as a specific job
search behavior, differing from others, and this provides the
theoretical insight for our current study and a sufficient
approach to support our following research.

2.2. Psychological Capital and Job Satisfaction.
Psychological capital, which refers to “an individual’s positive
psychological state of development [25],” consists of four
psychological resources, i.e., “(1) having confidence (self-ef-
ficacy) to take on and put in the necessary effort to succeed at
challenging tasks; (2) making a positive attribution (opti-
mism) about succeeding now and in the future; (3) perse-
vering toward goals and, when necessary, redirecting paths to
goals (hope) in order to succeed; and (4) when beset by
problems and adversity, sustaining and bouncing back and
even beyond (resilience) to attain success [26].” As psycho-
logical capital is “state-like,” it is also malleable and open to
development [27, 28]. A large number of studies had proved
that psychological capital has positive impacts on various
individuals’ attitudes or behaviors, such as performance,
engagement, satisfaction, well-being, and citizenship behavior
[29–31]. In the context of job search behaviors, the individuals
with higher psychological capital are likely to be more con-
fident with themselves in the job-hunting process and ulti-
mately obtain more job offers, compared to the individuals
with lower psychological capital. Subsequently, those indi-
viduals with higher psychological capital will be likely to be
satisfied with their jobs. (us, we predict the following.

Hypothesis 1. Psychological capital is positively related to
job satisfaction.

2.3. Social Network Structure as a Moderator. In the litera-
ture, social network theorists emphasized the importance of
the social network structure, which was defined as the formal

structure of the ties or relationships making up the social
network [20], and proposed it as an essential source of social
capital [32, 33]. On the basis of this point, we expect that
social network structure will influence the relationship be-
tween psychological capital and job satisfaction. According
to the prior studies, social network structure consists of two
important components, i.e., network size and tie strength.
First of all, network size refers to the total number of persons
to whom an individual is tied [34]. According to Hoye et al.
[20], network size is positively associated with time spent
networking. (e individuals, whose social network size is
large, always need to spend more time on networking be-
haviors, because they need to contact more people in their
networks. (us, the job seekers with larger networks are
likely to ask more persons for help and collect job-related
information from them. (e more people job seekers
contact, the more job opportunities they could obtain. (e
more people job seekers ask for help, the greater progress
they will make in the job search process.

(us, in the context of large network size, job seekers are
likely to rely heavily on the information or opportunities
networks bring to them, which will weaken the effects of
psychological capital on the job search process. In contrast,
job seekers, who just have a small social network, can only
have limited friends or acquaintances who can help and then
need mainly to seek a job on their own. (erefore, in the
context of a small network size, job seekers’ internal psy-
chological capitals play a more significant role in the ac-
quisition of job-related information and job offers. (us, we
propose the following.

Hypothesis 2. Network size moderates the relationship be-
tween psychological capital and job satisfaction, such that
the relationship is more positive for job seekers with smaller
social networks.

Besides network size, the other important element of
social network structure is the strength of the ties in net-
works [2, 35, 36]. Tie strength refers to the closeness of the
interpersonal relationship between the individual and the
other persons in social networks [2]. For instance, parents,
relatives, or close friends represent strong ties in social
networks, while seldom-contacted friends could be an ex-
ample of weak ties [20]. Reingen and Kernan [37] stated that
individuals are always likely to contact those people with
whom they are much more familiar to gather information
regarding job vacancies in the job-hunting process. In
contrast, the individuals have fewer interactions with those
people they are not familiar with and could obtain little help
from them.(e previous research onmarketing also claimed
that individuals are more inclined to gather information
from strong ties rather than weak ties [37, 38]. Hoye et al.
[20] collected empirical evidence to find out that individuals
with strong ties in social networks always spend more time
on networking behaviors in order to acquire adequate in-
formation when they are looking for a new job.

Based on these, in the context of strong ties, the job
seekers will do endeavor to contact those close friends for
help, which means that they are likely to rely heavily on
networking behaviors and ignore the role of psychological

Psychological capital Job satisfaction

Tie strength

Network size

Social Network Structure

Figure 1: Model logic diagram.
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capital in the job search process. In contrast, job seekers with
just weak ties could not obtain adequate information and
enough help from their friends; thus, they are more likely to
get job-related information from other sources (e.g., via
employment advertising or job sites.) by themselves. In this
situation, psychological capitals help them to have a positive
and optimistic state to be confronted with difficulties and
fierce competition in the job search process. Taken together,
we predict the following.

Hypothesis 3. Tie strength moderates the relationship be-
tween psychological capitals and job satisfaction, such that
the relationship is more positive for job seekers with weaker
ties in their social networks.

3. Methods

3.1. Sample and Procedure. Our participants were university
undergraduate students who soon graduate from 19 uni-
versities in Beijing city, Shandong Province, and Jiangsu
Province, which are all located in Eastern China. Selection
criteria for inclusion in the survey were that students were in
the fourth year of their undergraduate studies and decided to
work after graduation and had obtained at least one job offer
till now. We then contacted the potential respondents and
invited them to participate in the survey as a volunteer with
the guarantee of confidentiality and anonymity. If the re-
spondents agreed to participate, we asked them to choose to
answer the questions via e-mail or we-chat (i.e., a free
communication application in China), and the question-
naires were sent to them via the platform they chose.

To alleviate potential common method biases [39],
survey data was collected in a two-wave longitudinal design.
(e literature showed the advantages of collecting data for
more than one round of data within a long period [40]. As
Gollob and Reichardt [41] stated, “no one time lag by itself
can give a complete understanding of a variable’s effects.”
(us, the data was collected at two different time points
within one month. At time 1, respondents completed
measures of psychological capital, network size, and tie
strength. Onemonth later, at time 2, students were invited to
finish the measurement of job satisfaction. In total, 403
students were invited to participate in the study, and ac-
cordingly, in time 2, a total of 378 questionnaires was ac-
quired, yielding a response rate of 93.7%. Finally, 344 valid
types of data were selected and adopted in this study.

3.2. Variable Designing and Measurement. All variables in
this study were measured by adopting a five-point Likert
scale, which ranges from 1 (strongly disagree) to 5 (strongly
agree). Brislin’s [42] back-translation method was used to
translate English items into Chinese. Some items are adapted
to the uniqueness of Chinese characteristics and culture.

3.2.1. Independent Variable. (e dependent variable is
psychological capital. According to Luthans et al.’s [26]
definition, psychological capital is categorized into four
elements, self-efficacy, optimism, hope, and resilience. (e

measurement developed by Luthans et al. [26] was adapted
to fit the Chinese context and includes 24 items. Some
sample items for psychological capital consist of the fol-
lowing: “I feel confident helping to set targets/goals in my
work area” (self-efficacy); “I always look on the bright side of
things regarding my job” (optimism); “If I should find
myself in a jam at work, I could think of many ways to get
out of it” (hope); “I usually manage difficulties one way or
another at work” (resilience).

3.2.2. Dependent Variable. (e dependent variable is job
satisfaction. Job satisfaction was measured by three items,
which were adapted from Bharati and Chaudary [43]. (e
first item was “the current job offers I got are what I expect.”
(e second itemwas “I hope that I can have a bright future in
my job, which I choose from all my job offers.” (e third
item was “I believe that I make a right decision in choice of
the job offers.”

3.2.3. Moderator. As discussed above, social network struc-
ture was chosen as a moderator in this study. According to
Hoye et al. [20], social network structure consists of two
components: network size and tie strength. As for the mea-
surement of network size, 3 items adapted fromHoye et al. [20]
were used. (e first item is “I know a lot of people who might
help me find a job.” (e second item is “I can count on many
relatives, friends, or acquaintances for information about jobs.”
(e third item is “I have connections I can talk to helpme find a
job.” On the other hand, three items, adapted from Hoye et al.
[20], were also chosen for the measurement of tie strength.(e
first item is “most people who might help me find a job are
people I know very well, such as family or friends.”(e second
item is “most people whomight help me find a job are people I
often talk to.” (e third item is “most people who might help
me find a job are people I feel comfortable talking to, even
about touchy subjects”.

3.2.4. Control Variables. (e control variables consist of
gender, single child, student leader, CPCmember, university
classification, and major classification. We do not include
age and education, as the participants of this study were all in
their final year of undergraduate period, and have similar
ages and same educational background. For education
background, we also use university classification, which
represents the level of the university andmajor classification,
which represents different categories of major to distinct
these respondents. (e variable’ scaling and statistical de-
scription are as shown in Table 1.

3.3. Model. In the process of data analysis and hypotheses
test, factor analysis and hierarchical regression model were
used.

3.3.1. Factor Analysis. Factor analysis is a widely used ex-
plorative methodology of statistics, aiming at grouping
similar variables into the same factor. It uses the data
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correlation matrix to identify the latent variables. When
conducting the analysis of data, factor analysis is always used
to reduce the dimension of the dataset at the beginning.
Normally, factors will be rotated after it has been extracted,
in order to decrease the number of the variables in the
regression model. Moreover, factor analysis is always
adopted to cope with the problems of multicollinearity in
regression analysis. In the following section, Varimax, as a
popular rotation method, will be used to simplify the in-
terpretation of each factor in the model. According to
Pereira et al. [44], the steps conducted in exploratory factor
analysis were stated as follows: “(1) collect data: choose
relevant variables used in the regression model; (2) extract
initial factors; (3) choose the number of factors to retain; (4)
choose estimation method and estimate model; (5) rotate
and interpret the results” [44].

According to [45, 46], the fundamental model for factor
analysis is stated as follows:

X � AF + B,

x1 � a11F1 + a12F2 + a1mFm + ε1,

x1 � a21F1 + a22F2 + a2mFm + ε2,

x1 � ap1F1 + ap2F2 + apmFm + εp,

xi � ai1F1 + ai2F2 + aimFm + εi.

(1)

In the model above [45, 46], X refers to the observable
random vector while F refers to the common factor of X. A
refers to the coefficient of F while B refers to the special
factor of X. aij refers to the correlation coefficient while εi

refers to the error factor.
To conduct factor analysis [45, 46], we need to normalize

the Xmatrix, in order to ensure that the mean value equals 0
and the variance equals 1. Subsequently, F and εi should be
assumed to be independent.(irdly, we need to calculate the
correlation coefficient matrix (i.e., R � (rij)p ∗p) and its
latent root. Ultimately, the number of the factors should be

decided, and the common factors will be acquired by ro-
tating the loading matrix.

3.3.2. Moderation Effect on Hierarchical Regression Analysis.
Hierarchical regression analysis is a commonly used sta-
tistical methodology, which helps to quantify the relation-
ships between different variables. In order to testify the
relationship between the variables in the hypotheses above, it
is necessary to conduct a hierarchical regression analysis to
make sure whether the hypotheses are supported. In the
process of a hierarchical regression model, we can decide
what predictors should be entered into the model, and we
also need to determine in what step we enter each variable.
Normally, the logical and theoretical considerations will
influence the order we enter each predictor.

(e most important aim of this study is to decide the
interaction of social network structure and psychological
capital and its effect on job satisfaction. As such, we need to
examine the moderation effect of social network structure
via a hierarchical regression model. Hence, the model
equation of the moderation effect is stated as follows:

Y � b0 + b1X + b2W + b3XW. (2)

In the model, Y refers to the dependent variable while X
refers to the independent variable. W refers to the moderator
variable. Here, b0 is the intercept; b1 refers to the regression
coefficient of X on Y; b2 refers to the regression coefficient of
W on Y; b3 refers to the regression coefficient of the in-
teraction between X and W on Y. (e relationship between
these variables is shown in Figure 2.

In order to calculate the conditional effects of the
moderator, the model equation should be written as
Y� a+ bX. Hence, after grouping the terms to form
Y� a+ bX, we got the following equation model:

Y � (b0 + b2W) +(b1 + b3W)X. (3)

Here, b1 + b3W represents the direct effect of X on Y,
conditional on W. In the following part of the hypotheses
test, we conducted the hierarchical regression analysis by
using SPSS 24.0. We will enter control variables, indepen-
dent variable (i.e., psychological capital), dependent variable
(i.e., job satisfaction), and moderation variables (i.e., net-
work size and tie strength in the social network) into dif-
ferent steps in the model, in order to examine the
moderation effect of network size and tie strength on the
relationship between psychological capital and job
satisfaction.

4. Results and Analysis

4.1. Analytical Strategy and Descriptive Statistics. In order to
test the effect of psychological capital on job satisfaction and
the moderation effect of social network structure on this
relationship, the hierarchical regression model was adopted
to test the hypotheses. In order to avoid multicollinearity, all
variables in the study were grand-mean-centered. To make
sure reliability and validity, relevant tests were also con-
ducted. Firstly, the test results told us that the Cronbach

Table 1: Control variable scaling and statistics.

Category Scaling No. Ratio
(%)

Gender 0�male 131 38.1
1� female 213 61.9

Single child 1� yes 211 61.3
0�no 133 38.7

Student leader 1� yes 165 48
0�no 179 52

CPC member 1� yes 141 41
0�no 203 59

University
classification

1� institute 4 1.2
2� 985 projects 62 18
3� 211 projects 131 38.1

4� normal university 147 42.7

Major classification

1� humanity and social
science 115 33.4

2� natural science 24 7
3� technology 62 18
4�management 129 37.5

5� others 14 4.1
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Alpha Coefficient is 0.886, which shows that the internal
consistency is great. Secondly, it is found that the Kaiser-
Meyer-Olkin is 0.869, while the significance level of Bartlett’s
test of sphericity is 0.000, which shows a high level of validity
(Tables 2 and 3). Means, standard deviations, and correla-
tions among all variables are presented in Table 4.

4.2. Exploratory Factor Analysis. In this study, we collected
the data for four major variables (i.e., psychological capital,
job satisfaction, network size, and tie strength) from the
same source, although it has been done two times within one
month.(is could lead to commonmethod problems, which
exist if only one factor emerged or if a single factor
accounted for the majority of the variance among the
variables. (us, it is necessary to assess common method
variance among these four variables. We conducted a
principal component exploratory factor analysis, which is
suggested by Podsakoff and Organ [47]. (e results showed
that four factors had eigenvalues greater than one and
explained 79.6% of the variance (Table 5). According to
Table 5, it is obvious that the factor loadings are all higher
than 0.75, which indicated good internal reliability. (us,
these four variables will be all used in the following hy-
potheses tests.

4.3. Results of Hypotheses Test

4.3.1. Results of Test of Hypothesis 1. To test the three hy-
potheses proposed above, a hierarchical regression analysis
was performed. To test Hypothesis 1, we created a two-step
model by SPSS 24.0. We entered control variables and job
satisfaction (dependent variable) in the first step. Subse-
quently, we added psychological capital (independent var-
iable) into the equation in the second step. (e results
showed that R2 significantly increased in step 2 (regression
coefficient� 0.374, p< 0.001), compared to the counterpart
in step 1, which represents the positive impact of psycho-
logical capital on job satisfaction and thus supports Hy-
pothesis 1 (Table 6).

4.3.2. Results of Test of Hypothesis 2. To test the moderating
effect of social network structure on the relationship between
psychological capital and job satisfaction, hierarchical re-
gression analysis was, respectively, performed for network

size and tie strength. To begin with the test of Hypothesis 2,
the control variables were entered as well as job satisfaction
(dependent variable). (en, psychological capital (inde-
pendent variable) was added to the equation in the second
step. Finally, we added the interaction between psycho-
logical capital and social network size in the third step.
Meanwhile, in order to cope with multicollinearity prob-
lems, we followed Aiken and West’s [48] suggestion in the
moderated regression model that the dichotomous vari-
ables were effects coded and continuous variables were
centered.

As indicated in step 3 of Table 7, the results showed that
R2 increased from 0.173 to 0.258, which slightly increased the
variance explained. (is supports Hypothesis 2 stating that
social network size moderates the relationship between
psychological capital and job satisfaction (regression
coefficient� −0.306, p< 0.001). Besides this, Figure 3 also
shows that the positive impact of psychological capital on job
satisfaction was stronger when job seekers have small size
networks than when job seekers have large size networks.
Hence, Hypothesis 2 was supported.

4.3.3. Results of Test of Hypothesis 3. To test the moderating
effect of social network tie strength on the relationship
between psychological capital and job satisfaction, we fol-
lowed the same procedure conducted above. We entered
control variables and job satisfaction (dependent variable) in
the first step, psychological capital (independent variable) in
the second step, and the interaction between psychological
capital and tie strength in social networks in the third step.
(e results (Table 8) indicate that R2 increased from 0.182 to
0.258, which supports Hypothesis 3 (regression
coefficient� −0.291, p< 0.001). Furthermore, Figure 4 shows
that the positive impact of psychological capital on job
satisfaction was stronger when job seekers have weak ties
than when job seekers have strong ties. (us, Hypothesis 3
was supported.

5. Discussion

Extending the prior job search research, we applied a social
network perspective to explore whether social network
structure moderates the impact of psychological capital on
job satisfaction. By using the data from a two-wave longi-
tudinal design, the results show that network size moderates
the relationship between psychological capital and job sat-
isfaction, such that the relationship is more positive for job
seekers with small social networks. Moreover, tie strength
also moderates the relationship between psychological
capital and job satisfaction, such that the relationship is
more positive for job seekers with weaker ties in their social
networks.

XW

W

X

Y

b1

b2

b3

Figure 2: Model of moderation effect in hierarchical regression
analysis.

Table 2: (e reliability of the survey.

Number of the items Cronbach’s α coefficient
33 0.886
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(is study results in several essential findings which
contribute to the literature regarding social networks and job
search. First, psychological capital is a type of invisible re-
source, and it can help job seekers to have better job search
behaviors and then good employment outcomes, e.g., ac-
quirement of satisfactory job offers. It is well known that
China has a large population and the competition in the job
market is very fierce. (us, job seekers with higher psy-
chological capital are more likely to succeed in the

competition. (is finding is consistent with previous re-
search on the positive effect of psychological capital on
employees’ attitudes or behaviors (e.g., satisfaction, per-
formance, and well-being) [29–31].

Second, social network structure, i.e., network size and
tie strength, is found to be a moderator of the relationship
between psychological capital and job satisfaction. Specifi-
cally, the impact of psychological capital on job satisfaction
will be stronger, when job seekers have a smaller network or

Table 3: (e reliability of each item in the survey.

Variable Item CITC α coefficient after deleting this item α coefficient

Self-efficacy (one dimension of psychological capital)

SE1 0.755 0.903

0.917

SE2 0.756 0.903
SE3 0.776 0.900
SE4 0.772 0.901
SE5 0.777 0.900
SE6 0.752 0.904

Hope (one dimension of psychological capital)

H1 0.774 0.922

0.931

H2 0.818 0.916
H3 0.806 0.918
H4 0.739 0.926
H5 0.846 0.913
H6 0.813 0.917

Resilience (one dimension of psychological capital)

R1 0.886 0.954

0.962

R2 0.889 0.954
R3 0.909 0.952
R4 0.866 0.956
R5 0.870 0.956
R6 0.854 0.958

Optimism (one dimension of psychological capital)

O1 0.822 0.956

0.958

O2 0.825 0.955
O3 0.914 0.945
O4 0.906 0.946
O5 0.861 0.951
O6 0.884 0.949

Job satisfaction
JS1 0.636 0.723

0.794JS2 0.599 0.758
JS3 0.680 0.677

Network size
NS1 0.805 0.906

0.918NS2 0.896 0.832
NS3 0.805 0.907

Tie strength
TS1 0.863 0.919

0.939TS2 0.897 0.893
TS3 0.860 0.921

Table 4: Means, SDs, and correlations of study variables.

Factor Mean SD 1 2 3 4 5 6 7 8 9 10
(1) Gender 0.616 0.487 1
(2) Single child 0.384 0.487 0.168∗∗ —
(3) Student leader 0.517 0.500 0.063 0.068 —
(4) CPC member 0.579 0.495 0.041 0.020 0.330∗∗ —
(5) University classification 3.201 0.803 0.130∗ 0.064 0.017 0.147∗∗ —
(6) Major classification 2.683 1.373 −0.078 −0.005 0.023 0.133∗ 0.058 —
(7) Psychological capital 3.427 0.631 −0.026 −0.047 −0.045 0.104 −0.019 0.097 —
(8) Job satisfaction 3.363 0.693 −0.144∗ −0.023 −0.025 0.046 −0.023 0.079 0.381∗∗ —
(9) Network size 3.247 1.145 −0.068 0.068 0.046 0.042 −0.001 0.094 0.203∗∗ 0.179∗∗ —
(10) Tie 2.949 1.148 −0.072 −0.048 0.043 −0.040 0.012 0.011 0.063 −0.102 0.159∗∗ —
Note: N� 344. ∗P< 0.05, ∗∗P< 0.01, and ∗∗∗P< 0.001.
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when job seekers have weaker ties in social networks. (is
is an interesting and important finding, which indicates
the interaction between social network structure and

psychological capital. Prior research showed the impor-
tant role of social networks in job search in Chinese
society. It is reported that Chinese guanxi (i.e., inter-
personal relationship between two individuals) [49],
which is a typical social network in China, could help
individuals to get job offers from a company and obtain
advantages and benefits through guanxi HRM practices
(i.e., HRM practices based on guanxi) [50, 51]. (e
findings in this study proved the formidable influence of
social networks in Chinese society again, which echoes the
findings in prior research [49–51]. (at is to say, if job
seekers have strong ties or large network sizes, the in-
fluence of psychological capital on job search behaviors
and outcomes will be weakened.

(ird, the findings in this study also showed that dif-
ferent personal resources (e.g., psychological capital and
social capital) are helpful for job seekers to obtain satis-
factory job offers in the job search process. In the last
century, social networks, which are considered the most
important personal resource, significantly influence almost
every aspect of Chinese people’s life. As Xiong et al. pointed
out, one’s decision will be always affected by their neigh-
bors in social networks [52, 53]; e.g., users’ decisions are
often affected by the existing ratings on social media [54].
However, the economic reform and society development
lead to the perfection of legal regulation and policies and
transparency of the procedures.(is results in the declining
significance of social networks in Chinese society. (at is to
say, social networks as a part of social capital are no longer
the only personal resource that can determine whether
Chinese people could succeed in the competition, and this
represents the development of the society. On the other
hand, it is notable that job seekers who have large network
sizes or strong ties still rely heavily on the help of social

Table 5: Results of exploratory factor analysis (EFA) in the study.

Variables Items
Factors

1 2 3 4

Psychological capital

PC1 0.816
PC2 0.832
PC3 0.844
PC4 0.832
PC5 0.846
PC6 0.820
PC7 0.837
PC8 0.859
PC9 0.860
PC10 0.808
PC11 0.883
PC12 0.860
PC13 0.906
PC14 0.913
PC15 0.933
PC16 0.898
PC17 0.903
PC18 0.890
PC19 0.859
PC20 0.882
PC21 0.931
PC22 0.922
PC23 0.886
PC24 0.908

Job satisfaction
JS1 0.792
JS2 0.788
JS3 0.842

Network size
NS1 0.891
NS2 0.945
NS3 0.893

Tie strength
T1 0.932
T2 0.944
T3 0.933

Table 6: Hierarchical regression of the influence of psychological
capital on job satisfaction.

Predictor
Job satisfaction

Step 1 Step 2
Control variables
Gender −0.137∗ −0.135∗∗
Single child 0.003 0.018
Student leader −0.037 −0.005
CPC member 0.058 0.010
University classification −0.017 −0.003
Major classification 0.062 0.031

Independent variable
Psychological capital 0.374∗∗∗
R2 0.029 0.164
△R2 0.011 0.147
F 1.652 9.430∗∗∗

Note: N� 344. (e values in the table are standardized beta weights (b).
∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001.

Table 7: Hierarchical regression of moderating effect of network
size on the relationship between psychological capital and job
satisfaction.

Variables
Job satisfaction

Step 1 Step 2 Step 3
Control variables

Gender −0.137∗ −0.127∗ −0.104∗
Single child 0.003 0.009 −0.007
Student leader −0.037 −0.010 −0.023
CPC member 0.058 0.011 0.005
University classification −0.017 −0.003 −0.005
Major classification 0.062 0.024 0.015

Independent variable
Psychological capital 0.354∗∗∗ 0.264∗∗∗

Moderator
Network size 0.096 0.124∗

Interaction
Psychological capital× network
size −0.306∗∗∗

R2 0.029 0.173 0.258
△R2 0.011 0.153 0.238
F 1.652 8.748∗∗∗ 12.894∗∗∗

Note: N� 344. ∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001.
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networks in the job search process. Every coin has two
sides; everything has both good and bad aspects. For in-
stance, it is proper for job seekers to collect more infor-
mation through social networks. However, it is
inappropriate for those job seekers to join a company
through informal social networks by violating procedural
justice because this kind of practice based on informal
social networks leads to the competitors’ perceptions of
unfairness [50, 51]. (erefore, it is important for Chinese
enterprises and all other organizations to take action to
ensure justice in the recruitment process. For instance,
managers could ensure a fair procedure in recruitment and

more transparent decision making, in order to reduce the
factors, which lead to unfairness [55, 56].

(e study is not without its limitations. Firstly, this study
adopted a convenience sample, including only undergrad-
uates who are about to graduate. Future studies may test the
hypothesized model with various respondents, such as the
employees who have been working for a period. Secondly,
due to the limited time for all empirical studies, we collected
all the data for the survey within one month. Future studies
could consider collecting the data within a longer period,
e.g., collecting the second time data when the graduates start
their work for a period.
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Figure 3: Interaction of psychological capital and network size on job satisfaction.

Table 8: Hierarchical regression of moderating effect of tie strength on the relationship between psychological capital and job satisfaction.

Variables
Job satisfaction

Step 1 Step 2 Step 3
Control variables
Gender −0.137∗ −0.144∗∗ −0.144∗∗
Single child 0.003 0.012 0.004
Student leader −0.037 0.005 0.009
CPC member 0.058 0.000 −0.020
University classification −0.017 0.002 −0.026
Major classification 0.062 0.032 0.040

Independent variable
Psychological capital 0.383∗∗∗ 0.299∗∗∗

Moderator
Tie strength −0.136∗∗ −0.133∗∗

Interaction
Psychological capital× tie strength −0.291∗∗∗
R2 0.029 0.182 0.258
△R2 0.011 0.163 0.238
F 1.652 9.342∗∗∗ 12.925∗∗∗

Note: N� 344. ∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001.
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Based on the dual perspective of input-output and network analysis, this study takes typical industrial sectors of China’s en-
tertainment industry as representatives. +rough the input-output analysis of industrial correlation characteristic indicators and
construction of an industrial correlation network, we conduct a systematic and quantitative study on the entertainment industrial
correlation characteristics and structural characteristics of the industrial correlation network in China. Furthermore, we clarify the
role of the entertainment industry in China’s industrial development and its positioning in China’s whole industrial correlation
network.We have the following key findings: China’s entertainment industry as a whole shows the characteristics of final demand-
oriented industries, whose rapid development plays a certain positive role in boosting consumption and driving economic growth.
Within the whole industrial correlation network in China, there is frequent interaction between the entertainment industry and
other industry sectors within the directly related network; it will especially exert obvious radiation and driving effect on the
upstream industry. However, limited by the scale of the direct industrial correlation network, such influence is still difficult to
achieve the common development of most industries in China.

1. Research Background

In recent years, with the rapid progress of productivity and
economic and social undertakings, the overall income level
of Chinese residents has been greatly improved, and en-
tertainment and leisure have become increasingly important
in people’s daily life. As people’s lifestyles show the char-
acteristics of leisure and entertainment, more and more
people are willing to devote energy, money, and time to
participate in various forms of entertainment. Entertain-
ment consumption has gradually become an important part
of residents’ daily consumption [1]. In this process, China’s
commercial entertainment industry has also ushered in a
stage of rapid development. As a representative industry of
the modern service industry, although China’s entertain-
ment industry started late, due to the acceleration of the

domestic industrial structure transformation and upgrading
and the rapid growth of entertainment consumption de-
mand, the overall growth momentum of China’s enter-
tainment industry in recent years has been strong. Relevant
statistics show that the scale of China’s pan-entertainment
core industry has maintained an average annual growth rate
of more than 15% from 2015 to 2019, which is significantly
higher than the GDP growth rate during the same period [2].
It can be seen that the rapid development of the enter-
tainment industry has gradually begun to play a role in
boosting China’s overall national economic growth.

Existing theoretical studies have shown that there is a
natural direct connection between the production activities
of the entertainment industry and various industries such as
media, tourism, real estate, and catering. +is connection
will be further passed on to other industries through the
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exchange of intermediate products, which makes the en-
tertainment industry show obvious industry linkage effects
[3]. +erefore, a mature entertainment industry will have a
greater radiation effect on the development of many in-
dustrial sectors in a country or region. At present, although
China’s entertainment industry has made considerable
progress in the process of economic development in recent
years, its extensive relevance with other industries and
economic driving ability have also received general attention
from the industry and academia, but existing researches
show that the theoretical research on the economic effects of
China’s entertainment industry is still mostly at the quali-
tative level, and the positioning of the entertainment in-
dustry in the overall industrial structure of the national
economy and the quantitative analysis of the characteristics
of its industrial correlation structure are still relatively
lacking [4]. +erefore, in order to deepen the understanding
of the role of the entertainment industry in the development
of China’s industry and to further clarify the industry
correlation and interaction effects between the entertain-
ment industry and other industries, this study uses the latest
input-output data released by the National Bureau of Sta-
tistics of China, combined with input-output analysis and
network analysis to conduct a systematic and quantitative
study on the characteristics of China’s entertainment
characteristics of industrial correlation and industrial cor-
relation network structure, so as to provide theoretical
support for further exerting the extensive driving role of the
entertainment industry in the development of China’s in-
dustry and accelerating the pace of industrial transformation
and upgrading.

2. Analytical Framework for the
Characteristics of Industrial Correlation
Structure of China’s Entertainment Industry

+e traditional industry correlation analysis mainly uses the
input-output table to reveal the interdependence between
the sources of production input and the destination of
output use among the various industrial sectors of the na-
tional economy. By converting the flow data in the input-
output table into different coefficient matrices, various co-
efficients that reflect the direct and indirect economic links
between industrial sectors can be calculated, so as to further
carry out a more in-depth quantitative analysis of the re-
lationship between industries [5]. However, although the
classic input-output model can give a clear quantitative
description of the relationship between the two industries,
the information obtained through input-output analysis is
too scattered, and it is difficult to fully reflect the positioning
of the entertainment industry in China’s complete industrial
structure system and structural features. +erefore, if we
want to systematically show the role of the entertainment
industry in China’s overall industrial layout, we need to find
a basis from the perspective of network analysis.

As a new quantitative analysis method, network analysis
integrates theories and research methods of statistics, to-
pology, system dynamics, and other disciplines. By

abstracting each action subject and their interrelationships
in a complex network system into nodes and ties, network
analysis can more comprehensively describe the whole
structural characteristics of the network and the relationship
between the subjects in the network [6]. At present, the
research methods of network analysis have been widely used
in most practical network research fields such as sociology,
economics, and communication [7–9], especially in the field
of industrial economics. +e analysis of the industrial
correlation network based on the input-output relationship
has basically formed a relatively mature research framework,
which provides new research tools for revealing the char-
acteristics of the interconnected network between industrial
sectors and grasping the direction of macroindustrial
structure optimization. In the current related research on
industrial correlation networks, the main research idea is to
abstract each industrial sector as a node in network analysis
and use the 0-1 adjacency matrix formed by filtering various
coefficients in the input-output model as the directed edge
basis to build an industrial correlation network and quan-
titatively analyze the overall structural characteristics and
node characteristics of the industrial correlation network
such as network density, clustering coefficient, symmetry,
and centrality degree, to systematically study the positioning
of each industry sector and the characteristics of the overall
industrial correlation structure in the industrial correlation
network [10].

3. Analytical Framework for the
Characteristics of Industrial Correlation of
the Entertainment Industry Based on Input-
Output Analysis

In the input-output analysis stage, this study will use the
input-output table to calculate the direct consumption co-
efficient, direct demand coefficient, intermediate con-
sumption rate, intermediate demand rate, diffusion
coefficient, and inducing coefficient of China’s entertain-
ment industry.+rough the analysis of the above-mentioned
characteristic indicators, the research will clarify the
quantitative relationship between the input and output of
the typical entertainment industry sector from production to
final use and other industry sectors and provide an overall
analysis of the industry type and characteristics of China’s
entertainment industry.+e analysis of the role played in the
national economic system provides a basis for quantitative
research on the structural characteristics of the industry’s
correlation network. +e calculation methods and de-
scriptions of specific characteristic indicators are as follows.

3.1. Direct Consumption Coefficient and Direct Distribution
Coefficient. In the input-output analysis, the direct con-
sumption coefficient refers to the value of the product or
service of the i sector that will be directly consumed for each
additional unit of total output in the production and op-
eration process of the j industry sector, recorded as aij

(i, j� 1, 2, . . ., n). +e calculation method is
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aij �
xij

Xj

, i, j � 1, 2, . . . , n. (1)

Among them, xij is the value of the products or services
of the i industrial sector directly consumed during the
production and operation of the j industrial sector and Xj is
the total input of the j sector.

+e direct distribution coefficient refers to the amount of
value in which the total output of each unit of the i sector is
allocated to the j sector for direct use as factors of pro-
duction, recorded as hij (i, j� 1, 2, . . ., n). +e calculation
method is

hij �
xij

Xi

, i, j � 1, 2, . . . , n. (2)

Among them, xij is the value of the products or services
used by the i sector allocated to the j sector and xi is the total
output of the i sector.

+e above two indicators reflect the direct technical and
economic connection between a certain industrial sector and
another industrial sector in the process of production and
operation from the perspective of input and output, re-
spectively. When the direct consumption coefficient of a
certain industry on another industry is larger, it means that
the direct dependence of the industry on another industry
sector in the production process is more obvious. When the
direct distribution coefficient of a certain industry to another
industry is larger, it means that the direct support effect of
the industry on another industry sector is greater in the
production process.

3.2. Intermediate Demand Rate and Intermediate Input Rate.
+e intermediate demand rate refers to the ratio of the
intermediate demand for products of the i industrial sector
in other sectors of the national economy to the total demand
for the products of the industrial sector. It reflects the
proportion of the product or service produced by the in-
dustrial sector as a means of production and consumption.
+e calculation method is

wi �


n
j�1 xij

Xi

, i � 1, 2, . . . , n. (3)

Among them, the numerator is the sum of the inter-
mediate demand for products or services of the i industrial
sector by other industrial sectors, and the denominator Xi is
the total demand for the products or services of the i in-
dustrial sector.

Intermediate input rate refers to the ratio of the amount
of intermediate input obtained from other industrial sectors
during the production and operation of the j industrial
sector to its total input, which reflects the proportion of
intermediate products obtained by the industrial sector from
other industrial sectors in the process of production. +e
calculation method is

uj �


n
i�1 xij

Xj

, j � 1, 2, . . . , n, (4)

where the numerator is the sum of the intermediate input of
the j industrial sector from other industrial sectors in the
production and operation process, and the denominator Xj

is the total input of the j industrial sector.
+e above two characteristic indicators can reflect the

overall position of a certain industrial sector in the national
economy and its relationship with upstream and down-
stream industrial sectors. When the intermediate demand
rate of a certain industry is higher, it means that the products
produced by the industry are more of the nature of the
means of production and play the role of the basic industry
in the process of correlating with other industries; otherwise,
it means that the products produced by the industry are
more oriented toward final demand and have a stronger
effect on expanding domestic demand. When the inter-
mediate input rate of a certain industry is high, it means that
the industry needs to obtain more intermediate products
from other industrial sectors in the process of production
and operation; that is, the industry sector has a more obvious
leading role in its upstream industry; on the contrary, it
shows the higher industrial added value of the products of
the industry sector.

3.3. /e Diffusion Coefficient and Inducing Coefficient.
+e diffusion coefficient is the ratio of the influence of a
certain industrial sector to the average level of the influence
of various industrial sectors in the national economy,
reflecting the extent to which changes in the final product of
the industry affect the production demand of various in-
dustrial sectors of the national economy. +e calculation
method is

Fj �


n
i�1 bij

(1/n) 
n
j�1 

n
i�1 bij

, j � 1, 2, . . . , n, (5)

where the numerator is the sum of the j column of the
Leontief inverse matrix (Leontief inverse matrix A is the
direct consumption coefficient matrix composed of the
direct consumption coefficient aij), which means that every
unit of final product produced by the j industrial sector is the
complete demand for products in all sectors of the national
economy. +e denominator is the average of the column
sums of the Leontief inverse matrix.

+e inducing coefficient is the ratio of the sensitivity of a
certain industry sector to the average level of the sensitivity
of each industry sector in the national economy and reflects
the degree of demand sensitivity experienced by the industry
when the final product of each industry sector in the national
economy changes. +e formula is as follows:

Ei �


n
j�1 bij

(1/n) 
n
i�1 

n
j�1 bij 

, i � 1, 2, . . . , n, (6)

where the numerator is the sum of the i row of the Leontief
inverse matrix, which represents the total demand for the i
industrial sector when each industry sector produces a unit
of the final product. +e denominator is the average of the
row sums of the Leontief inverse matrix.
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+e above two coefficients both reflect the role or impact
of a certain industrial sector in the national economic
system. Among them, the diffusion coefficient represents the
degree of impact on the supply sector when the input-output
relationship of a certain industrial sector changes. +e in-
ducing coefficient indicates the degree to which the input-
output relationship of a certain industrial sector is affected
by the demand sector.+e larger the diffusion coefficient, the
stronger the demand rate of the industry for other industrial
sectors, and the more obvious its pulling function on other
industrial sectors. When the inducing coefficient is larger, it
means that the relative demand of other industry sectors for
the industry is greater; that is, the promoting effect of this
industry on other industry sectors will be more obvious.

4. An Analysis Framework of the Structural
Characteristics of China’s Entertainment
Industry Correlation Network

In the network analysis stage, the research first converts the
direct consumption coefficient matrix obtained from the
input-output analysis into a binary adjacency matrix and
uses the binary data to construct an industry-correlated
network covering China’s 149 industrial sectors, so as to
fully display the structure of the linkages between the various
industrial sectors of the national economy. +en, on this
basis, the research will build a self-centered network cen-
tered on the typical sectors of the entertainment industry
and more specifically show the correlated network structure
between the entertainment industry and each directly cor-
related industry. +e calculation methods and descriptions
of the characteristic indicators of the industry-correlated
networks involved in the research at this stage are as follows.

4.1. Indicators of the Overall Structural Characteristics of
Industrial-Related Networks

4.1.1. /e Structural Characteristics of the Small-World
Network. In a network, if most of the nodes in the network
are not adjacent to each other, but any node can access other
nodes through its adjacent nodes with fewer jumps, then this
network will have the characteristics of the small-world
structure. +e characteristics of the small-world structure
are a key index to reflect the network of the overall structure,
and they are also the premise to analyze the network
structure. Generally, describing mainly the small-world
structure characteristics of the network is through two in-
dexes: the average aggregation coefficient and the average
shortest path length.

Cluster coefficient is the ratio of the number of con-
nections between adjacent nodes of a node in the network to
the number of possible connections, which reflects the
degree of the close connection between a node in the net-
work and its neighbors. And the average agglomeration
coefficient is the average of the agglomeration coefficient of
each node in the network, reflecting the degree of ag-
glomeration of the whole network. In industrial related
networks, the higher the agglomeration coefficient is, the

closer the technological and economic connection between
each industrial node in the network and its neighboring
nodes is. +e calculation formula of the average clustering
coefficient in the directed network is as follows:

C �
1
n



n

i�1

Ai

ki ki − 1( 
. (7)

Among them, the numerator Ai is the number of edges
that actually exist between neighboring nodes of node vi and
the denominator is the maximum number of edges that may
exist between neighboring nodes of node vi.

+e shortest path length is the distance of the shortest
path among the multiple paths connected between two
nodes, while the average shortest path is the average of the
shortest distance between any two points in the network. In
industrial related networks, the average shortest path
length reflects the transmission efficiency of resources and
information among various industrial departments. +e
smaller the average shortest path length is, the closer the
relationship between various industries in the network is,
and the more efficient the circulation of resources and
information among industrial departments is. +e calcu-
lation method is

d �
1

N(N − 1)


i,j∈N,i≠j
dij. (8)

Among them, dij is the shortest path length between
nodes vi and vj andN is the number of nodes in the network.

In network analysis, if a network has both a higher
average agglomeration coefficient and a lower average
shortest path length, it indicates that the network has the
structural characteristics of a small-world network [11]. For
the industrial related networks, the more obvious the small-
world feature is, the closer the connection between each
industrial sector and its neighboring industrial sector is, and
the higher the quality and efficiency of the industrial sector
in the exchange of resources or information are.

4.1.2. Network Density. Network density refers to the ratio
between the actual number of existing edges and the
maximum number of possible existing edges among all
nodes in a certain network. It reflects the tightness of
connections among all nodes in the network from the overall
level. +e calculation method of network density in a di-
rected network is as follows:

Δ �
L

N(N − 1)
. (9)

Among them, L is the number of edges that actually exist
in the network andN is the number of nodes in the network.

In the industrial related network, the level of network
density reflects the close degree of economic interaction
between various industrial departments and also reflects the
close degree of connection among the members of the entire
industrial related network, which is an important indicator
to understand its structure.
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4.2. Industrial Node Characteristic Indexes of Industrial-
Related Network

4.2.1. Node Degree. Node degree is the number of edges
connected between a node and other nodes in the network.
In a directed network, node degree is divided into point-out
degree and point-in degree according to edge pointing, in
which point-out degree refers to the number of edges where
the node points to other nodes, while point-in degree refers
to the number of edges where other nodes point to the node.

On the whole, node degree in the industrial related
network reflects the position of a particular industrial de-
partment in the overall industrial association network. +e
higher the node degree of an industrial department, the
more other industrial departments it is associated with, and
the greater its influence in the industrial related network. As
the industrial related network constructed by direct con-
sumption coefficient has directivity, the node degree in the
industrial association network is also divided into point-in
degree and point-out degree. +e point-in degree indicates
how many final products of the industrial sector need to be
consumed in the production process, reflecting the forward
relevance of the industrial sector, and the point-out degree
indicates how many production demands of industrial
sectors will be met by the final products of the industry
sector, reflecting the backward correlation of the industry
sector.

4.2.2. Betweenness Centrality. In the industry-related net-
work, betweenness centrality refers to the number of times
where a node in a network acts as the shortest path bridge
between other two nodes, reflecting the intermediary role
and importance of this node in the network. +e higher
intermediate centrality is, the more obvious the industrial
sector is as an intermediary to connect other industrial
sectors, and the more it is at the center of the industrial
related network. +e calculation method is as follows:

CB vi(  � 
j<k

gjk vi( 

gjk

. (10)

Among them, gjk represents the number of shortest
paths between node vj and vk and gjk(vi) represents the
number of shortest paths between node vj and vk that pass
through node vi.

4.3. Data Sources, Industrial Sector Selection, and Data Pro-
cessingMethods. In this study, the original data were used as
“China’s 2017 Input-Output Table” released by the National
Bureau of Statistics of China in 2019. Different from the
classifying way in previous years of 42 industrial categories,
this input-output table divides the production sectors of
China’s national economy into 149 specific industrial sec-
tors. According to the classification interpretation of each
industrial sector, among all industrial sectors, the “enter-
tainment” sector includes indoor entertainment activities,
amusement parks, leisure and sightseeing activities, lottery
activities, cultural and sports entertainment activities, and

other entertainment industries. “Radio, television, film, and
film recording production” departments include radio,
television, film, and television program production, inte-
grated broadcasting control of radio and television, film, and
radio and television program distribution, film screening,
recording production, and other industries [12]. +e above
two industrial sectors basically cover the core industries of
China’s entertainment industry. +erefore, this study will
select “entertainment” and “radio, television, film, and film
recording production” as the representatives of the enter-
tainment industry to conduct research and analysis.

In data processing, Excel and RStudio were first used to
conduct input-output analysis on the original data to cal-
culate the industrial related characteristic indexes of the
above two industrial sectors. +en, Gephi and the direct
consumption coefficient matrix obtained from the previous
analysis were used to construct the overall industrial asso-
ciation network and the entertainment industry direct as-
sociation network. Furthermore, this paper analyzes the
structural characteristics of the association network of the
core departments of the entertainment industry.

5. Input-Output Analysis of the Related
Characteristics in China’s
Entertainment Industry

5.1. Direct Consumption Coefficient and Direct Distribution
Coefficient of the Entertainment Industry. According to
equations (1) and (2), the direct consumption coefficient and
direct distribution coefficient of entertainment, radio, tele-
vision, film, and film recording production are measured by
using the basic flow table in the input-output table.

According to the calculation results of the direct con-
sumption coefficient, “entertainment” and “radio, television,
film, and video recording production” will have a direct
consumption relationship with other 111 and 99 industrial
sectors, respectively, in the production process. It shows that
the core sector of China’s entertainment industry will
produce direct demand for most other industrial sectors in
the production process and has a wide range of pulling
capacity for the development of upstream industries. After
ranking, the 10 industrial sectors that are most closely re-
lated to the direct consumption of the entertainment in-
dustry are shown in Table 1.

From the above statistical results, it can be seen that the
three industry sectors with the highest direct consumption
coefficients, which represent the indoor exterior entertain-
ment industry, are the real estate, beverage, and alcohol and
liquor industries. +e entertainment industry sector’s direct
consumption coefficients for the above three industry sec-
tors all exceed 0.04. It shows that every 10,000 yuan of indoor
and outdoor leisure and entertainment products produced
by the entertainment industry directly consume more than
400 yuan of the products of these sectors, and the direct
dependence and traction effect on them is the largest
compared with other industrial sectors. Representing the
film and television entertainment industry, the radio, tele-
vision, film, and video recording production industries have
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the highest direct consumption coefficients in three in-
dustrial sectors: textile, clothing, business services, and
catering industries. Among them, the direct consumption
coefficient of the broadcasting, television, film, and film and
television recording production industries on the textile,
clothing, and business services is the same, which is about
0.06. It shows that for every 10,000 yuan of film and tele-
vision entertainment products produced by the radio,
television, film, and film and television recording production
industries, the direct consumption of these two departments’
products is about 600 yuan, which has a strong backward
correlation.

Comparing the 10 industry sectors with the highest
direct consumption coefficients of the two typical industry
sectors in China’s entertainment industry, we can find that
the only industries in the top ten of the two typical industry
sectors in the entertainment industry are real estate and
business services. +is shows that China’s entertainment
industry covers a wide range of backward correlations, and it
has a certain degree of dependence on most other industries
and will also have a certain driving effect on its development.

From the calculation results of the direct distribution
coefficient, it can be seen that there is more or less a direct
distribution relationship between the entertainment in-
dustry and the radio, television, film, and film recording
production industry and all other industrial sectors. After
ranking, the 10 industrial sectors with the highest direct
distribution coefficients of the two industrial sectors are
shown in Table 2.

From the above statistical results, although there is a
certain direct distribution relationship between the two
typical Chinese entertainment industries and other indus-
tries, it can be seen from the numerical point of view that the
direct distribution coefficient is the highest industry itself,
and of the other sectors under the ranking position with
direct distribution coefficient significantly less than the di-
rect consumption coefficients, it is shown that, in addition to
the final demand oriented, the products or services produced
by China’s entertainment industry are mainly to meet the
needs of its own industry, and it is difficult to promote the

development of other industrial sectors through direct
supply.

5.2. IntermediateDemandRateandIntermediate InputRateof
the Entertainment Industry. According to equations (3) and
(4), the research has measured the intermediate demand rate
and intermediate input rate of two typical industrial sectors
in China’s entertainment industry. +e results are shown in
Table 3.

It can be seen from Table 3 that the intermediate demand
rates of the entertainment industry sector representing the
indoor exterior light entertainment industry and the
broadcasting, television, film, and film and television re-
cording production sector representing the film and tele-
vision entertainment industry are 55.40% and 37.51%,
respectively, in 149 industries across the country. +e
rankings in the departments are relatively low. From the
perspective of the intermediate investment rate, the value
and ranking of the two typical sectors of China’s enter-
tainment industry are basically the same, with an inter-
mediate investment rate lower than 50%, ranking basically at
the bottom of all industrial sectors in China.

A comprehensive comparison of the intermediate de-
mand rate and intermediate input rate of the two industrial
sectors shows that although the intermediate demand rate of
the entertainment industry, which represents the indoor
exterior light entertainment industry, is slightly higher than
50%, it is still relatively low in terms of ranking. +erefore,
the two typical sectors of the entertainment industry both
show the characteristics of low intermediate demand and
low intermediate input. According to the industry classifi-
cation method of input-output analysis, this means that
China’s entertainment industry as a whole shows the
characteristics of the basic industry of final demand, and the
products and services it produces are more directly meeting
final demand, which is positive for expanding consumption.
Because of the low intermediate input rate, the industry has a
high industrial added value, which can create economic
value and stimulate economic growth.

Table 1: Statistical table of direct consumption coefficient of the Chinese entertainment industry on other industrial sectors.

Entertainment Radio, film, television, and (other) audiovisual media

Industry sector Direct consumption
factor Industry sector Direct consumption factor

Real estate 0.0611 Manufacture of textiles, clothing; apparel industry 0.0602
Beverages 0.0497 Commercial services 0.0598
Manufacture of alcohol 0.0433 Catering 0.0427
Money, finance, and other
financial services 0.0367 Radio, film, television, and (other) audiovisual media 0.0403

Commercial services 0.0277 Accommodation 0.0259

Entertainment 0.0270 Special chemical products and
explosives, pyrotechnics, fireworks products 0.0255

Manufacture of tobacco 0.0204 Other services 0.0156
Retail trade 0.0191 Aerospace 0.0154
Refined tea 0.0141 Real estate 0.0140
Wholesale trade 0.0138 Printed and recorded media reproductions 0.0139
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5.3. /e Diffusion Coefficient and Inducing Coefficient of the
Entertainment Industry. According to equations (5) and (6),
the diffusion coefficient and inducing coefficient of two
typical industry sectors in China’s entertainment industry
are further measured by using the calculated direct con-
sumption coefficient. +e results are shown in Table 4.

From the diffusion coefficient calculated result on behalf
of the film and television entertainment industry of radio,
television, film, and video recording production sector, the
diffusion coefficient is slightly higher than the representative
of the indoor and outdoor sightseeing leisure entertainment
industry sector in the entertainment business, but it is
obviously lower than the average level of other industries in
China, among all sectors. From the calculation results of the
reaction coefficient, the entertainment industry sector and
radio, television, film, and film recording production in-
dustry sector of the reaction coefficient are basically the same
but are lower than the national average level.

A comprehensive comparison of the diffusion coefficient
and the inducing coefficient of two typical industry sectors in
China’s entertainment industry shows that the diffusion
coefficient of both is higher than the inducing coefficient.
+is indicates that the above industries play a more obvious
role as users in China’s national economy, and their demand
for other industrial sectors is higher than that of other in-
dustrial sectors in the process of production and operation,
so their pulling effect is more obvious; that is, their backward
correlation with other industrial sectors is more close.
However, from the numerical point of view, the diffusion
coefficient of these two industrial sectors is higher than the
inducing coefficient, but compared with other industrial
sectors in the country, their influence level is relatively low,
and their economic driving effect is still limited.

6. Analysis on the Characteristics of Industrial-
Related Network Structure of the Chinese
Entertainment Industry

+rough the input-output analysis of the industrial rele-
vance characteristics of China’s entertainment industry, the
research has sorted out the general industrial relevance of
China’s entertainment industry. At this stage, the research
will build amore systematic description of the entertainment
industry’s industry-related network structure characteristics
by constructing an industry-related network based on the
data obtained from the input-output analysis.

6.1. Construction of Industrial-Related Network. According
to research needs, this research will first build the overall
industry-related network of China’s industry sectors based
on the direct consumption coefficients obtained from the
previous research, and then on this basis, we will build
China’s entertainment industry with two typical industry
sectors as the center connected directly to the network.

+e industrial relational network constructed by this
research is an unauthorized directed network, and the di-
rection of the edges is the direction of economic and
technological connections between various industrial de-
partments. Whether there is a connection between various
industrial departments requires the binary value obtained by
the direct consumption coefficient matrix conversion ad-
jacency matrix for judgment. In order to show the network
structure more clearly, it is necessary to select an appropriate
threshold to filter the weak connections between nodes in
the network. Referring to the practice of Wang [13], Li [10],
and others, this study selected the mean value of direct

Table 2: Statistical table of direct distribution coefficients of the Chinese entertainment industry to other industrial sectors.

Entertainment Radio, film, television, and (other) audiovisual media

Industry sector Direct consumption
factor Industry sector Direct consumption factor

Entertainment 0.0270 Radio, film, television, and (other)
audiovisual media 0.0403

Insurance 0.0121 Radio, television, and satellite transmission
services 0.0206

Monetary and financial services and
other financial activities 0.0111 Water transport 0.0070

Culture and arts 0.0066 Radio and television equipment and radar
and ancillary equipment 0.0060

Sports 0.0061 Entertainment 0.0055
Resident services 0.0038 Accommodation 0.0032
Internet and related services 0.0032 Production and distribution of tap 0.0026
Loading/unloading, removal, and
storage 0.0031 Sports 0.0023

Radio, television, and satellite
transmission services 0.0029 Social work 0.0020

Entertainment 0.0270 Other electrical machinery and equipment 0.0020

Table 3: Statistical table of intermediate demand rate and intermediate investment rate of the Chinese entertainment industry.

Industry sector Intermediate demand rate Rank Intermediate investment rate Rank
Entertainment 0.5540 97 0.4455 130
Radio, film, television, and (other) audiovisual media 0.3751 116 0.4571 129
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consumption coefficient matrix 0.004454 as the threshold
value. If the direct consumption coefficient of the industrial
sector I to industrial sector j is greater than the threshold
value, the corresponding adjacency matrix is 1. +is indi-
cates that there is an edge pointing to I from j between
industrial sector i and industrial sector j. In addition, since
the research mainly wants to show the correlation between
the X industry and other industries, the self-loop of in-
dustrial nodes is removed during the network construction
[14]. +e overall industrial related network constructed
according to this matrix is shown in Figure 1 (because there
are too many nodes, the industrial node names are not
marked in the figure).

In the graph of the overall industry association network,
the research selects entertainment, radio, television, film,
and film and television recording production as the center,
determines the depth of 1, filters the overall association
network, and constructs the corresponding Chinese enter-
tainment industry direct association network. +e resulting
network diagram is shown in Figures 2 and 3.

6.2. Analysis of the Overall Structural Characteristics of the
Entertainment Industry-Related Network. According to
equations (7)–(9), the average agglomeration coefficient,
average shortest path length, and network density of the
above three industrial association networks are, respectively,
measured, and the basic information of the three network
graphs is statistically analyzed. +e results are shown in
Table 5.

First of all, from the perspective of the basic information
of the overall industrial related network, 149 industrial
departments in China are all covered in the overall industrial
association network, and the number of directed edges
between industrial nodes is 2933, indicating that all in-
dustrial departments in China will still be related to other
industrial departments through direct or indirect connec-
tions after filtering out weak connections. And in the direct
industrial related network centered on two typical Chinese
entertainment industry sectors, although the broadcast,
television, film, and video recording industry is a directly
close network within the industry sector nodes and directed
edge quantity is higher than that of the entertainment in-
dustry department, compared with the overall industry
association network, the number of industry sectors in these
two direct industry association networks is relatively small.
+is shows that although China’s entertainment industry has
experienced a period of rapid development, the industrial
sectors that have a strong direct connection with China’s
entertainment industry still account for a small proportion
in all industrial sectors.

Secondly, from the perspective of the average agglom-
eration coefficient, the average agglomeration coefficients of

China’s overall industrial association network and the
network directly associated with typical industrial sectors of
China’s entertainment industry are 0.34, 0.51, and 0.50,
respectively. On the whole, the average agglomeration co-
efficient of these three networks is relatively high, indicating
that, in the above association network, the association be-
tween industrial nodes and their neighboring industries is
relatively close. Compared to the overall industry-related
network, two direct industrial networks can be found where
the Chinese entertainment industry departments of the two
typical industries directly affiliate network average con-
centration coefficient, the related network was greater than
the overall industry, and the entertainment industry of
China is directly related to individual industry between
nodes in the network economy as a whole technical contact
more closely.

+irdly, from the perspective of average shortest path
length, the average shortest path length of the three in-
dustrial related networks is relatively close, and all of them
are relatively short, indicating that no matter the overall
network or the direct network, any industrial nodes in the
network can generate contact through a shorter path, and
the overall circulation speed and efficiency of resources are
relatively high. Combined with the average agglomeration
coefficient of the three networks, the three industrial related
networks constructed in this study all have high average
agglomeration coefficient and short average shortest path
length, indicating that the above networks all have the
structural characteristics of small-world networks.

Table 4: Statistics of diffusion coefficient and inducing coefficient of the Chinese entertainment industry.

Industry sector Diffusion coefficient Rank Inducing coefficient Rank
Entertainment 0.7275 133 0.4881 109
Radio, film, television, and (other) audiovisual media 0.7857 126 0.4612 123

Figure 1: China’s overall industrial related network.
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Finally, from the perspective of network density, among
the three industrial related networks, China’s overall in-
dustrial related network has the lowest network density,
which is 0.13. +e network densities of the other two direct
industrial related networks were close, 0.42 and 0.37,

respectively, which were significantly higher than the overall
industrial related network. It can be seen from this that,
within the direct industrial related network of China’s core
industry sectors, strong economic interaction has been
established among various industrial sectors, and there is a

Figure 2: Diagram of the direct industrial related network of the entertainment industry.

Figure 3: Diagram of direct industry connected network of broadcasting, television, film, and video recording production industry.

Table 5: Statistical table of the overall structural characteristics of the industrial related network.

Network type Node
number Edges Average agglomeration

coefficient
Average shortest path

length Network density

+e whole industry-related network 149 2933 0.34 2.20 0.13
+e entertainment industry is directly connected
to the Internet 20 158 0.51 1.70 0.42

+e radio, television, film, and video recording
industries are directly connected 27 261 0.50 1.70 0.37
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high synergistic effect among various industrial sectors. Its
industrial related channels and cooperative behaviors are
higher than the overall level of China’s industrial related
network.

+rough the above analysis, it can be found that the
directly related networks related to China’s entertainment
industry generally have the characteristics of high ag-
glomeration coefficient, short average path, and high net-
work density, but few nodes. +is feature indicates that
although the number of industrial sectors with a strong
correlation with China’s entertainment industry is obviously
rare, the established industrial sectors have frequent inter-
actions and close relationships within the directly related
network [15]. Although such network structures will expand
the driving ability of each other in the same direction by
forming a small industrial group, its influence will be limited
by the number of nodes, and it is difficult to drive the
common development of most industries.

6.3. Analysis of Node Characteristics of the Entertainment
Industry’s Related Network. After sorting the overall char-
acteristics of the industry-related network, we study further
using Gephi software and put two typical Chinese enter-
tainment industry sectors in China’s overall industrial
connection within the network. And the node characteristics
were more specific; thus, there is a more comprehensive
display of the entertainment industry in the positioning and
characteristics of the industrial structure of China. +e
measurement results of network node characteristics of
specific industrial sectors are shown in Table 6.

First of all, from the point of view of the node degree of
industrial nodes. +e nodal degrees of the entertainment
industry, which represents the indoor and outdoor tourism
and leisure and entertainment industry, and the radio,
television, film, and film recording production industry,
which represents the film and television entertainment in-
dustry, are 20 and 26, respectively, ranking the lowest among
all industrial sectors in China. It can be seen from this that
China’s entertainment industry is still in a marginal position
in the national overall industrial network, and the number of
industrial sectors with a strong correlation with it is still
relatively small.

Secondly, the specific point-in degree and point-out
degree are analyzed. +e point-in degree and point-out
degree of the entertainment industry, which represents the
indoor and outdoor sightseeing and leisure and entertain-
ment industry, rank relatively low among all the industry
sectors. +is indicates that the forward and backward ra-
diating driving ability of the industrial sector is relatively
limited after filtering out the weak connection, but in

comparison, the backward correlation is higher than the
forward correlation in the industrial related network.
However, in the radio, television, film, and film and tele-
vision recording production industry, which represents the
film and television entertainment industry, the point-in
degree is 22, ranking relatively higher among 149 industrial
sectors in China. +is shows that the industrial sector is
supported a lot by other industrial sectors in the production
process, and it will have a certain radiating and driving effect
on the upstream industry during its development.

Finally, from the calculation results of the betweenness
centrality of two industrial sector nodes. +e betweenness
centrality of the entertainment industry and the broad-
casting, television, film, and film recording production in-
dustry are, respectively, 283.08 and 36.71, which have a great
difference in the rank among all Chinese industrial sectors.
+is indicates that different industrial sectors in China’s
entertainment industry have different roles in China’s na-
tional industrial structure. +ough the entertainment in-
dustry sector, representing indoor and outdoor tourism and
leisure and entertainment industry, has a less strong cor-
relation in the industrial related network, it plays a relatively
obvious intermediary role in the overall related network.
Compared with other industrial sectors, the ability of re-
source control and regulation is more prominent, and it has
a special position in the overall industrial related network.

7. Conclusion

In order to better clarify the characteristics of economic links
between China’s entertainment industry and other indus-
trial sectors and further clarify the role of the entertainment
industry in China’s industrial development and its posi-
tioning in China’s overall industrial related network, this
study is based on the dual perspectives: input-output
analysis and network analysis. Taking the typical industry
sectors of the Chinese entertainment industry—entertain-
ment industry sector and radio, television, film, and film
recording production industry sector—as representatives,
this paper systematically and quantitatively studies the
characteristics of the industrial related and industrial related
network structure of Chinese entertainment industry.
+rough the two-stage research, the following conclusions
are drawn.

Firstly, through the characteristics of the Chinese en-
tertainment industry-related network of input-output
analysis, the study found that the Chinese entertainment
industry as a whole showed the characteristics of the final
demand basic industries, in the process of production in the
industry, for most other sectors have certain dependence,

Table 6: Statistical table of node characteristics of the entertainment industry.

Industry nodes
Node degree Point-in degree Point-out

degree
Betweenness
centrality

Value Rank Value Rank Value Rank Value Rank
Entertainment 20 126 16 97 4 109 283.08 18
Radio, film, television, and (other) audiovisual media 26 101 22 61 4 109 36.71 98
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and its products and services more directly meet the final
demand. +is characteristic shows that the development of
China’s entertainment industry plays a positive role in
expanding consumption to a certain extent. Moreover, due
to the low intermediate investment rate, the industry has a
high added value, which can better create economic value
and drive economic growth. It can be seen that, in order to
play the role of China’s entertainment industry in expanding
consumption, it needs the development of other related
industries as a foundation. +erefore, in the current eco-
nomic development environment of China, in addition to
the acceleration of the entertainment industry itself, the
development of other related industries also needs to be
promoted simultaneously.

Secondly, through the analysis of the overall structural
characteristics of China’s overall industrial association network
and China’s entertainment industry’s direct industrial asso-
ciation network, the research finds that the direct association
network related to China’s entertainment industry generally
has the characteristics of a high agglomeration coefficient, short
average path, and high network density, but few nodes. +is
characteristic indicates that although the number of industrial
sectors with strong correlation with China’s entertainment
industry is obviously rare, the established industrial sectors
have frequent interaction and close relationships within the
direct correlation network. Although such network structures
will expand the driving ability of each other in the same di-
rection by forming a small industrial group, its influence will be
limited by the number of nodes, and it is difficult to drive the
common development of most industries. +erefore, the re-
search believes that it is necessary to further expand the
downstream industrial chain related to the entertainment
industry and expand the overall scale of the direct industrial
association network of the entertainment industry. +is will
extend its original industry-driven capacity to more industries.

+ird, through the analysis of the overall industry-re-
lated network in China to Chinese entertainment typical
industry departments within the network node character-
istics, the study found that the backward correlation of
typical industry sectors of Chinese entertainment is obvi-
ously higher than the forward correlation.+is shows that in
the development process of the Chinese entertainment in-
dustry, there will be a certain amount of radiation on the
upstream industry. In addition, although Chinese enter-
tainment industry has few strong correlations within the
industrial connection network, its core industrial sector has
a clear intermediary role in the overall connection network.
+is shows that Chinese entertainment industry's resource
control and adjustment capacity are more prominent than
other industrial sectors.
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With the rapid development of urban rail transit systems, large amounts of information technologies are applied to increase
efficiency of train control systems, such as general computers, communication protocols, and operation systems. With the
continuous exposure of information technology vulnerabilities, security risks are increasing, and information is easy to use by
malicious attackers, which can bring huge property and economic losses. ,e communication-based train control (CBTC) system
is the most important subsystem of urban rail transit. ,e CBTC system ensures safe and efficient operation of trains, so the
quantitative assessment of cyber security is quite necessary. In this paper, a resilience-based assessment method is proposed to
analyze the security level of CBTC systems based on indicators of both the cyber domain and the physical domain. ,e proposed
method can demonstrate the robustness and recovery ability of CBTC systems under different security attacks. Based on the
structural information entropy, the fusion of different indicators is achieved. Two typical attacking scenarios are analyzed, and the
simulation results illustrate the effectiveness of the proposed assessment approach.

1. Introduction

At present, railway is developing rapidly around the world,
especially in China, where the high-speed railway (HSR) has
a total length of 35,000 kilometers, accounting for ap-
proximately 66.7% of the world’s high-speed railways [1].
China has also made significant progress in urban rail
transit; there are more than 200 lines, and the total operation
length is more than 6000 km [2]. Ensuring the punctuality of
trains is the most significant goal of railways, and it can
promote the sustainable development and bring the
maintenance of social stabilization.

Communication-based train control (CBTC) is the key
technology of urban rail transit to keep trains operation safe
and efficient, which can provide real-time operation in-
formation for trains and generate control and dispatch
strategies. In order to increase the automation and

informatization level of CBTC systems, communication,
computer, and control technologies have been widely ap-
plied [3]. Additionally, security risks are introduced in
CBTC systems and can cause the destruction of railway
transportation organization, which is the same as the other
industrial control systems [4, 5].

Generally, a CBTC system can be taken as a typical
cyber-physical system [6], where the computer network is
working at the cyber domain while trains are running at the
physical domain. Cyber attacks are usually carried out on
computer nodes or communication links, which will cause
information delay and tampering. Considering the princi-
ples of CBTC systems, the normal operation of trains could
be disturbed, such as emergency braking. For example,
wireless local area networks (WLANs) are adopted as the
main method of bidirectional train-ground communications
of train control systems [7, 8], which could be easily
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interfered and attacked [9] as WLANs work at the public
frequency and the authentication mechanism is unidirec-
tional. Once wireless links are cut off under denial of service
(DoS) attacks, trains cannot receive the movement authority
(MA) from the control center, and emergency braking must
be implemented in order to keep trains safe. Obviously, the
operation efficiency is seriously reduced.

As urban railways are designed to deliver passengers, CBTC
systems are safety-critical, and the fail-safe mechanisms are
applied in order to achieve the demanded performance in-
cluding reliability, availability, maintainability, and safety
(RAMS) [10, 11]. In the traditional assessment approach to
CBTC systems, RAMS is the significant statistical indicator
system [12, 13] according to IEC 62278 [14], where qualitative
measures include failure probabilities, mean time to failure
(MTTF), mean time between failures (MTBF), and two-di-
mensional risk matrixes (risk probabilities and risk conse-
quences). ,erefore, the existing assessment approach focuses
on the large time scale, which cannot determine in real time the
effects caused by the temporal or sudden disruption. However,
security events are often unexpected, and malicious attacks are
implemented depending on the subjective will of attackers,
being random. As a result, it is not appropriate to adopt tra-
ditional statistics indicators to evaluate performance of train
control systems under attack.

As mentioned above, CBTC systems are designed to
provide transportation service, and the robustness and re-
covery capability are critical when cyber attacks are per-
formed. ,e Department of Homeland Security developed a
plan to achieve critical infrastructure security and resilience
in 2013 [15]. ,e transportation systems sector-specific plan
[16] was also proposed. It identifies the transportation
system’s security and resilience priorities and describes the
approach to managing critical infrastructure risks, where the
railway system is included. ,erefore, a novel assessment
approach based on resilience is proposed in this paper.

,e resilience of a CBTC system could be illustrated as
Figure 1 according to [17]. Generally, a CBTC system keeps
at the normal operation level, and trains are running
according to the predesigned timetable. At to

i , the cyber
attacks are implemented, and system performance is still
kept at the same level. From to

i to td
i , attackers search the

target and inject malware to affect the normal operation.
,erefore, system performance begins to go down at td

i , and
it reaches the lowest point at tm

i . Meanwhile, some protection
mechanisms are triggered to mitigate effects of attacks. From
ts
i , the system begins to recover and reaches a new stable level
at tr

i . ,erefore, when a security assessment approach is
applied, there are three stages which should be considered:
the preevent stage (t< to

i ), the during-event stage
(to

i < t< tn
i , tm

i < tn
i < ts

i ), and the postevent stage
(tn

i < t< tr
i , tm

i < tn
i < ts

i ). Considering the characteristics of
cyber-physical systems, performance of a train control
system should contain both indicators of network from
cyber domain and those of train operation performance
from physical domain. Generally, the cyber domain is dis-
crete while the physical domain is continuous.,erefore, the
structure information entropy is applied to fuse different
indicators [18], which can measure consequences of cyber

attacks and demonstrate overall performance changes of
CBTC systems versus the whole process of security events. In
this paper, the resilience of CBTC system is assessed by the
structure information entropy.

,e rest of this paper is organized as follows. A typical
CBTC system is shown in Section 2. Section 3 describes the
assessment model based on structural information entropy.
Section 4 presents simulation results and some discussions.
Finally, we conclude the study in Section 5.

2. Overview of CBTC Systems

Figure 2 demonstrates a typical CBTC system for urban rail
transit, which includes some critical equipment, e.g., automatic
train supervision (ATS), data storage unit (DSU), computer
interlock (CI), zone controller (ZC), and vehicle on-board
controller (VOBC). VOBC receives the control command from
ZC and transmits the train status through wireless commu-
nications, where WLANs and long-term evolution for metro
(LTE-M) are usually applied. WLANs-based train-ground
communication systems consist of wayside access points (APs)
and on-board mobile stations (MSs).

Generally, trains are running at a high speed and sending
the corresponding information including velocity, position,
and direction to the ZC. ZC generates movement authorities
(MAs) to trains to inform the train about the location of the
nearest obstacle, which could be a running train, a station, or
a turnout. ,e train obtaining the MA should calculate the
permitted maximum velocity to keep a safe distance to the
nearest obstacle. During the process, messages between
trains and ZCs are transmitted through WLANs or LTE-M.
Obviously, the reliability and dependability of wireless
communications are significant to CBTC systems.

As mentioned above, the fail-safe mechanisms are em-
bedded in the operating principle of the CBTC system so
that when a specific type of failure occurs, it will not cause
harm to other equipment, the environment, or the personnel
or cause minimal harm. ,erefore, redundant and fault
tolerance architectures are applied, such as double 2-vote-2
architecture for ZC, DSU, and CI. On the left part of
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Figure 1: ,e resilience of a CBTC system.
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Figure 2, the double 2-vote-2 architecture is demonstrated,
where there are two communication controllers (CCs), four
processing units (PUs), and two logic decisionmakers. In the
architecture, one CC, two PUs, and one logic decision maker
make up the main system while the others are the standby
system. Generally, when the main system does not work
well, the standby system switches to themain role.,erefore,
ZC, DSU, CI, and ATS are not standalone devices but
subsystems. For example, ATS includes database servers,
communication servers, application servers, and network
gate computers. Some dedicated protocols are developed to
keep the confidentiality, integrity, and availability of in-
formation, such as railway signalling safe protocols (RSSP)
derived from EN 50159.

Conversely, applications of general information tech-
nologies could bring security risks, such as server message
block (SMB) protocol vulnerabilities, remote code execution
vulnerabilities, authentication vulnerabilities, DoS threats
on wireless communications, and false data injection threats.
,e combined effects of security threats and vulnerabilities
can generally bring changes of CBTC network topology,
such as the downtime of one server due to virus, which can
lead to interruptions of communications from the server to
any other equipment. For some specific scenarios, under
protection of fail-safe mechanisms, changes of CBTC to-
pology cannot affect the normal train operation. With dual-
network redundancy of wireless communications, although
one wireless link between a train and ZC is blocked due to
jamming attacks or DoS attacks, the train could still keep the
preset running trajectory as the other wireless link can
provide one channel to transmit the control command.
,erefore, a security assessment approach should consider
effects of the existing fail-safety mechanisms, which can

precisely evaluate the practical robustness and the recovery
capability of train control systems.

3. The Resilience Assessment Model of
CBTC Systems

As mentioned above, cyber domain of CBTC system is a
computer network with different computer nodes and
communication links.,e physical domain consists of trains
with effects of traction and braking according to commands
from the cyber domain. Obviously, abnormal performance
of cyber domain could affect the operation of trains and
bring on disturbance to the transportation service of urban
rail transit.

According to the definition of resilience, system per-
formance indicators should be determined based on the
characteristics of CBTC. As a cyber-physical system, there
are amounts of performance indicators of cyber domain and
physical domain.,erefore, the performance variance due to
cyber attacks should be described based on difference in-
dicators. In this section, we develop a novel method based on
the structural information entropy to demonstrate the real-
time system performance of both the cyber domain and the
physical domain.

3.1. Cyber Domain. As a CBTC system could be treated as a
computer network, we built a graph model G(V, E), where
vi ∈ V is the device of CBTC systems and ei ∈ E is the
communication link among devices. Two-dimensional
structural information of graphs is proposed to quantita-
tively measure the force of the network to resist cascading
failures caused by intentional virus attacks, as the general
Shannon’s information entropy failed to support
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communication network. ,e definition of two-dimensional
structural information entropy is shown as follows:
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where L is the number of modules in partitionPwhich could
be the subsystem of a CBTC system, nj is the number of
nodes in module Xj, d

(j)

i is the degree of the ith node in Xj,
Vj is the volume of module Xj (i.e., the sum of degrees of all
the nodes in Xj), gj is the number of edges with exactly one
endpoint in module j, m is the number of edges in G, and 2m

is the volume of G.
Equation (1) assumes that each vertex and each edge is

completely the same. However, in CBTC systems, different
operation systems and hardware platforms are adopted
based on functional attributes of devices. Meanwhile,
according to safety-critical requirements, RSSP-1 and RSSP-
2 are individually applied to the closed network and the open
network. As a matter of fact, some private protocols (PPs)
are also developed due to specific requirements. For some
unsafe communication links, information is transmitted in
clear text. ,erefore, there are a few types of vertexes and
edges, which means every element of a CBTC graph model
should be described with specific parameters according to its
inherent features.

Based on the password strength, the security protection
policies, and the number and level of vulnerabilities, a se-
curity factor of a node could be designed. Vulnerabilities
could be classified into five levels according to the common
vulnerability scoring system (CVSS), where the corre-
sponding weight of a node can be determined.

VNi � χ ×
]α

max ]α( 
×

]β
max ]β 

,

χ �
npp

ndp

,

]α � 
N

k�1
nk ∗wk,

]β � −log2N
L
op,

(2)

where χ denotes the security protection situation of a device,
]α is the index which demonstrates the overall state of
vulnerabilities, ]β is the measure of the password strength,
npp is the number of practical security protections, ndp is the
number of desirable security protections, N is the number of
vulnerability classifications, nk is the number of the kth
vulnerabilities, wk is the weight of the kth vulnerability, Nop
is the number of the password character sets, and L is the
length of the password.

Similarly, for an edge, based on protocols of commu-
nication links, the weight of each edge could be determined
as follows:

ωe � Sj × Rj ×
Ns

Nd

, (3)

where Sj is the security level of the protocol adopted by the
communication link j, Rj is the reliability level of the
protocol, Ns is the number of protectionmethods practically
adopted by the protocol, and Nd is the number of protection
methods which should be adopted by the protocol. ,ere-
fore, Sj is determined by the openness of the standard
protocol, where the private protocol can be assigned to the
maximum value. Rj depends on whether the communica-
tion link is wireless, where the value of a wireless link is
obviously smaller than that of a wired link. Nd is the
maximum value of Ns in the system.

,erefore, the structural entropy of a CBTC system can
be formulated as follows:

H
s
(G(t)) � − 

L

j�1

Vj ωe( 

2m


nj

i�1

d
j
i ωe, VNi( 

Vj ωe( 
log2

d
j
i ωe, VNi( 

Vj ωe( 
− 

L

j�1

gj ωe( 

2m
log2

Vj ωe( 

2m
, (4)

4 Complexity



where Vj(ωe) is the weighted Vj in (1),
d

j
i (ωe, VNi) � VNi × d

j
i (ωe), d

j
i (ωe) is the weighted d

j
i in

(1), and gj(ωe) is the weighted gi in (1).

3.2. Physical Domain. ,e structural entropy in (4) can
demonstrate changes of network typologies due to node
failures and interruptions of communication links caused by
security issues, which is the performance variance of cyber
space. However, due to cyber-physical characteristics of
CBTC systems, performance variances of physical space
should also be considered. Based on the transportation
service attribute of CBTC systems, the achievement rate of
timetables can be used to describe effects caused by security
attacks on train operation. Firstly, the normalized value of
the performance loss of a train is expressed as follows, where
the min–max principle is applied.

Δpnorm � αΔsnorm + βΔvnorm + cΔtarr−norm,

Δsnorm �
Δs − Δsmin

Δsmax − Δsmin
,

Δvnorm �
Δv − Δvmin

Δvmax − Δvmin
,

Δtnorm �
Δtarr − Δtarr−min

Δtarr−max − Δtarr−min
,

(5)

where Δsmin, Δvmin, Δtarr−min, Δsmax, Δvmax, and Δtarr−max are
the minimum and maximum value of the variation of the
displacement, velocity, and arriving time, and α, β, and c are
the weight of three parameters.

,erefore, the performance of a whole subway line under
attack can be formulated as follows, which is the y axis of
Figure 1.

AR(t) �
pp(t) − pl(t)

pp(t)
� 1 − 

N

i�1

Δpi
norm
N

, (6)

where pp(t) is the train operation performance of the entire
line under normal conditions and pl(t) represents the
performance loss of the whole line under attack.

3.3. Resilience of CBTC Systems. Equation (6) demonstrates
the overall performance of CBTC systems under attack.
With the attacking process being implemented, states of
nodes and edges are changing. ,erefore, AR(t) and
Hs(G(t)) are time-varied functions. By combining AR and
Hs(G(t)), the performance of cyber space and physical
space can be monitored, which can demonstrate effects of
security attacks on CBTC systems shown as follows:

H(t) � AR(t) × H
s
(G(t)). (7)

According to the metric proposed in [19], there are three
attributes to measure resilience: absorptive capacity, adap-
tive capacity, and restorative capacity, and the corre-
sponding expression is shown as follows:

ρj Sp, Hr, Hd, Ho  � Sp

Hr

Ho

Hd

Ho

, (8)

where j is the jth cyber attack, Sp is the recovery speed factor,
Hr is the stable level after the system recovers from cyber
attacks, Hd is lowest performance level of the system due to
attacks, and Ho is the normal performance level of the
systems. Obviously, Hr/Ho describes the adaptive capacity
while Hd/Ho presents the absorptive capacity.

In addition, the recovery speed factor is determined
according to some key timing.

Sp �

tδ
tr∗

exp− a tr− tr∗( ), tr > tr∗ ,

tδ

tr∗
, else,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

where tdelta is the tolerable time before the recovery measures
are implemented, tr∗ is the time when some initial measures
are performed to decrease the effects of attacks, tr is the time
when CBTC system recovers to a stable operation level, and
a is a decay factor.

Considering operation principles of CBTC systems,
when attacks are performed and cause failures of critical
equipment such as ZC, trains will implement emergency
braking to keep safe based on fail-safe mechanisms.
Obviously, the performance of the whole subway line will
fall down to a lowest level Hd, and the corresponding time
is tδ. Due to the existence of backup operation mode,
CBTC system can still operate with ZCs and trains will
recover from the emergency braking state, which is the
initial measure to keep the continuous service. ,erefore,
tr∗ is determined. Finally, after cyber attacks finish, ZCs
being attacked can run at a normal state and CBTC
systems can return to a stable level Hr which is generally
smaller than the normal level Ho. Hence, tr can also be
obtained.

4. Simulation Results and Discussions

4.1. Simulation Description. Take Beijing Subway Yizhuang
Line, for example, where there are 13 stations, 6 ZCs, and 6
CIs and the length is 23.3 km. Based on the structure of
CBTC systems and the architectures of ZCs, CIs, and ATS, a
computer network of CBTC is demonstrated in Figure 3,
where the double 2-vote-2 architecture is applied in ZC and
CI subsystems.

,e normal timetable of Beijing Subway Yizhuang Line
is taken as the input of simulations as shown in Figure 4.,e
typical jamming attack is implemented on train-ground
wireless communications. ,ere are two scenarios:

Scenario 1 took ZCs as attacking targets. Generally, ZC
failures could cause serious disturbances to train op-
erations, as trains have to perform the emergency
braking when they cannot receive MAs from ZCs.
,erefore, operators must try their best to repair
failures or implement some other emergency response

Complexity 5



measures. We assume that operators should take sev-
eral minutes to make the system recover from ZC
failures. According to the architecture in Figure 2, the
attacking path is CC1 (300 s)⟶ PU1 and PU2 (400 s)
⟶ CC2 (600 s) ⟶ PU3 and PU4 (700 s). In the
scenario, there were three ZC systems being attacked

and crashing. After several minutes, the three ZC
systems successively recovered at 2500 s, 2900 s, and
3300 s, respectively.
Scenario 2 took trains as attacking targets, where DoS
attacks were implemented on wireless communications
between ZCs and VOBCs. ,rough sending a large
number of data packets to exhaust bandwidth re-
sources, communication interruptions could be caused,
and trains have to perform the emergency braking to
keep safe based on “fail-safe” mechanisms. ,erefore,
trains worked under the degraded mode depending on
operation of drivers until wireless communications
recovered to normal. In the scenario, we attacked the
5th, 10th, and 15th trains, respectively, at t � 1000 s,
t � 2000 s, and t � 2500 s. Successively, trains ran un-
der the normal mode at t � 1500 s, t � 2500 s, and
t � 3000 s.

4.2. Simulation Results

4.2.1. Performance of Cyber Space. Figure 5 shows the
network performance based on the two-dimensional
structure information entropy under scenario 1, where A, B,
C, and D, respectively represent failures of CC1, PU1 and
PU2, CC2, and PU3 and PU4 of ZC2. ,e initial network
performance under the normal mode was 7.6754. During the
attacking process, the main system and the standby system
of ZC2 crashed, and the network performance fluctuated.
When ZC3 and ZC4 successively crashed, the network
performance reached 7.4068. ,en, some measures were
implemented to make ZCs recover to normal. ,erefore,
ZC2, ZC3, and ZC4 started to work normally in sequence,
and the network performance quickly returned to the
original value before the attack.

Figure 6 demonstrates the network performance under
scenario 2, where wireless communications between trains
and ZC were blocked by DoS attacks. ,e network per-
formance had little influence, which means attacks on single
or several wireless links could hardly bring obvious changes
of the network topology. However, communication inter-
ruptions could lead to the emergency braking of trains,
which obviously affected the operation of a subway line.
,erefore, gentle changes of network performance cannot
describe effects of DoS attacks on CBTC systems.

4.2.2. Performance of Physical Space. Figures 7 and 8 present
practical timetables under two different scenarios. It can be
seen from the timetable that, in the two attack scenarios, the
normal operation of the train was greatly affected. Figure 7
indicates that after the first ZC system was compromised, the
timetable began to be delayed under scenario 1. With the
restoration of the ZC system one by one, the timetable began
to recover, but it still had an impact on subsequent train
operations. Figure 8 shows that even if there was no impact
on the network domain, due to the DoS attack on the
wireless communication between ZCs and VOBCs, the train
could not obtain MAs, so it led to emergency braking, which
still had an impact on the timetable. ,erefore, cyber attacks
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can badly affect the normal operation of a whole subway line.
It is necessary to evaluate the train performance loss of a
whole subway line under cyber attacks.

As shown in Figure 9, the train operation performance
(defined in (6)) of the subway line decreased as several ZCs
broke down (A ∼ B) and then increased with the recovery of
ZCs (B ∼ C). With the recovery of ZCs, each train returned
to the normal operation state. However, the performance
loss is irreparable, and the curve could not reach the normal
operation level as shown in area C.

,e train operation performance of the subway line under
DoS attacks on wireless communications is shown in Figure 10.
It began to decrease (area A) and fell to the lowest point (area B)
at t � 2300 s. In order to keep the continuity of transportation
service, trains had to recover to the normal operationmode, and

then the curve started rising. However, trains performing the
emergency braking could affect normal operation of following
trains in a certain area, and those far from the attacked ones
could keep the normal model.

4.2.3. Resilience Assessment of CBTC Systems. As shown in
Figures 11 and 12, the performance of the cyber domain and
that of the physical domain were integrated, which could
demonstrate the security state of the whole subway line
under attack, and the corresponding polynomial fitting
results were also included.

According to fitting results, the key parameters of (8) and
(9) were determined as shown in Table 1.,e lowest value of
the security level under the two scenarios was close. In
scenario 1, failures of one single ZC could affect all the trains
within its control. Meanwhile, with the longer attacking
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time, the affected area was wider. Hence, it should take more
time to recover to the normal level compared with scenario
2. In addition, interruptions of wireless communication
could directly affect performance of trains. ,erefore, the

performance fading rate of scenario 2 was larger. In scenario
2, due to the DoS attack on the wireless communication
between ZCs and VOBCs, although it still causes train
delays, system performance will return to normal levels after
the attack ends.

We could calculate three attributes of resilience as shown
in Table 2. ,e absorptive capacities under the two scenarios
were almost the same, which indicated that the CBTC system
had similar robustness. As one ZC can control several trains,
adaptability and recovery capacity of CBTC systems were
weaker under scenario 1. ,erefore, resilience can be
quantitatively assessed according to the process of attacks.

5. Conclusion

In this paper, a resilience-based assessment approach is
proposed to measure the security level of CBTC systems.,e
two-dimensional structure entropy is adopted to describe
the performance of the cyber domain, and that of physical
space is calculated according to the practical timetable and
running states of trains. Based on stages of attacks, resilience
metrics are utilized to analyze the security level of the whole
subway line, where both cyber space and physical space are
considered. Two typical attacking scenarios were built, and a
practical subway line was taken as an example. Simulation
results show that the resilience-based approach can effi-
ciently evaluate the security level of CBTC systems under
different attacks.
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Figure 11: ,e overall performance of the subway line under
scenario 1.
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Figure 12: ,e overall performance of the subway line under
scenario 2.

Table 1: Resilience parameters of CBTC system under two different
scenarios.

Resilience parameters Scenario 1 Scenario 2
Ho 7.6754 7.6754
Hd 4.9438 4.8213
Hr 6.2394 7.6754
tδ (s) 3400 2500
tr∗ (s) 2119 3672
tr (s) 4821 3672

Table 2: Resilience assessment results of CBTC systems under two
scenarios.

Assessment metrics Scenario 1 Scenario 2
Absorptive capacity 0.6441 0.6281
Adaptability 0.8129 1
Recovery capacity 1.6049 1.2310
Resilience index 0.6446 1.7734
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Based on the theories of social network, social support, and retirement process, this study analyzes the source and composition of
social support for Chinese athletes on the basis of constructing the social support network. Subsequently, we analyze the impact of
social support on employment quality of Chinese athletes from different dimensions and further explore the mechanism of social
support on the employment quality of athletes from the moderating role of athletes’ self-employment cognition. *e study found
that the social support network of athletes showed a clear tendency toward “strong ties,” and the social support they received
mainly came from family members, teammates, and sports teammanagers.*ese kinds of social support will directly promote the
employment quality of athletes after retirement.When athletes have full knowledge of their future employment status, the effect of
social support in promoting employment quality will be further expanded.

1. Introduction

In recent years, with the continuous development of China’s
sports industry, the building of the leading sports nation has
become an important strategic move in China’s moderni-
zation. Competitive sports have always played a leading role
in sports undertakings [1]. As the main body of competitive
sports, whether athletes can achieve reasonable arrangements
at the three key nodes of athlete selection, training, and
transfer has become the core of the sustainable development
of China’s competitive sports. In order to solve the problem of
reemployment and placement of athletes in a better way,
General Administration of Sport of China has successively
introduced a series of important measures. Education, per-
sonnel, labor security, and sports departments at all levels
have also actively created conditions to broaden the em-
ployment channels for retired athletes and guide athletes to
adapt to the social needs. Constructing and perfecting the
support system for athletes’ transformation have been an
indispensable part of building the leading sports nation.

Although China has introduced relevant support policies
for the professional transformation of retired athletes, the
appearance of low employment rate, narrow employment
scope, and low-quality employment still embarrasses them.
In order to improve the reemployment quality of retired
athletes, we must help athletes establish a correct self-
awareness of employment first, and various social resources
should be given full play. Studies have shown that, among
the many factors that affect the personal employment
quality, social support has played a very important role in the
conversion of personal careers [2]. Similarly, in the career
transition process of athletes, the social support system will
also affect their smooth employment in terms of psycho-
logical adaptation needs, social survival needs, and indi-
vidual career development needs. Whether athletes succeed
in finding high-quality employment opportunities depends
on whether they can make good use of social support.
Among them, psychological social support will increase
athletes’ self-evaluation and the possibility of adopting
positive coping styles, thereby obtaining better
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reemployment opportunities [3]. It can be seen that social
support is a key factor in promoting athletes’ employment
opportunities.

At present, more and more academic research on the
career transformation of athletes is published, but most of it
is qualitative research on the transformation and employ-
ment status of athletes. Quantitative research on the com-
plex influencing mechanism of athletes’ reemployment
quality and the sources of influencing factors is less com-
mon, especially the empirical research on the impact of
social support in athletes’ social networks on their reem-
ployment quality. *erefore, in order to explore the influ-
ence of mechanism of social support on the reemployment
quality of Chinese retired athletes, this study will build a
social support network for athletes and clarify the source and
composition of social support. *e theories of social support
and retirement process are the theoretical basis. *e impact
of social support on the reemployment quality of Chinese
athletes is analyzed from different dimensions, and on this
basis, the modulating effect of athletes’ self-employment
cognition is further shown to demonstrate the impact of
social support on athletes’ reemployment quality. *e
mechanism of employment quality provides theoretical
support and assistance for the proper placement and smooth
transition of Chinese athletes after retirement.

2. An Analysis of Social Support Sources of
Chinese Athletes from the Perspective of
Social Networks

In the early 1970s, psychiatric literature introduced the
concept of social support, sociology, and medicine using
quantitative assessment methods to conduct a large number
of studies on the relationship between social support and
physical and mental health, and coping with special stress
events. However, the connotation has not been uniformly
defined within the various disciplines. At present, the aca-
demia mainly defines social support as follows: First, it is
defined from the perspective of social interactivity. Sarason
(1985) deemed that “social support is an objective existence
between people or an interactive relationship that an in-
dividual can perceive” [4]. Second, from the perspective of
social resources, it is believed that social support is “a form of
resource exchange, which stems from the help generated by
social relations, which is people’s contact information or
support network members” [5]. *ird, from the perspective
of social behavior, it is believed that “social support is the
response of individuals or groups to the social needs of
others. It refers to both the support and help behavior be-
tween people and the occurrence process of such mutual
support and help behavior.” [6]. Comparing the above three
viewpoints, scholars define it from different angles, showing
that the concept of social support varies according to the
research object and purpose. Among them, the social re-
sources view pays more attention to the types of social
resources provided by each member of the social network
when researching for social support and the role of various
resources in the exchange and interaction between social

network members, such as emotional support, information
support, and tool support. *e focus of this research is to
analyze the impact of the social support received by Chinese
athletes on obtaining high-quality employment opportuni-
ties and improving the quality of employment, and existing
studies have shown that the social resources obtained by
individuals through social networks can make it easier to
make connections with higher-ranking helpers.*erefore, in
order to better reflect these sources of social support that can
help athletes improve the quality of employment, this article
defines social support from the perspective of social re-
sources; that is, social support is a form of resource ex-
change, which is generated in the process of interaction
between athletes in a support network.

From the above definition of social support, it can be
seen that the source of social support must be in the social
network where the individual is located. Chinese athletes
have received closed training and management since
childhood, so their social network structure is of unique
characteristics. *erefore, if we want to correctly analyze the
impact of social support on the reemployment quality of this
group, we must first sort out the source and composition of
social support by constructing individual social support
networks for athletes.

2.1. &e Measurement Index of the Social Support Network of
Chinese Athletes. Although individual social network re-
search has some common concepts when describing the
network structure, the Chinese athlete social support net-
work is unique, and the concepts of some indicators that
need to be measured are different [7]. *is study mainly
focuses on the following measurement indicators in the
social support network:

(1) Network size: it is mainly used to measure the total
number of people in the network. *e larger the
number, the richer the social support an individual
has.

(2) Relationship constitution: it mainly refers to the
proportion of athletes’ various relationships in the
network. *is study mainly involves five types:
family members, relatives, classmates or friends,
teammates, and team managers. Among them,
family members specifically refer to the athlete’s
parents, spouses, and children; relatives are those
other than the aforementioned ones; teammates are
the athletes’ companions in the same training team;
team managers are the athlete’s coaches, sparring
partners, team leaders, and other daily contact
training teams managers; and classmates or friends
are friends other than teammates and managers in
the team. *e social relationships that constitute the
athlete’s social network do not overlap with each
other.

(3) Ties strength: tie strength can be divided into two
types: “strong ties” and “weak ties.” *ere are “in-
teractive method” and “role method” [8] to measure
the strong and weak ties. *is research combines the
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reality of Chinese athletes and adopts the “role
method.” In the measurement of the “role method”
in the past, “family members and relatives” were
often defined as strong ties, and other relationships
were defined as weak ties. *rough our interviews
with athletes, combined with their professional
characteristics and closed group training, we here
define “family members,” “teammates,” and “team
managers” as strong ties and others as weak ties.

2.2. Data Sources of the Social Support Network for Chinese
Athletes. *e connection time before and after the retire-
ment of Chinese athletes is very short, and the social support
they obtain when researching for a job comes from the social
network built during their service. *erefore, in order to
better reflect the social network characteristics of athletes
during this special period, this study used high-level Chinese
professional athletes in service as samples when constructing
the network. *e athlete training management center selects
athletes who have participated in large-scale sports events at
or above the national level in the past as the survey objects
and collects the data required for the construction of the
social support network through a combination of on-site
and online questionnaires distribution. 500 paper ques-
tionnaires and online questionnaires were distributed, 463
valid questionnaires with complete data content were re-
ceived, and the effective rate of the questionnaire was 92.6%.

2.3. Analysis of Social Support Network of Chinese Athletes.
In the survey, this study refers to van der Poel’s social
support questionnaire and divides it into practical support
and emotional support. Each type of subnetwork is de-
scribed with a question. Among them, the question of
emotional support is, when you are depressed because of
certain problems, such as quarreling with people around you
or dissatisfaction with training, life, etc., who do you usually
talk to? *e practical support question is, when you en-
counter difficulties in training, living, or finding a job, who
do you think will help you? *rough the research on the
above issues, the number of helpers or associates who
provide this type of social support to athletes will be ob-
tained, so as to clarify the main source and composition of
social support for professional athletes in China.*e analysis
results are shown in Table 1.

Firstly, with regard to the network size, the sizes of
athletes’ practical and emotional support network are 4.12
and 5.13, respectively, which are relatively small. Among
them, the emotional support network size is slightly larger
than that of the practical support network, which indicates
that the practical social support is not so important in the
training and daily life, which may be related to their life
pattern. Since Chinese athletes’ training centers are managed
in a closed way and all foods and accommodation are
provided uniformly, this may lead to low demands in this
aspect.

Secondly, concerning the relation composition, in the
two specific social support networks, the proportion of
“teammates” is the highest, which is 40.06 and 59.49,

respectively, indicating that in daily life no matter the type of
support is, practical things or emotional psychological help,
most of it comes from their teammates in the sports team. In
addition, family and friends also offer more social support to
athletes. In terms of practical support, family support is
slightly more than that of classmates and friends, while in
terms of emotional support, athletes rely more on classmates
and friends. In addition, it should also be noted that athletes
are destined to contact more the coaches and other per-
sonnel due to their daily life and training, so they offer more
practical support to them.

Finally, in respect of the strong and weak ties, the strong
ties between the two kinds of social support networks ac-
count for more than 70%, showing a strong tendency toward
“strong ties.” Because it is difficult for Chinese athletes to get
in touch with other groups in the society in the training
process, their social objects are mostly concentrated in
family members, teammates, and team managers, which
leads to their narrow social circle and limited social support
from weak ties.

*rough the network analysis, it can be seen that athletes
are limited by the closed social environment, and most of
their social support comes from strong ties networks such as
family members, teammates, and sports team managers.
Among these social support sources, teammates and family
members account for a higher proportion.

3. Theoretical Basis and Research Hypothesis

3.1. Social Support and Employment Quality of Professional
Athletes. *e employment quality originated from the labor
concept advocated by the international labor field in the
1990s. With the gradual deepening of research in recent
years, its connotation is constantly evolving and expanding,
but in general the employment quality is the synthesis
evaluation of the results of individual employment behav-
iors, including aspects like labor compensation and benefits,
employment safety, career development, and work and life
satisfaction [9]. Judging from the performance of the em-
ployment problems faced by retired athletes, they mainly
concentrated in the low level of labor remuneration and
social security, lack of stability in employment, lack of clear
career promotion channels, and low overall job satisfaction.
*erefore, it is crucial to find out the factors that promote
the employment quality of athletes after retirement for
improving the employment placement situation.

Relevant studies have shown that social support is a
particularly important one among the many factors that
affect individual employment quality, and this also applies to
athlete groups. After athletes retirement, the social support
provided by their social network not only gives them
emotional accompaniment to ensure that they can conduct
effective emotional communication and information ex-
change, but also provides them with more high-quality and
reliable job opportunities to help them establish a new
lifestyle in a better way [10]. Other studies found that fre-
quent communication with parents, coaches, and peers and
support from them can enhance athletes’ confidence in
dealing with issues related to career development, which not
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only enables athletes to correctly accept the new living
environment, but also helps them transfer their related
athlete qualities to improve their evaluation of their work
and life while entering a new position [11]. *ese forms of
tangible and intangible social support have greatly enhanced
the overall quality of employment of athletes after retire-
ment. *erefore, paying attention to the social support re-
ceived by athletes is of great significance to the improvement
of the quality of employment of athletes after retirement.

Based on the above analysis, this research proposes the
following research hypothesis:

H1: social support has a significant positive impact on
the employment quality of Chinese athletes

From the source and composition of the social support
of athletes, it can be seen that most of the social support
comes from “strong ties” groups such as family members,
teammates, and sports team managers. *erefore, in this
study, the social support of can be subdivided according to
the source into family support, teammate support, and
sports team support. *erefore, research hypothesis H1 can
be further subdivided into the following:

H1a: family support has a significant positive impact on
the employment quality of Chinese athletes
H1b: teammate support has a significant positive im-
pact on the employment quality of Chinese athletes
H1c: sports team support has a significant positive
impact on the employment quality of Chinese athletes

3.2. &e Relationship between Social Support, Employment
Perception, and Employment Quality of Professional Athletes.
Social support has an impact on the employment quality of
retired athletes by giving professional athletes emotional
companionship, helping athletes establish career choices,
and providing high-quality employment opportunities. *is
impact mainly refers to the positive benefits produced by
using the main force of social support to work after re-
tirement [12]. In the process of reemployment, some athletes
will develop advance understanding of their role positioning,
ability evaluation, employment environment, career devel-
opment willingness, etc. before employment, and make
corresponding preparations to better grasp the employment
opportunities of social support and obtain a better quality of
employment. *is kind of cognitive process in which in-
dividuals take the initiative to understand and prepare for
the employment process is employment cognition [13].

Studies show that employment cognition is one of the
important factors related to the effect of social support on
the employment quality of athletes after retirement.

Retirement process theory believes that the retirement of
athletes is a natural process of sports career development,
which means that athletes enter another social culture from
one social culture, and the renewal of their understanding of
careers and future choices is also a natural process of change.
When athletes retire and transitions without clear em-
ployment cognition, their career choice behavior will be in a
passive state; on the other hand, athletes with clear em-
ployment cognition will actively strengthen their self-
transformation cognition, improve work cognition ability,
and be active in understanding the status of employment and
actively constructing a career vision, which enables them to
maximize the use of opportunities provided by social sup-
port they receive, thereby further enhancing the impact of
social support on the employment quality [14]. *erefore,
through theoretical analysis, the study believes that em-
ployment cognition may play a positive moderating role in
the relationship between athletes’ social support and em-
ployment quality. *erefore, the study puts forward the
following hypotheses:

H2: employment cognition has a positive moderating
role in the influence of social support on the em-
ployment quality of Chinese athletes
H2a: employment cognition has a positive moderating
role in the influence of family support on the em-
ployment quality of Chinese athletes
H2b: employment cognition plays a positive moder-
ating role in the influence of teammate support on the
employment quality of Chinese athletes
H2c: employment cognition plays a positive moder-
ating role in the influence of sports team support on the
employment quality of Chinese athletes

Based on above hypotheses, the theoretical model
framework constructed in this study is shown in Figure 1.

4. Research Design

4.1. Research Objects and Data Sources. In the research
process of this study, Chinese high-level athletes who are
reemployed after retirement and who have participated in
national level and above large games were selected as the
research object.*ey are from athletes training management
centers in Shaanxi, Shanxi, Tianjin, and Fujian. *rough the
questionnaires issued and distributed on-site and online, a
combination of related research data was collected. A total of
500 questionnaires were distributed, among which 437 were
valid questionnaires with complete data content, with an
effective rate of 87.4%. *e descriptive statistics for the
sample data are shown in Table 2.

Table 1: Analysis results of social support network for Chinese athletes.

Social support
network

Network
size

Relation composition (%) Strong/weak ties (%)
Family
members Relatives Classmates or

friends Teammates Team
managers

Strong
ties

Weak
ties

Practical support 4.12 25.99 3.29 24.19 40.06 6.48 72.52 27.48
Emotional support 5.13 12.47 2.48 22.84 59.49 2.72 74.68 25.32
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4.2. Variable Selection and Measurement Method. *e core
variables involved in this study include athletes’ employment
quality, employment perception, family support, teammate
support, and sports team support. Among them, the
explained variable is the employment quality of retired
athletes; the core explanatory variables reflected three dif-
ferent sources of social support: family support, teammate
support, and sports team support. *e moderating variable
was the athletes’ employment perception near retirement. In
addition to the above core variables, this paper also selects
four variables that can reflect the individual characteristics of
athletes, namely, gender, age, education level, and years of
sports training, as the control variables.

In the measurement of core variables, the research used
Likert 5-level scale to collect relevant information of the
research objects. *e options of each variable are “com-
pletely disagree� 1,” “basically disagree� 2,” “not sure� 3,”
“basically agree� 4,” and “completely agree� 5.” After cal-
culating the scores of each scale, the measurement index of
the sample was constructed by means of mean processing.
Among them, social support was measured using the revised
SSQA scale compiled by Du et al. (2020) [15], which was
divided into three dimensions: family support, teammate
support, and sports team support. Employment cognition
refers to the quantity of career development and career
attitude compiled by *omas et al. (2010) [16], which is
mainly measured from the four aspects of cognition of
employment purpose, cognition of self-employability, cog-
nition of employment situation, and intention of career
development. Since there is no systematic measurement
scale for employment quality, this study, on the basis of the
research results of Erhel (2015) [17] and Bedeian (1991) et al.
[18], measured athletes’ subjective feelings on their relative

salary level, job stability, social security, career development,
and job satisfaction.

4.3. Data Analysis Methods. In order to examine the in-
fluence of mechanism of social support and employment
perception on the employment quality of Chinese athletes,
the data analysis of this study is mainly divided into two
stages. In the first stage, the study will build a multiple linear
regression model of the impact of social support on the
employment quality of Chinese athletes and analyze the
main effects of family support, teammate support, and sports
team support on the employment quality of athletes. In the
second stage, the study will introduce employment cognition
to construct interaction terms, and test the moderating effect
of employment cognition through hierarchical regression
model, so as to further clarify the influence mechanism
between social support, employment cognition, and athletes’
employment quality, so as to verify the theoretical hy-
potheses proposed by the study and finally draw research
conclusions.

4.4. Reliability andValidity Tests. Since the scale used in this
study was processed andmodified on the basis of the original
scale, in order to ensure the validity of the obtained data, it is
necessary to test its reliability and validity first.

Questionnaire reliability method is as follows: through
the internal consistency method, Cronbach’s α coefficient
was used to test the reliability of the recovered sample data. It
was found that the α coefficient of the variables involved in
this study, such as family support, teammate support, sports
team support, employment perception, and employment
quality, was between 0.838 and 0.913, all greater than 0.7,

Family support

Teammates support

Sports team support

Social support
Employment cognitive

H1a

H1b

H1c

H2a H2b H2c

Quality of employment

Figure 1: Schematic diagram of theoretical model.

Table 2: Analysis results of descriptive statistics.

Variables N Statistics (X± S) Variables N Statistics (%)
Quality of employment 437 3.68± 0.98 Gender Female 204 46.7
Family support 437 3.44± 1.21 Male 233 53.3
Teammates support 437 3.47± 1.09 Education level Bachelor’s degree 358 81.9
Sports team support 437 3.53± 1.14 Master’s degree or above 79 18.1
Employment perception 437 4.08± 0.51 Training years <9 years 43 9.8
Age 437 29.63± 3.48 ≥9 years 394 90.2
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showing high reliability. *is indicates that the data mea-
sured by the 5 variable scales in this study are consistent, and
the results obtained can be regarded as ones derived from a
consistent measurement method and treated as an aggregate
average.

Questionnaire validity is as follows: the KMO and
Bartlett sphere test results show that the KMO value of the
scale involved in the research is 0.740> 0.5 and the signif-
icance of the Chi-square statistic of the Bartlett sphere test is
0.000< 0.1. *rough the significance test, further factor
analysis can be performed. *rough exploratory factor
analysis of 22 items, a total of 5 common factors with
characteristic roots greater than 1 were extracted. Among
them, factors 1 to 5 are employment cognitive, family
support, sports team support, teammates support, and
quality of employment. *e analysis results showed that the
question factor loads of the five factors were all greater than
0.5, and there was no cross factor phenomenon, indicating
that the measurement questions of the questionnaire had
good convergent validity andmet the research requirements.

5. Empirical Analysis of the Influence of Social
Support and Employment Perception on
Athletes’ Employment Quality

5.1. Analysis of the Influence of Social Support on the Em-
ployment Quality of Chinese Athletes. In order to verify the
influence of the three different dimensions of social support
on the employment quality of Chinese athletes and at the
same time screen out the influence of other noncore vari-
ables, this study adopts the regression method and divides it
into two models to verify it. Only four control variables were
added to Model 1, which were gender, age, training years,
and education level. *e purpose of Model 1 was to in-
vestigate whether the control variables had an impact on the
employment quality of athletes. On the basis of Model 1,
Model 2 added core explanatory variables reflecting the three
dimensions of social support to observe whether the in-
fluence of social support and control variables on athletes’
employment quality changed. As the explained variable
employment quality is a continuous value, OLS regression
model is adopted for statistical analysis. *e results of
empirical analysis are shown in Table 3.

*e results showed that the fitting degree of Model 1 and
the significance of the overall model were poor (R2� 0.018,
F� 1.960, P< 0.100), indicating that the control variables
had almost no impact on the employment quality of Chinese
athletes.*erefore, it can be judged that gender, age, training
years, and education level have no influence on the em-
ployment quality of athletes. *e fitting degree of Model 2
and the significance of the overall model were high
(R2� 0.789, F� 228.926, P � 0.000< 0.01), and the three
core explanatory variables all passed the significance level
test of 1% (P< 0.01).

In previous related studies, personal factors such as the
gender and education level of job seekers often have an
impact on the quality of their employment. However, the
analysis results of Model 1 show that these personal factors

in the athlete group do not have a significant impact on the
quality of their employment. Research believes that the main
reason for this phenomenon is that the reemployment of
Chinese athletes is unique. Most professional athletes will
engage in work related to their sports after retirement, such
as coaches and sports management staff. In these areas of
work, compared to the education level, recruiters value the
athlete’s professional ability and understanding of sports
management more. Such employment environment and
work content have also reduced the unequal treatment of
athletes due to gender to a certain extent, which is different
from previous studies.

According to the standard regression coefficient of the
three core explanatory variables inModel 2, the coefficient of
family support is the largest, which is 0.348, indicating that
family support has the greatest influence on the employment
quality of Chinese athletes. Every 1% increase in the score of
family support will increase the score of the employment
quality of athletes by 0.36%. Although the influence of
teammate support and sports team support on athletes’
employment quality is slightly lower than that of family
support, the coefficient is still around 0.3, and the positive
influence on Chinese athletes’ employment quality is also
very significant. Accordingly, it can be concluded that social
support has a significant positive impact on the employment
quality of Chinese athletes, which indicates that the higher
the family support, teammate support, and sports team
support are, the higher the employment quality of retired
athletes will be. *erefore, hypothesis 1 of the study is
verified.

Research has shown that there is a strong relationship
between the support of family, teammates, and sports teams
and the transition to retirement. When athletes are faced
with transition decisions after retirement, the support of
parents, peers, coaches, or team leaders will have a positive
impact on athletes’ career exploration and choice [19].
Existing literature shows more that athletes receive help
from peers, sports teams, and families during the transition
to retirement [20]. On this basis, this study further found
that the information, resources, and actions from the social
network will directly promote the employment quality of
athletes after retirement. Because Chinese athletes training

Table 3: Analysis results of the influence of social support on the
employment quality of Chinese athletes.

Variable
Model 1 Model 2

Standardization
factor

Standardization
factor

Gender −0.068 (−1.405) 0.003 (0.150)
Age 0.022 (0.450) 0.009 (0.386)
Training years 0.066 (1.385) −0.004 (−0.169)
Education level −0.095 (−1.975) −0.044 (−1.959)
Family support — 0.348∗∗∗ (8.484)
Teammate support — 0.316∗∗∗ (7.246)
Sports team
support — 0.287∗∗∗ (7.106)

R2 0.018 0.789
F 1.960 228.926∗∗∗

Note. ∗P< 0.1, ∗∗P< 0.05, and ∗∗∗P< 0.01.
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in a closed system, the sports career during difficult to access
to other kinds of work, so after the athlete retires, facing the
sudden arrival of career transition, on the one hand they will
produce in the psychological anxiety and tension, on the
other hand they completely on your own is difficult to find
suitable and quality work. At this time, family, the team
teammates, as well as the long-term exposure to team
management support for the athletes, which can give great
extent to alleviate the employment pressure of athletes, and
retired after the transformation of career development to
provide substantial material support, help them get higher
pay and better benefits, personal more satisfying jobs, and it
has brought substantial promoting effect to the improve-
ment of employment quality.

5.2. Analysis of Employment Perception Moderating Effect on
the Relationship between Social Support and Employment
Quality of Chinese Athletes. In order to further explore the
influence of mechanism of social support on athletes’ em-
ployment quality, the study further tested the moderating
effect of employment cognition on the basis of the main
effect analysis of social support. In this study, employment
quality was taken as the dependent variable; family support,
teammate support, and sports team support as the inde-
pendent variable; and employment perception as the
moderating variable to build the following hierarchical re-
gression model:

Model 3: QE� α0 + α1CONTROLS+ α2FS + α3TS +
α4STS + α5EC+ ε
Model 3′: QE� α0 + α1CONTROLS+ α2FS +
α3TS + α4STS+ α5EC+ α6FS∗EC+ ε
Model 4: QE� α0 + α1CONTROLS+ α2FS + α3TS +
α4STS + α5EC+ ε
Model 4′: QE� α0 + α1CONTROLS+ α2FS + α3TS +
α4STS + α5EC+ α6 TS∗EC+ ε
Model 5: QE� α0 + α1CONTROLS+ α2FS + α3TS +
α4STS + α5EC+ ε
Model 5′: QE� α0 + α1CONTROLS+ α2FS + α3TS +
α4STS + α5EC+ α6STS∗EC+ ε

In order to eliminate the influence of multicollinearity,
the variables FS, TS, STS, and EC were obtained by cen-
tralized processing on the basis of the aggregate mean of the
original data. FS∗EC, TS∗EC, and STS∗EC are the in-
teraction terms of family support, teammate support, sports
team support, and employment perception, respectively,
representing the moderating effect of employment percep-
tion on the relationship between social support and athletes’
employment quality. When the coefficient α6 of Models 4′,
5′, and 6′ is significant, it indicates that employment per-
ception has a moderating effect. When the coefficient is
positive, it has positive regulation effect; otherwise, it has
negative regulation effect. Due to space constraints, only the
analysis results of Models 4′, 5′, and 6′ are presented here, as
shown in Table 4.

*e results show that the fitting effects of the three
models are all good (R2 [Model 6′]� 0.799; R2 [Model 7′]�

0.803; R2 [Model 8′]� 0.794).*e results of Model 6′
(F� 189.169, P � 0.000< 0.01) show that the coefficient of
interaction between employment cognition and family
support is 0.095. *e significance level test of 1% indicates
that the establishment of good employment cognition in
advance can guide athletes to better understand themselves
and clarify their future career development direction, so that
they have the initiative to choose in the process of em-
ployment, which effectively protects the effectiveness of the
career development of retired athletes. After retirement, the
most direct practical problem athletes face is the poor
employment situation caused by single skills, little work
experience, and lack of accurate employment service
platform.

Family, as a harbor for athletes, provides financial,
material, emotional, and other support for the entire life
course of athletes. *e accumulation and help of family
capital can enhance the labor value of retired athletes and
improve their employment quality. When athletes accurately
assess their own positioning in advance and understand the
employment environment, they can better grasp their per-
sonal abilities and specialties, determine the best career
development direction, and more easily choose a career path
that meets their interests and specialties during the accu-
mulation of family capital, which enhances the employment
quality of retired athletes. *erefore, employment percep-
tion has a significant positive moderating effect on the
impact of family support on the employment quality of
Chinese athletes, which supports hypothesis 2a.

*e results of Model 7 ′(F� 193.747, P � 0.000< 0.01)
show that the interaction coefficient of employment cog-
nition and teammate support is 0.119, and through the
significance level test of 1%, it is shown that the influence of
teammate support on athletes’ employment quality will be
positively adjusted by athletes’ own employment cognition.
After Chinese athletes enter professional training, they
spendmost of their time with their teammates day and night.
In their spare time, more spiritual support comes from the
communication with their teammates. A harmonious re-
lationship can bring great psychological comfort to athletes,
make them feel a sense of belonging, and create a com-
fortable and stable psychological environment. After re-
tirement, athletes often fall into the “social anxiety,”
inferiority, and frustration syndrome due to the difference in
social status and confusion about their future development,
which will reduce their satisfaction with the new job and life
style and then affect the quality of employment. However,
employment cognition can often improve their sense of self-
control and psychological quality, which undoubtedly en-
hances the ability of athletes to resist transition and emo-
tions, so that the psychological comfort given by teammates
can play a better role, help them enhance their confidence in
career transition, and better relieve the negative psychology
in the face of the new work environment. Furthermore, the
positive influence of peer support on employment quality
was expanded. *erefore, research hypothesis 2b holds.

*e results of Model 8 ′(F� 182.695, P � 0.000< 0.01)
showed that the coefficient of interaction between employ-
ment perception and sports team support was 0.055, which
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passed the significance level test of 5%, indicating that the
influence of sports team support on athletes’ employment
quality would be positively moderated by athletes’ employ-
ment perception. Judging from the current employment
choices of Chinese athletes, most of them hope to be engaged
in jobs related to professional sports after retirement, such as
coaches and team leaders. In addition, the former sports
teams’ support of management personnel plays an important
role in meeting their career development needs. Under this
condition, if the athletes have a clear cognition of purpose and
personal ability to engage in professional sports-related work
in the future, they will better grasp the job opportunities
offered by the sports teams, thus improving the quality of
future employment. *erefore, employment perception has a
significant positive moderating effect on the influence of
sports team support on the employment quality of Chinese
athletes. *is conclusion supports research hypothesis 2c.

6. Conclusions

In order to explore the influence of mechanism of social
support on the employment quality of Chinese athletes after
retirement transition, this study uses the social support
network of Chinese athletes to clarify the source and
composition of the social support of this group and takes
social network theory, social support theory, and retirement
process theory as the theoretical basis. *is paper analyzes
the influence of social support on the employment quality of
Chinese athletes from different dimensions and further
explores the mechanism of social support on the employ-
ment quality of athletes from the regulating effect of athletes’
self-employment cognition. *rough network analysis and
empirical test, the research mainly draws the following
conclusions.

Firstly, through the construction of Chinese athletes’
social support network, the research finds that, because of
the closed management mode and social environment, the
social support network showed a strong tendency to “strong
ties.” *e group gained emotional and practical support
mostly from family, teammates, and sports management and
their training daily life related group, among which family

and social support from their teammates are higher.
*erefore, in order to provide more social support for the
future work transformation of Chinese athletes, the study
believes that professional athletes should be given a more
relaxed social environment and social opportunities in daily
management to help them establish a wider social network.

Secondly, social support will have a significant positive
impact on the employment quality of Chinese athletes after
retirement transition from three dimensions: family sup-
port, teammate support, and sports team support. *e more
the emotional care and practical help received from their
families, teammates, and sports teams in their social net-
works are, the higher the quality of their postretirement
transition employment will be.

*irdly, employment perception has a significant
positive moderating effect on the influence of social sup-
port on the employment quality of Chinese athletes. When
the athletes have a full understanding and preparation of
their role positioning, employability, employment envi-
ronment, and career development intention, they can
better grasp the social support and employment help from
their families, teammates, and sports teams, thus further
improving the promotion effect of social support on their
employment quality. *erefore, the study believes that, in
addition to paying attention to the training of athletes’
professional capabilities, Chinese athletes’ management
departments should also establish a more complete career
development plan to help them envision their future
transformation and development directions, so as to make
better use of the high-quality job opportunities brought by
social resources.

Data Availability

*e original data used in this study are the questionnaire
data obtained from the survey, which are available from the
corresponding author upon request.
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Table 4: *e moderating effect of employment perception on the relationship between social support and athletes’ employment quality.

Variable Model 3′ Model 4′ Model 5′
Standardization factor Standardization factor Standardization factor

Gender −0.011 (−0.504) −0.018 (−0.802) −0.003 (−0.152)
Age −0.002 (−0.075) −0.001 (−0.036) −0.005 (−0.210)
Training years −0.007 (−0.313) −0.007 (−0.303) −0.004 (−0.185)
Education level −0.044 (−1.975) −0.034 (−1.543) −0.043 (−1.904)
Family support 0.349∗∗∗ (8.706) 0.346∗∗∗ (8.702) 0.348∗∗∗ (8.560)
Teammate support 0.329∗∗∗ (7.631) 0.339∗∗∗ (7.932) 0.322∗∗∗ (7.338)
Sports team support 0.283∗∗∗ (7.166) 0.271∗∗∗ (6.903) 0.293∗∗∗ (7.312)
Employment perception (centralized) −0.034 (−1.444) −0.015 (−0.642) −0.039 (−1.635)
Family support∗ employment perception 0.095∗∗∗ (4.251) — —
Teammate support∗ employment perception — 0.119∗∗∗ (5.165) —
Sports team support∗ employment perception — — 0.055∗∗ (2.428)
R2 0.799 0.803 0.794
F 189.169∗∗∗ 193.747∗∗∗ 182.695∗∗∗

Note. ∗∗∗P< 0.01, ∗∗P< 0.05, and ∗P< 0.1.

8 Complexity



References

[1] B. Ren and X. Zhu, “Research on themeasurement and path of
China’s high quality openness in the new era,” Statistics &
Information Forum, vol. 35, no. 09, pp. 26–33, 2020.

[2] X. Zhang and J. Yan, “Comparison of the influences of human
capital and social capital on the income of retired athletes in
China,” Journal of Shanghai University of Sport, vol. 44, no. 4,
pp. 31–40, 2020.

[3] J. Wang, “A quantitative analysis on the retirement awareness
and psychological state of Chinese athletes,” Acta Psychology
Sinica, vol. 4, pp. 496–506, 2008.

[4] I. G. Sarason, B. R. Sarason, E. H. Potter, and M. H. Antoni,
“Life events, social support, and illness,” Psychosomatic
Medicine, vol. 47, no. 2, pp. 156–163, 1985.

[5] B. H. Gottlieb, “Assessing and strengthening the impact of
social support on mental health,” Social Work, vol. 30, no. 4,
pp. 293–300, 1985.

[6] C. D. Ryff and B. Singer, “Interpersonal flourishing: a positive
health agenda for the newmillennium,” Personality and Social
Psychology Review, vol. 4, no. 1, pp. 30–44, 2000.

[7] H. He and G. Deng, “Multi-dimensional ordered clustering
method based on common trend extraction,” Statistics &
Information Forum, vol. 35, no. 12, pp. 15–20, 2020.

[8] F. Xiong, W. Shen, H. Chen, S. Pan, X. Wang, and Z. Yan,
“Exploiting implicit influence from information propagation
for social recommendation,” IEEE Transactions on Cyber-
netics, vol. 50, no. 10, pp. 4186–4199, 2020.

[9] Z. Peng, G. Lu, and L. Li, “Research on graduates’ employ-
ment quality: influence factor and path analysis,” China
Higher Education Research, no. 1, pp. 57–64, 2020.

[10] G. Cheng, C. Rong, and L. Wang, “*e effet of social capital in
virtual community on customer citizenship behavior: from
the perspective of psychological ownership,” Statistics & In-
formation Forum, vol. 35, no. 11, pp. 121–128, 2020.

[11] F. Xiong, X. Wang, S. Pan, H. Yang, H. Wang, and C. Zhang,
“Social recommendation with evolutionary opinion dynam-
ics,” IEEE Transactions on Systems, Man, and Cybernetics:
Systems, vol. 50, no. 10, pp. 3804–3816, 2020.

[12] X. Zhang and H. Qian, “Structural characteristics of athletes’
employment network: a survey of 130 professional athletes in
Shaanxi province,” Journal of Wuhan Institute of Physical
Education, vol. 52, no. 3, pp. 17–23, 2018.

[13] D. Wang, “*e relationship among cognitive appraisal, psy-
chological control, social support and employment stress in
university studies,” China Journal of Health Psychology,
vol. 12, pp. 1142–1145, 2007.

[14] Y. Zou and F. Xiao, “Difference analysis of salary evaluation of
athletes under different contingency factors,” Journal of Xi’an
Physical Education University, vol. 37, no. 6, pp. 712–720,
2020.

[15] W. Du, J. Qiu, F. Zhang, J. Zhong, B. Zhang, and Y. Shen,
“Development and validation of social support questionnaire
for athletes,” Journal ofWuhan Institute of Physical Education,
vol. 54, no. 11, pp. 94–100, 2020.

[16] L. K. M. *omas and W. F. Russell, Applications of Rasch
Measurement in Education, Nova Science Publishers, New
York, NY, USA, 2010.

[17] C. Erhel and M. Guergoatlariviere, “Trends in job quality
during the great recession and the debt crisis( 2007–2012): a
comparative approach for the EU,” Psychopharmacology,
vol. 232, no. 19, pp. 3563–3572, 2015.

[18] A. G. Bedeian, E. R. Kemery, and A. B. Pizzolatto, “Career
commitment and expected utility of present job as predictors

of turnover intentions and turnover behavior,” Journal of
Vocational Behavior, vol. 39, pp. 331–343, 1991.

[19] J. Wang, “Investigation on retirement consciousness, mental
and strategy of our athletes,” China Sport Science, vol. 7,
pp. 47–59, 2006.

[20] Y. Hu, F. Xiong, S. Pan, X. Xiong, L. Wang, and H. Chen,
“Bayesian personalized ranking based on multiple-layer
neighborhoods,” Information Sciences, vol. 542.

Complexity 9



Research Article
DWNet: Dual-Window Deep Neural Network for Time
Series Prediction

Jin Fan, Yipan Huang , Ke Zhang, Sen Wang, Jinhua Chen, and Baiping Chen

Hangzhou Dianzi University, Hangzhou, China

Correspondence should be addressed to Baiping Chen; chenbp@hdu.edu.cn

Received 22 July 2021; Accepted 25 September 2021; Published 13 October 2021

Academic Editor: Fei Xiong

Copyright © 2021 Jin Fan et al.&is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Multivariate time series prediction is a very important task, which plays a huge role in climate, economy, and other fields. We
usually use an Attention-based Encoder-Decoder network to deal with multivariate time series prediction because the attention
mechanism makes it easier for the model to focus on the really important attributes. However, the Encoder-Decoder network has
the problem that the longer the length of the sequence is, the worse the prediction accuracy is, which means that the Encoder-
Decoder network cannot process long series and therefore cannot obtain detailed historical information. In this paper, we propose
a dual-window deep neural network (DWNet) to predict time series. &e dual-window mechanism allows the model to mine
multigranularity dependencies of time series, such as local information obtained from a short sequence and global information
obtained from a long sequence. Our model outperforms nine baseline methods in four different datasets.

1. Introduction

In the age of big data, sequence data is everywhere in life
[1, 2]. Time series prediction algorithms are becoming more
and more important in many areas, such as financial market
prediction [3], passenger demand forecasting [4], and heart
signal prediction [5]. In most cases, time series data is
multivariate.&e key to multivariate time series prediction is
to obtain the spatial and temporal relationships between
different attributes at different times [6]. As a widely used
traditional time series prediction algorithm, ARIMA [7] has
shown its effectiveness in many areas. However, ARIMA
cannot model nonlinear relationships and can only be ap-
plied to stationary time series [8–10]. Recurrent neural
network (RNN) [11] has achieved great success in sequence
modeling. But RNN has the problem of vanishing gradients,
and it is difficult to capture the long-term dependence of
time series [12]. Long Short-Term memory (LSTM) [13] and
gated recurrent unit (GRU) [14, 15] alleviate the problem of
RNN’s vanishing gradients and have developed many
models for time series prediction, such as Encoder-Decoder
networks [15, 16]. Encoder-Decoder networks are excellent
in time series prediction tasks, especially Attention-based

Encoder-Decoder networks [17]. Attention-based Encoder-
Decoder network can not only find the spatial-temporal
correlation between different series but also find important
information in raw data and increase its weight [17]. Among
them, dual-stage attention-based recurrent neural network
(DARNN) is one of the state-of-the-art methods, creatively
using a two-stage attention mechanism [18].

Although DARNN can capture spatial correlations be-
tween different attributes at the same time and the temporal
correlations between different times in the same attribute,
when the length of the sequence is too long, the prediction
effect will be worse [18]. &is problem is common to all
Encoder-Decoder networks. A long sequence means more
historical information, so better results should be obtained.
However, due to the limitations of Encoder-Decoders, the
information of the long sequence is not effectively used, even
interfere with the prediction results. &is is because LSTM
does not solve the problem of vanishing gradient, and when
the length of the time series is too long, the previous in-
formation will be covered by the latter. &erefore, Encoder-
Decoders generally use a small window size to ensure the
accuracy of prediction. Dual-stage two-phase attention-
based recurrent neural network (DSTP) [19] has made
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improvements to this problem of DARNN and optimized
the prediction effect of long sequences. However, DSTP still
does not make effective use of long sequences.

When the time window size is small, the series is very
close to the prediction point. Such data has the closest re-
lationship with the prediction point. For instance, if the
values before the prediction point are gradually increasing,
then the value at the prediction point is also likely to in-
crease. When the time window size is large, series contain
more time steps. It is difficult for other models to extract
recent information, such as trends, in such a long series, so it
cannot get good prediction results. However, more infor-
mation brought by more time steps is very important for
time series prediction. It is key to how to make good use of
the different characteristics of short sequence and long
sequence.

To solve this problem, we propose a dual-window deep
neural network (DWNet). DWNet consists of two parts. &e
first part captures spatial and temporal correlations from the
short sequence and is responsible for providing recent de-
tails, based on Encoder-Decoder [15]. &e second part
obtains long-term dependencies such as periodicity and
seasonality from the long sequence, based on TCN. Tem-
poral convolutional network (TCN) [20] is an emerging
CNN-based model. With the parallelism of convolution
operation and large receptive field, it has gained everyone’s
expectations in the areas of sequence modeling. Short-term
time series generally contain only one or two periods.
However, long-term time series are the opposite, including
enough time steps. &e setting of two different time window
sizes for long sequence and short sequence makes it possible
to mine multigranularity dependencies.

&e main contributions of our work are as follows:

(i) We propose a dual-window mechanism that can
extract multigranularity information from se-
quences of different lengths.

(ii) We propose the DWNet approach, which includes
the advantages of Encoder-Decoder networks and
TCN at the same time. Encoder-Decoder networks
have a strong ability to mine dependence from the
short sequence. Meanwhile, TCN’s large receptive
field and fast training speed are more suitable for
long sequences.

(iii) DWNet can be applied to time series prediction
tasks in many domains, and there is no requirement
for input data. To justify the effectiveness of the
DWNet, we compare it with nine baseline methods
using the Human Sports dataset, SML 2010 dataset,
Appliances Energy dataset, and EEG dataset. &e
experiment showed the effectiveness and robustness
of DWNet.

2. Related Work

For the time series prediction task, there are various ap-
proaches from traditional methods to deep learning
methods. As the most famous traditional method, ARIMA
can effectively obtain the long-term dependence of target

series [7]. However, ARIMA does not consider the spatial
correlation between exogenous series [18], can only be used
to deal with stationary series [7], and cannot model non-
linear relationships [8]. ARIMA is not suitable for the in-
creasingly complex time series data analysis. As a deep
neural network dedicated to machine learning and data
mining applications [21–23], RNN can model nonlinear
relationships [24] and has achieved great success in time
series prediction. However, the gradient vanishing of RNN
makes it difficult to obtain long-term dependence from time
series. LSTM [13] and GRU [15] add a gating mechanism
based on RNN and process the addition and deletion of
timing information through the gating mechanism, which
alleviates gradient vanishing of RNN. Based on LSTM and
GRU, many influential deep neural networks have been
proposed, such as the Encoder-Decoder network that has
received great attention in the area of natural language
processing [17]. Encoder-Decoder networks convert input
series into context vector through Encoder and then convert
context vector into output through Decoder. Encoder-De-
coder networks have a problem. When the length of the
sequence increases, the performance of Encoder-Decoder
will first become better and then worse [17]. Attention-based
Encoder-Decoder network can automatically select impor-
tant information, thereby effectively alleviating the short-
coming of performance degradation when the length of the
sequence increases.

Many attention-based models emerge endlessly. And
DARNN [18], GeoMAN [25], andDSTP [19] are models that
are improved based on the Attention-based Encoder-De-
coder and used for time series prediction. Inspired by some
theories of human attention [26], DARNN uses a dual-stage
attention mechanism. &e first stage uses a spatial attention
mechanism to assign different weights to exogenous series to
the hidden state of Encoder at the previous time step. &e
second stage uses a temporal attention mechanism to select
the most relevant Decoder hidden states in all time steps.
After DARNN was proposed, it has always been one of the
state-of-the-art methods in time series prediction. Multilevel
Attention Network (GeoMAN) is specially used to predict
geo-sensor time series data. Many time series data are
collected by sensors distributed in many locations. Such data
is called geo-sensor time series data. If each series in the geo-
sensor time series is simply treated as a normal attribute, it
will lose the connection between different locations. Geo-
MAN adds local spatial attention and global attention
mechanisms to Encoder and adds external factor informa-
tion to Decoder to solve this problem. DSTP adds a new
spatial attention mechanism to Encoder to obtain a spatial
correlation between target series and exogenous series so
that DSTP achieved better results in the long time series
prediction.

While the Attention-based Encoder-Decoder network
has attracted much attention, TCN has also shown strong
sequence modeling ability [20]. TCN is based on CNN and
includes causal convolution, dilated convolution [27, 28],
and residual block [29]. To apply to series data, TCN is
specially adjusted for different data formats of series and
image. TCN has advantages that RNNs do not have. (1) TCN
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can process series in parallel and does not need to be
processed sequentially like RNN or LSTM. &is means that
there is no possibility that the information of the previous
time step will be overwritten and it also means that there is a
faster training speed. (2) TCN’s receptive field varies with
the number of layers, kernel size, and dilation rate and can be
flexibly changed according to a different situation. (3)
Compared with LSTM, TCN rarely has the problem of
gradient vanishing. Due to the flexible receptive field, fewer
parameters than LSTM, and parallel processing, TCN can
not only reduce the training time of long sequence but also
ensure that the information of the previous time step will not
be covered. &erefore, TCN has a strong ability to obtain
information from long sequences and is suitable for long
sequence modeling.

Long- and short-term time series network (LSTNet) [30]
is based on CNN and RNN and realizes that time series have
two different dependencies, short-term and long-term.
&erefore, LSTNet uses a recurrent-skip mechanism to
obtain short-term dependence and then uses RNN to obtain
long-term dependence from previous results. But it does not
consider that the closer to the prediction point, the more
important the information. &erefore, LSTNet will lose
some recent information in the time series prediction.

3. Dual-Window Deep Neural Network

3.1. Notation and Problem Statement. In our work, there are
two different window sizes, Tl and Ts. Given n exogenous
series, that is,
X � X1 � (x1l , x2l , . . . , xn

l )⊤ � (x1, x2, . . . , xTl
) ∈ Rn×Tl , we

segmented a short series like this
X2 � (x1s , x2s , . . . , xn

s )⊤ � (xTl−Ts+1, xTl−Ts+2, . . . , xTl
) ∈ Rn×Ts .

We use xi
l � (xi

1, xi
2, . . . , xi

Tl
)⊤ ∈ RTl to represent the i-th

long exogenous series, use
xi

s � (xi
Tl−Ts+1, xi

Tl−Ts+2, . . . , xi
Tl

)⊤ ∈ RTs to represent the i-th
short exogenous series, and use xt � (x1

t , x2
t , . . . , xn

t )⊤ ∈ Rn

to denote a vector of n exogenous series at time t. We use
Y � (y1, y2, . . . , yTl

)⊤ ∈ RTl to represent target series, which
has the long window size Tl.

Given previous values of target series and exogenous
series, that is, (y1, y2, . . . , yTl

) with yt ∈ R and
(x1, x2, . . . , xTl

) with xt ∈ Rn, we aim to predict the next time
step value of target series yT+1:

yTl+1 � F y1, . . . , yTl
, x1, . . . , xTl

 , (1)

where F(.) is a nonlinear mapping function we aim to learn.

3.2.Model. Figure 1 presents the framework of our method.
&e input of DWNet is divided into two parts, long series
with window size Tl and short series with window size Ts.
Short series is a part of long series and is located at the end of
the long series (Figure 1 shows the relationship between the
two series). Long series is processed by TCN [20] and used to
obtain more detailed historical information than short se-
ries. &e short series is processed by Encoder-Decoder to
capture local information. Finally, the output of the two

parts is combined to get the predicted value of the target
series at time Tl+1.

3.2.1. Capture Short-Term Dependence. First of all, we in-
troduce the short series processing module. &is part is
based on Encoder-Decoder and uses spatial attention and
temporal attention mechanism [18] to emphasize key in-
formation in short series. Encoder is based on LSTM, the
input data of Encoder is short series
X2 � (xTl−Ts+1, xTl−Ts+2, . . . , xTl

) ∈ Rn×Ts . Given i-th short
exogenous series xi

s � (xi
Tl−Ts+1

, xi
Tl−Ts+2

, . . . , xi
Tl

)⊤ ∈ RTs ,
we use the spatial attention module to adaptively obtain the
spatial correlation between exogenous series:

e
i
t � v⊤e tanh We ht−1: st−1  + Uex

i
+ be , (2)

αi
t �

exp e
i
t 


n
j�1 exp e

j
t 

, (3)

where ve ∈ RTs ,We ∈ RTs×2p,Ue ∈ RTs×Ts , and be ∈ RTs are
parameters to learn. Here, p is the hidden size of Encoder
and ht−1 ∈ Rp and st−1 ∈ Rp are the hidden state and cell
state of LSTM unit in the Encoder at time t − 1. αi

t is the
attention weight measuring the importance of i-th exoge-
nous series at time t. After we get the attention weight, we
can adaptively extract exogenous series with

xt � α1t x
1
t , α2t x

2
t , . . . , αn

t x
n
t 
⊤

. (4)

&us, the hidden state at time t can be updated as

ht � fe ht−1, xt( , (5)

where fe is an LSTM unit in the Encoder. &e spatial at-
tention module calculates the weight of each exogenous
series through equations (2) and (3) at time t and uses xt to
adjust the hidden state at time t.

&e input of Decoder is the previous target series and the
output of the Encoder, which is the hidden state of Encoder.
Decoder aims to predict yTl+1. To get accurate prediction
results, we need to capture the temporal correlation between
each series. So, we add a temporal attention module to the
Decoder. &e same as Encoder, the attention weight of
Encoder hidden state at time t is calculated based upon the
previous Decoder hidden state and cell state of LSTM unit
with

d
i
t � v⊤d tanh Wd ht−1′ : st−1′  + Udhi + bd(  (6)

βi
t �

exp d
i
t 


Ts

j�1 exp d
j
t 

, (7)

where v⊤d ∈ R
p,Wd ∈ Rp×2q,Ud ∈ Rp×p, and bd ∈ Rp are

parameters to learn. q is the hidden size of Decoder, and
ht−1′ ∈ Rn and st−1′ ∈ Rn are the hidden state and cell state of
LSTM unit in the Decoder at time t − 1. βi

t is the attention
weight and can show the importance of i-th Decoder hidden
state at time t − 1. And, we can get context vector with
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ct � 

Ts

i�1
βi

thi. (8)

Context vector ct is the sum of all weighted encoder
hidden states at time t. &en, we combine context vector ct

and target series to update the Decoder hidden state ht
′:

ht
′ � fd ht−1′ , ct : yt ( , (9)

where fd is an LSTM unit in the Decoder.

3.2.2. Capture Long-Term Dependence. We obtain long-
term dependence through TCN [20], because TCN can
process time series data in parallel and have much fewer
parameters than LSTM. &erefore, TCN can quickly handle
long series and improve time efficiency. And TCN does not
have the problem of the previous information being covered.
When window sizes are too large, the integrity of the in-
formation can be guaranteed. In our model, the input of the
TCN part is long series from time 1 to Tl. In time series
analysis, we cannot allow leakage from the future into the
past. A high layer element at time t is obtained by convo-
lution of elements from time t and earlier in the previous
layer. To avoid information leakage, TCN uses casual
convolution. To expand the receptive field, TCN uses dilated
convolution [27, 28]. For long exogenous series
X1 � (x1, x2, . . . , xTl

) ∈ Rn×Tl and filter g: (g0, g1, . . . , gk−1),
the element at time t is

Ot � x∗ dg (t) � 
k−1

i�0
gixt−d·i, (10)

where d is the dilation factor, k is the filter size, and O is
dilated convolution operation. d will increase exponentially
with the number of layers to expand the receptive field. A
deep neural network is so easy to have the problem of
gradient exploding and gradient vanishing, so TCN uses
residual block [29]. &e residual connection enables the
network to transfer information in a cross layer and improve
the efficiency of feature extraction.

3.2.3. Training. Figure 1 shows that the predicted value is
determined by two parts.We combine the output of Decoder
hTs
′ and TCN OTl

to predict yTl+1
:

yTl+1 � F y1, . . . , yTl
, x1, . . . , xTl

 

� v⊤y Wy hTs
′ : OTl

  + bw  + bv,
(11)

where vy ∈ Rq,Wy ∈ Rq×(q+m), bw ∈ Rq, and bv ∈ R are
parameters to learn. Here, m is the number of hidden units
per layer, and [hTs

′: OTl
] ∈ Rq+m. We use the back-

propagation algorithm to train DWNet. We use the Adam
optimizer [31] to minimize the mean squared error (MSE)
between the predicted value yTl+1

and the ground truth yTl+1
:

L(θ) � yTl+1
− yTl+1

�����

�����
2

2
, (12)

where θ are all parameters to learn in DWNet.

4. Experiment

Our model and all baseline methods are implemented on the
PyTorch framework [32]. In this section, we first introduce
four different datasets used in the experiment. &en, we
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introduce nine baseline methods. Next, we introduce the
model evaluation methods and parameters. Finally, exper-
iment results show the effectiveness of DWNet.

4.1. Datasets. We use four datasets to verify the effect of our
model. &ey are in the field of sports, energy, climate, and
medicine. We divide datasets into training sets and testing
sets according to the ratio of 4 :1.

4.1.1. Human Sports [33]. Human Sports data is collected by
10 volunteers of different genders, heights, and weights who
performed sports including squat, walking, jumping jacks,
and high knee. Four sensors worn on the arms and thighs
record data every 50 milliseconds, including acceleration
and angular acceleration of the x-axis, y-axis, and z-axis. In
our experiment, we take the resultant acceleration as the
target series and others as exogenous series. We only use the
squat data of one volunteer and use the first 8796 data points
as the training set and the remaining 2197 data points as the
testing set.

4.1.2. SML 2010 [34]. SML 2010 is a public dataset for indoor
temperature prediction. SML 2010 contains nearly 40 days of
data, which is collected by the monitoring system. &e data
were sampled every minute, computing and uploading it
smoothed with 15-minute means. In our experiment, we
take the weather temperature as target series and select
fifteen exogenous series. We use the first 1971 data points as
the training set and the remaining 493 data points as testing
set.

4.1.3. Appliances Energy [35]. Appliances energy is a public
dataset used for home appliance energy consumption pre-
diction. &is dataset is at 10 minutes for about 4.5 months.
Room temperature and humidity conditions were moni-
tored with a wireless sensor network. &e energy data is
recorded with m-bus energy meters every 10 minutes.
Weather data was downloaded from the nearest airport
weather station. In our experiment, we take energy use as
target series and others as exogenous series. We use the first
15548 data points as a training set and the remaining 3887 as
a testing set.

4.1.4. EEG [36]. EEG is a public dataset for classification and
regression. &is database consists of 30 subjects performing
Brain–Computer Interface for Steady-State Visual Evoked
Potentials. In our experiment, we only use the data from one
of those subjects. We take the electrode O1 attribute as the
target series and others as exogenous series. We use the first
7542 data points as a training set and the remaining 1886 as a
testing set.

4.2. Baseline

4.2.1. ARIMA [8]. It is one of the well-known statistical
algorithms for time series prediction.

4.2.2. LSTM [13]. LSTM is improved by RNN, through the
gating mechanism to control the adding and deletion of
information, alleviating the gradient vanishing.

4.2.3. Encoder-Decoder [16]. It is widely used in machine
translation. However, Encoder-Decoder has the disadvan-
tage of losing information.

4.2.4. Input-Attn-RNN [18]. It adds a spatial attention
module on the basis of Encoder-Decoder to the Encoder to
obtain the spatial correlation of raw data.

4.2.5. Temp-Attn-RNN [19]. It adds a temporal attention
module on the basis of Encoder-Decoder to the Decoder to
obtain the temporal correlation of Encoder hidden state.

4.2.6. TCN [20]. It is an emerging sequence modeling model
that has attracted much attention, including casual convo-
lution, dilated convolution, and residual blocks.

4.2.7. LSTNet [30]. It combines CNN and RNN to obtain
short-term and long-term dependencies in sequence.

4.2.8. DARNN [18]. As one of the state-of-the-art methods,
inspired by the human attention system, DARNN uses both
spatial attention and temporal attention to extract spatial-
temporal correlation.

4.2.9. DSTP-RNN [19]. It improves DARNN and adds an
attention module to Encoder. In the Encoder, more sta-
tionary weights can be obtained. DSTP-RNN is good at long
time series prediction.

4.3. Evaluation Metrics. We employ root mean squared
error (RMSE), mean absolute error (MAE), mean absolute
percentage error (MAPE), and symmetric mean absolute
percentage error (SMAPE) to evaluate our model and
baseline methods. &ese four evaluation metrics are scale-
independent and widely used in time series prediction.
RMSE has a strong feedback ability for predicted results that
deviate too much from the ground truth. MAE treats all
results equally. MAPE is able to compare forecast accuracy
among differently scaled time series data because relative
errors do not depend on the scale of the dependent variable.
However, when truth value yt is small, different yt will have
a huge difference inMAPE value. And SMAPE can solve this
problem. Assuming yt is predicted value at time t and yt is
the ground truth, RMSE is defined as follows:

RMSE �

�������������

1
N



N

t�1
yt − yt( 

2




. (13)

MAE is defined as follows:
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MAE �
1
N



N

t�1
yt − yt


. (14)

MAPE is defined as follows:

MAPE �
100%

N


N

t�1

yt − yt

yt




. (15)

SMAPE is defined as follows:

SMAPE �
100%

N


N

t�1

yt − yt




yt


 + yt


 /2

. (16)

4.4. Parameters Settings. Most time series prediction models
have chosen a small window size in their experiment. For
example, DARNN set the window size to 10 [18], and
GeoMAN set the window size to 6 [25]. To show the in-
fluence of window size on prediction, we select the window
size T � 2, 4, 8, 16, 32, 128{ }. For DWNet, we set Tl � 128
and Ts � 16. For baseline methods, we conducted experi-
ments on T � 16 and T � 128, respectively. In training, we
set the batch size to 128 and learning rate to 0.001. In our
model, there are also parameters such as the hidden size of
Encoder p, the hidden size of Decoder q, kernel size, and
levels of TCN. For simplicity, we use the same hidden size at
Encoder and Decoder, that is, p � q, and conducted a grid
search over 16, 32, 64, 128, 256{ }. For TCN level and kernel
size, we also conducted a grid search. &e setting in which
p � q � 128, level � 8, kernelsize � 7 outperforms the others
in the testing set. And we fixed these parameters in all
experiments.

5. Results and Discussion

In this section, we first compare our model with baseline
methods on the four datasets.&en, we conduct a grid search
to show the performance of our model in different long time
steps and short time steps combinations. Next, we investi-
gate ablation experiments and study the time efficiency of
our model.

5.1. Model Comparison. To show the effectiveness of
DWNet, we compare DWNet with 9 different methods,
including the state-of-the-art methods and emerging
methods. For the sake of fairness, we use two different
window sizes for baseline methods so that we can compare
the baselines’ results of long window size and short window
size with DWNet. &e prediction results of DWNet and
baseline methods are shown in Tables 1 and 2 .

Table 1 shows that DWNet achieves the best RMSE
and MAE across four datasets. Table 2 shows that
DWNet also achieves the best MAPE and SMAPE in four
datasets. &is is because DWNet obtains not only the
short-term dependency in the short sequence but also the
long-term dependency in the long sequence. ARIMA
performs worse than other models for ARIMA cannot
capture linear relationships and does not consider the

spatial correlation between exogenous series [7]. Encoder-
Decoder network performs better than normal LSTM in
four datasets, which means Encoder-Decoder is easier to
obtain dependency from raw data [16]. Attention-based
Encoder-Decoder networks, that is, Input-Attn-RNN and
Temp-Attn-RNN, are better than normal Encoder-De-
coder networks in four datasets because the attention
mechanism pays more attention to more important fea-
tures in raw data. DARNN and DSTP combine spatial
attention and temporal attention mechanism and have
good performance in four datasets. &e performance of
TCN is very unstable, and its performance in Human
Sports is better than DSTP, but it is far worse than
DARNN and DSTP in other datasets, especially EEG.
LSTNet’s performance is also unstable. And it performs
very well in Human Sports, but it performs poorly in the
other three datasets. Meanwhile, we can also find that
LSTM-based networks perform better than long se-
quences in short sequences.

5.2. Time Step Study. In this section, we study the impact of
long window size Tl and short window size Ts on prediction.
When we varyTl andTs, we keep other parameters fixed.We
plot the RMSE versus different long window size
(Tl ∈ 64, 128, 256, 512{ }) and short window size
(Ts ∈ 4, 8, 16, 32{ }) in Figure 2.

It is easily observed that the performance of DWNet is
simultaneously affected by two parameters Tl and Ts. When
Tl is fixed, the performance of DWNet will be worse when Ts

is too large or too small and vice versa. And we notice that
DWNet achieves the best performance when Tl � 128 and
Ts � 16.

5.3. Ablation Experiment. To further investigate the effec-
tiveness of each model component, we compare DWNet
with Input-Attn-RNN, Temp-Attn-RNN, DARNN, and
other variants in Human Sports and EEG datasets. In this
experiment, we set window size T of Input-Attn-RNN,
Temp-Attn-RNN, and DARNN to 16 and set Tl � 128 and
Ts � 16. &e variants of DWNet are as follows:

(i) DWNet-ni: there is no spatial attention module in
the Encoder part.

(ii) DWNet-nt: there is no temporal attention module in
the Decoder part.

&e experiment results are shown in Figure 3. Input-
Attn-RNN performs better than Temp-Attn-RNN in the
EEG dataset but performs worse than Temp-Attn-RNN in
the Human Sports dataset. However, DARNN achieves
better RMSE and MAE than Input-Attn-RNN and Temp-
Attn-RNN in both two datasets. Apparently, the model
based on a two-stage attention mechanism is better than the
single attention model. And that is why DWNet is superior
to DWNet-ni and DWNet-nt. It is easily observed that
DWNet achieves the best RMSE in Human Sports and EEG,
which shows that the information in the long sequence is
valuable for the time prediction task. Without the long
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64 128 256 512 Tl

Ts

4 0.0685 0.0609 0.0610 0.0683

8 0.0656 0.0587 0.0599 0.0650

16 0.0626 0.0575 0.0584 0.0636

32 0.0699 0.0699 0.0650 0.0661

RMSE

Figure 2: Performance of DWNet in Human Sports based on different short window size Ts and long window size Tl. We use different
colors to indicate the prediction effect. &e better the prediction, the darker the color.

Table 1: RMSE and MAE performance comparison among different methods and datasets (best result is displayed in boldface).

Models
SML 2010 Human Sports EEG Energy

RMSE MAE RMSE MAE RMSE MAE RMSE MAE
ARIMA (16) 0.2786 0.2219 0.1371 0.0617 0.5694 0.4724 0.8640 0.5740
LSTM (16) 0.1905 0.1489 0.0831 0.0325 0.2244 0.1724 0.6907 0.3663
LSTM (128) 0.2099 0.1671 0.0983 0.0437 0.3033 0.2283 0.8017 0.4376
Encoder-Decoder (16) 0.1438 0.0907 0.0774 0.0296 0.2499 0.1401 0.5983 0.2839
Encoder-Decoder (128) 0.1648 0.1012 0.0831 0.0303 0.4650 0.3036 0.6524 0.3117
Input-Attn-RNN (16) 0.1296 0.0762 0.0680 0.0282 0.2055 0.1447 0.5452 0.2564
Input-Attn-RNN (128) 0.1008 0.0897 0.0766 0.0362 0.4217 0.2881 0.5782 0.2502
Temp-Attn-RNN (16) 0.1097 0.0692 0.0646 0.0311 0.2220 0.1500 0.5414 0.2507
Temp-Attn-RNN (128) 0.1105 0.0770 0.0740 0.0334 0.3943 0.2998 0.5488 0.2563
TCN (16) 0.1156 0.0817 0.0628 0.0270 1.1845 0.9545 0.8279 0.5186
TCN (128) 0.1473 0.1136 0.0727 0.0329 1.1050 0.8696 0.8126 0.4567
LSTNet (16) 0.1277 0.0957 0.0582 0.0269 0.2322 0.1807 0.5733 0.2762
LSTNet (128) 0.1352 0.1020 0.0642 0.0312 0.2384 0.1868 0.6078 0.3296
DARNN (16) 0.0977 0.0644 0.0643 0.0232 0.1804 0.1442 0.5270 0.2439
DARNN (128) 0.1093 0.0778 0.0733 0.0435 0.3483 0.3250 0.5556 0.2525
DSTP (16) 0.0932 0.0614 0.0641 0.0227 0.1805 0.1414 0.5320 0.2459
DSTP (128) 0.0954 0.0670 0.0641 0.0235 0.1754 0.1384 0.5456 0.2525
DWNet 0.0891 0.0565 0.0575 0.0217 0.1702 0.1371 0.5015 0.2362
&e window size of baseline methods is set to 16 and 128, and the short window size and long window size of DWNet are set to 16 and 128, respectively.

Table 2: MAPE and SMAPE performance comparison among different methods and datasets (best result is displayed in boldface).

Models
SML 2010 Human Sports EEG Energy

MAPE (%) SMAPE (%) MAPE (%) SMAPE (%) MAPE (%) SMAPE (%) MAPE (%) SMAPE (%)
ARIMA (16) 123.0993 62.0098 22.3507 18.4392 159.6348 83.7905 178.4365 77.4287
LSTM (16) 78.9095 45.0082 17.4439 13.9803 80.3427 56.9819 163.9849 65.8066
LSTM (128) 83.1021 49.5439 17.9035 12.0033 87.5609 63.5271 176.3415 69.5442
Encoder-Decoder (16) 70.7142 43.0760 13.3326 9.5610 66.4635 38.5606 170.0863 69.3110
Encoder-Decoder (128) 78.9981 50.5022 15.7987 10.0923 79.3445 40.2327 181.7583 76.1764
Input-Attn-RNN (16) 61.1121 30.0997 11.7831 7.9462 41.8856 32.4032 145.8688 67.5386
Input-Attn-RNN (128) 68.9089 35.3459 12.0034 7.9897 41.4628 29.7608 152.3287 64.7685
Temp-Attn-RNN (16) 54.3435 32.8703 11.2627 7.2110 40.8683 29.0871 140.6838 56.0774
Temp-Attn-RNN (128) 57.8065 31.9911 11.4980 7.1153 45.8705 30.0085 128.0644 59.3527
TCN (16) 83.2350 49.5797 18.5920 11.0097 675.9030 131.4202 258.1707 93.9882
TCN (128) 85.4479 67.3689 14.6141 10.7326 995.0083 133.4580 265.3023 100.9782
LSTNet (16) 50.5956 29.6186 13.0975 8.6524 46.9208 34.3753 135.8396 68.8810
LSTNet (128) 83.2999 46.3060 13.3192 9.3698 50.0573 41.5482 140.2021 72.9974
DARNN (16) 43.1275 28.9558 11.9568 8.0686 36.4658 26.6514 123.0556 59.8798
DARNN (128) 45.2110 33.1612 11.8951 7.4177 33.8550 27.1255 139.0686 64.3326
DSTP (16) 40.6946 24.5261 11.7359 7.1343 34.5063 22.7594 138.8959 59.8884
DSTP (128) 36.2600 24.8048 11.7928 7.3406 35.1179 24.0093 142.8744 56.9903
DWNet 31.5764 23.0888 10.3833 7.0483 31.3287 20.6706 82.1119 52.5880
&e window size of baseline methods is set to 16 and 128, and the short window size and long window size of DWNet are set to 16 and 128, respectively.
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sequence processing module, it is impossible to outperform
the state-of-the-art methods in time series prediction.

5.4. Time Complexity. &e time efficiency of deep neural
networks is also an evaluation metric that needs to be
considered. In this section, we compare the time efficiency of
DWNet and baseline methods. In this experiment, we set T

to 16, Tl to 128, Ts to 16, and fixed other parameters. We
experimented on Human Sports and EEG datasets and
recorded the time (in seconds) spent in 10 epochs. &e
results are shown in Figure 4. We can observe that, with
more attention modules, the time spent by the model
gradually increases. Input-Attn-RNN and Temp-Attn-RNN
have only one attention module: one is spatial attention and
the other is temporal attention, but the amount of com-
putation is essentially the same. Temp-Attn-RNN’s training
time is slightly longer than Input-Attn-RNN, but it is far less
than the DARNN that both attention modules have. DSTP
has two attention modules in the Encoder part and one
attention module in the Decoder part, so the training time
spent is longer than DARNN. TCN is superior to fewer
parameters and the characteristics of parallel processing and
has a very large advantage in time spent. It takes the least
time in both two datasets. In DWNet, there are two attention
modules and a long sequence processing module (imple-
mented by TCN). &erefore, DWNet is inferior to DARNN
in terms of time efficiency and even worse than TCN.
However, DWNet has stronger time series forecasting ca-
pabilities than DARNN and TCN and is more suitable for
situations that require high accuracy rather than low time
consumption.

6. Conclusion

In this paper, we propose a dual-window deep neural net-
work (DWNet) to make good use of the long sequence for
time series prediction. &e dual-window mechanism splits
the end of a sequence as a short sequence and treats this
sequence as a long sequence. &e long sequence processing
module in DWNet can extract historical information from
long time series, and the short sequence processing module
obtains recent information from short time series. &ese
allow the model to learn both long-term dependence and
short-term of the sequence. Our model outperforms the
state-of-the-art methods in four datasets. In the future, we
are going to perform model compression and reduce the
model running time. Moreover, we will improve the long
sequence processing module and enhance its stability,
thereby enhancing the performance of DWNet.
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Figure 3: Performance of different methods in Human Sports and EEG. (a) RMSE and MAE versus different methods over Human Sports.
(b) RMSE and MAE versus different methods over EEG.
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Data Availability

&e Human Sports dataset is available from Hangzhou
Dianzi University’s fitness club. Due to personal privacy,
data cannot be made publicly available. &e remaining
datasets analyzed during the current study were derived
from the following public domain resources: https://archive.
ics.uci.edu/ml/datasets/SML2010 https://archive.ics.uci.edu/
ml/datasets/Appliances+energy+prediction https://archive.
ics.uci.edu/ml/datasets/EEG+Steady-
State+Visual+Evoked+Potential+Signals.

Conflicts of Interest

&e authors declare that they have no conflicts of interest.

Acknowledgments

&is work was supported by a grant from the National
Natural Science Foundation of China (no. U1609211) and
National Key Research and Development Project
(2019YFB1705102).

References

[1] Q. Zhang, J. Wu, H. Yang, Y. Tian, and C. Zhang, “Unsu-
pervised feature learning from time series,” in Proceedings of
the IJCAI, pp. 2322–2328, New York, NY, USA, July 2016.

[2] H. Wang, Q. Zhang, J. Wu, S. Pan, and Y. Chen, “Time series
feature learning with labeled and unlabeled data,” Pattern
Recognition, vol. 89, pp. 55–66, 2019.

[3] B. Moews, J. M. Herrmann, and G. Ibikunle, “Lagged cor-
relation-based deep learning for directional trend change
prediction in financial time series,” Expert Systems with
Applications, vol. 120, pp. 197–206, 2019.

[4] L. Bai, L. Yao, S. Kanhere, X.Wang, andQ. Z. Sheng, “Stg2seq:
spatial-temporal graph to sequence model for multi-step
passenger demand forecasting,” 2019, https://arxiv.org/pdf/
2108.05940.pdf.

[5] S. Fraga, M. A. Aceves-Fernandez, J. C. Pedraza-Ortega, and
J. M. Ramos-Arreguin, “Screen task experiments for eeg
signals based on ssvep brain computer interface,” Interna-
tional Journal of Advanced Research, vol. 6, no. 2, pp. 1718–
1732, 2018.

[6] Q. Zhang, J. Wu, P. Zhang, G. Long, and C. Zhang, “Salient
subsequence learning for time series clustering,” IEEE
Transactions on Pattern Analysis and Machine Intelligence,
vol. 41, no. 9, pp. 2193–2207, 2018.

[7] D. Asteriou and S. G. Hall, “Arima models and the
box–jenkins methodology,” Applied Econometrics, vol. 2,
no. 2, pp. 265–286, 2011.

[8] A. Geetha and G. M. Nasira, “Time-series modelling and
forecasting: modelling of rainfall prediction using arima
model,” International Journal of Society Systems Science, vol. 8,
no. 4, pp. 361–372, 2016.

[9] L. Yan, A. Elgamal, and G. W. Cottrell, “Substructure vi-
bration narx neural network approach for statistical damage
inference,” Journal of Engineering Mechanics, vol. 139, no. 6,
pp. 737–747, 2013.

[10] P. J. Brockwell, R. A. Davis, and S. E. Fienberg, Time Series:
<eory and Methods: <eory and Methods, Springer Science &
Business Media, Berlin, Germany, 1991.

[11] J. L. Elman, “Distributed representations, simple recurrent
networks, and grammatical structure,” Machine Learning,
vol. 7, no. 2-3, pp. 195–225, 1991.

[12] Y. Bengio, P. Simard, and P. Frasconi, “Learning long-term
dependencies with gradient descent is difficult,” IEEE
Transactions on Neural Networks, vol. 5, no. 2, pp. 157–166,
1994.

[13] S. Hochreiter and J. Schmidhuber, “Long short-term mem-
ory,” Neural Computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[14] J. Chung, C. Gulcehre, K. H. Cho, and Y. Bengio, “Empirical
evaluation of gated recurrent neural networks on sequence
modeling,” 2014, https://arxiv.org/abs/1412.3555.
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China is still facing the double challenges of over nutrition and malnutrition. One of the main reasons is the lack of residents’
understanding of the nutritional value of food. Quantified self, as a measure of consumer self-activity, has been used to analyze
food consumption behavior recently. Although the research results are increasing, the conclusions are not consistent. What’s
more, previous literatures did not consider food consumption behavior based on the theory of information perception and the risk
perception theory. In addition to obtaining information through their own human capital for quantitative activities, consumers
will also obtain information through social networks. In view of the above understanding, this study uses experimental design and
field survey to obtain data, uses Heckman two-step method and PLS path modeling method to analyze the impact of consumers’
quantified self-behavior on their health food consumption, and discusses the moderating role of social networks based on the
perspective of complex network. +e results show that (1) consumers’ health awareness can promote their choice of quantified
self-behavior, (2) consumers’ quantified self-behavior is helpful to promote their purchase intention and purchase scale of healthy
food, and (3) social networks play a positive moderating role in consumers’ quantified self-influence on their healthy food
consumption. Both emotional networks and instrumental networks have significant moderating effect, but the formal is stronger.
+is article not only considers the relationship between food consumption behavior and social network but also the enhances
literature based on the theory of information perception and the risk perception theory.

1. Introduction

A state relies on people and people relies on food. With the
improvement of living standards and the growth of resi-
dents’ income, the total dietary intake of residents in China
has shown a gradual improvement trend in the past decade.
From the data of Research Group of China’s Health and
Nutrition (2019), the malnutrition rate of residents aged 18
years and above as well as that of children younger than five
years have decreased from 8% to 22.16% in 2000 to 2.2% and
9.3% in 2019, respectively. However, at the same time, the
dietary intake structure of residents is unbalanced, such as
excessive consumption of livestock meat and fat, low con-
sumption of cereal food, and general lack of vitamins [1].

One of the main reasons for the coexistence of malnutrition
and over nutrition is that the residents are lacking the
understanding of the nutritional value of food and the ra-
tional judgment of nutrition. During the epidemic of
COVID-19 in 2020, residents’ consumption behavior also
reflected the same problem. On one hand, the residents
bought the food not according to their needs but to panic
buying and hoarding. On the other hand, the residents
concentrated on purchasing food like rice, flour, oil, meat,
and so on, although the willingness to buy dairy products,
coarse grains, and frozen vegetables was not high [2].
+erefore, the key problem to be solved in practice is to
make the residents realize the nutritional value of food, to
form the concept of healthy nutrition, to optimize the food
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consumption structure, and improve the status of malnu-
trition and over nutrition of Chinese residents.

Quantified self as a consumer tracking measure of self-
activity [3, 4] and the process of forming self-knowledge
and conventional habits based on it, brings about the
change in consumers’ behavior. Recently, quantified self is
also used in the research of analyzing food consumption
behavior of consumers [4]. Although the results of
quantified self-analysis in residents’ consumption be-
havior are increasing day by day, the conclusion shows a
dilemma of quantified self in consumption, which was like
chicken ribs. According to the theory of information
perception, quantification is the way to transform the
professional and theoretical food safety assessment in-
formation into the data information that consumers can
understand [5]. Consumers choose the appropriate food
according to the food composition, safety level, and other
information. +is kind of quantified self-behavior is a
short-term choice behavior made by consumers based on
the food information provided by producers; it has little
effect on consumers’ food nutrition concept and health
behavior [6, 7]. According to the risk perception theory,
consumers will improve the collection, management, and
reflection of quantitative information of self-health and
demand status (such as blood pressure and blood glucose
level) under risk perception and then accurately intervene
and control self-behavior decision-making [4]. +is
quantified self-behavior is to select appropriate food
according to consumers’ health status; it has a positive
role in promoting the formation of nutrition concept and
health behavior of consumers [8, 9]. In addition, many
scholars also point out that consumers’ quantified self-
behavior has the problem of short-term participation.
Different conclusions make it necessary to further study
the quantified self in food consumption: is the quantified
self in food consumption effective for residents’ health? Is
quantified self-behavior a “chicken rib” to the formation
of residents’ nutrition concept? +ese problems need
further analysis and verification in theory.

In the implementation process of quantified self-behavior,
consumers obtain information not only through their own
human capital but also through social networks for quantitative
activities. If consumers want to eat safe and nutritious food,
firstly, they need to obtain information about food quality,
safety, and ingredients. Due to the limitation of cost and the
profit-making purpose of food manufacturers, food manu-
facturers may adopt opportunistic behavior in the disclosure of
information on food quality, safety, and nutrition [10]. At this
time, consumers can only obtain the related information
through their own efforts. To obtain more information about
food quality, consumers will pay a high cost for searching
information if they onlymake efforts to obtain it by themselves.
At this time, social networks provide opportunities for con-
sumers. +e so-called social network refers to “a relatively
stable association system formed between social individuals
because of interaction.” In this system, network members can
exchange, interact, and share information. +rough social
networks, those consumers who have less information can
establish effective contact with those who have more

information. Consumers who have less information will get the
information they need from consumers who have more in-
formation, which makes food information shared between two
kinds of consumers and reduces a lot of information searching
costs [11].Meanwhile, themutual sharing of networkmembers
could help to promote consumers’ quantitative behavior, so as
to improve consumers’ concept for food safety and nutrition.

Based on the complex social network theory, this study
analyzes the impact of consumers’ quantified self-behavior
on their healthy food consumption and explores the role of
social networks. +e main contents include the following:
firstly, whether or not to quantify self in residents’ daily food
consumption; secondly, what is the impact of quantified self-
behavior on residents’ health food consumption intention
and scale; thirdly, whether social network has a moderating
effect in the process of quantified self-behavior on residents’
health food consumption. +e article is divided into fol-
lowing parts: Section 2 is theoretical analysis and hypothesis,
which theoretically analyses the relationship between
quantified self and food consumption based on social net-
work. Section 3 is materials and methods, which introduces
the data sources and main methods. Section 4 is results and
discussion, which shows the main empirical results and
discusses them. +e final part is conclusion, which sum-
marizes the full and puts forward the shortcomings of the
article.

2. Theoretical Analysis and Hypothesis

2.1. Quantified Self-Behavior of Healthy Food Consumers.
With the improvement of people’s living standards, food
consumption of residents has gradually changed from
“full” to “healthy.” In recent years, food poisoning, overdue
resale, and other problems have further strengthened
consumers’ preference for healthy food. Compared with
consumers who buy ordinary food, those who prefer
healthy food are more likely to pay attention to the origin,
composition, and nutritional structure of food, and these
information often need to be screened and compared.
Relevant theories point out that in order to accurately
predict the extent of food safety risks to their own health,
consumers should understand the sources of risk variability
and risk magnitude, acquire self-knowledge through
quantitative information, and scientifically assess food
safety risks through the levels of harmful and nutritional
components. It is necessary and important to develop a
suitable diet to ensure the safety and quality of individu-
alized food [12]. +erefore, we propose Hypothesis 1.

Hypothesis 1. Compared with other consumers, consumers
with healthy food attitude are more willing to take quantified
self-behavior.

2.2. Influence of Quantified Self-Behavior on Healthy Food
Consumption. +e application of quantified self in food
consumption is mainly reflected in two aspects: first, the
residents’ attention to food quantitative data information
will improve their sensitivity and alertness to the
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information of food harmful ingredients and their harmful
amount, so as to enhance the accurate identification of food
safety, risk, and efficiency [8, 12]. +e preference for
quantitative information will arouse consumers’ quantitative
consumption intention, that is, through tracking and ob-
serving self-related data (such as their maximum tolerance
of specific food additives and daily consumption) and
product efficiency data (such as the content of specific food
additives and the magnitude of possible harm to the body),
the self-behavior state and product efficiency knowledge will
be formed. Based on this, the consumption decision is
optimized [13].

Secondly, under the health risk perception, residents will
improve the collection, management, and reflection of
quantitative information of self-health and demand status
(such as blood pressure and blood glucose level), so as to
accurately intervene and control self-behavior decision-
making [4]. Under the residents’ own health perception, the
residents’ food consumption decisions will show a precise
preference, which not only pay more attention to the
quantitative data information of food but also purchase food
according to the quantitative information of their own needs
and make food decisions accurately and rationally based on
objective quantitative data rather than subjective assump-
tions [14]. Quantitative information will enable residents to
rethink their eating habits in a way driven by data rather
than experience, so as to rationally decide food purchase and
scientifically plan food intake. Quantified self will identify
residents’ self-health level and personality needs, further
more intuitively understand self-status [15], judges product
effectiveness based on quantitative data information, es-
tablish the association between product data indicators and
consumers themselves, and realize accurate and rational
consumption decision [16]. +erefore, we propose Hy-
potheses 2 and 3.

Hypothesis 2. Quantified self-behavior is helpful to
strengthen consumers’ willingness to buy healthy food.

Hypothesis 3. Quantified self-behavior is helpful to increase
purchasing amount of healthy food consumption.

2.3. 6e Effect of Social Networks on Quantified Self-Behavior
and Healthy Food Consumption. Consumers’ searching cost
is high because they usually rely on themselves to collect
information about food safety, nutrition, and so on. Social
networks provide consumers with information channels
[17]. In social networks, information sharing behavior is a
common behavior, which network members share infor-
mation accidentally found or needed by others [18]. In-
formation sharing behavior is a very important social
behavior, which often occurs in the network or social
groups, and is not a special behavior of individual [19].
Instead, it is a process of cooperation among network
members under the condition of social networks, in which
information providers transfer information to information
searchers [20]. Also, social media influencers can shape
corporate brand reputation through online followers’ trust,

value creation, and purchase intentions [21]. In the sharing
economy platforms, such as social networks, digital personal
reputation and feedback systems facilitate interaction and
trust between strangers and further form customer loyalty
[22]. +is means that the trust formed during the interaction
of social networks further produce an effect on the decision
of buying [23]. Another aspect, when customers develop a
sense of trust in each other in interaction of social networks,
consumer cognition will also affect the decision-making
behavior. Drugău-Constantin and Mirică pointed out that
consumer cognition could be reducible to neurophysio-
logical functioning, and this would influence consumers’
choice [24, 25].+at is to say, social networks provide in-
formation channels for members to share information,
which is related to individuals’ health or food safety. +is
information further help individuals to improve their
quantified self-behavior. On other way, social networks can
influence quantified self-behavior through information
sharing among members and then affect consumers’ healthy
food consumption.

Social networks are composed of the relationship be-
tween different members. +e more the members, the more
complex the connection and the more complex the social
network. Social networks with different complexity may
affect both quantified self-behavior and food consumption
behavior. Assuming that the network is only a star-style
network with four consumers (Figure 1(a)), the core con-
sumer S1 can adopt information sharing strategy after
obtaining the information, whether it is quantitative in-
formation or food health information, the rest of consumers
can get it for free, while they can share the information again
or choose not to share it. In Figure 1(b) star network with six
consumers, consumers choose the sharing strategy as (a), but
because it has more network connections, the speed of
information transmission and sharing is wider. In the type of
Figure 1(c) network connection, in addition to the core
consumers and other consumers, there are also connections
between other consumers such as S21 and S22. In this case, the
probability of other consumers choosing information
sharing strategy will increase, that is, the multiconnection
relationship between different members in the same network
will strengthen the information sharing and transmission. In
addition, social networks can also be reconnected through
members. In the two star networks (a) and (b) of consumers,
there are two kinds of connection choices: one is to form a
new network structure as Figure 1(d) for the connection
between the core consumers of star network (a) and the
other consumers of star network (b); the other is to form a
new network structure as Figure 1(e) for the increase in
connection between the core consumers of star network (a)
and the core consumers of star network (b). However,
compared with social network (d), social network (e) breaks
the original equilibrium and forms a new network because of
the connection between core consumers. +e network scope
is wider, and core consumers will choose information
sharing, whereas other consumers may choose not to share
information because of free-riding behavior. +us, the
sharing behavior in network (e) is more wide. It means the
more complex the social networks are, the stronger the
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impact of quantified self-behavior on consumers’ healthy
food consumption is. +erefore, we propose Hypothesis 4.

Hypothesis 4. Social networks will moderate the relationship
between quantified self and consumers’ healthy food
consumption.

With the continuous development of China’s social
economy and the increase in population flow, the tradi-
tional concept of family has been affected. Individuals
begin to pay more attention to individual value and in-
terests and change from survival rationality to social
rationality [26]. With the change, the coverage and
strength of social relationship have changed from mainly
emotional network to instrumental network mixed with
emotional network. Emotional network is based on family
concept and blood relationship, which has strong stability
and nonselectivity [26]. Moreover, social network based
on emotion and blood relationship pays more attention to
individual health than individual achievement. Just like
parents are more concerned about their children’s health
instead of their children’s academic and career achieve-
ments. +e instrumental network is mostly based on the
relationship of career or classmates. Network members
will establish more externalized social relations according
to their own purposes and needs and network connection
is mainly based on mutual interests. More attention is
paid to individual achievement rather than physical
health. For example, instrumental network members are
more likely to start a business and share employment
experience together rather than focus on health together
[27]. In instrumental network, the information shared are

more career related than health related. +erefore, we
propose Hypothesis 5.

Hypothesis 5. Compared with instrumental network,
emotional network has a stronger moderating effect.

3. Materials and Methods

3.1. Subjects and Methods

3.1.1. Experimental Operation. +e purpose of this experi-
ment is to examine the impact of quantified self on residents’
willingness and scale of healthy food consumption. +e
subjects were randomly divided into control group (CQG),
active quantitative group (AQG), and passive quantitative
group (PQG). +e control group did not provide any in-
formation. +e passive quantitative experimental group was
offered food information including protein, carbohydrate,
calorie, and so on, and provided the minimum nutrients
needed by the human body every day. +e food composition
information of the active quantitative experimental group was
hidden, and the subjects could actively view the food com-
position information or directly select without viewing it.

90 students from a university in Shaanxi participated in
the experiment, and the subjects were arranged to participate
in the experiment within a certain period. Before the ex-
periment, the basic statistical characteristics, such as gender,
age, food consumption preferences, and habits of the sub-
jects were investigated with a short questionnaire. +e
subjects were randomly divided into control group (CQG),
active quantization group (AQG), and passive quantization

S1

(a)

S2

(b)

S21
S22

S2

(c)

S21S1

S2

(d)

S1 S2

(e)

Figure 1: Social networks of different complexity.
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group (AQG). +e demographic characteristics of the whole
sample are shown in Figure 2.

From Figure 2, in terms of gender, the distribution of the
control group and the experimental group is similar, and the
number of male subjects is equal to or more than that of
female subjects. In the control group, male and female
subjects accounted for 50%, respectively. In the active
quantitative group and the passive quantitative group, male
subjects accounted for 53.33% and 63.3%, respectively. In
terms of age distribution, the minimum age of the subjects is
17 years, the maximum age is 25 years, and the overall age
distribution is relatively uniform. For example, in the
control group, 43.3% of the subjects were younger than 20
years, 36.7% of the subjects were between 21 and 23 years,
and 20% of the subjects were older than 24 years. It can be
seen from Figure 2 that the distribution of gender and age in
different groups are similar. Because the samples are ran-
domly assigned to different groups, the results show that the
comparison between different groups is reliable.

3.1.2. Investigation Research. Based on the in-depth un-
derstanding of the existing research maturity scale and in-
terviews with experts, we developed the related variable
measurement scale w combined with the research situation.
After the prediction test of 5 scholars in related fields and 30
ordinary consumers, this study finally determined the for-
mal questionnaire. In order to ensure the efficient devel-
opment of the survey, in addition to using the network
questionnaire survey, this study also took some urban and
rural residents and college students in Shaanxi Province and
Zhejiang Province as the survey subjects. A total of 1000
questionnaires were distributed, and 987 questionnaires
were collected. After screening out 45 invalid questionnaires,
such as missing answers and consistent selection of test
items, 942 valid questionnaires were finally obtained (the
effective recovery rate was 94.2%). +e demographic char-
acteristics of the respondents are shown in Table 1.

3.2. Variable Selection and Measurement

3.2.1. Quantified Self. Combined with the research view-
points of Zhang et al. [6] and Zhou et al [28], 10 items of
consumers’ quantitative information preference and quan-
titative willingness to participate in consumption were de-
termined, respectively, including “I am very concerned
about food nutrition,” “I prefer healthy food,” “I am willing
to rationally consume food by evaluating food nutrition,” “I
am willing to participate in food consumption by evaluating
food nutrition,” “I am willing to choose safe alternative food
with the same nutritional efficiency according to the dietary
needs after quantified self.” In this study, the confirmatory
factor analysis of the questionnaire fitted well: χ2/df� 3.26,
RMSEA� 0.06, NFI� 0.998, GFI� 0.999, and CFI� 0.999.
Internal consistency coefficient of questionnaire is 0.742.
Analyzing dimension reduction by SPSS, according to the
standard of eigenvalue greater than 1, two variables were
obtained: consumer quantitative information preference and
quantitative willingness and five items belong to the former

and five items belong to the latter. +e results are consistent
with the expectation of the questionnaire design.

3.2.2. Healthy Food Consumption. Referring to the mea-
surement scale developed by Penning and Wansink, the
scale of residents’ healthy food consumption is compiled,
including 10 items of healthy food consumption willingness
and scale, such as “I prefer organic food to ordinary food,” “I
will pay attention to the nutritional components of food
when I buy it,” “I will pay attention to whether food contains
harmful ingredients such as additives when I buy it,” “I will
pay attention to the food quality when I buy it,” “+e amount
of pork purchased per week,” “the amount of organic pork
purchased per week,” “the cost of fruit purchased per week,”
and “the frequency of eating instant noodles and other fast
food products per week.” In this study, the confirmatory
factor analysis of the questionnaire fitted well: χ2/df� 2.84,
RMSEA� 0.07, NFI� 0.999, GFI� 0.998, and CFI� 0.999.
Internal consistency coefficient of questionnaire is 0.728.
+rough factor analysis and dimensionality reduction, two
variables were obtained according to the standard of ei-
genvalue greater than 1: consumer’s food consumption
intention and food consumption scale, with five items be-
longing to the former, four items belonging to the latter, and
one item was deleted due to low load value. +e results were
basically consistent with the expectation of the questionnaire
design.

3.2.3. Social Networks. +e social network questionnaire
compiled by Fang [29] adopted 13 items, such as the number
of my brothers and sisters, the number of my friends in
wechat group, the number of communities I join in on the
Internet, and so on.Instrumental network contains 6 items,
such as “I keep close contact with many classmates” and the
like; emotional network contains 7 items, such as “I have
close relationship with relatives of the same age” and the like
(Kim and Lee). In this study, the confirmatory factor analysis
of the questionnaire fitted well: χ2/df� 2.69, RMSEA� 0.08,
NFI� 0.999, GFI� 0.999, and CFI� 0.98. Internal consis-
tency coefficient of questionnaire is 0.676. According to the
criterion of eigenvalue greater than 1, two variables were
obtained: emotional network and instrumental network,
with 7 items belonging to the former and 6 items belonging
to the latter. +e results were consistent with the expectation
of the questionnaire design.

3.3. Empirical Methods and Models

3.3.1. Heckman Two-Step Method. Heckman two-step
method is mainly used to deal with sample bias and self-
selection problems, and it can also solve endogenous
problems in self-selection behavior. In this article, the res-
idents also have the problems of self-selection and sample
bias. To study the influence of quantified self on the will-
ingness and scale of healthy food consumption, the equation
of quantified self and scale of food consumption is set as
follows:
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y1i � χ1iβ1 + ε1i. (1)

Here , y1i is scale of healthy food consumption and x1i is
quantified self. +e quantified self choice equation was as
follows:

y2i � χ2iβ2 + ε2i. (2)

Here, y2i is whether to choose quantified self and x2i is
factors influencing self quantification, such as age, gender,
education, and so on. If equation (1) is direct estimated, we
will get the estimator with selective bias.

It can be seen from the model

Ε ε1i|y
∗
2i ≥ 0(  � Ε ε1i|ε2i ≥ − χ2iβ2( , (3)

and

Ε y1i|χ1i, y
∗
2i ≥ 0(  � χ1iβ1 + Ε ε1i|ε2i ≥ − χ2iβ2( . (4)

+is indicates if we directly use equation (1) to estimate
β∧1 , we ignore the conditional mean value ε1. Furthermore,
equation (4) can be written as:

Ε y1i|χ1i, y
∗
2i ≥ 0(  � χ1iβ1 + ρσ1λi. (5)

+en, we get,

y1i � χ1iβ1 + ρσ1λi + μi, (6)

where ρ is the correlation coefficient of ε1, ε2; σ1 is the
standard deviation of ε1i, and σ2 is the standard deviation of
ε2i.

Firstly, using Probit model to estimate equation (2)
based on all samples, the tendency of all samples to choose
quantified self-behavior was obtained. Using the estimated
results, we can calculate λi.

Secondly, regard ρσ1 as a parameter to be estimated
using the sample of choosing quantified self and estimate
equation (6) to get β∧1 .
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Figure 2: Distribution of gender and age in different groups.

Table 1: Demographic characteristics of respondents.

Category Number Percentage Category Number Percentage

Gender Male 469 49.79
Average net monthly

income

Below $300 249 26.43
Female 473 50.21 $300-$800 225 23.89

Age

Below 25 43 4.56 $800-$1500 334 35.46
26–35 298 31.63 Above $1500 134 14.23
36–45 291 30.89 Residence Urban 445 47.24

Above 46 310 32.91 Rural 497 52.76

Education

Below bachelor
degree 331 35.14

Health awareness

High 598 63.48

Above bachelor
degree 611 64.86 Medium 210 22.29

Minimum net monthly
income

Below $150 221 23.46 Low 134 14.23
$150–$300 247 26.22

Health knowledge
High 250 26.54

$300–$800 346 36.73 Medium 289 30.68
Above $800 128 13.59 Low 403 42.78
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3.3.2. PLS Path Modeling. PLS path model mainly includes
two parts: measurement model is called external model,
which describes the relationship between latent variables
and measurable variables. Structural model, also known as
internal model, describes the relationship between endog-
enous latent variables and exogenous latent variables, as well
as the relationship between exogenous latent variables. +is
study mainly uses PLS modeling to analyze the role of social
networks in quantified self influencing on residents’ health
food consumption.

Let ξ be a latent variable and Xh be a measurable variable,
then, the relationship between ξ and Xh can be expressed in
three forms: reflection type, constitutive type, and polyge-
netic type.

(1) Reflection Type. In reflection type, latent variable (LV)
reflects every measurable variable (MV), and every mea-
surable variable can be expressed as a simple regression
equation about its latent variable:

Xh � πh0
+ πhξ + εh. (7)

+e mean value ξ is 0, and the standard deviation is 1,
which satisfies the forecast specification conditions:

Ε
Xh

ξ
  � πh0

+ πhξ. (8)

When the reflection type appears in the model, the first
step is to test the unique dimension using principal com-
ponent analysis, Cronbach’s α coefficient, and Dillon
Goldstein’s ρ coefficient.

Principal component analysis shows that if the first ei-
genvalue root is greater than 1, the second eigenvalue root is
less than 1, or the second eigenvalue root is less than the first
eigenvalue root, then the group of measurable variables is
unique [30]. +erefore, it can be determined that the first
principal component positively correlated with all or at least
most of the measurable variables. If there is a negatively
correlated measurable variable, it can be considered that the

variable cannot fully reveal its potential variables and should
be removed from the model summary.

+e premise of Cronbach’s coefficient as the test stan-
dard of the only dimension is that a group of p-dimensional
measurable variables positively correlated with each other.
Firstly, the group of variables should be standardized. Write
the variance as follows:

Var 

p

h�1
Xh

⎛⎝ ⎞⎠ � p + 

h≠ h′

cor Xh, Xh
′( , (9)

where the larger the h≠h′cor(Xh, Xh
′), the more the mea-

surable variables meet the requirement of unique dimension,
thus introducing α′,

α′ �
h≠h′cor Xh, Xh

′( 

p + h≠h′cor Xh, Xh
′( 

. (10)

It is found that Cronbach’s coefficient reaches the
maximum value (P − 1)/P when cor(Xh, Xh

′) � 1

α �
h≠h′cor Xh, Xh

′( 

p + h≠h′cor Xh, Xh
′( 

×
p

p − 1
. (11)

+e equation (11) can be transformed as

α �
h≠h′cor Xh, Xh

′( 

Var 
p

h�1 Xh 
×

p

p − 1
. (12)

If Cronbach’s is greater than 0.7, it indicates that the
more the ratio of autocorrelation coefficient to variance
approaches its maximum, the group of measurable variables
meet the unique dimension.

Dillon Goldstein’s ρ coefficient is slightly better than
Cronbach’s coefficient in the evaluation of uniqueness. +e
coefficient is mainly set based on the simple regression
model between latent variables and measurable variables.
Firstly, the variance 

p

h�1 Xh is calculated according to
equation (7) and the residual εh is assumed to be
independent.

Var 

p

h�1
Xh

⎛⎝ ⎞⎠ � Var 

p

h�1
πh0

+ πhξ + εh ⎛⎝ ⎞⎠ � 

p

h�1
πh

⎛⎝ ⎞⎠

2

Var(ξ) + 

p

h�1
Var εh( . (13)

+e larger of (
p

h�1 πh)2, the more the group of variables
meet the requirement of unique dimension, which defined ρ
as follows:

ρ �


p

h�1 πh 
2
Var(ξ)


p

h�1 πh 
2
Var(ξ) + 

p

h�1 Var εh( 
. (14)

Assuming that both the measurable variable Xh and the
latent variable ξ are standardized, the latent variable ξ can be
estimated by the first principal component t1 of the mea-
surable variable, and πh can be estimated by the similarity
coefficient cor(Xh, t1) and the first principal component t1.

Var(εh) can be estimated by 1 − cor2(Xh, t1). +erefore, the
estimate of Dillon-Goldenstein’s ρ is given as

ρ �


p

h�1 cor Xh, t1(  
2


p

h�1 cor Xh, t1(  
2

+ 
p

h�1 1 − cor2 Xh, t1(  
. (15)

If ρ is greater than 0.7,+e group of measurable variables
is considered to be unique.

(2) Constructive Type. In the constructive form, the latent
variable ξ is generated by a group of measurable variables,
which can be expressed as the sum of the weighted residuals:
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ξ � 
h

whXh + δ. (16)

In constructive form, measurable variables can belong to
multiple latent variables. At the same time, it meets the
prediction criteria:

E
ξ

X1, . . . , Xpj

  � 
h

whXh. (17)

Suppose that the mean value of the residual vector is 0,
and it is not related to the measurable variable Xh. In the PLS
algorithm parameter estimation, if the symbol is related, the
variable should be deleted.

4. Results and Discussion

4.1. Results

4.1.1. 6e Impact of Quantified Self on Consumers’ Healthy
Food Consumption

(1) Experimental Results. Firstly, it analyzes whether different
consumers engaged in quantified self-behavior. From the
experimental subjects, consumers’ quantified self-awareness
and actual quantified self-behavior are different in different
gender and age groups. From the perspective of gender
(Figure 3), male’s overall quantitative awareness is low, only
30% of all male subjects have high quantitative awareness
while 48% of female subjects have high quantitative
awareness. In the actual quantified self-behavior, 68.75% of
the male subjects took the quantitative behavior in the
process of choosing food, and 85.71% of the female subjects
took the actual quantitative behavior. +erefore, from the
perspective of gender, female subjects have higher quanti-
tative awareness and behavior than male subjects.

From the perspective of age (Figure 4), the older the
subjects are, the stronger their quantitative awareness is;
69.44% of the subjects younger than 20 years, 67.65% of the
subjects between 21 and 23 years, and 75% of the subjects
older than 24 years have medium or high quantitative
awareness. But the results of quantified self-behavior show
different trends: in the group of 21- 23-year-old subjects,
90% adopted quantified self-behavior, whereas in the 20-
year-old and 24-year-old subjects, about 70% chose quan-
tified self-behavior. It can be seen that age has no significant
difference in the choice of quantified self-behavior. Com-
bined with the quantitative consciousness and quantitative
behavior of the subjects, it can be seen that more than 65% of
the subjects will choose quantified self-behavior.

In addition, by observing the relationship between
healthy food awareness and quantified self-behavior
(Figure 5(a)), we can find that the subjects with healthy food
awareness are more likely to choose quantified self. Only
70% of the subjects with low healthy food awareness chose
quantified self, while 75% and 87.5% of the subjects with
moderate or high health food awareness chose quantified
self, respectively. With the improvement of healthy food
awareness, the probability of consumers choosing to
quantify increases, and Hypothesis 1 is verified.

+e results of independent sample T test shows that there
is no significant difference in consumption willingness of
healthy food between CQG and PQG (Figure 5(b)). Com-
pared with CQG, subjects of PQG report slightly higher
willingness to consume healthy food (M� 1.83, SD� 0.83 vs
M� 2.1, SD� 0.80, F (1, 58)� 1.59, p � 0.2121). However,
there are significant differences in healthy food consumption
intention between COQ and AQG, as well as PGQ andAQG.
Compared with CQG, AQG has higher healthy food con-
sumption intention (M� 2.47, SD� 0.62 vs M� 1.83,
SD� 0.83, F (1, 58)� 11.03, p � 0.0016), indicating that the
subjects who have the initiative to take quantified self-be-
havior have higher healthy food consumption intention.
AQG has higher health food consumption intention than
PQG (M� 2.47, SD� 0.62 vs M� 2.1, SD� 0.80, F (1, 58)�

3.87, p � 0.0537), which indicates that the subjects with
active quantified self-behavior have higher healthy food
consumption intention than those with passive quantified
self.

As for the influence of quantified self on the con-
sumption scale of healthy food, the result of independent
sample T test shows that there is no significant difference
between CQG and PQG (Figure 5(c)). Compared with CQG,
PQG report slightly higher consumption scale of health food
(M� 23.43, SD� 3.97 vs M� 21.78, SD� 5.65, F (1, 58)�

1.70, p � 0.1968). However, there are significant differences
in the scale of healthy food consumption between COQ and
AQG, as well as PQG and AQG. +e subjects of AQG have
higher scale of healthy food consumption than CQG
(M� 27.52, SD� 5.52 vs M� 21.78, SD� 5.65, F (1, 58)�

15.79, p � 0.0002). Compared with PQG, AQG has higher
consumption scale of health food (M� 27.52, SD� 5.52 vs
M� 23.43, SD� 3.97, F (1, 58)� 10.82, p � 0.0017), which
indicates that the subjects with active self-quantification
have higher consumption scale of health food than those
with passive self-quantification.

+rough the analysis of the influence of CQG, PQG, and
AQG on consumers’ willingness and scale of healthy food
consumption, it can be found that the subjects with active
quantification have higher willingness and scale of food
consumption, and quantified self-behavior can promote
consumers’ willingness and scale of healthy food con-
sumption. Hypotheses 2 and 3 are verified.

(2) Empirical Results. Heckman two-step method is used to
test whether consumers choose quantified self-behavior and
the relationship between quantitative behavior and con-
sumers’ healthy food consumption intention and scale. +e
results are shown in Table 2. In that, column (1) is the Probit
regression of consumers’ quantitative behavior, and column
(2) and column (3) indicate the influence of quantified self-
behavior on consumers’ willingness and scale of healthy food
consumption under the control of self-selection bias.

From the results of column (1), the constant coefficient is
0.324, which means that the ratio of quantitative to non-
quantized is 0.324 without considering other influences. +e
ratio of consumer selection quantification to nonquantized
is 1.383. It shows that in the survey sample, the individual
who chooses quantification is 38.3% higher than the
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individual who has not selected quantification. In addition,
health awareness has a significant positive effect on con-
sumers’ quantified self choice.+e coefficient after logarithm
transformation is 1.035, which shows that the consumers
with high health awareness are 3.5% higher than those with
low health awareness. Hypothesis 1 is verified again. From
the results of column (2), the consumer quantified self has a
significant positive effect on the consumption willingness of
healthy food, with a coefficient of 0.292 and significant at the
level of 1%. It shows that under the condition, the con-
sumer’s quantified self-behavior is improved, and the
consumers’ willingness to consume healthy food products is
increased by 29.2%, Hypothesis 2 is verified. +e results of
column (3) show that the influence of consumer quantified
self on consumption scale of healthy food is 0.351, which
shows that with the improvement in consumers’ quantified

self-behavior, the consumption scale of healthy food of
consumers increases by 35.1%, and Hypothesis 3 is verified.

4.1.2. 6e Moderating Role of Social Networks.
Furthermore, PLS path modeling is used to test the mod-
erating role of social networks in the process of quantified
self impact on healthy food consumption. +e results are
shown in Table 3. In that, columns (1)–(3) are the moder-
ating results of social networks in the process of quantified
self-influence on consumers’ healthy food consumption
intention, and columns (4)–(6) are the moderating results of
social networks in the process of quantified self-influence on
consumers’ healthy food consumption scale.

From the results of column (1), the quantified self-behavior
and social networks have positive and significant effects on
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Figure 3: Gender differences in consumers’ quantitative self-awareness and behavior.
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consumers’ willingness to purchase healthy food with coeffi-
cients of 0.190 and 0.273, respectively, and both are significantly
at the level of 1%. At the same time, the intersection of
quantified self and social networks has a positive impact on the
consumption intention, which means that social networks will

moderate the impact of quantified self-behavior on the con-
sumption willingness. +at is, the more complex the social
networks are, the stronger the impact of quantified self-be-
havior on consumers’ consumption of healthy food is. Column
(4) is the moderating effect of social networks on the
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Figure 5: +e effect of quantified self on consumers’ willingness and scale of healthy food consumption. (a) Quantitative behavior choice.
(b) Consumption awareness. (c) Consumption scale.

Table 2: +e influence of quantified self on consumers’ willingness and scale of healthy food consumption.

(1) (3) (4)
Quantified self Consumption intention Consumption scale

Constant 0.324∗∗∗ −0.963∗∗∗ −0.383
(0.031) (0.224) (0.228)

Quantified self 0.292∗∗∗ 0.351∗∗∗
(0.032) (0.033)

Register 0.118 0.153∗ 0.212∗∗
(0.104) (0.068) (0.070)

Gender −0.030 0.023 0.004
(0.089) (0.059) (0.060)

Age 0.051∗∗∗ 0.030∗∗∗ 0.004
(0.006) (0.004) (0.004)

Education 0.102 0.132∗ 0.137∗
(0.094) (0.062) (0.063)

Income 0.122∗∗ 0.002 0.052
(0.046) (0.031) (0.031)

Health knowledge 0.045 0.058∗∗∗ 0.060∗∗
(0.056) (0.017) (0.028)

Health awareness 0.034∗∗∗ 0.015 0.046∗∗∗
(0.011) (0.040) (0.010)

N 942 942 942
Adj. R2 0.233 0.206
Standard errors in parentheses, ∗ p< 0.05, ∗ ∗ p< 0.01, ∗ ∗ ∗ p< 0.001.
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consumption scale of healthy food, and its moderating coef-
ficient is 0.069. Hypothesis 4 is verified.

Columns (2) and (5) show the moderating effects of
emotional social networks on the relationship between
quantified self and healthy food consumption. +e results
show that whether it is consumers’ willingness to consume
healthy food or consumption scale, emotional social net-
works have positive moderating effects with coefficients of
0.116 and 0.073 respectively. +e results of column (3) and
(6) show that the instrumental networks also have positive
moderating effects with coefficients of 0.080 and 0.063, and
the coefficients are significantly at the level of 5% and 10%.
+e results of emotional networks and instrumental net-
works further verify Hypothesis 4. At the same time, from
the coefficients, whether it is healthy food consumption
intention or consumption scale, the cross-term coefficient of
quantified self and emotional networks is greater than that of
quantified self and instrumental networks, indicating that
the moderating effect of emotional networks is stronger, and
Hypothesis 5 is verified.

4.2. Discussion. +e results of experimental and empirical
tests are consistent with the conclusion of Ortega et al. [31]
and Pocol et al. [32] but has differences.+e results of Ortega
et al. [31] showed that the consumers’ selection of food safety
was affected by consumer preferences; they measured
consumer preferences for select food safety attributes in
pork and took food safety risk perceptions into account.
Several choice experiment models, including latent class and
random parameters logit, were constructed to capture
heterogeneity in consumer preferences. +eir results suggest
that Chinese consumers have the highest willingness to pay
for a government certification program, followed by third-

party certification, a traceability system, and a product-
specific information. But our results show that consumers’
willingness and scale of healthy food consumption could be
also affected by quantified self-behavior. Pocol et al. [32]
explored Generation Z university students’ clusters based on
the consumption of daily fruits and vegetables in an
emerging market economy and found most cluster members
are aware of the value of regular fresh fruit and vegetable
consumption in order to maintain health and overall well-
being [33]. Our results complement the conclusion that
customers with quantified self-behavior will have higher
willingness to buy safety food.

+e results of moderating role of social networks show
the similar situation of Kim and Lee [34]. +ey pointed out
that the more friends in Facebook, the more likely indi-
viduals chose self-presentation, then individuals would
make similar decisions. Hu et al. [35] used Bayesian per-
sonalized ranking based on multiple-layer neighborhoods
and pointed out that social networks would affect individ-
uals’ behavior. +ough Marcel et al. [36] stated that the
information sources of consumers’ selection of food safety
was relatives and friends, our results shows that emotional
social network plays a stronger role in quantifying self-in-
fluence on healthy food consumption behavior.

In the context of big data, the digital divide encourages
opportunistic enterprises to exploit the rights and interests
of consumers, and the emergence of quantitative self indi-
cates the beginning of comprehensive digitization in the field
of consumer cognition. +rough the tracking and mea-
surement of self-behavior state, consumers’ health status and
life process are becoming more and more visual and pre-
dictable. +e implementation and penetration of quantita-
tive self makes consumers’ demand judgment and behavior
choice more and more accurate and rational. +is is very

Table 3: +e moderating role of social networks.

(1) (2) (3) (4) (5) (6)
Consumption intention Consumption scale

Constant 0.060 0.060 0.021 0.051 0.047 0.013
(0.035) (0.035) (0.029) (0.035) (0.034) (0.029)

Quantified self 0.190∗∗∗ 0.143∗∗∗ 0.371∗∗∗ 0.197∗∗∗ 0.120∗∗ 0.373∗∗∗
(0.043) (0.043) (0.030) (0.043) (0.042) (0.029)

Social network 0.273∗∗∗ 0.279∗∗∗
(0.044) (0.044)

Quantified self ∗ social network 0.082∗∗ 0.069∗∗
(0.026) (0.026)

Emotional network 0.171∗∗∗ 0.228∗∗∗
(0.030) (0.030)

Quantified self ∗ emotional network 0.116∗∗∗ 0.073∗∗
(0.028) (0.028)

Instrumental network 0.334∗∗∗ 0.382∗∗∗
(0.044) (0.043)

Quantified self ∗ instrumental network 0.080∗∗ 0.063∗
(0.027) (0.026)

Control variables Control Control Control Control Control Control
N 942 942 942 942 942 942
Adj. R2 0.219 0.234 0.205 0.223 0.252 0.226
Standard errors in parentheses, ∗P< 0.05, ∗∗P< 0.01, ∗∗∗P< 0.001.
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important for consumers to pay attention to healthy food
consumption or nutrition.

Based on the theory of information perception and the risk
perception theory, combined with social cognition, this study
explores the internal mechanism of self quantify on healthy
food consumption, which brings new insights for analyzing
quantitative behavior and understanding the formation of
consumers’ healthy food consumption participation intention.
In terms of research perspective, due to the limitation of
perspective, relevant studies lack holistic thinking on the in-
ternal mechanism of the formation of consumers’ willingness
to buy healthy food. Breaking through the limitations of
existing studies focusing on the individual level to explore
relevant issues, combined with the reality of the increasing
socialization of quantitative self under the support of tech-
nology, this study more accurately explains the connotation of
quantitative self-concept from the perspective of the combi-
nation of individual and community, and comprehensively
understands the formation mechanism of consumers’ will-
ingness to quantitative self in healthy food consumption. In
terms of research content, most of the existing studies regard
constraints such as limited time and energy, insufficient op-
erating skills, and unhealthy habits as the main reasons for
consumers’ quantifying themselves in healthy food con-
sumption and do not consider the impact of social networks.
From the perspective of individual differences, this study
constructs a theoretical framework for analyzing consumers’
healthy food consumption based on information perception
and the risk perception theory, which makes a reasonable
supplement to the research on the consumers’ quantitative self-
behavior and healthy food consumption behavior. Focusing on
the essence of quantitative self as a socialized practice and
relying on social cognitive theory, this article explains the
differentiated choice of consumers on whether to participate in
quantitative self in the face of social networks. From the
perspective of relationship, the internal mechanism of different
social networks on consumers’ healthy food consumption is
introduced to further clarify the applicable boundary of the
theory. In terms of research methods, although the existing
studies recognize the necessity of participation in the realiza-
tion of quantitative self positive utility and emphasize the
importance of clarifying the internal mechanism of consumers’
quantitative self participation behavior on healthy food con-
sumption, the understanding of relevant issues is still in the
stage of descriptive exploration. Based on the literature review,
this study forms relevant hypotheses, which are verified by a
series of experiments and questionnaires, and defines and
confirms the internal relationship of various elements in the
relationship of consumers’ quantitative self and healthy food
consumption.

5. Conclusions

+is study analyzed consumers’ quantified self-behavior and
healthy food consumption through laboratory experiments and
field investigation and explored the role of social networks in
quantified self-behavior and healthy food consumption from
the perspective of complex network. +rough theoretical
analysis and empirical research, this study obtains three main

results: (1) Health awareness can promote consumers to choose
quantified self-behavior; (2) consumers’ quantified self-be-
havior is helpful to promote their purchase intention and
purchase scale of healthy food; (3) social networks play a
positive moderating role in the relationship of quantified self-
behavior and healthy food consumption. Both emotional
networks and instrumental networks have significant mod-
erating effects, but the former is stronger.

+is article discusses the impact of quantitative self on
consumers’ healthy food consumption from the perspective
of social network and deeply explores how different social
networks affect the relationship between the two. Also, this
article expands the theory of information perception and the
risk perception theory, and it strengthens the role of in-
formation cognition, information transmission, and risk
cognition in the connection of different social networks,
which will deeply affect the impact of quantifying self on
food consumption. In addition, in terms of practical sig-
nificance, the conclusions of this article can provide practical
guidance for food enterprises to optimize product packaging
and quantify innovative product design. In addition, the
relevant conclusions can also provide some support for the
government to guide residents to establish food nutrition
concept, form quantitative self habits, make food con-
sumption decisions, and buy food reasonably.

Compared with previous studies, this study has some
innovations, such as using experimental data and survey
data at the same time to strengthen the diversity of data
sources and the reliability of empirical results. +is article
discusses the quantified self behavior and healthy food
consumption behavior of consumers, which is helpful to
expand the research of consumer behavior from the cross
perspective of behavior and economics. However, there are
also some shortcomings in this study. For example, although
the scale of this study cites the mature scale of previous
studies as reference, due to the diversity and complexity of
consumers’ behavior and social networks, the questionnaire
items may not fully reflect the relevant variables. In addition,
this study mainly focuses on the moderating role of social
networks, but whether there are other roles needs to be
further explored in the follow-up research.
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With the increasing frequency of scientific cooperation, research on the impact of scientific cooperation on scholars’ scientific
performance has become a hot topic in academic research. +is paper mainly uses quantitative research methods such as
bibliometrics and social network analysis to analyze the correlation between degree centrality, L-index, and scientific performance
of the Chinese author of Physical Education and Training Science and draws the following conclusions: (1) degree centrality is
positively correlated with the number of papers, average citations per paper, and H-index and (2) L-index is positively correlated
with the number of papers, average citations per paper, and H-index. Unlike previous studies on scientific collaboration networks
and scholars’ performance that focused on traditional network characteristics indicators, this study introduces a new network
characteristics indicator, L-index, through which the degree of collaboration between authors and other important authors in the
research field can be better assessed, which also provides a new direction for research related to research collaboration networks
and scholars’ performance; at the same time, it also provides a theoretical basis for subsequent research on the utility of scientific
collaboration, a reference for the assessment of the research performance of scholars in other disciplines, and a theoretical
reference for more scientific and comprehensive prediction of scholars’ research performance in the future.

1. Introduction

With the development of society and the progress of science,
scientific research becomes more and more complex. Price
put forward the concept of “big science” for the first time,
pointing out that modern scientific research is characterized
by high investment intensity, multidisciplinary crossing,
expensive experimental equipment, and complex research
objectives [1]. Scientific cooperation is one of the effective
ways to solve complex scientific research problems. Scientific
cooperation refers to the knowledge production mode in
which many people work together to complete the same
research topic in the process of scientific research, and it is
extremely important in the historical process of scientific

development. Especially at a time when science is increas-
ingly comprehensive and complex, scientific collaboration
not only allows researchers to share their knowledge in
different fields, their experience and resources, and complex
and expensive research equipment but also stimulates in-
novative thinking and increases the efficiency of research.
+erefore, scientific cooperation has becomemore andmore
frequent, and scientific research has gradually shifted from
individual research to team research. Scientific research
cooperation has gradually become an unstoppable devel-
opment trend.

As scientific cooperation has become a common phe-
nomenon in scientific research, research on the effectiveness
of scientific cooperation has gradually become an important
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topic in the field of scientific cooperation. +e effect of
scientific cooperation on the scientific performance of
scholars is an important aspect of the research on the ef-
fectiveness of scientific cooperation. As we all know, sci-
entific performance is an important basis for the evaluation
of scholars’ academic levels. +e higher the scientific per-
formance of scholars, the richer their academic achieve-
ments and the greater the influence of their academic
achievements. +e evaluation of scholars’ scientific perfor-
mance not only can establish the correct value orientation of
scientific research, promoting the sustainable and stable
development of scientific research, but also can provide an
objective basis for teacher recruitment, project application,
government funding, and so on. By studying how scientific
cooperation affects scholars’ scientific performance, we can
find out the factors affecting scholars’ scientific performance
and their internal correlation, so as to optimize the way of
scientific cooperation and improve scholars’ scientific
performance.

As a discipline that encompasses both the social and
natural science dimensions, the study of Physical Education
and Training cannot be furthered and advanced without the
reference significance brought by the author’s scientific
performance. +is paper selects 10,386 papers in core
journals of Physical Education and Training in the CSSCI
database, and Python was used to visualize the correlation
between degree centrality, L-index, and scientific perfor-
mance. Stata was used to conduct linear regression on degree
centrality, L-index, and scientific performance to discuss
their correlation. Unlike previous studies on research col-
laboration networks and scholars’ performance that focused
on traditional network characteristics indicators, this study
introduces a new network characteristics indicator, L-index,
through which the degree of collaboration between authors
and other important authors in the research field can be
better assessed, which also provides a new direction for
research related to research collaboration networks and
scholars’ performance; at the same time, it also provides a
theoretical basis for subsequent research on the utility of
scientific collaboration, a reference for the assessment of the
research performance of scholars in other disciplines, and a
theoretical reference for more scientific and comprehensive
prediction of scholars’ research performance in the future.

In addition to the introduction of the first part, this paper
also includes the following sections. +e second section
introduces the theoretical basis of this research. +e third
section introduces the data source, the choice of variables,
and the research method. +e fourth section is the empirical
analysis. Finally, the fifth section summarizes the conclu-
sions and contributions of this study and points out the
shortcomings in the study.

2. Theoretical Basis

2.1. 'e Scientific Cooperation. At present, academic circles
have different definitions of scientific cooperation. Heffner
believes that scientific research cooperation is a strong form
of interaction between researchers in the process of scientific
activities. +ey form an ideal model of scientific research

cooperation through ideological and intellectual exchanges
[2]. Ziman and Schmitt believe that scientific cooperation is
generated after scientific development has reached a certain
stage and gradually stabilized, during which scientific co-
operation plays an extremely important role in improving
the output of scientific knowledge [3]. Katz and Martin
believe that scientific cooperation is the work of researchers
together for the common purpose of creating new knowl-
edge [4]. Zhao andWen believe that scientific cooperation is
a kind of scientific activity in which two or more researchers
or organizations cooperate together to maximize scientific
research output in order to complete a common research
task, and its essence is resource sharing between collabo-
rators [5]. Based on the concept of scientific cooperation put
forward by different scholars, the author believes that sci-
entific cooperationmeans that researchers focus on a specific
scientific problem through resource sharing and cooperation
and finally jointly complete scientific tasks with clear ob-
jectives and jointly publish scientific results. Among them,
the collaborative publication of research results is the ulti-
mate expression of scientific collaboration.

2.2. Scientific Performance. Scientific performance refers to
that in the process of scientific activities, the research
subjects, driven by subjective motivation, objective needs,
and possible original basis for cooperation, carry out various
forms of cooperation and produce various direct or indirect
benefits, such as the direct benefits of papers, patents
monographs, and so on. Indirect benefits include the im-
provement of scholars’ knowledge, skills, reputation, and
influence. +ere are qualitative evaluation and quantitative
evaluation to evaluate the research performance of scholars.
+e qualitative evaluation mainly refers to peer review,
which is also the traditional way to evaluate the scientific
performance of scholars. But peer review has its drawbacks.
First, it is less efficient because it requires experts to score
each scientific achievement and give a written explanation.
In addition, peer review is highly subjective, and the review
results are easily affected by subjective factors such as ex-
perts’ personal interests, majors, and emotions, which make
it difficult to guarantee fairness and justice. Quantitative
evaluation has been proposed and widely applied with the
continuous growth of scientific achievements and the
continuous development of scientometrics and biblio-
metrics. Quantitative evaluation evaluates the research
performance of scholars through clear quantitative char-
acteristics, which improves the efficiency and objectivity of
the evaluation of the scientific performance of scholars. At
present, the research on quantitative evaluation of scholars’
scientific performance has been in-depth, and its evaluation
indicators are also diverse, mainly including: number of
papers, average citations per paper, impact factors, number
of collaborators, H-index, and so on. [6]. Integrating existing
research, as a paper is the result of knowledge formed in the
course of scientific activities, it is the most direct form of the
output of scientific research. Its quantity and quality can, to a
certain extent, relatively objectively reflect the contribution
of scholars to the existing body of knowledge, and therefore,
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the main reference for evaluating the performance of
scholars is their published papers [7–9].

In this paper, the number of papers, average citations per
paper, and H-index are selected as the evaluation indicators
of scholars’ scientific performance. +e number of papers is
the total number of papers published by each author. Al-
though the number of papers does not fully represent the
academic level and influence of a scholar, the production of
high-quality papers is usually based on a certain number of
publications. For example, Nobel laureates publish 13.1
papers per year on average when they are about 20 years old,
while ordinary scholars publish 3.5 papers per year on av-
erage [10]. Average citations per paper refer to the ratio of
the total number of citations per author to the number of
papers. Average citations per paper are based on its quality.
+e more the average citations per paper receive, the higher
the degree of “recognition” and the higher the quality of the
paper is. Papers published by some authoritative scholars are
cited as much as 200 times per year, while those published by
ordinary scholars are less than 10 times [11]. H-index is a
research performance evaluation index proposed by Hirsch
that combines the number of papers published by scholars
with average citations per paper, and H-index refers to the
number of N papers published by a scholar, with H papers
being cited at least H times each [12]. It not only quantifies
research output but also combines the ability of researchers
to publish with the impact of citation. +erefore, H-index is
the most widely used indicator among the quantitative
evaluation indicators to evaluate the scientific performance
of scholars. Subsequent scholars have improved H-index on
the basis of H-index and proposed new indicators for sci-
entific performance evaluation, such as G-index (2006) [13],
R-index and AR-index (2007) [14], M-index (2008) [15],
EM-index (2017) [16], and so on. However, the concept of
H-index is simple, and it is easy to calculate and has the
characteristics of robustness and comprehensiveness, which
makes it widely used in the evaluation of scientific
performance.

2.3. Scientific Collaboration Network. +e “network” is a
collection of nodes and all their relationships with each
other. +e “scientific cooperation network” is a collection of
researchers as nodes and the connections of researchers
through scientific cooperation. In the scientific cooperation
network, degree centrality, betweenness centrality, closeness
centrality, eigenvector centrality, PageRank, and other
network characteristic indicators are commonly used to
describe the position, function, or influence of nodes in the
network. Studies have been conducted to examine the re-
lationship between scientific collaboration networks and
scholar performance in terms of these network character-
istics indicators. Abbasi et al. used G-index as the dependent
variable to measure the academic influence of scholars. +e
network characteristics such as degree centrality, closeness
centrality, betweenness centrality, eigencentrality, and av-
erage relationship strength are taken as independent vari-
ables. +ey studied their relation and found that the degree
centricity, eigencentrality, and average relation strength are

positively correlated with their academic influence (G-in-
dex). Closeness centrality and betweenness centrality are
negatively correlated with their academic influence (G-in-
dex) [17]. From the perspective of social capital, Li et al.
studied the relationship between degree centrality, closeness
centrality, betweenness centrality of scientific cooperation
network, and the average number of citations of scholars’
papers. +ey found that degree centrality and closeness
centrality had little correlation with the average number of
citations, while betweenness centrality was positively cor-
related with the average number of citations [18]. Gonzalez-
Brambila et al. found that having more direct contact with
other scholars, being in the structural hole position of the
scientific cooperation network, cooperating with scholars in
other disciplines, and being in the center of the scientific
cooperation network will increase the number of papers
published by scholars [19]. Abbasi et al. proposed two new
indicators, PDI and PTDI, on the basis of traditional social
network indicators; studied the relationship between PDI
and PTDI and scholars’ research influence based on citation
relationship; and found that PDI and PTDI were positively
correlated with research influence based on citation rela-
tionship [20]. Damien et al. found that scholars who are in
the bridge position of the scientific cooperation network will
improve their scientific performance [21].

While these network characteristics indicators can de-
scribe to some extent the intrinsic relevance of collaboration
in a research network, they do not provide a good de-
scription of the extent to which nodes in the network are
connected to other important nodes. Among these com-
monly used network characteristic indicators, degree cen-
trality is the most basic one. Degree centrality is a commonly
used concept in social network analysis (SNA), also known
as degree, and it is also the most intuitive centrality indicator
in the study of scientific cooperation network.+e higher the
degree of a node is, the more nodes it is associated with, and
the more important the node is in the network. In a co-
operative network with g nodes, the degree centrality of
node i is the total number of direct contacts between node i
and other g – 1 nodes. If an author has a degree of 10, he is
associated with 10 authors in his scientific collaboration
network. While degree centrality is generally used to de-
scribe the extent to which a node is connected to other nodes
in a social network, it only measures the number of nodes
connected to a node, not the importance of the nodes
connected to a node. +erefore, Korn et al. consider a new
network characteristic metric based on degree centrality to
measure the degree to which a node in the network is
connected to other important nodes, namely L-index (lobby
index), which refers that there are at least L nodes whose
degrees are at least L out of N nodes connected to a node in
the network [22]. L-index provides a new direction for the
research on scientific cooperation network and scholar
performance as well.

Based on this perspective, this paper explores the cor-
relation between the degree and L-index of authorship of
Physical Education and Training papers and scientific
performance (number of papers, average citations per paper,
and H-index), lays a theoretical foundation for subsequent
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research related to the utility of research collaboration,
provides a reference for the assessment of research per-
formance of scholars in other disciplines, and provides a
theoretical reference for more scientific and comprehensive
prediction of scholars’ research performance in the future.

2.4. Social Network Analysis. In the western society of the
1920s, social network analysis was gradually applied to the
fields of sociology, anthropology, psychology, and so on.
Simmel first used the concept of “network” in 1922. Brown
first put forward the concept of “social network” in 1940.
Barnes first transformed the social network into a systematic
study by analyzing the social structure of a fishing village in
Norway [23]. After decades of research and exploration,
social network analysis has become a unique research
method, which provided a new perspective for the study of
social structure. Freeman summarized the four character-
istics of social network research: the analysis of the specific
structure formed between the subjects of the social network,
applying statistical principles and computer technology as
technical support, based on data in the network, and graphic
language to express social networks [24]. Wellman, an
analyst of the social network, pointed out that social network
was a huge network composed of social relations between
groups, and social network analysis explored the deep
structure under the network, specifically the connection
pattern hidden under the surface of the complex social
network [25]. After 2000, social network analysis has been
gradually recognized and widely used in China. Bao et al.
first analyzed egocentric network using the method of social
network analysis [26]. Hu and Deng analyzed interpersonal
relationships using the structural hole theory [27]. Liu et al.
analyzed the role of small-world theory in group analysis
[28]. Social network analysis is also widely used in research
related to scientific collaboration. Xu and Zhu applied social
network analysis to citation analysis and analyzed the in-
fluence and clique of scholars through density, centrality,
and other indicators [29]. Qiu and Wang analyzed the
author’s cooperative relationship using social networks and
found out the potential cooperative groups [30]. Xing et al.
visualized the relationship between keywords by con-
structing the overall keyword network and combining rel-
evant indicators of the social network, so as to more
intuitively understand the research status of relevant fields
[31]. Generally speaking, the social network reflects the
relationship between various elements. +e core of social
network analysis is to analyze the “relationship” of various
elements and present the relationship between individuals
from “micro” to “macro” one by one. +e analysis method is
based on mathematical modeling and network graph, and
the main research content includes the importance of each
participant in the network and its role in the whole network.
In addition, social network analysis and bibliometrics can
also be well complementary and integrated, which are widely
used in the related research of scientific cooperation net-
work. Many scholars analyze research collaborations
through bibliometric methods, but in-depth research

analysis and the presentation of knowledge maps involve
social network analysis methods, such as analyzing and
visualizing the relationships between nodes in terms of
network characteristics such as centrality, cohesive sub-
groups, and density, in order to identify core authors, re-
search methods, and disciplinary hotspots in subject areas.

+e scientific collaboration network consisting of the
authors of our Physical Education and Training papers
studied in this paper is a typical social network. Among
them, each node refers to the researchers participating in the
scientific cooperation, and the edge between nodes refers to
the scientific cooperation between the researchers, that is,
through the scientific cooperation to jointly publish the
paper.

3. Methods

3.1. 'e Data Source. In 1931, Bradford, a British bibliog-
rapher, first revealed the law of literature concentration and
dispersion, that is, in a certain discipline, about one-third of
the literature was published in 3.2% of the periodicals. In
1967, UNESCO researched the distribution of the literature
and found that 75% of the literature appeared in only 10% of
the journals. In 1971, Garfield, an American intelligence
scientist and scientometrician and the founder of SCI,
counted the distribution of references in journals and found
that 24% of the citations appeared in 1.25% of the journals.
All these indicate the existence of “core effect,” that is, the
existence of “core journals.” +e input documents of core
journals are authoritative and representative scientific re-
search achievements in various disciplines after strict
selection.

+e data used in this paper are from core journals of
sports, and the data are searched through the CSSCI da-
tabase. Input, respectively, in the “journal” column the name
of 16 kinds of sports core periodicals: “Journal of Beijing
Sport University,” “Journal of Shanghai University of Sport,”
“Journal of Capital University of Physical Education and
Sports,” “Journal of Shandong Sport University,” “Journal of
Chengdu Sport University,” “Journal of Tianjin University of
Sport,” “Journal of Xi’an Institute of Physical Education,”
“Journal of Wuhan Institute of Physical Education,”
“Journal of Shenyang Sport University,” “Journal of
Guangzhou Sport University,” “Journal of Nanjing Sport
Institute (Social Science),” “China Sport Science and
Technology,” “Sports Culture Guide,” “Journal of Physical
Education,” “Sports & Science,” and “China Sport Science.”
+e subject type was set to “Physical Education,” and the
secondary subject type was set to “Physical Education and
Training,” with no restriction on publication time. Con-
sidering that the same Chinese characters will appear in the
author’s name, it is ambiguous to use only the name for
calculation in the collected data set. In order to eliminate
such ambiguity, this paper matches the name and work
affiliation of the paper author at the same time, that is, two
scholars with the same name and different affiliations are
identified as two different scholars. Finally, the extracts saved
all the literature names, authors, work affiliations of authors,
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references, publication time, citation times, and other in-
formation and finally got 10,386 data.

3.2. Variable Selection and Measurement

3.2.1. 'e Dependent Variable. +e dependent variable of
this study is the scientific performance of all authors in the
sample, which mainly includes three aspects: the number of
papers, average citations per paper, and H-index.

(1)'e Number of Papers. +e number of papers refers to the
total number of papers published by each author in his
academic career. A certain number of papers is the basis for
creating high-level scientific achievements.

(2) Average Citations per Paper. +e average citations per
paper are the ratio of the total number of citations per author
to the number of papers. +e higher an author’s average
citations per paper is, the higher the average quality of that
author’s research output and the more useful his or her
results are to other scholars. +e formula for calculating
average citations per paper is as follows:

Averagecitationsperpaperi �
thetotalnumberof citationsi

thenumberof papersi

.

(1)

(3) H-Index. H-index refers to the number of N papers
published by a scholar, with H papers being cited at least H
times each [12]. H-index can accurately reflect a person’s
academic achievements. H-index not only quantifies the
scientific output of scholars but also takes into account the
ability of researchers to publish papers and the influence of
citation. +e higher an author’s H-index is, the more in-
fluential and academically valuable articles he or she has
published.

3.2.2.'e Independent Variables. +e independent variables
for this study are the degree centrality and L-index of all
authors in the sample.

(1) Degree Centrality. Degree centrality refers to the total
number of direct connections between node i and other g −

1 nodes in a network with g nodes. +e higher the degree
centrality of a node is, the more nodes this node has contact
with, and the more important this node is in the network.
+e calculation formula of degree centrality is as follows:

Degree centralityi � 

g

j�1
xij (i≠ j). (2)

(2) L-Index. L-index means the degree to which L of the N
nodes in the network that are connected to a node is at least L
[22]. L-index reflects the extent to which a node in the
network is connected to other important nodes. +e higher
L-index of an author, the more authors with high centrality

he or she is associated with and the higher the quality of his
or her collaborators.

3.3. 'e Research Methods

3.3.1. Establish the Scientific Cooperation Network. +e
scientific collaboration network in this study was con-
structed on the basis of our Physical Education and Training
papers, which is a typical social network. In the scientific
collaboration network, each node represents an author, and
the edges between nodes indicate that two authors have
collaborated on previous papers. +e scientific collaboration
network in this study is constructed by Python.

3.3.2. Measurement of the Independent and Dependent
Variables. After the research collaboration network was
constructed, the degree centrality and L-index of all authors
in the sample were calculated using Python. +en using
bibliometric methods, the research performance indicators
such as the number of papers, average citations per paper,
andH-index of all authors in the sample were calculated.+e
distribution of all independent and dependent variables and
the correlation between the independent and dependent
variables were then visualized and analyzed through Python.

3.3.3. Correlation Analysis of Independent Variables and
Dependent Variables. +e correlation between the inde-
pendent and dependent variables was analyzed using Stata to
explore in detail the effects of degree centrality and L-index
on scientific performance indicators such as the number of
papers, average citations per paper, and H-index.

4. Analysis and Results

4.1. Descriptive Statistics and the Distribution of Independent
and Dependent Variables

4.1.1. Descriptive Statistics. By processing and analyzing all
the 10,386 literature data of 16 core sports journals in China
with the subject type of “Sports” and the secondary subject
type of “Physical Education and Training,” we obtained a
total of 12,875 authors, each of whom corresponds to a node
in the research collaboration network. Table 1 shows the
mean, median, standard deviation, and minimum and
maximum values of each variable in the research collabo-
ration network.

As we can be seen from Table 1, the mean values of the
number of papers, H-index, degree centrality, and L-index
are 1.541, 1.395, 2.975, and 2.468, respectively, and their
median values are 1, 1, 2, and 2, which are very close to their
minimum values 1, 0, 1, and 1, respectively, and even the
median of the number of papers is consistent with the
minimum values. +is shows that in the research field of
Physical Education and Training in China, most of the
authors published fewer papers, and the levels of H-index,
degree centrality, and L-index are low. +e average citation
per paper is 23.848, and the median is 14, which is also far
from the maximum citation amount of 1,268, indicating that
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in the research field of Physical Education and Training in
China, the citation number of papers published by most
authors is relatively low.

4.1.2. Distribution of the Independent and Dependent
Variables

(1) Distribution of the Dependent Variables.

(1) Distribution of the number of papers: Figure 1 shows
the distribution of the number of papers published by
the authors of Physical Education and Training in
China. As can be seen from Figure 1, the overall dis-
tribution of the number of papers published by authors
of Physical Education and Training in China is that the
number decreases rapidly within a certain range, then
tends to be stable, with the minimum value of 1 and the
maximum value of 66. +e largest number of authors
who published one paper is 9,768, accounting for about
77% of the total number of authors. +e number of
authors who published less than 5 papers is 12,447,
accounting for more than 96% of the total number of
authors. +e authors who published more than 10
papers are fewer than 100. And considering that the data
were collected without limiting the publication date of
the paper. +e earliest recorded paper was published in
2000. In the 20 years since 2000, the total number of
published papers in this field is only 10,386, and the
average annual number of published papers is only
about 500. At the author level, the vast majority of
authors have published a small number of papers, and
only a small number of authors have a high number of
publications, all of which indicate that the overall level of
scientific research in the subject area of Physical Edu-
cation and Training in China is still relatively limited.

(2) +e distribution of average citations per paper:
Figure 2 shows the distribution of average citations
per paper of the authors of Physical Education and
Training in China. From Figure 2, we can find that
the distribution of Physical Education and Training
authors in China has more authors in the lower
citation distribution range, and the distribution of
authors gradually decreases as the number of cita-
tions increases. Although the number of authors
with high citations is relatively limited, there are also
authors with high citations per article, which can also
indicate that there are authors in the field of Physical
Education and Training in China who have

published articles with high citations. +at is, there
are high impact and widely recognized scientific
research results in the field of Physical Education and
Training in China. However, from an overall per-
spective, the average number of citations per article
of most authors in the field of Physical Education
and Training research in China is still at a low level,
and the overall level of scientific research in the
discipline is still relatively limited.

(3) +e distribution of H-index: Figure 3 shows the
H-index distribution of the authors of Physical
Education and Training in China. From Figure 3, we
can find that H-index of Chinese Physical Education

Table 1: +e descriptive statistics of independent and dependent variables.

Variable N Mean Median Std. dev. Min Max
+e number of papers 12,875 1.541 1 1.778 1 66
Average citation per paper 12,875 23.848 14 37.333 0 1,268
H-index 12,875 1.395 1 1.212 0 28
Degree 12,875 2.975 2 2.93 1 83
L-index 12,875 2.468 2 1.489 1 14
Career length 12,875 1.927 1 2.546 1 21
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Figure 1: Distribution of the number of papers.
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Figure 2: Distribution of average citations per paper.
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and Training paper authors is also on a downward
trend, with a minimum value of 0. +e trend of
overall distribution is that the number of authors
reaches the peak when H-index is 1. +en, with the
increase of H-index, the number of authors de-
creases. When H-index is 10, the number of authors
will reach a relatively low level. +e number of
authors with H-index 1 was the largest, with a total of
9,494, accounting for more than 73% of the total
number of authors. +e number of authors with a
high H-index is very small, and the number of au-
thors with an H-index higher than 10 is less than
1.5% of the total. It indicates that most authors have
fewer published papers or the number of citations is
not high, and only a few authors have a high number
of published papers with a high number of citations.
H-index is the main evaluation indicator to evaluate
the academic influence, so it can explain that most of
the authors in the field of Physical Education and
Training in China have moderate academic influ-
ence, and only a few authors have relatively higher
academic influence. +e scientific research influence
in the field of Physical Education and Training in
China needs to be improved as a whole.

(2) 'e Distribution of the Independent Variable.

(1) +e distribution of degree centrality: Figure 4 shows
the distribution of degree centrality of the authors of
Chinese Physical Education and Training. From
Figure 4, we can find that the degree centrality
distribution of the authors of Physical Education and
Training papers in China is still on a decreasing
trend, and from our data, we find that the minimum
value of degree centrality is 1 and the maximum
value is 83. With the increase of degree centrality, the
number of authors decreases rapidly in the range of
degree centrality from 1 to 10. Since our distribution
is plotted in double logarithmic coordinates, the
distribution of authors slowly decreases and plateaus
as the degree centrality increases when the degree
centrality is greater than 10. +e authors with degree

centrality 1, 2, and 3 have the largest number, with a
total of 9,398 authors, accounting for more than 72%
of all authors. +e number of authors with degree
centrality in the range of 1–10 is 12,610, accounting
for more than 97% of the total number of authors,
indicating that the degree centrality of most of the
authors of Physical Education and Training in China
is less than 10, that is, the number of collaborators of
most of the authors is less than 10. It can also be seen
that most of the authors in the field of Physical
Education and Training in China have relatively
fixed collaborators, and they generally have fixed
research teams, especially small teams with less than
5 members. +e number of authors whose degree
centrality are more than 10 is few. Even the number
of authors whose degree centrality is more than 20 is
less than 70. It shows that a few authors may not have
a fixed team, but they will take the initiative to seek
cooperation with more of the authors, or the authors
in the discipline of Physical Education and Training
may have the higher reputation, and there are a
number of authors or research groups that will ac-
tively seek to collaborate with them.

(2) +e distribution of L-index: Figure 5 shows the
distribution of L-index of the authors of Physical
Education and Training in China. From Figure 5, we
can find that the minimum value of L-index of
authors of Physical Education and Training in China
is 1, and the maximum value is 14. +e overall
distribution trend is that with the increase of L-in-
dex, the number of authors decreases. When L-index
is 2, 1, and 3, the number of authors is the highest,
with a total of 10,143, accounting for more than 78%
of all authors. +e number of authors whose L-index
was less than 6 is 12,557, accounting for more than
90% of the total number of authors. It indicates that
L-index of most of the authors of Physical Education
and Training in China is less than 6, that is, most of
the authors do not have at least 6 cooperators whose
degree centrality is greater than 6. +ey have fewer
collaborators or their collaborators had lower degree
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Figure 3: Distribution of H-index.
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Figure 4: Distribution of degree centrality.
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of centrality, and only a small percentage of the
authors collaborate with authors who have the
higher degree of centrality in the collaborative net-
work. +is shows that the authors in the field of
physical education and training in China are still
confined to the original small research team and can
also reflect the slow development and limited re-
search level in the field of physical education and
training research in China.

4.2. Regression Analysis. +e original data were initially
tested for endogeneity. +e explanatory variables were not
correlated with the nuisance terms, and the sample size was
large enough to be consistent with the “large-sample theory.”
+is paper uses large-sample OLS regression to analyze the
original data, and to avoid bias in statistical inference due to
the heteroskedasticity, robust standard errors are used in-
stead of ordinary standard errors in the large-sample OLS
regression. After the regression analysis, the reasonableness
of the use of large-sample OLS regression will be further
tested through robustness tests.

4.2.1. Regression Analysis of the Number of Papers and Degree
Centrality. Figure 6 shows the scatter diagram and regression
curve of the correlation between the number of papers and
degree centrality by Python. Each point represents an author,
and the red curve represents the correlation regression curve
between the number of papers and degree centrality. As can be
seen from Figure 6, with the increase of degree centrality, the
number of papers also increases significantly. Most of the
authors are distributed in the lower-left corner of the figure,
that is, most of the authors have a low degree of centrality and
published a small number of papers.+en Stata is used tomake
unary linear regression for the number of papers and degree
centrality. +e results are shown in Table 2.

As can be seen from Table 2, p value is less than 0.01; the
regression coefficient is 0.347> 0, which indicates that the
number of papers is positively correlated with degree cen-
trality; and this relationship is significant at the confidence
level of 0.01. It also indicates that with the increase of

authors’ degree centrality, the number of published papers
will be higher. In other words, if an author widely seeks to
cooperate with more authors, the number of published
papers will be increased.

4.2.2. Regression Analysis of Average Citations per Paper and
Degree Centrality. +e scatter diagram and regression curve
of correlation between average citations per paper and
degree centrality are shown in Figure 7. Each point repre-
sents an author, and the red curve represents the correlation
regression curve between average citations per paper and
degree centrality. +en Stata was used to make unary linear
regression for average citations per article and degree
centrality. +e results are shown in Table 3:

As can be seen from Table 3, p-value is less than 0.01; the
regression coefficient is 0.484> 0, which indicates that av-
erage citations per paper are positively correlated with de-
gree centrality; and this relationship is significant at the
confidence level of 0.01. It also indicates that with the in-
crease of authors’ degree centrality, average citations per
paper will also increase, that is, if the authors seek to co-
operate with more authors extensively, the average citation
of his or her papers will increase.

And Figure 7 shows that the authors with higher average
citations per paper have lower degree centrality, which may
be due to the number of samples with low degree centrality is
relatively huge, and there are some authors without high
degree centrality who publish the paper with higher influ-
ence. +e number of samples with high degree centrality is
relatively small, and their average citations per paper have a
certain gap between the authors who publish papers with
high influence and whose degree centrality is not high but
still higher than the average level, which will not affect the
positive correlation between average citations per paper and
degree centrality.

4.2.3. Regression Analysis of H-Index and Degree Centrality.
+e scatter diagram and regression curve of the correlation
between H-index and degree centrality are made by Python,
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Figure 6: Scatter diagram and regression curve of correlation
between the number of papers and degree centrality.
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as shown in Figure 8. Each point represents an author, and
the red curve represents the correlation regression curve
between H-index and degree centrality. As can be seen from
Figure 8, with the increase of degree centrality, H-index also
increases significantly. Most of the authors are distributed in
the lower-left corner of the figure, that is, most of the authors
have low degree centrality and low H-index. +en Stata was
used to make unary linear regression of H-index and degree
centrality. +e results are shown in Table 4:

As can be seen from Table 4, p-value is less than 0.01; the
regression coefficient is 0.188> 0, which indicates that
H-index is positively correlated with degree centrality; and

this relationship is significant at the confidence level of 0.01. It
also indicates that with the increase of degree centrality, the
quantity and quality of published articles will also be higher.
In other word, it also indicates that if an author widely seeks
to collaborate with more authors, the quantity and quality of
his published articles will be significantly increased, that is, his
or her academic influence will be significantly increased.

4.2.4. Regression Analysis of the Number of Papers and
L-Index. +e scatter diagram and regression curve of the
correlation between the number of papers and L-index are

Table 2: Unary linear regression results of the number of papers and degree centrality.

+e number of papers Coeff. Robust std. error t-value p-value 95% confidence
interval Sig

Degree 0.347 0.038 9.17 ≤0.001 0.273 0.421 ∗∗∗

Main journal −0.005 0.002 −2.23 0.026 −0.009 −0.001 ∗∗

Start year −0.015 0.002 −7.59 ≤0.001 −0.019 −0.011 ∗∗∗

Career length 0.244 0.017 14.08 ≤0.001 0.21 0.278 ∗∗∗

Constant 30.71 3.971 7.73 ≤0.001 22.927 38.493 ∗∗∗

Mean dependent var 1.541 SD dependent var 1.778
R-squared 0.675 Number of obs 12,875
F-test 441.958 Prob> F ≤0.001
Akaike crit. (AIC) 36,873.095 Bayesian crit. (BIC) 36,910.410
∗∗∗P< 0.01, ∗∗P< 0.05, and ∗P< 0.1.
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Figure 7: Scatter diagram and regression curve of correlation between average citations per paper and degree centrality.

Table 3: Unary linear regression results of average citations per paper and degree centrality.

Average citations per paper Coeff. Robust std. error t-value p-value 95% confidence interval Sig
Degree 0.484 0.106 4.55 ≤0.001 0.276 0.693 ∗∗∗

Main journal −0.283 0.093 −3.05 0.002 −0.465 −0.101 ∗∗∗

Start year −1.621 0.046 −35.19 ≤0.001 −1.711 −1.531 ∗∗∗

Career length −0.754 0.111 −6.78 ≤0.001 −0.972 −0.536 ∗∗∗

Constant 3,282.059 92.749 35.39 ≤0.001 3,100.257 3,463.86 ∗∗∗

Mean dependent var 23.848 SD dependent var 37.333
R-squared 0.056 Number of obs 12,875
F-test 358.384 Prob> F ≤0.001
Akaike crit. (AIC) 129,014.918 Bayesian crit. (BIC) 129,052.233
∗∗∗P< 0.01, ∗∗P< 0.05, and ∗P< 0.1.
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made by Python, as shown in Figure 9. Each point represents
an author, and the red curve represents the regression curve
of correlation between the number of papers and L-index. As
can be seen from Figure 9, with the increase of L-index, the
number of papers also increases significantly. Most of the
authors are distributed in the range where L-index is less than
10. When L-index is greater than 10, the distribution of the
number of papers fluctuates due to the decrease of the sample
size, but it does not affect the overall trend. +en Stata was
used to make unary linear regression of the number of papers
and L-index. +e results are shown in Table 5.

As can be seen from Table 5, p value is less than 0.01;
regression coefficient is 0.153> 0, which indicates that there
is a positive correlation between the number of papers and
L-index; and this relationship is significant at the confidence
level of 0.01. It also indicates that with the increase of the
author’s L-index, the number of published articles will be
higher. In other words, if more authors seek to cooperate
with more important and influential authors in the research
collaboration network, that is, the more authors seek to
cooperate with a higher L-index, the number of published
papers will increase.

4.2.5. Regression Analysis of Average Citations per Paper and
L-Index. +e scatter diagram and regression curve of cor-
relation between average citations per paper and L-index are

shown in Figure 10. Each point represents an author, and the
red curve represents the correlation regression curve be-
tween average citations per paper and L-index. As can be
seen from Figure 10, with the increase of L-index, the
maximum of the average citations per paper decreases.
According to the correlation regression curve between av-
erage citations per paper and L-index, average citations per
paper and L-index do not show an obvious correlation.+en

Table 4: Unary linear regression results of H-index and degree centrality.

H-index Coeff. Robust std. error t-value p-value 95% confidence
interval Sig

Degree 0.188 0.011 16.47 ≤0.001 0.166 0.211 ∗∗∗

Main journal −0.01 0.002 −6.16 ≤0.001 −0.013 −0.007 ∗∗∗

Start year −0.021 0.001 −18.78 ≤0.001 −0.023 −0.019 ∗∗∗

Career length 0.213 0.008 25.34 ≤0.001 0.196 0.229 ∗∗∗

Constant 42.232 2.215 19.07 ≤0.001 37.89 46.574 ∗∗∗

Mean dependent var 1.395 SD dependent var 1.212
R-squared 0.659 Number of obs 12,875
F-test 612.121 Prob> F ≤0.001
Akaike crit. (AIC) 27,629.154 Bayesian crit. (BIC) 27,666.470
∗∗∗P< 0.01, ∗∗P< 0.05, and ∗P< 0.1.
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Figure 8: Scatter diagram and regression curve of correlation between H-index and degree centrality.
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Figure 9: Scatter diagram and regression curve of correlation
between the number of papers and L-index.
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Stata was used to make unary linear regression between
average citations per paper and L-index. +e results are
shown in Table 6.

As can be seen from Table 6, p-value is less than 0.01; the
regression coefficient is 0.926> 0, which indicates that there
is a positive correlation between average citations per paper
and L-index; and this relationship is significant at the
confidence level of 0.01. It also indicates that with the in-
crease of the author’s L-index, the average citations per
paper will be higher. In other words, if more authors seek to
cooperate with more important and influential authors in
the collaboration network, that is, the more authors seek to
cooperate with a higher L-index, average citations per paper
will increase.

4.2.6. Regression Analysis of H-Index and L-Index. +e
scatter diagram and regression curve of correlation between
H-index and L-index are shown in Figure 11. Each point
represents an author, and the red curve represents the re-
gression curve of correlation between H-index and L-index.
As can be seen from Figure 11, with the increase of L-index,
H-index also increases. +en Stata was used to make unary
linear regression of H-index and L-index. +e results are
shown in Table 7:

As can be seen from Table 7, the p-value is less than 0.01;
the regression coefficient is 0.095> 0, which indicates that
H-index is positively correlated with L-index; and this re-
lationship is significant at the confidence level of 0.01. It also
means that as the author’s L-index goes up, his or her
H-index also goes up. In other words, if more authors seek to
cooperate with authors with higher L-index, that is, more
authors seek to cooperate with more important and more
influential authors in the scientific research collaboration
network, the quantity and quality of their published papers
will be improved.

4.3. Robustness Test. In reality, the research performance of
the author will be affected by other variables except some of
the author’s own characteristics in the cooperation network,
so his research performance is not a result of random al-
location. In order to reduce the influence of other factors
such as selection bias, this study uses the method of pro-
pensity score matching (PSM) to estimate the influence of
degree centrality and L-index on the research performance
of paper authors.When evaluating the research performance
of the authors, we find a control group that is as similar as
possible to the treatment group through the propensity score
value and conduct a paired analysis; then the sample se-
lection bias can be effectively reduced; and the observable
factors such as control variables can be effectively removed.
+e author’s research performance is affected, and the av-
erage treatment effect (ATT) after eliminating the selection
bias can be obtained. +erefore, after selecting the most
published journals, the starting year of the author’s career,
and the length of the author’s career as matching variables,
the PSM method can better avoid the general regression
analysis of the degree centrality and the L-index on the
research performance of the author. +e estimated error in
the past can effectively solve the endogenous problem. In
addition, this study uses the nearest neighbor matching
method to match the propensity value. +is method can
achieve the “one” to “all” (i.e., individuals in each treatment
group and individuals in all control groups) matching and
can also avoid degree centrality and L-index and the two-
way causal effect of the author’s research performance. +e
results of propensity score matching are shown in Table 8.

According to the empirical results in Table 8, taking the
influence of degree centrality on the number of papers as an

Table 5: Unary linear regression results of the number of papers and L-index.

+e number of papers Coeff. Robust std. error t-value p-value 95% confidence
interval Sig

L-index 0.153 0.019 7.96 ≤0.001 0.115 0.191 ∗∗∗

Main journal −0.01 0.003 −3.62 ≤0.001 −0.015 −0.004 ∗∗∗

Start year −0.005 0.001 −3.98 ≤0.001 −0.008 −0.003 ∗∗∗

Career length 0.442 0.02 22.26 ≤0.001 0.403 0.481 ∗∗∗

Constant 11.229 2.71 4.14 ≤0.001 5.918 16.54 ∗∗∗

Mean dependent var 1.541 SD dependent var 1.778
R-squared 0.461 Number of obs 12,875
F-test 152.352 Prob> F ≤0.001
Akaike crit. (AIC) 43,397.556 Bayesian crit. (BIC) 43,434.871
∗∗∗P< 0.01, ∗∗P< 0.05, and ∗P< 0.1.
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Figure 10: Scatter diagram and regression curve of correlation
between average citations per paper and L-index.
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example, after matching, the average number of papers in
the treatment group is 2.360; the average number of
papers in the control group is 1.707; and the average
treatment effect of ATT is 0.652 show great significance at
1% level. +e test based on the PSM method shows that
after controlling for the influence of other factors, the
number of papers for authors with a higher level of degree
centrality is 0.652 on average higher than that of authors
with a lower level of degree centrality, which is about 38%,
which means degree centrality. +ere is a significant
improvement effect on the number of papers. In the same
way, the L-index has a significant effect on the number of

papers, the degree centrality of the papers is cited, and the
degree centrality and the L-index have a significant effect
on the H-index.

In order to verify the sample characteristics of the main
variables before and after the matching and the balance of
the matching, the balance test was carried out according to
different independent variables.+e test results are shown in
Tables 9 and 10. +e standard deviation of each matching
variable after the matching is small. According to Rose-
nbaum and Rubin’s point of view, the absolute value of the
standard deviation value of the variable after the matching is
significantly less than 20, which can be considered the

Table 6: Unary linear regression results of average citations per paper and L-index.

Average citations per paper Coeff. Robust std. error t-value p-value 95% confidence interval Sig
L-index 0.926 0.216 4.29 ≤0.001 0.503 1.35 ∗∗∗

Main journal −0.288 0.093 −3.11 0.002 −0.47 −0.107 ∗∗∗

Start year −1.635 0.047 −34.70 ≤0.001 −1.728 −1.543 ∗∗∗

Career length −0.584 0.095 −6.16 ≤0.001 −0.769 −0.398 ∗∗∗

Constant 3,309.679 94.786 34.92 ≤0.001 3,123.884 3,495.475 ∗∗∗

Mean dependent var 23.848 SD dependent var 37.333
R-squared 0.056 Number of obs 12,875
F-test 358.430 Prob> F ≤0.001
Akaike crit. (AIC) 129,011.476 Bayesian crit. (BIC) 129,048.791
∗ ∗ ∗ p< 0.01, ∗ ∗ p< 0.05, and ∗ p< 0.1.
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Figure 11: Scatter diagram and regression curve of correlation between H-index and L-index.

Table 7: Unary linear regression results of H-index and L-index.

H-index Coeff. Robust std. error t-value p-value 95% confidence
interval Sig

L-index 0.095 0.009 10.45 ≤0.001 0.077 0.113 ∗∗∗

Main journal −0.012 0.002 −6.71 ≤0.001 −0.016 −0.009 ∗∗∗

Start year −0.016 0.001 −14.94 ≤0.001 −0.018 −0.014 ∗∗∗

Career length 0.319 0.01 31.11 ≤0.001 0.298 0.339 ∗∗∗

Constant 32.61 2.137 15.26 ≤0.001 28.421 36.799 ∗∗∗

Mean dependent var 1.395 SD dependent var 1.212
R-squared 0.527 Number of obs 12,875
F-test 326.115 Prob> F ≤0.001
Akaike crit. (AIC) 31,861.910 Bayesian crit. (BIC) 31,899.225
∗ ∗ ∗ p< 0.01, ∗ ∗ p< 0.05, ∗ p< 0.1.
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matching method is suitable and the effect is better.
+erefore, the propensity score matching result this time is
more reliable.

+e results of the robustness tests indicate that there is
no endogeneity problem and also validate the rationality of
using large-sample OLS regressions.

5. Research Conclusions and Implications

In this study, the correlation between the degree centrality
and L-index of authors and scientific performance (number
of papers, average citations per paper, and H-index) was
analyzed in 16 core journals of Physical Education and
Training, a second category discipline under the first cate-
gory Sports, and the specific findings are as follows: (1)
degree centrality is positively correlated with the number of
papers, average citation per paper, and H-index and (2)
L-index is positively correlated with the number of papers,
average citations per paper, and H-index. From the results of
this study, it can be seen that if the authors seek to cooperate
with more authors extensively, especially with more influ-
ential authors, their research performance will be improved.

+is study also has some theoretical contributions. +is
article analyzes the correlation between degree centrality,
L-index of the authors in Physical Education and Training,
and scientific performance. It lays a theoretical foundation
for subsequent researches on the effectiveness of scientific

cooperation, provides a theoretical reference for predicting
the scientific performance of scholars in a more scientific
and comprehensive way in the future, and also provides a
reference for the evaluation of the scientific performance of
scholars in other disciplines.

In addition, this study also has some shortcomings. First
of all, there is no in-depth study on the reasons why there is
no correlation between average citations per paper and
L-index. Second, the data of this study are 16 core journals of
Physical Education and Training science in China, which
define the subject area, and the research results may not be
extrapolated to other fields. +ese need to be further ex-
plored in the follow-up research.
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In the era of the digital economy, social network as an important social capital has an important influence on individual
consumption decision-making. )is article uses the latest data from the China Household Finance Survey (CHFS) in 2017 to
analyze the impact of personal characteristics on cultural consumption behavior under the influence of social networks from a
theoretical and empirical perspective. Studies have shown that (1) social networks have a significant impact on cultural con-
sumption; compared to gift money and social interaction, communication costs have a greater impact on cultural consumption;
(2) communication costs have a greater impact on education consumption, entertainment consumption, and tourism con-
sumption; (3) under the influence of social networks, individual characteristics have a significant impact on cultural consumption;
(4) the higher the level of education, the easier it is for cultural consumption. )ere are intergenerational differences in cultural
consumption expenditures of different age groups. It is easier for people to consume entertainment than the elderly.

1. Introduction

)e Chinese economy is turning to a stage of high-quality
development that focuses on the domestic big cycle and the
international and domestic dual cycles promote each other.
)e 2020 “Government Work Report” clearly proposes and
“firmly implements the strategy of expanding domestic
demand,” highlighting the importance and urgency of do-
mestic demand. In November 2020, the “Proposal of the
Central Committee of the Communist Party of China on
Formulating the Fourteenth Five-Year Plan for National
Economic and Social Development and the Long-termGoals
for 2035” (hereinafter referred to as the “Proposal”) for the
first time put forward the concept of “High Quality of Life;”
diversified cultural consumption is precisely the perfor-
mance of the people’s high-quality life. )e improvement of
cultural consumption can not only improve the overall
quality of life of residents but also force supply-side reforms
and promote the transformation and upgrading of the

industrial structure, thereby accelerating the construction of
China’s domestic economic cycle.

According to development economists such as Chenery,
a country’s per capita GDP reaches US$3,000; the cultural
consumption expenditure accounts for about 23% of the
total consumption expenditure. China’s per capita GDP in
2013 has exceeded 7,000 US dollars, but from 2013 to 2019,
the proportion of per capita cultural consumption in total
per capita consumption expenditure has been less than 12%
(see Figure 1). It shows that the cultural consumption of
Chinese residents is insufficient, and there is great potential
for cultural consumption to improve. In addition, as shown
in Figure 1, the percentage of per capita cultural con-
sumption expenditure in per capita disposable income, the
growth rate of residents’ daily consumption, and the growth
rate of per capita cultural consumption have been in a state
of fluctuation. It shows that other factors will also have an
impact on residents’ cultural consumption expenditures,
except income factors.
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Social network analysis has gradually become an im-
portant method of economics research. A social network is a
“relatively stable system of associations formed by the in-
teraction between social individuals” [1]. It can bring ben-
efits to the owner through the connection between
individuals and has obvious social capital attributes. Social
capital can effectively increase residents’ income [2], thereby
increasing household consumption expenditure. Social
network not only reflects the relationship between people
but also is the best credit endorsement [3]. Social networks
refer to “a relatively stable association system formed be-
tween social individuals because of interaction,” which can
be used as an indicator to measure the level of household
“relationship” [4]. )e members of social networks are
usually neighbors or have frequent contacts, which helps to
alleviate various problems caused by information asym-
metry [5], then establish a trust relationship, and deliver
effective information. In addition, the social network is a
relatively broad concept. )e theoretical and empirical
definitions are different. )erefore, the measurement of the
social network is also different. Some use the number and
type of relationships between businessmen as measurement
indicators [6], some measure the popularity of social net-
works and the “neighbor trust index” [7], some discuss clan
networks [8], and some scholars extend the relationship
between relatives and friends to the number of gifts and gift
change.

Cultural consumption is an important part of improving
the quality of residents’ consumption and expanding do-
mestic demand. )ere is a positive correlation between the
expansion of tourism consumption and the improvement of
residents’ cultural level, income growth, and the develop-
ment of cultural industries [9]. )e increase in consumer
income has a limited effect on the expansion of cultural
consumption demand [10]. )e cultural consumption
preferences of American residents are mainly affected by
factors such as age and education [11]. )e cultural con-
sumption of college students is affected by personal char-
acteristics, household economic status and education level,
cultural consumption environment, and college students’

consumption concepts. Household culture and parents’
consumption concepts have a significant impact on the
stratification of college students’ cultural consumption. )e
influencing factors of cultural consumption include indi-
viduals and collectives. In addition to paying attention to the
symbolic value and hedonic value of cultural products, and
their ability to create sensory and spiritual enjoyment, in-
dividual consumers also pay attention to the value of cultural
products for sharing needs [12]. )erefore, this article be-
lieves that the study of cultural consumption should be a
study under the condition of controlling personal charac-
teristics. In addition, China is a typical society of human
relations and will pay more attention to interpersonal re-
lationships. Social networks are a typical feature of Chinese
urban and rural society. Starting with social networks, it is a
specific perspective for the analysis of the microfoundation
of cultural consumption development.

In summary, considering the importance of social net-
works for cultural consumption. )is research analyzes the
impact of social networks on culture consumption, and
under the influence of social networks, the impact of in-
dividual characteristics on cultural consumption explores
the role of social networks in this impact. From theoretical
and empirical analysis, we expect to explain the question of
whether social networks can promote culture consumption
and give targeted policy recommendations and satisfy the
culture consumption needs of different households.

2. Theoretical Analysis and Hypothesis

2.1. Mechanism of Social Network on Culture Consumption.
Duesenberry’s relative income hypothesis believes that
consumers’ behaviors influence each other. If someone’s
neighbor buys a new product that can improve the image of
the household, he will be envious of the neighbor’s purchase
behavior and will follow their neighbors to buy the same
goods. )e total utility obtained by consumers not only
depends on their own consumption expenditures but also
depends on the expenditures of other consumers, which
means people have a tendency to compare [13]. )e social
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network will have an impact on consumers’ personal
consumption.

For individual consumers, their consumption choices
are transformed into maximizing utility under certain
budget constraints. )emaximum utility is expressed as [14]

max
T

t�0
Ut pt, Cit, zit( . (1)

Consumers’ intertemporal budget constraints are
expressed as

Ait+1 � (1 + r) Ait + Yit − Cit( . (2)

Cit � 
K
k�1 Pk

t qk
it, Pk

t (k � 1 . . . K) denotes the corre-
sponding price of cultural products or services qk

it, Cit de-
notes individual cultural consumption, Ait denotes total
assets owned by the individual, Yit denotes individual in-
come, and r denotes interest rate. )is article draws on the
practice of Blundell et al. [15] and sets the general form of
utility as

Ut ptCitzit(  � Ft Vt pt, Cit, z
1
it , Z

2
it  + G z

3
it . (3)

Vt(·) denotes, in the same period, the choice between
cultural consumption and savings. Ut(·) denotes, in different
periods, an individual’s allocation of cultural consumption.
Ft(·)is a strictly increasing function, and Zit � (Z1it, Z2it,

Z3it) is a condition vector reflecting the characteristics of
cultural products or services. C denotes the individual
culture consumption, and C denotes Companion’s cultural
consumption. From formula (3), we could find the demand
function of the same period or intertemporal distribution is
independent of the function Ft(·), so according to Roy’s
identity,

q
k
it � −

zVt(·)/zP
k
t

zVt(·)/zCit

. (4)

)e following Euler equation can be obtained as

zUt+1(·)

zCit+1
� (1 + r)

− 1zU(·)

zCit

, (5)

when Ut(pt, Cit, Cnt 
N
n�1,n≠ i) � Ft(Vt(pt, Cit, Cnt 

N
n�1,n≠ i)),

no separation in the same period. Assume that

Vt pt, Ct, Ct(  �
Cit/a pt, Cnt 

N
n�1,n≠ i  

1− c
− 1

1 − c

1
b pt Cnt 

N

n�1,n≠ i 


N

n�1,n≠ i

C
θ
nt,

Ut(·) � Ft Vt(·)(  � (1 + δ)
− 1

Vt(·).

(6)

Let at(·) � a(pt Cnt 
N
n�1,n≠ i) and bt(·) � b(pt,

Cnt 
N

n�1,n≠ i). By using Roy’s identity, the budget constraint
of cultural product or service j is

ωj

it �
z ln b(·)

z ln P
j
1

1 − Cit/at(·)( 
− (1− c)

1 − c
+

z ln at(·)

z ln P
j
t

. (7)

When there is the price elasticity of cultural products or
services consumed by peers changes, the individual’s cul-
tural consumption will be affected during the same period.
Use a simple linear conversion mode:

ln a(·) � a0 + 
k

a0k + a1kln Ct ln P
k
t +

1
2


k


j

ηkj ln P
k
t P

j
t ,

ln b(·) � 
k

β0k + β1kln Ct  ln P
k
t .

(8)

)en, the individual’s expenditure on cultural products
or services j depends on the cultural consumption of his
peers.)e cultural consumption of peers depends on the size
of the coefficients aij and bij. If the above functional form is
adopted, formula (7) can be transformed into

ωj
it � aoj + a1jln Ct + 

k

ηjk ln P
k
t

+ β0j + β1jln Ct 
1 − Ct/at(·)( 

− (1− c)

1 − c
.

(9)

For intertemporal asset allocation, individual cultural
consumption is also affected by peers (θ≠ 0). )at is, the
social network influences cultural consumption:

Δ ln
Cit+1

at+1(·)
≈ c

− 1
(c − δ) − Δ ln bt+1(·) + θΔ

ln Ct+1

a Pt+1( 
 .

(10)

In summary, the demand function of individual cultural
consumption and Euler’s equation are related to the cultural
consumption of peers. )erefore, regardless of the same
period or intertemporal period, cultural consumption has
social network effects.

2.2. 6eoretical Analysis and Hypothesis of Social Network on
Culture Consumption. Urban agglomeration accelerates
people’s interaction, learning, and accumulation of human
capital, provides a communication platform for people with
professional knowledge and high skills, and then promotes
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the formation of social network capital [16]. Social networks
refer to “a relatively stable association system formed be-
tween social individuals because of interaction,” the more
members, the more complex links, and the more commu-
nication with each other, the easier it is to form the social
network capital, the higher the motivation for cultural
consumption. And the word-of-mouth effect of cultural
consumption could produce a positive spiral relationship.
Social networks have three characteristics, namely, the scale
of the household and friends network, the closeness of the
household and friends network, and the supportability of the
household and friends network. )e gift money from
families and friends could better reflect the characteristics of
social networks. )e popularization of mobile phones and
the Internet have promoted the cultural consumption of
urban residents. )erefore, we propose Hypothesis 1.

Hypothesis 1: social network has a significant positive
impact on cultural consumption.

China is an urban-rural dualistic consumption struc-
ture. )e household registration system has differentiated
the social relationship networks, concepts, and behavioral
norms of different household registration groups. As social
capital, the social network has expanded the income gap
between urban and rural households, which has different
effects on the cultural consumption of households with
different household registrations. Urban households have
strong cultural consumption willingness and ability. Under
the conditions of social interaction, household income has a
positive impact on consumers’ participation in the con-
sumption of cultural products or services, and urban
households are more active in participating in cultural
consumption. Rural households have few resources, un-
stable employment, and heavy constraints on keeping
promises [17], and social networks may have limited in-
fluence on their cultural consumption. )erefore, consid-
ering the urban-rural heterogeneity of the household, we
propose Hypothesis 2.

Hypothesis 2: urban household registration has a higher
probability of choosing cultural consumption than rural
household registration.

From the perspective of social infection, consumers’
susceptibility first drops and then rises with aging; that is,
consumers aged under 18 are highly susceptible, and con-
sumers aged from 19 to 23 are second, consumers aged from
24 to 31 are the lowest among the ages, and consumers aged
over 31 are the highest. Consumers over the age of 31 are
more influential, and the probability of influencing their
peers is about 51% [18]. Age is an important factor that
affects personal consumption behavior. Age has a significant
impact on cultural consumption. Age is an important factor
affecting personal consumption behavior, but it usually has
different effects on different types of cultural consumption.
)e age effect of total cultural consumption often presents a
“hump characteristic,” which is caused by the life charac-
teristics of an individual and the life cycle of income [19]. In
the early stages of life, individual consumption expenditure
tends to increase with age, peak at the age of 45 to 55, and
then decrease with age. Among the three categories of
cultural consumption, education consumption also tends to

present “hump characteristics;” residents have to pay for
themselves and their children’s education expenditures; as
they grow older, their education pressure will increase until
the children reach adulthood. At the age of 50 years old,
household education consumption reaches its highest. After
50 years old, the household’s education expenditure begins
to decline. At this time, with the increase of age, the
household’s education expenditure decreases. Entertain-
ment consumption is often more popular with young
people; young people buy more film and television works
than other groups. )erefore, we propose Hypothesis 3.

Hypothesis 3a: cultural consumption increases before
the age of 50 and then decreases after the age of 50.

Hypothesis 3b: education consumption increases before
the age of 50 and then decreases after the age of 50.

Hypothesis 3c: entertainment consumption decreases
with age.

Education has a significant impact on cultural con-
sumption. Consumers with a high level of education have
stronger cognitive abilities than consumers with a low level
of education and will be more likely to obtain higher income
growth and job security in the future. It is easier for them to
accept new consumption concepts and lifestyles [20]. )ere
is a social interaction effect in the influence of education level
on individual behavioral decision-making [21]. )e social
network has a clustering effect [22]. )e higher the social
network clustering coefficient, the faster the speed of social
infection and the wider the range. )e size of the personal
network of consumers with a bachelor’s degree is twice that
of a high school degree.)e higher the level of education, the
greater the possibility of mutual imitation between friends
[23]. Consumers with different education levels have dif-
ferent social network attributes and scales, and the com-
plexity of social networks has different effects on cultural
consumption. Social interaction has a greater impact on
highly educated consumers, making it easier to carry out
development-centric consumption and enjoyment-centric
consumption. Consumers with a bachelor’s degree and a
junior college degree are next. Consumers below high school
and technical secondary school are restricted by their social
resources and their cultural consumption level is also lim-
ited. )erefore, we propose Hypothesis 4.

Hypothesis 4a: consumers with a high school and
technical secondary school degree or below have a lower
probability of choosing cultural consumption.

Hypothesis 4b: consumers with bachelor’s degrees and
junior college degrees have a higher probability of choosing
cultural consumption.

Hypothesis 4c: consumers with master’s degrees and
Ph.D. degrees have a higher probability of choosing cultural
consumption.

A theoretical model is shown in Figure 2.

3. Materials and Methods

3.1.DataProcessing. )edata used in this article comes from
the China Household Finance Survey and Research Center
of Southwestern University of Finance and Economics,
which conducted a nationwide survey of Chinese household
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finance in 2017, referred to as CHFS2017. For more infor-
mation about CHFS data, please refer to the relevant report
issued by the ChinaHousehold Finance Survey and Research
Center. )e sample covers 29 provinces (cities, autonomous
regions) except Tibet, Hongkong, Macao, Xinjiang, and
Inner Mongolia. )e total sample is 40011; the main vari-
ables are selected according to the research objectives and
the item settings of CHFS, including control variables that
characterize social networks, cultural consumption, and
cultural consumption, and cover characteristic variables at
the household level.

Since the sample of household heads aged under 20 is
very small, and people over 80 rarely carry cultural con-
sumption, considering the balance of samples of various age
groups, this article eliminates the data on household heads
aged under 20 and over 80 years old. In addition, this paper
also eliminates extreme data with zero cultural consumption
and a negative logarithm of household total income. Finally,
the samples of “Unable to judge,” “Missing,” “Inapplicable,”
“Refusing to answer,” and others in the variables of social
networks and culture consumption were eliminated, and
22454 valid samples were left.

3.2. Variable Selection and Measurement

3.2.1. Culture Consumption. )is article selects cultural
consumption as the main explanatory variable, takes the
logarithm of the household’s annual cultural consumption
to obtain cultural consumption variables, and then classifies
cultural consumption to entertainment expenditure, edu-
cation expenditure, and tourism expenditure. Because the
proportions of these three parts are quite different, and
education consumption tends to squeeze entertainment
consumption and tourism consumption, this article firstly
starts from the overall perspective and studies the influence
of social networks and then studies the different effects of
social networks on different types of cultural consumption.
Regressing these three variables as dependent variables could
analyze the structure of household cultural consumption. It
can be seen from Table 1.

3.2.2. Social Networks. )is article selects three indicators
of gift money income and expenditure, communication
costs, and social interaction as the proxy variables of the

social network. “Gift money” is the sum of gift money
income and expenditure, which reflects an interactive
process. Gift money expenditure is the household’s in-
vestment in and maintenance of the social network, and
gift money income is the maintenance of the social net-
work by other families; the sum of the two could reflect the
scale, closeness, and supportability of the household’s
social network. )e gift money in this article comes from
the CHFS questionnaire “Last year, your family gave out
cash or noncash amounts to nonfamily members due to
Spring Festival, Mid-Autumn Festival, etc.” “)e amount
of cash or noncash received during holidays and
celebrations.”

In addition, in the era of the digital economy, com-
munication between social network members is becoming
more and more convenient, and communication expendi-
ture could reflect the frequency and closeness of commu-
nication between social network members. )erefore,
“communication cost” is another proxy variable of the
household’s social network, and its data comes from “the
household’s annual communication cost, network cost, and
cable TV cost.” “Social interaction” reflects the positive
situation of householders participating in company and
community activities. Multiple variable proxy social network
indicators could further verify the significance and ro-
bustness of the impact of social networks on cultural
consumption.

3.2.3. Control Variables. Income and capital are important
factors influencing consumption, so this article uses total
household income and total household capital as control
variables to avoid the endogenous problems caused by the
lack of important variables in the model.

3.2.4. Independent Variables. Referring to studies such as
Attanasio et al. [24] and Qin et al. [25], this article selects the
household head’s gender, age, marital status, physical health,
education, and household registration as control variables.
)e definition of variables and descriptive statistics are
shown in Table 1. In addition, as cultural consumption is
often greatly affected by leisure and retirees often have
similar cultural consumption characteristics, this article sets
the population over 60 years old as an age group.

Social network Cultural consumption

Household registration

educationage

H1 H2

H3 H4

Figure 2: A theoretical model of influencing factors of individual characteristics on cultural consumption.
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3.3. Common Method. )is article uses the OLS model for
regression analysis. )e models are set as follows.

Model I is used to analyze the effect of social networks on
cultural consumption, namely, Hypothesis 1. )e specific
regression equation is as follows:

Ci � α + c · social networksi + β · controlsi + εi, (11)

where i represents households. Ci denotes household cultural
consumption behavior, including total cultural consumption,
entertainment consumption, education consumption, and
tourism consumption. social networksi is independent vari-
ables, which represents the social network status of the
household, including “Gift money,” communication cost, and
social interaction. controlsi is control variables, including total
household income and total household assets. α represents a
constant, c represents the coefficient of social networksi, β
represents the coefficient of controlsi, and εi is the residual.

Model II: it is used to test the effect of the householder’s
individual characteristics on the household cultural con-
sumption under the influence of social networks, that is, to
verify Hypothesis 2∼Hypothesis 4. )e regression equation
is as follows:

Ci � α + δ · individuali + c · social networksi + β · controlsi + εi,

(12)

where individuali is independent variables, denoting the
householder’s individual characteristics, which contains

gender, age, education level, marital status, health status, and
household registration. social networksi and controlsi are
control variables.δ represents the coefficient of individuali.

4. Results and Discussion

Based on the hypothesis, this article firstly makes an em-
pirical test on the influence of social networks on household
cultural consumption, that is, to verify Hypothesis 1. After
H1 is successfully proved, we then test the influence of the
householder’s personal characteristics on the household
cultural consumption under the influence of the social
network, namely, Hypothesis 2∼Hypothesis 4.

4.1. Effects of Social Networks on Cultural Consumption.
)e influence coefficients of communication expenses, gift
money, and social interaction on cultural consumption are
all positively significant at the level of 1%, which shows that
cultural consumption increases as the degree of social
network connection increases (Table 2). )erefore, Hy-
pothesis 1 was proven.

In addition, we separate the social networks into three
proxy variables: communication cost, gift money, and social
interaction. As can be seen from Table 2, we find that the
communication costs have the greatest impact on cultural
consumption; for every 1% increase in communication cost,
cultural consumption increases by 0.491%; cultural

Table 1: Definition of variables and descriptive statistics.

Variables Definition Mean Standard
deviation Min Max

Explained variables
Cultural consumption Household total cultural consumption last year 8.37181 1.768697 0 13.87378
Entertainment
consumption Household entertainment expenditure last year 7.012664 1.352275 2.484907 13.30468

Education
consumption Household education expenditure last year 8.61945 1.355617 2.079442 13.30468

Tourism consumption Household tourist expenditure last year 8.488156 1.317347 1.609438 13.81551
Social networks

Communication cost )e household’s annual communication cost, network cost, and
cable TV cost 7.644748 0.851387 3.583519 11.69525

Gift money )e sum of gift money income and expenditure 8.185994 1.229421 0 13.50285
Social interaction If ever provided voluntary services: never� 0, ever� 1 0.257392 0.437207 0 1
Household characteristics
Household size Number of household members 3.627193 1.56269 1 15
Household income Sum of nonfinancial assets and financial assets 11.11273 1.280413 0.04879 15.95532

Household assets Total household income, including salary, business, transfer, and
investment income 13.14457 1.668884 3.367296 17.97283

Householder’s characteristics
Gender Female� 0, male� 1 0.797809 0.401643 0 1
Age Survey year minus birth year 50.1679 13.31098 21 80
Education Level of education 3.896682 1.7731 1 9
Marriage Unmarried� 0, married� 1 0.891008 0.311636 0 1
Health Very good� 1, good� 2, normal� 3, bad� 4, very bad� 5 2.459801 0.95662 1 5
Household
registration Urban� 0, village� 1 0.244055 0.429535 0 1

Age groups Less than 31 years old� 0,31∼40 years old� 1,41∼50 years old� 2,
51∼60 years old� 3, more than 60 years old� 4 2.396811 1.235731 0 4

Education groups Below high school (technical secondary school)� 0;
undergraduate and junior college� 1; master and doctor� 2 0.251984 0.472996 0 2
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consumption is secondly affected by social interaction. )e
social interaction variable is a dummy variable, and its co-
efficient in the cultural consumption model is 0.135. So, given
the same household income, household assets, communica-
tion cost, and gift money, the household cultural consumption
of people who have provided voluntary service is 13.5% higher
than that of people who have never provided it. )e impact of
gift money is the least; for every 1% increase in gift money,
household cultural consumption increases by 0.0994%.

We separate cultural consumption into three categories:
entertainment consumption, education consumption, and
tourism consumption. )e result of Table 2 shows that
communication cost has the greatest impact on entertain-
ment consumption, followed by education consumption,
and has the least impact on tourism consumption. Gift
money has the largest impact on tourism consumption, and
the influence coefficient on entertainment consumption is
the smallest. Compared with entertainment consumption
and education consumption, tourism consumption is less
affected by social interaction factors. Among the three proxy
variables of social networks, communication cost has the
greatest impact on cultural consumption and its classified
consumption [26, 27].

4.2. Effects of Householder’s Individual Characteristics on
Cultural Consumption under the Influence of Social Networks.
)e results of Table 3 show that household registration has a
significant impact on cultural consumption. Urban house-
holds will carry more cultural consumption than rural
households; the cultural consumption of rural households is
19.1% lower than that of urban households. Education
consumption of rural households is 15.9% lower than that of
urban households, and travel consumption of rural
households is 50.5% lower than that of urban households. At
a significant level of 10%, rural households’ entertainment
consumption is 7.65% lower than that of urban households.
It proves that Hypothesis 2 is valid.

As can be seen from Table 3, compared with the age
group under 30, the cultural consumption of the 31–40 age
group and the 41–50 age group is positively significant at the
1% level, and the regression coefficient of the 41–50 age
group is larger. It shows that in people under 50 years old,
the older the age group, the more cultural consumption.
Compared with the age group under 30, the cultural con-
sumption of the two oldest age groups is negatively sig-
nificant. And the coefficient is smaller for seniors over 60,
which shows that in people over 50, the older the age group,
the less cultural consumption. )is verifies Hypothesis 3a
and shows that the age effect of cultural consumption does
show a “hump characteristic.” In addition, Figure 3 shows
the influence coefficients of the five age groups on cultural
consumption. It can be seen that the age effect of education
consumption shows a trend of first increasing and then
decreasing; that is, early household education consumption
increased with the age of the householder, and the later
household education consumption decreased with the
householder’s age, which verifies Hypothesis 3b. Cultural
consumption and education consumption keep the same
trend with age, and both have hump characteristics. )is is
mainly because educational consumption accounts for the
largest proportion of cultural consumption. Among all age
groups, the entertainment consumption of the older age
group is lower than that of the younger age group, which
validates Hypothesis 3c, indicating that entertainment
consumption decreased with age. Furthermore, the regres-
sion results also show that the age group “over 60” will spend
more on tourism compared to the “51–60 years old” group.
For the elderly, the cognitive effect of social interaction could
improve their quality of life.

Compared with the high school and technical secondary
school or below, the cultural consumption of the “under-
graduate and junior college” education group (δ � 0.434)
and the “master and doctor” education group (δ � 0.736) are
positively significant at the 1% level. )e result of Table 3
shows that the cultural consumption of high-level education

Table 2: Impact of social networks on cultural consumption behavior.

Cultural consumption Entertainment
consumption Education consumption Tourism consumption

Model1 Model2 Model1 Model2 Model1 Model2 Model1 Model2

Household income 0.178∗∗∗ 0.0838∗∗∗ 0.189∗∗∗ 0.0920∗∗∗ 0.118∗∗∗ 0.0717∗∗∗ 0.243∗∗∗ 0.199∗∗∗
(0.0101) (0.0119) (0.0119) (0.0134) (0.00955) (0.0117) (0.0138) (0.0164)

Household assets 0.234∗∗∗ 0.144∗∗∗ 0.168∗∗∗ 0.0895∗∗∗ 0.160∗∗∗ 0.109∗∗∗ 0.275∗∗∗ 0.230∗∗∗
(0.00772) (0.00913) (0.00885) (0.00996) (0.00786) (0.0100) (0.0104) (0.0119)

Communication cost 0.491∗∗∗ 0.590∗∗∗ 0.209∗∗∗ 0.194∗∗∗
(0.0162) (0.0177) (0.0176) (0.0209)

Gift money 0.0994∗∗∗ 0.0746∗∗∗ 0.0869∗∗∗ 0.144∗∗∗
(0.0106) (0.0115) (0.0113) (0.0131)

Social interaction 0.135∗∗∗ 0.167∗∗∗ 0.0922∗∗∗ 0.0636∗∗
(0.0273) (0.0266) (0.0294) (0.0299)

Constant 3.320∗∗∗ 1.009∗∗∗ 2.585∗∗∗ − 0.559∗∗∗ 5.234∗∗∗ 4.085∗∗∗ 1.836∗∗∗ 0.178
(0.109) (0.145) (0.133) (0.168) (0.103) (0.146) (0.159) (0.202)

N 22446 16409 11236 8796 14111 10400 7785 6199
R2 0.093 0.153 0.093 0.214 0.074 0.095 0.191 0.229
Note. Standard errors are given in parentheses. ∗P< 0.1, ∗∗P< 0.05, and ∗∗∗P< 0.01.
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groups is greater than that of low-level education groups,
and the cultural consumption of the “master and doctor”
group is higher than that of the “undergraduate and college”
group. In the same way, the expenditure on entertainment
consumption, education consumption, and tourism con-
sumption of the two high-level education groups is greater
than that of the “high school and technical secondary
school” group, and the three kinds of consumption of the
“master and doctor” group are all higher than the “un-
dergraduate and college” group. )is verifies Hypothesis 4.
As the education level of the householder increases,
household cultural consumption will increase.

4.3. Extended Discussion. Other personal characteristics also
affect household cultural consumption (Table 3). When the
householder is a female, at a significant level of 1%, cultural

consumption is 13.1% lower, education consumption is 13.8%
lower, and tourism consumption is 9.87% lower than that of
male households. )e gender of the household has no sig-
nificant influence on entertainment consumption. As shown in
Table 3, the household’smarital status has no significant impact
on the total cultural consumption and tourism consumption,
but at a significant level of 1%, the unmarried householder
produces more entertainment consumption and less education
consumption than the married head. )e health of households
only has a significant impact on tourism consumption at the
level of 5%. At a significant level of 1%, household size has a
positive impact on household cultural consumption. For every
1% increase in household size, total household cultural con-
sumption increases by 0.113%. But it has a negative impact on
tourism consumption. For every 1% increase in household size,
tourism consumption decreases by 0.106%.

Table 3: Impact of householder’s individual characteristics on cultural consumption under the influence of social networks.

Cultural consumption Entertainment
consumption

Education
consumption Tourism consumption

Model3 Model4 Model3 Model4 Model3 Model4 Model3 Model4

Communication costs 0.491∗∗∗ 0.347∗∗∗ 0.590∗∗∗ 0.481∗∗∗ 0.209∗∗∗ 0.200∗∗∗ 0.194∗∗∗ 0.274∗∗∗
(0.0162) (0.0165) (0.0177) (0.0183) (0.0176) (0.0177) (0.0209) (0.0219)

Gift money 0.0994∗∗∗ 0.110∗∗∗ 0.0746∗∗∗ 0.0729∗∗∗ 0.0869∗∗∗ 0.0843∗∗∗ 0.144∗∗∗ 0.136∗∗∗
(0.0106) (0.0103) (0.0115) (0.0110) (0.0113) (0.0111) (0.0131) (0.0127)

Social interaction 0.135∗∗∗ 0.101∗∗∗ 0.167∗∗∗ 0.0933∗∗∗ 0.0922∗∗∗ 0.0394 0.0636∗∗ − 0.000509
(0.0273) (0.0267) (0.0266) (0.0258) (0.0294) (0.0294) (0.0299) (0.0292)

Household income 0.0838∗∗∗ 0.0542∗∗∗ 0.0920∗∗∗ 0.0767∗∗∗ 0.0717∗∗∗ 0.0629∗∗∗ 0.199∗∗∗ 0.181∗∗∗
(0.0119) (0.0118) (0.0134) (0.0132) (0.0117) (0.0118) (0.0164) (0.0164)

Household assets 0.144∗∗∗ 0.133∗∗∗ 0.0895∗∗∗ 0.0967∗∗∗ 0.109∗∗∗ 0.0751∗∗∗ 0.230∗∗∗ 0.198∗∗∗
(0.00913) (0.00916) (0.00996) (0.00987) (0.0100) (0.0103) (0.0119) (0.0119)

Gender − 0.131∗∗∗ − 0.000493 − 0.138∗∗∗ − 0.0987∗∗∗
(0.0306) (0.0303) (0.0341) (0.0337)

Marriage − 0.0151 − 0.269∗∗∗ 0.178∗∗∗ 0.0591
(0.0425) (0.0428) (0.0521) (0.0495)

Health − 0.00239 0.00254 0.00606 − 0.0361∗∗
(0.0131) (0.0143) (0.0138) (0.0171)

Household registration − 0.191∗∗∗ − 0.0765∗ − 0.159∗∗∗ − 0.505∗∗∗
(0.0318) (0.0408) (0.0313) (0.0526)

Household size 0.113∗∗∗ 0.00745 − 0.0173∗ − 0.106∗∗∗
(0.00887) (0.0100) (0.00997) (0.0131)

31∼40 0.346∗∗∗ − 0.180∗∗∗ 0.134∗∗ − 0.00263
(0.0527) (0.0484) (0.0616) (0.0590)

41∼50 0.487∗∗∗ − 0.402∗∗∗ 0.478∗∗∗ 0.0509
(0.0513) (0.0482) (0.0606) (0.0585)

51∼60 − 0.0939∗ − 0.630∗∗∗ 0.172∗∗∗ 0.175∗∗∗
(0.0536) (0.0509) (0.0655) (0.0602)

Over 60 − 0.319∗∗∗ − 0.909∗∗∗ 0.0195 0.255∗∗∗
(0.0531) (0.0496) (0.0669) (0.0595)

Undergraduate and junior college 0.432∗∗∗ 0.177∗∗∗ 0.206∗∗∗ 0.323∗∗∗
(0.0315) (0.0296) (0.0349) (0.0331)

Master and doctor 0.732∗∗∗ 0.354∗∗∗ 0.429∗∗∗ 0.476∗∗∗
(0.0914) (0.0768) (0.0970) (0.0831)

Constant 1.009∗∗∗ 2.048∗∗∗ − 0.559∗∗∗ 1.045∗∗∗ 4.085∗∗∗ 4.491∗∗∗ 0.178 0.501∗∗
(0.145) (0.168) (0.168) (0.183) (0.146) (0.180) (0.202) (0.224)

N 16409 16386 8796 8781 10400 10385 6199 6192
R2 0.153 0.215 0.214 0.285 0.095 0.127 0.229 0.282
Note. Standard errors are given in parentheses. ∗P< 0.1, ∗∗P< 0.05, and ∗∗∗P< 0.01.
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4.4. Robustness Discussion. )is article uses Stata to test the
correlation coefficient between the variables, as shown in
Table 4. )e correlation test results show that all correlation
coefficients between each variable are less than 0.5, indi-
cating that the correlation between the variables is low. At
the same time, the variance inflation factor is used to test the
multicollinearity problem, as shown in Table 5. It is found
that the VIF value of the four models of cultural con-
sumption, entertainment consumption, education con-
sumption, and tourism consumption does not exceed 10,
indicating that there is no multicollinearity.

4.5. Endogenous Discussion. )e endogenous problem
mainly comes from two aspects: omitted variables and two-
way causality. In order to avoid the endogeneity caused by
the omitted variables, this article uses three indicators of
“Gift money,” “Communication costs,” and “Social inter-
action” to represent social network variables. To a certain
extent, the robustness of the model is improved, but there
may be a two-way causal relationship in this model; that is,
while the communication cost impacts cultural con-
sumption, it may also be affected by cultural consumption.
In the era of the Internet, many kinds of cultural con-
sumption are carried out online, so the greater the amount
of cultural consumption and the richer the variety, the
more Internet and TV fees need to be paid. In other words,
cultural consumption generates communication costs. If
this relationship exists, it will inevitably cause endogeneity,
thereby reducing the robustness of the test results.
)erefore, it is necessary to further discuss and analyze
endogeneity.

In order to identify and eliminate endogeneity, it is
necessary to find suitable instrumental variables for com-
munication costs and then use the two-stage least squares
method (2SLS) for further testing.

After trial and error, this article introduces the variable
of “mobile phone type” as an instrumental variable for
communication costs. )e types of mobile phones are “no
mobile phone,” “nonsmart phone,” and “smartphone.”
“Smartphone” is set to variable 1 and other types are set to
variable 0. Families with smartphones tend to incur more
network expenses (communication costs), thereby having a
stronger social network, which in turn affects cultural
consumption. But at the same time, the residual’s phone type
does not directly affect the cultural consumption of the
household. )erefore, in theory, choosing this variable as an
instrumental variable of communication costs meets the
conditions of an effective instrumental variable.

Table 6 shows the results of the first stage regression of
the instrumental variable. It shows that, in both cultural
consumption and the three classification models, the re-
gression coefficient of the instrumental variable (mobile
phone type) is positive, and the regression coefficient is
significant at the 1% statistical level, which indicates that the
instrumental variable has good explanatory power for the
endogenous explanatory variable and meets the conditions
of relevance. )e F-value in the four models is 391, 209, 229,
and 163, which are all significantly higher than the empirical
cut point of 10. )erefore, we can directly reject the null
hypothesis that the variable “mobile phone type” is a weak
instrumental variable of communication costs.

From the statistical results of the second stage in Table 7,
after introducing instrumental variables to overcome the
endogeneity of communication costs, the coefficients of
communication costs on household cultural consumption,
entertainment consumption, education consumption, and
tourism consumption are still positive, and all have passed
the significance test at the 1% statistical level.

Above all, communication costs indeed significantly
affect household cultural consumption (and its classifica-
tion). At the same time, compared with the previous
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Table 5: Variance inflation factor test.

VIF
Cultural consumption Entertainment consumption Education consumption Tourism consumption

Household income 1.58 1.49 1.72 1.51
Household assets 1.5 1.48 1.52 1.45
Household size 1.35 1.37 1.36 1.4
Communication cost 1.37 1.39 1.37 1.42
Gift money 1.2 1.22 1.2 1.14
Social interaction 1.07 1.05 1.09 1.04
Gender 1.13 1.11 1.14 1.08
Marriage 1.19 1.17 1.17 1.12
Health 1.14 1.12 1.16 1.1
Household registration 1.32 1.28 1.28 1.34
Age groups 1.34 1.35 1.31 1.35
Education groups 1.2 1.23 1.23 1.24
Average VIF 1.28 1.27 1.3 1.27

Table 6: First-stage regression of instrumental variable.

Communication cost

Cultural consumption Entertainment
consumption

Education
consumption Tourism consumption

Phone type 0.343∗∗∗ 0.357∗∗∗ 0.311∗∗∗ 0.350∗∗∗
(0.0174) (0.0263) (0.0225) (0.0329)

Gift money 0.082∗∗∗ 0.075∗∗∗ 0.101∗∗∗ 0.062∗∗∗
(0.0049) (0.0065) (0.0063) (0.0073)

Social interaction 0.044∗∗∗ 0.041∗∗∗ 0.039∗∗∗ 0.031∗∗∗
(0.0120) (0.0148) (0.0153) (0.0165)

Household income 0.086∗∗∗ 0.083∗∗∗ 0.074∗∗∗ 0.092∗∗∗
(0.0063) (0.0088) (0.0072) (0.0108)

Household assets 0.100∗∗∗ 0.087∗∗∗ 0.124∗∗∗ 0.088∗∗∗
(0.0046) (0.0060) (0.0059) (0.0076)

Gender − 0.018 − 0.025 − 0.009 − 0.010
(0.0140) (0.0175) (0.0181) (0.0192)

Marriage 0.019 0.017 0.020 − 0.023
(0.0202) (0.0250) (0.0303) (0.0297)

Health − 0.027∗∗∗ − 0.015∗ − 0.025∗∗ − 0.00696
(0.0064) (0.0084) (0.0079) (0.0103)

Hukou − 0.161∗∗∗ − 0.11∗∗∗ − 0.163∗∗∗ − 0.109∗∗
(0.0160) (0.0260) (0.0185) (0.0331)

Household size 0.130∗∗∗ 0.149∗∗∗ 0.104∗∗∗ 0.172∗∗∗
(0.0044) (0.0060) (0.0058) (0.0075)

31∼40 − 0.177∗∗∗ − 0.161∗∗∗ − 0.168∗∗∗ − 0.157∗∗∗
(0.0223) (0.0257) (0.0313) (0.0327)

41∼50 − 0.179∗∗∗ − 0.147∗∗∗ − 0.173∗∗∗ − 0.129∗∗∗
(0.0218) (0.0252) (0.0308) (0.0319)

51∼60 − 0.185∗∗∗ − 0.133∗∗∗ − 0.167∗∗∗ − 0.184∗∗∗
(0.0233) (0.0276) (0.0346) (0.0337)

Over 60 − 0.382∗∗∗ − 0.392∗∗∗ − 0.264∗∗∗ − 0.383∗∗∗
(0.0238) (0.0281) (0.0363) (0.0344)

Undergraduate and junior college 0.057∗∗∗ 0.054∗∗ 0.018188 0.037∗∗∗
(0.0138) (0.0167) (0.0172) (0.0193)

Master and doctor 0.102∗∗∗ 0.117∗∗ 0.107835 0.101∗∗∗
(0.0347) (0.0366) (0.0448) (0.0406)

Constant 4.257∗∗∗ 4.469∗∗∗ 4.035∗∗∗ 4.438∗∗∗
(0.0758) (0.1012) (0.0954) (0.1286)

N 16386 8781 10385 6192
R2 0.2954 0.3046 0.2897 0.3207
F-value 391.34 209.61 229.76 163.95
Note. Standard errors are given in parentheses. ∗P< 0.1, ∗∗P< 0.05, and ∗∗∗P< 0.01.
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method, new results are only different in terms of the size of
the coefficients, and the sign of the coefficients has not
changed.

5. Conclusions

)is article studies the influence of individual characteristics
on cultural consumption from the perspective of social
networks. )e article first theoretically analyzes the social
network effect of cultural consumption under the life-cycle
framework, then proposes hypotheses, and conducts em-
pirical tests. )e empirical results show that social network
has a significant impact on cultural consumption. In ad-
dition, compared to gift money and social interaction,
communication has a greater impact on cultural con-
sumption. At the same time, we also find that different social

network variables have different effects on different cultural
consumption, communication has the greatest impact on
education consumption, entertainment consumption, and
tourism consumption, and communication has a greater
effect on entertainment consumption than education con-
sumption and tourism consumption. Under the influence of
social networks, individual characteristics have a significant
impact on cultural consumption. Compared with rural
households, urban households make more cultural con-
sumption. )e higher the educational level, the easier it is;
the higher the degree, the easier it is to carry out cultural
consumption activities; individuals with postgraduate and
Ph.D. degrees have the highest cultural consumption ex-
penditures. Different age groups have different perceptions
of cultural consumption expenditures called intergenera-
tional differences; the younger people are more likely to

Table 7: Second-stage regression of instrumental variables.

Cultural consumption Entertainment
consumption

Education
consumption Tourism consumption

Communication cost 1.203∗∗∗ 1.065∗∗∗ 0.502∗∗∗ 0.880∗∗∗
(0.104) (0.125) (0.125) (0.179)

Gift money 0.0366∗∗∗ 0.0272∗ 0.0529∗∗∗ 0.0979∗∗∗
(0.0141) (0.0155) (0.0173) (0.0177)

Social interaction 0.0479 0.0615∗∗ 0.0227 − 0.0250
(0.0295) (0.0278) (0.0303) (0.0311)

Household income − 0.0258 0.0256 0.0392∗∗ 0.121∗∗∗
(0.0159) (0.0182) (0.0163) (0.0249)

Household assets 0.0378∗∗ 0.0408∗∗ 0.0340∗ 0.141∗∗∗
(0.0151) (0.0160) (0.0200) (0.0209)

Gender − 0.110∗∗∗ 0.0184 − 0.134∗∗∗ − 0.0906∗∗
(0.0331) (0.0323) (0.0341) (0.0366)

Marriage − 0.0406 − 0.282∗∗∗ 0.170∗∗∗ 0.0714
(0.0459) (0.0470) (0.0575) (0.0545)

Health 0.0265∗ 0.0141 0.0160 − 0.0296
(0.0146) (0.0156) (0.0148) (0.0192)

Hukou − 0.0130 0.0153 − 0.0993∗∗ − 0.412∗∗∗
(0.0404) (0.0501) (0.0405) (0.0674)

Household size 0.00979 − 0.0774∗∗∗ − 0.0462∗∗∗ − 0.209∗∗∗
(0.0157) (0.0211) (0.0160) (0.0341)

31∼40 0.499∗∗∗ − 0.0817 0.186∗∗∗ 0.0928
(0.0597) (0.0513) (0.0634) (0.0675)

41∼50 0.645∗∗∗ − 0.313∗∗∗ 0.532∗∗∗ 0.129∗∗
(0.0584) (0.0516) (0.0631) (0.0650)

51∼60 0.101 − 0.534∗∗∗ 0.239∗∗∗ 0.294∗∗∗
(0.0624) (0.0559) (0.0713) (0.0727)

Over 60 0.108 − 0.614∗∗∗ 0.132 0.535∗∗∗
(0.0768) (0.0809) (0.0840) (0.103)

Undergraduate and junior college 0.376∗∗∗ 0.141∗∗∗ 0.200∗∗∗ 0.296∗∗∗
(0.0346) (0.0314) (0.0344) (0.0350)

Master and doctor 0.657∗∗∗ 0.289∗∗∗ 0.403∗∗∗ 0.418∗∗∗
(0.0990) (0.0748) (0.0965) (0.0808)

Constant − 1.685∗∗∗ − 1.658∗∗∗ 3.238∗∗∗ − 2.297∗∗∗
(0.482) (0.605) (0.554) (0.865)

N 16386 8781 10385 6192
R2 0.087 0.202 0.102 0.194
Note. Standard errors are given in parentheses. ∗P< 0.1, ∗∗P< 0.05, and ∗∗∗P< 0.01.
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engage in entertainment consumption than the elderly. )e
influence of other individual characteristics on cultural
consumption is still significant. Gender has a significant
impact on cultural consumption. Men’s cultural con-
sumption expenditure is higher; unmarried households
produce more entertainment consumption than married
households, and married households have more education
consumption than unmarried households.

Although we have conducted an in-depth research on
the relationship between social networks and culture con-
sumption and the social network effect of the influence of
individual characteristics on cultural consumption, this
study has also some shortcomings. Firstly, this study selects
cross-sectional sample data for analysis from an individual
perspective, and it is difficult to obtain the dynamic process
of variables. Secondly, due to the diversity and complexity of
consumer behavior and social network and the availability of
data, it is difficult to analyze the impact of the complexity of
social networks on cultural consumption. In addition, this
research mainly focuses on the moderating role of the social
networks; future research could also conduct the other
functions of social networks on culture consumption.

Data Availability

)e data used in this article come from the China Household
Finance Survey and Research Center of Southwestern
University of Finance and Economics, which conducted a
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datacenter/apply.html).
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Delivering high-quality food into markets is a vital expectation of modern customers. (e significant increase in consumers’
awareness of food freshness, nutrition, and safety makes the temperature-controlled supply chain (TCSC) the focus of food
logistics safety. However, a large number of Chinese companies are still reluctant to invest in the food supply chain, resulting in a
high rate of supply chain logistics loss. (is research aims to establish an economic model to explain why these companies do not
invest and under what conditions they will do. (e results show that high economic investment is the main reason that hinders
companies’ willingness to build TCSC. Large companies with bigger production are more willing to invest in TCSC than small
companies. Besides, larger companies running with high-quality products could get more profit while small companies operating
with normal products are less competitive.

1. Introduction

Increased demand for cold chain products makes food lo-
gistics a vital issue for food security. China has a vast
consumer population for agricultural production [1–3].
Because of the enormous demand for cold chain food, the
total cold chain logistics demand reached 180 million tons in
2018. As a supply chain network connecting agricultural
production and food consumption, a high-quality cold chain
network can effectively transport food and raw materials
between upstream companies and downstream consumers
[4, 5]. Consequently, temperature-controlled supply chain
(TCSC) networks that provide a series of equipment to keep
food in ideal condition are adopted for food logistic and
supply from production to consumption [6, 7]. TCSC has
demonstrated exemplary performance in controlling food
quality [8, 9], reducing food loss [10], improving health and

environment [9, 11], and promoting sustainability [2].
Furthermore, many innovative technologies [12], such as
smart containers, are integrated into TCSC to make it play
an efficient role in the food logistics system [13–15].

China’s existing TCSC cannot meet its rapidly growing
demand. Although the number of agricultural companies
using TCSC has increased, there are still problems such as
inadequate infrastructure [16, 17], uneven distribution of
cold chain infrastructure [18, 19], and lack of integrated
standards [20], which causes the enormous waste of fresh
agricultural products [21–23]. Considering the efficient use
of resources and sustainable development, the Chinese
central government issued many policies and gave subsidies
to promote the TCSC [24–27]. Yet, a large quantity of
companies is still reluctant to invest in the construction of
TCSC due to a lack of funds, professional management, and
awareness of sustainable development [28, 29]. (erefore, it
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is necessary to explore the reasons through economic and
environmental analysis for improving comprehensive
TCSC.

Previous literature mainly focuses on the construction
and improvement of TCSC yet ignores the reasons why
companies do not build it. Many researchers have studied
the TCSC system and its optimism [8]. As a network
guarantee to ensure the ideal state of food, TCSC involves
coherent and complex procedures such as handling, pack-
ing, storage, and transportation [30, 31]. Furthermore, the
researchers worked on optimizing the transportation route
[32, 33], decision-making [34], minimizing the cost [35],
reaching a supply chain network equilibrium [36], and
innovative technologies [2]. Many researchers studied the
behaviour in the network of upstream and downstream
[37, 38]. However, the improvement of TCSC has not sig-
nificantly prompted some Chinese companies to be willing
to build it. Few studies in the past explained the reasons
behind and explored the scenario that prompted TCSC
construction.

(is study aims to establish an economic model to ex-
plain why these companies do not invest and under what
conditions they will do. First, we build an economicmodel to
explain why the companies are not willing to invest in a
comprehensive TCSC. Subsequently, a basic economic
model with a supply chain network including producers,
retailers, and consumers is adopted to generalise producers’
and retailers’ conditions to make the investment. Further-
more, we explore how government policies affect companies’
decisions. Finally, we simulate how the companies can
benefit from investment in TCSC.

2. Model Design

In this part, we simplify the TCSC into 3 layers (producers,
retailers, and consumers) and 2 markets (wholesale markets
where producers sell products to retailers and retail markets
where retailers sell products to consumers) (Figure 1). (ere
are millions of producers and retailers in agricultural
product markets. In both markets, whether firms choose to

use the TCSC network could only affect the benefit of
themselves and not the market price, so we assume both
wholesale market and retail market are perfectly
competitive.

2.1. Producers’ Behaviour and0eir Conditions of Investment.
Let qi be the nonnegative production output of producer i,
ci � ci(qi) be the production cost function of producer i, vi

be the loss rate of producers from producing to selling, and
ρ1 be the price of producers selling products to retailers. As
the wholesale market is perfectly competitive, ρ1 is constant,
which means the behaviour of producers will not affect the
market price.

(e annual profit for producer i is

ρ1qi 1 − vi(  − ci qi( . (1)

Now, assume that producers are considering to invest in
TCSC. TCSC has a similar structure but a different network.
One reason is that producers with temperature-controlled
equipment are quite different from others, so they cannot
use the original chain. We use apostrophe to denote the
variables with investment.

With TCSC, let qi
′ be the production of producer i, c1i

′ �
c1i
′(qi
′) be the production cost function of producer i, vi

′ be the
loss rate of producers from producing to selling, and ρ1′ be
the price of producers selling products to retailers. Also, in
order to use TCSC, producers should invest a fixed cost,
denoted as fi

′(qi
′), and an additional variable cost, denoted as

c2i
′ � c2i
′(qi
′). In addition, we have, qi

′� qi, c1i
′ � ci, vi

′ < vi, and
ρ1′ > ρ1.

Firms evaluate the profits with a time span of n years, and
letting r be the discount rate, we could conclude producers’
profit of no investment as

πi � 
n

t�0

ρ1qi 1 − vi(  − ci qi( 

(1 + r)
t � ρ1qi 1 − vi(  − ci qi(  

(1 + r)
n

− 1
r(1 + r)

n−1 .

(2)

Also, producers’ profit of investment is

πi
′ � 

n

t�0

ρ1′qi
′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′( 

(1 + r)
t − fi

′ qi
′(  � ρi
′qi
′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′( . (3)

Producers will choose TCSC only when πi
′ ≥ πi. As a

result, we obtain the conditions of producers investing in
TCSC:

ρ1′qi
′ 1 − vi
′(  − ρ1qi 1 − vi(   − c2i

′ qi
′( ≥fi
′ qi
′( 

r(1 + r)
n− 1

(1 + r)
n

− 1
.

(4)

2.2. Retailers’ Behaviour and 0eir Conditions of Investment.
Compared with producers, retailers have a similar but a little
more complex condition, since they should buy products
from producers and be affected by producers’ behaviours.

Let qj be the amount of the products purchased by
retailer j from producers, cj � cj(qj) be the cost function of
retailer j, vj be the loss rate of retailers from purchasing to
selling, and ρ2 be the price of retailers selling products to
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consumers. Similarly, as the retail market is perfectly
competitive, ρ2 is also constant.

Besides operation cost, retailers should buy products
from producers, so the annual profit for retailer j is

ρ2qj 1 − vj  − cj qj  − ρ1qj. (5)

Considering investment on TCSC, let qj
′ be the amount

of the products purchased by retailer j from producers, c1j
′ �

c1j
′(qj
′) be the cost function of retailer j, vj

′ be the loss rate of
retailers from purchasing to selling, and ρ2′ be the price of
retailers selling products to consumers. If firms want to
invest in new equipment and change into TCSC network,
they should invest a fixed cost, denoted as fj

′(qj
′), and an

additional variable cost, denoted as c2j
′ � c2j
′(qj
′). We have

qj
′ � qj, c1j

′ � cj, vj
′ < vj, and ρ2′ > ρ2.

(e profit of retailers in n years without investment is

πj � 
n

r�0

ρ2qj 1 − vj  − ρ1qj − c1j qj 

(1 + r)
t � ρ2qj 1 − vj  − ρ1qj − c1j qj  

(1 + r)
n

− 1
r(1 + r)

n−1 . (6)

Also, the profit of retailers in n years with investment is

πj
′ � 

n

t�1

ρ2′qj
′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′ 

(1 + r)
t − fj

′ qj
′  � ρ2′qj

′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′ .

(7)

Retailers will invest in TCSC only when πj
′ ≥ πj, so we

obtain the conditions of retailers investing in TCSC:

ρ2′qj
′ 1 − vj
′  − ρ2qj 1 − vj   − ρ1′qj

′ − ρ1qj  − c2j
′ qj
′ ≥fj
′ qj
′ 

r(1 + r)
n− 1

(1 + r)
n

− 1
. (8)

3. Government Policies and Firms’ Behaviours

To encourage firms to use TCSC, both the central and
local governments in China have issued many polices. For
example, the central government announced that they
will subsidise some firms with no more than 20 million
yuan each, not exceeding 50% of total investment in 2020.

In this part, we will analyse how these policies will affect
firms’ behaviours.

3.1. One-Time Reward. Some local governments give re-
wards to firms for building cold supply chain networks, such
as building cold storage and buying a freezer truck, after

1 … m

1 … j … n

1 … k … o

…i

Producers

Retailers

Consumers

2

2 o-1

Figure 1: A simplified supply chain network including producers, retailers, and consumers.
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finishing building. Let s denote the proportion of the reward
of the fixed cost. Now, the profit of investment with one-time
reward for producers is

π′(s)
i � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  + s

fi
′ qi
′( 

(1 + r)
n. (9)

(e profit of investment with one-time reward for re-
tailers is

π’(s)
j � ρ’2q’j 1 − v’j  − ρ’1q’j − c’1j q’j  − c’2j q’j  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  + s

fi
′ qi
′( 

(1 + r)
n. (10)

Similarly, let π′(s)
i > πi and π′(s)

j > πj, and we obtain the
conditions of producers investing in TCSC with one-time
reward:

ρ1′qi
′ 1 − vi
′(  − ρ1qi 1 − vi(   − c2i

′ qi
′( ≥fi
′ qi
′( 

r(1 + r)
n− 1

− sr(1 + r)

(1 + r)
n

− 1
.

(11)

Also, we obtain the conditions of retailers investing in
TCSC with one-time reward:

ρ2′qj
′ 1 − vj
′  − ρ2qj 1 − vj   − ρ1′qj

′ − ρ1qj  − c2j
′ qj
′ ≥fj
′ qj
′ 

r(1 + r)
n− 1

− sr(1 + r)

(1 + r)
n

− 1
. (12)

3.2. Annual Subsidies. Some local governments give subsidy
annually with a period lasting 3 or 5 years. Let a denote the
proportion of annual subsidy and fixed investment and ta

denote the time span for subsidy. Now, the profit of in-
vestment with annual subsidies for producers is

π′(a)
i � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  + afi
′ qi
′( 

(1 + r)
ta − 1

r(1 + r)
ta−1 . (13)

(e profit of investment with annual subsidies for re-
tailers is

π′(a)
j � ρ2′qj

′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  + afi
′ qi
′( 

(1 + r)
ta − 1

r(1 + r)
ta−1 . (14)

Let π′(a)
i > πi and π′(a)

j > πj, and we obtain the condition
of producers investing in TCSC with governments’ annual
subsidies:

ρ1′qi
′ 1 − vi
′(  − ρ1qi 1 − vi(   − c2i

′ qi
′( ≥fi
′ qi
′( 

r(1 + r)
n− 1

(1 + r)
n

− 1
− afi
′ qi
′( 

(1 + r)
ta − 1 r(1 + r)

n− 1

r(1 + r)
ta−1

(1 + r)
n

− 1 
. (15)
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Also, we obtain the condition of retailers investing in
TCSC with governments’ annual subsidies:

ρ2′qj
′ 1 − vj
′  − ρ2qj 1 − vj   − ρ1′qj

′ − ρ1qj  − c2j
′ qj
′ ≥fj
′ qj
′ 

r(1 + r)
n− 1

(1 + r)
n

− 1
− afi
′ qi
′( 

(1 + r)
ta − 1 r(1 + r)

n− 1

r(1 + r)
ta−1

(1 + r)
n

− 1 
. (16)

4. Simulation and Analysis

To evaluate the model, we use simulation data to see how the
results will change with different parameters. Table 1 gives
the values of different parameters. Now, we evaluate the
decisions of firms with different scales and different return
period.

4.1. Decision-Making with Different Return Periods. At first,
fixing firms’ scale as constant, qi � qi

′ � 50, 000 kg, and
qj � qj
′ � 300, 000 kg, the time is independent, and we have

πi � ρ1qi 1 − vi(  − ci qi(  
(1 + r)

n
− 1

r(1 + r)
n−1 � 55, 000∗

1.04n
− 1( 

0.04∗1.04n−1,

πi
′ � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  � 110, 000∗

1.04n
− 1( 

0.04∗1.04n−1 − 200, 000,

πj � ρ2qj 1 − vj  − ρ1qj − c1j qj  
(1 + r)

n
− 1

r(1 + r)
n−1 � 300, 000∗

1.04n
− 1( 

0.04∗1.04n−1,

πj
′ � ρ2qj

′ 1 − vj
′  − ρ1qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  � 405, 000∗

1.04n
− 1( 

0.04∗1.04n−1 − 300, 000.

(17)

Figures 2 and 3 demonstrate the profits changing with
time for increasing of investment and no investment for
producers and retailers. Let πi � πi

′, and we can obtain the
intersection n � log(26/25)(143/123) ≈ 3.84 for producers
and similarly n � log(26/25)(91/81) ≈ 2.97 for retailers. It
means that producers with a production of 50,000 kg/year
will invest in TCSC if they hope to recover investment and
get more profit within 4 or more years and retailers with a

production of 300,000 kg/year will invest in TCSC if they
hope to recover investment and get more profit within 3 or
more years.

4.2. Decision-Making with Different Scales for Fixed Return
Period. Now, fixing time as constant n � 6, the firms’
production is independent, and we have

πi � ρ1qi 1 − vi(  − ci qi(  
(1 + r)

n
− 1

r(1 + r)
n−1 ≈ 6.00qi,

πi
′ � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  ≈ 12.00qi

′ − 200000,

πj � ρ2qj 1 − vj  − ρ1qj − c1j qj  
(1 + r)

n
− 1

r(1 + r)
n−1 ≈ 5.45qj,

πj
′ � ρ2′qj

′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  ≈ 7.36qj

′ − 300000.

(18)
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Figures 4 and 5 demonstrate the profits changing with
different firms’ scales for producers and retailers of in-
vestment and no investment. Let πi � πi

′, then we can obtain
the intersection qi � qi

′ ≈ 33350; let πj � πj
′, then we can

obtain qj � qj
′ ≈ 157221. It means that if producers want to

get more profits within 6 years, they should have a pro-
duction bigger than 33350 kg/year and if retailers want to get

more profits within 6 years, they should have a production
bigger than 157221 kg/year.

4.3. One-Time Reward from the Government. We use dif-
ferent values of s to calculate the changing situations of
profits. Let s � 0.1, 0.3, 05. (e profits of investment with
one-time reward for producers and retailers are

π′(s)
i � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  + s

fi
′ qi
′( 

(1 + r)
n,

πj
′ � ρ2′qj

′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  + s

fi
′ qi
′( 

(1 + r)
n.

(19)

Figures 6 and 7 demonstrate the profits of producers and
retailers with different rewards. For both producers and
retailers, with increase in rewards, the profits increase and
the intersections decrease. We can conclude that if gov-
ernments give more rewards, more firms will choose to
invest in TCSC.

4.4. Annual Subsidies from the Government. Let a � 0.1 and
ta � 3, 4, 5. Now, the profits of investment with annual
subsidies for producers and retailers are

π′(a)
i � ρ1′qi

′ 1 − vi
′(  − c1i
′ qi
′(  − c2i
′ qi
′(  

(1 + r)
n

− 1
r(1 + r)

n−1 − fi
′ qi
′(  + afi
′ qi
′( 

(1 + r)
ta − 1

r(1 + r)
ta−1 ,

π′(a)
j � ρ2′qj

′ 1 − vj
′  − ρ1′qj

′ − c1j
′ qj
′  − c2j
′ qj
′  

(1 + r)
n

− 1
r(1 + r)

n−1 − fj
′ qj
′  + afi
′ qi
′( 

(1 + r)
ta − 1

r(1 + r)
ta−1 .

(20)

Figures 8 and 9 show the profits of producers and re-
tailers with the change of different subsidy period. Also, with
more subsidies, both producers’ and retailers’ profits

increase and the intersections decrease. We can conclude
that if governments give annual subsidies for a longer period,
more firms will choose to invest in TCSC.

Table 1: Data used to simulate the benefits change with variables of different values.

Variables Value Variables Value
qi 50,000 kg qi

′ 50,000 kg
vi 0.15 vi

′ 0.10
ρ1 6 yuan/kg ρ1′ 8 yuan/kg
ci 4 yuan/kg c1i

′ 4 yuan/kg
fi′ 200,000 yuan c2i

′ 1 yuan/kg
qj 300,000 kg qj

′ 300,000 kg
vj 0.1 vj

′ 0.05
ρ2 10 yuan/kg ρ2′ 13 yuan/kg
cj 2 yuan/kg c1j

′ 2 yuan/kg
fj′ 300,000 yuan c2j

′ 1 yuan/kg
r 0.04

6 Complexity



Year

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6

Pr
of

it

×105

n=3.84

0 1 2 3 4 5 6 7 8

πi
π′i

Figure 2: Profits of producers with qi � qi
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0 0.5 1 1.5 2 2.5 3 3.5
Quantity

0.5

1

1.5

2

2.5

Pr
of

it q=q′=1.57∗105

×105

×106

πj
π′j

Figure 5: Profits of retailers with different scales when n � 6.
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5. Conclusions

(e TCSC is a necessary part for logistics to deliver food
from producers to consumers. Besides improving the
technologies of TCSC, studying firms’ behaviours is also
of great meaning. (is paper has built an economic model
to give explanations about why and when firms will
choose to invest in TCSC. In general, firms with greater
production tend to invest more in new equipment to get
additional benefits. (is will result in market

segmentation, where bigger firms running with high-
quality products get more profit and smaller firms run-
ning with normal products are less competitive relatively.

(ere are still some parts that need to be improved. At
first, we assume that both wholesale market and retail
market are perfect competitive. With more and more
firms choose to run with TCSC, the market price will be
affected, and the assumption that both market prices are
constant is too strict in a long run. Second, when con-
sidering the time span, we think prices will not change in
different years, but food prices are always fluctuating. In
some years, for some varieties, prices may even fluctuate
heavily. (e evaluation will become more complicated if
we take this into account. (ird, while doing the simu-
lation, only some numbers are used to assess the model. It
would be better if we do the simulation with a specific
variety such as banana or cabbage.

Firms’ behaviours are not affected only by economic
benefits. In fact, every player in the supply chain networks
will have influence. When considering the behaviours of
competitors and collaborators, producers and retailers will
be faced with a more complex situation. How to maximize
their profits needs further discussion. Also, the Chinese
government has issued policies supporting food cold chain
logistics. Different policies give firms more choices, and how
to maximize their profits will need more research.
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Detecting outliers in data streams is a challenging problem since, in a data stream scenario, scanning the data multiple times is
unfeasible, and the incoming streaming data keep evolving. Over the years, a common approach to outlier detection is using
clustering-based methods, but these methods have inherent challenges and drawbacks. +ese include to effectively cluster sparse
data points which has to do with the quality of clustering methods, dealing with continuous fast-incoming data streams, high
memory and time consumption, and lack of high outlier detection accuracy. +is paper aims at proposing an effective clustering-
based approach to detect outliers in evolving data streams. We propose a new method called Effective Microcluster and Minimal
pruning CLustering-based method for Outlier detection in Data Streams (EMM-CLODS). It is a clustering-based outlier detection
approach that detects outliers in evolving data streams by first applying microclustering technique to cluster dense data points and
effectively handle objects within a sliding window according to the relevance of their status to their respective neighbors or
position.+e analysis from our experimental studies on both synthetic and real-world datasets shows that the technique performs
well with minimal memory and time consumption when compared to the other baseline algorithms, making it a very promising
technique in dealing with outlier detection problems in data streams.

1. Introduction

In the current era, the need to detect abnormal behavior to
reveal salient facts, observations, and realizing accurate
predictions of data is extremely significant. Detecting out-
liers is one such important data mining task that aims at
detecting objects that deviate from the expected pattern of
the normal data. +e process of detecting outliers is chal-
lenging due to the advancement in the digital age. For in-
stance, with the revolution of data from traditional batch
data, we have witnessed the advent of a large volume of data
that is generated continuously at high speed and dynami-
cally. +ese kinds of data are known as data streams and are

generated by many applications [1–3]. In contrast to tra-
ditional datasets, because of the nature of the data, it is not
feasible to save in memory the whole data stream or run the
data through multiple scans. +is is because the data are
massive and unbounded, have a varying rate, and continue
to evolve.

A significant number of approaches have been proposed
to detect outliers in data streams [8–11]. Among the different
categories of proposed outlier detectionmethods, clustering-
based approaches have shown to be popular in static data but
yet one of the most challenging to adopt for outlier detection
tasks in data streams. Although they have shown to be ef-
ficient for some outlier detection tasks, they lead to low
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computational cost and high scalability in high-dimensional
data [5, 12]. However, most of the prevailing data stream
clustering approaches suffer from different drawbacks. +ey
can be improved when we consider the spectrum of effec-
tiveness and efficiency, for instance, to deal with the con-
tinuous fast-incoming data streams, higher computational
demand in terms of its memory and time, the cluster quality,
and the outlier detection rate. +e process of clustering and
detecting outliers in data streams is complicating since the
clustering techniques often involve several parameters and
operate in low- and high-dimensional spaces, constrained
with excessive distance-based computation of object
neighbors, noise, and so on. For this reason, clustering-based
approach has varying performance for different application
domains and data types. It is therefore imperative to design
an effective method that will holistically address the issues
and produce stable performance in detecting the outliers.

In spite of clustering’s occasional challenges and caveats,
it is still another good alternative and promising solution for
detecting outliers. +e advantage of clustering is that it
allows for the use of limited amounts of time and memory,
which is necessary when processing data streams. +is is
because clustering is the act of grouping elements using sets
that provide the capability of grouping items that are similar
to each other that curbs the need of redundant processing
and over calculations. Clustering methods offer online and
offline process support, which is usually used for data stream
applications and is also flexible in adapting to the evolving
nature of the data.

In this paper, we propose a new microclustering and
minimal pruning clustering-based unsupervised outlier
detection scheme to detect outliers in data streams while
simultaneously addressing the mentioned challenges. +e
proposed approach involves different stages to adapt to the
dynamic changes of data distribution that aims at elimi-
nating the limitations of previously proposed methods. +e
newly propose method is called Effective Microcluster and
Minimal pruning CLustering-based method for Outlier
detection in Data Streams (EMM-CLODS), which is a
clustering-based outlier detection approach. We call it
CLODS for short and use this abbreviation instead of EMM-
CLODS throughout the paper. It detects outliers from
evolving data streams by first applying the microclustering
technique to cluster dense data points. It then effectively
handles objects within a sliding window according to the
relevance of their status to their respective neighbors or
position through minimal pruning technique.

In our data stream scenario, where the size of the dataset
is potentially boundless, we process the data over a fixed
period to reduce the complexity of the outlier detection task.
When new incoming data points arrive, the microcluster
technique is applied, which identifies objects that are more
analogous to each other and that meet the fundamental
prerequisite of the clusteringmethods.+emethods scan the
data once and adapt to the time changes as the streaming
data evolve. It constantly and periodically updates incoming
data, and the results are obtained. Finally, the CLODS re-
ports key insights from these results to determine whether
they are outliers or inliers. +e advantages of the technique

are that it can effectively save time and memory, thanks to
the microclustering technique and minimal pruning. It
removes the need to compute every data point in and out of
the cluster and store every data point in memory. In
summary, the major contributions of this work are as
follows:

(i) We propose the CLODS, a new technique based on
microclustering andminimal pruning of data points
outside the clusters, to solve the problem of
detecting outliers in continuous evolving data
streams.

(ii) We propose the concept of priority handling of
evolving objects outside the clusters to minimize the
memory and time consumption during the
updating phase according to the relevance of their
status to their respective neighbors or position.

(iii) Our propose method can effectively optimize and
solve the problems and challenges of time and
memory constraints while maintaining its accuracy
for detecting outliers in data streams.

(iv) We demonstrate through an extensive experiment
on some benchmark datasets the effectiveness of our
method against some other methods used for the
outlier detection process in data streams.

+e rest of the paper is organized as follows: in Sections 2
and 3, we present the related work and problem formulation,
respectively. In Section 4, we present in details the method we
propose. In Section 5, we present the experimental studies
including the results and discussion. Finally, in Section 6, we
present the conclusion of the paper.

2. Related Work

Detecting outliers is a well-known domain in the data mining
community, and it has been applied in a wide range of ap-
plication areas [13, 14] and other domains such as community
detection [15, 16]. It has been studied extensively [17–19]. In a
recent survey [11], we classified outlier detection methods into
diverse categories and have proposed effective methods among
these categories to detect outliers in data streams [8, 11]. In
progress to this study series, the clustering-based category has
open research gaps and challenges. Proposing solutions and
improving these methods will greatly contribute to the general
body of outlier detection methods.

+e clustering approach is an unsupervised data mining
method that groups similar dense data points. Several
methods using clustering techniques and its variant ap-
proaches have been proposed for outlier detection tasks.
However, some earlier proposed clustering methods suffer
from drawbacks such as the buffering of all data points in
memory for future handling or, in some cases, not con-
sidering data points that often leads to poor clustering.
+ere are a significant number of these methods concen-
trated on both static data and streaming data types [20, 21].
+ese methods mostly adopt the two-phase scheme: the
online and offline phase. +e majority of the earlier pro-
posed method for stream data clustering deals with static
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clustering that is in a continuous form.One shortcoming of this
kind of approach is that recent and outdated data are handled
the same way. Several moving windowmodels are proposed to
solve this issue. For evolving data streams, Toshniwal and
Yokita et al. [20] proposed a framework using simple k-means
and the attribute weight to detect outliers, while Cao et al. [22]
proposed a technique related to density-based clustering for
evolving data streams. In their method, the incoming data are
selected depending on the distance between their centers to
either the outlier or potential core microcluster. In this case,
with an increasing number of outliers, the clustering accuracy
becomes a problem. +erefore, Liu et al. [23] proposed a new
technique to address this drawback. Although they tried to
address the issue, it comes at a high computational cost. To
salvage the computational cost and improve the clustering and
outlier detection accuracy, Kumar and Sharma [24] applied a
technique that extracts the boundary points in the overlapped
microclusters. Many other clustering techniques have been
proposed for outlier detection processes, such as density-based
microclustering [22, 25], grid-based clustering [6, 26], and
partitioning algorithm for data streams [12, 21]. However, since
this is a short paper, Table 1 briefly outlines some of these
techniques in comparison to our method in terms of the
summarization technique, evolving data model and outlier
detection method.

Remarkably, from Table 1, no two methods share the same
approach. Our work is the first to use microclustering in the
sliding window model using outlier microcluster to handle
continuously evolving objects with changing features. For a
more comprehensive related work to clustering techniques for
outlier detection, we recommendWang et al. [11] survey paper.

3. Preliminaries and Problem Formulation

3.1. Notations and Definitions. +e key symbols used in
this paper include but not limited to the following in Table 2.

3.2. Definition of Key Terms

3.2.1. Outliers. For a dataset D of n points,
D � [d1, d2, . . . , dn]. Whenever the data point di or an entire
set of data points d1, d2, . . . , dn deviates drastically from
these other sets, these points are considered outliers.

3.2.2. Neighbor. In the case of two data points di and dn, a
data point di is considered a neighbor of dn if the distance
between the two does not exceed the distance threshold
value R> 0. In other words, if di is not further than R from
dn, then it is a neighbor of dn. A data point d cannot be a
neighbor of itself.

3.2.3. Sliding Window. In sliding window, the time-based
window and the count-based window are two types of
window models commonly used for data streams. +e
former takes into consideration the data points within the
time interval of two identify data points, for instance, at
point x and y, with tx and ty. +e latter thus considers the
count of the data points within a specified window size.

3.2.4. Microclusters. A microcluster is formed when a data
point has a radius of R/2 from the center, and in a
microcluster, the distance between two data points, let us
assume d1 and d2, should not exceed R.

+e function of the microcluster in our technique is as
follows: we applied the microclusters to minimize the range
queries and minimize the distance-based computations. +e
microclusters eliminate the need for excessive range queries by
storing the neighbor’s data points in the microclusters. +is,
therefore, improves the underlying evaluation metrics: the
memory and time consumption. +e microclusters adopted in
the proposed methods give the advantage of eliminating the
need for range queries and in curbing the distance compu-
tations. In addition to only storing crucial inliers in memory,
the microclusters also improve the memory constraints, since a
single microcluster has the ability to obtain the neighborhood
information of each object in the same cluster.

In Figure 1, we can see that W1 � t1 − t14 and
W2 � t10 − t21, where W2 is the current window and W1 is
the expired window. +e fast-incoming data points (dp)

from 1 to 23 are the data streams. By definition, the data
stream is an unlimited number of data points within a
specific timestamp or unbounded sequence. +at is, the data
stream i � St|0≤ t, with t� time and dp,
Si�1,2,n � S1, S2, S3, . . . , Sn. Each dp within its window could
have a neighbor or not, but it cannot be a neighbor on its
own. +e neighbor of any particular data point Si must not
exceed the required distance threshold R, from each other.
For instance, in Figure 1, dp 1, 2, 4, 5 are neighbors of 3,
while 17, 18, 20, 21 are neighbors of 19. +e neighbors play a
crucial role in the overall outlier detection process; therefore,
we pay special attention to them.

In W2, or when the window slides, determining whether
a data point is an outlier or inlier can create additional
constraints due to the evolving nature of the data points.
Some neighbors will expire, such as dp 8, 9 among 8 − 12,
and become obsolete when the window slides. In the dif-
ferent window stages, the question of how to perform
clustering, how to use minimal pruning to get the most
significant data points, how to deal with incoming and
expired dp, and what kind of clustering technique to apply
comes up, and also, what requirements should the clustering
technique meet to ensure that (1) the clusters capture more

Expired Slide

Va
lu

e

New Slide
Timet21t14t10

W1

❶

❷

❸
❹
❺

❻

❼

❽
❾❿

⓫

⓬

⓭
⓮⓯

⓰

⓱

⓲

⓳
⓴

W2

t1

Figure 1: Streaming data.

Complexity 3



dp and (2) the inliers or outliers are detected correctly and
computed with the lowest computational cost possible.

3.3. Problem Formulation. Problem statement: the major
goal of this paper is to present an improved solution to
address the problem of effectively clustering and detecting
outliers in fast-evolving data streams.

For new data streams arriving continuously, S � St t�1,2,...,

with dimensionality d at time t, and with evolving feature
changes as the data speed increases, we need to design a robust
approach that will deal with the evolving data streams by
clustering incoming data streams effectively and simulta-
neously detect all outliers in the shortest conceivable time, with
low memory usage, while maintaining high detection accu-
racy. Also, we handle data points outside the clusters while
dealing with the fading of old clusters, new and expired data
points, and detecting the outliers. +e key challenge is that the
actively evolving data point position continues to change due

to either the window slides or the arrival and expiration of
some data points. +is ultimately makes it complicating in
addressing the overall problem. It will be a challenging task to
process and remove data points one at a time as they arrive
over the stream. It will incur a lot of time.

In addition, managing memory space presents another
challenge since it is not possible to predict howmany data points
arrive and expire a priori. It becomes challenging to cluster
essential data points and dynamically allocate space for the
growing number of unknown data points that arrive and expire.

+is brings us to the essential problem statement and
question we address in this paper, how do we capture the
data points that deviate from the others in streaming data
which evolve as time progresses with these additional
constraints:

(i) +e data point features might change over time.
(ii) Prior unseen data point features might arrive over

time.

Table 1: Some key clustering algorithms.

Method Summarization technique Evolving data model Outlier detection
CluStream [4] Microcluster Tilted-time window —
D-Stream [5] Grid Fading window Sporadic grid
DenStream [6] Microcluster Fading window Outlier microcluster
DENGRIS-Stream [7] Grid Sliding window Sparse grid
Ours-CLODS Microcluster Sliding window Outlier microcluster

Table 2: List of symbols with their interpretations.

Symbols Interpretations
di i-th data point, i � 1, . . . , n

R Distance threshold
K Number of neighbors
W Window size
S Window slide size
∞ Data streams
ti +e specific time
dci Data points in the current window
dei Expired data points
Od Detected outlier/s

Clustering
with Micro-

Clusters

Report
Detected
Outliers

Outlier
Detection

Process

t1 tnSliding Window

Raw Data Stream

Data
Processing

Figure 2: +e framework of CLODS
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4. The Proposed Methodology

4.1. Fundamentals of the ProposedMethod. As data originate
from their source in the form of fast continuous evolving
data streams, they become challenging to cluster data points
and effectively detect the outliers, as explained in the
problem statement. +ere is a need for special attention on
the clustering method and in handling both the inliers and
outliers in this scenario. To do this, we propose a new
framework, which involves different stages in order to detect
the outliers efficiently while maintaining high accuracy. +e
newly proposed method called Effective Microcluster and
Minimal pruning CLustering-based method for Outlier
detection in Data Streams (EMM-CLODS) is a kind of
clustering-based outlier detection approach that detects
outliers in evolving data streams using microcluster and
minimal pruning. +is is done by first applying a micro-
clustering technique to cluster dense data points and ef-
fectively handle the data points according to the relevance of
their status to their respective neighbors or position in the
window. We adopt the sliding window model, and within
this model, the microclustering technique helps to cluster
dense data points quickly and eliminate the need for a range
query search. For the data points outside the clusters, an
approximate probing is implemented by excluding a set of
inliers whose significance in the computation is trivial in
order to reduce the computation demand.

+e CLODS makes use of both clustering and approx-
imate probing of data points within the adopted sliding
window model and minimal pruning of data points outside
the clusters. It simultaneously discovers the outliers and
deals with potential outliers outside the clusters, even when
they continuously evolve as the data point changes state. In
contrast to other conventional clustering-based approaches,
it does not limit itself to detecting outliers in static data
[2, 11, 27], and for those that support data streams, the
clustering procedure is different [12, 20, 28, 29], or they are
not clustering-based approaches [4, 8, 30]. +ose with
similar clustering techniques to ours use a different scheme
to deal with data points within the window or adopt different
window models [12, 27, 29]. Furthermore, the handling
procedure of data points outside the microclusters is dif-
ferent. Unlike some of these methods [12, 20, 27, 28] that
deal with every data point outside the microclusters equally,
we focus especially on the relevance of data points with
respect to its neighbors and position to determine its overall
role in the outlier detection process. +is is to ensure we
identify potential outliers rather than data points that might
be falsely labeled as outliers. +is consequently saves time
and memory constraints without a performance decline.

4.2. 5e Proposed Framework. Figure 2 shows an illustrative
representation of the proposed framework. At the onset,
objects in the form of data streams arrive continuously and in
an unprecedented manner. We first filter the data through
data processing to determine its characteristics. +en, we
process the preprocessed data in the sliding window model.
During a specified period in the sliding window, we apply

probing and clustering process together with pruning the data
points outside the clusters and detect the outliers. During this
phase, additional processing such as handling of crucial inliers
and potential outliers, and handling of both active and expired
data points as the window slides is done. In the final stage, the
detected outliers are then reported.

Algorithm 1 gives the overall framework of CLODS, with
line 3–5 depicting the processes. In Algorithms 2–4, details of
algorithmic process are given to understand the whole
CLODS algorithm. In Algorithm 5, we extend details of the
different steps in Algorithm 1. In the first part, we perform
preprocessing. +e preprocessed data stream is then com-
puted in the next stage. In processing data points within the
window, in line 4 we determine whether they belong to a
cluster. If not in a cluster, the relevance of their status with
respect to the other members is checked in line 9. +e data
points outside the clusters and that are not relevant to their
respective members can be applied to the function in the last
stage and reported as an outlier as can be seen in line 11.

In Algorithm 2, the processing of new data points in the
new sliding window is shown. We first discover the cluster
and if there is a data point dp within the cluster, we add the
new data point or else initiate a new cluster accordingly (line
2–6), while in Algorithm 3, it shows the processing of the
expired data. Similarly, as in 3, we first discover the cluster and
if a data point is found in the cluster, we ensure that we check
the dp
′s relevance status to the other data points before we add

it into the cluster (line 4-5). If not, we try to remove it (line 7).
Lastly in Algorithm 4, we process and report the detected

outliers. We first initialize the count (line 1), and if dp is not
in any cluster and less number of neighbors to form a cluster,
it is returned as an outlier. If it has already expired, it is then
removed from data points outside the microclusters.

4.3.5eDataStreamStage. In a data streammodel, the input
data are not accessible through random disk or memory,
such as in the case of static data or batch data in standard
databases, but rather arrive in the form of one or more
continuous data streams. A data stream is an unlimited
number of sequence data points ∞i � St|0≤ t, within a
specific timestamp or unbounded sequence with data points,
Si � S1, S2, S3, . . . , Sn. +ey are infinite series of data points,
St−2, St−1, St, observed at a particular time t. +e streaming
data have the following characteristics:

(i) +e data points of streaming data arrive incre-
mentally in real-time. +e streaming data are active
since all inbound objects/items trigger actions on
the data rather than being invited to participate.

(ii) +e system has no control over the order or sequence
in which the items of the streaming data arrive.

(iii) +e streaming data have the possibility of un-
bounded numbers of data points.

+e problem of detecting or mining outliers in such data
with the abovementioned characteristics brings a number of
significant implications. Firstly, to ensure that the results are
continuously up-to-date, it is essential to analyze the in-
coming data within the shortest time and minimal memory
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usage. In the framework in Figure 3, the continuous infinite
series of data points observed at a particular time t1 is fed to
the next stage.

4.4. Data Preprocessing Stage. As the incoming unbounded
sequence of data arrives, it is impossible to store the entire
data stream. Besides, to apply the clustering technique
without taking note of the characteristics of the data makes
the overall process more tedious. +erefore, we initially did
some preprocessing based on the nature of the data to avoid
assumptions about having clean and well-structured data
and to tailor the data for our propose model. For instance,
real-world datasets are highly susceptible to missing and
inconsistent data. Such datasets may give rise to data quality
issues, which in turn affects the overall result. During the
data preprocessing and wrangling phase, we deal with the
missing data and inconsistent data. Although outliers
sometimes can influence the quality of the data, in this work
we entirely avoid dealing with outliers since our primary
goal is to detect outliers. For the missing data, we ensure that
we ignore, fill manually, and compute values. For incon-
sistent data, we normalize the necessary datasets.

4.5. Sliding Window-Based Outlier Detection Stage. In this
phase, we manage the evolving data streams; that is, we
implement the CLODS and detect data points that deviate
from their expected normal behavior when the window
slides and expires, also when the data points will expire. We
notice that it is not feasible to perform clustering on data
streams during the all probable time. We handle the data
points at different time windows. +e process of exploring
the evolving data stream during the different time windows
provides the users with additional insights into the evolving
nature and performance of the clusters. In terms of pro-
cessing evolving data streams, different algorithms have
adopted different window models. Some existing window
models include the damped window model also known as
the fading window model, the landmark window model, the
tilted-time windowmodel, and the sliding windowmodel. In
this paper, we use the sliding window model, in which the
data are processed before the end of the streaming data
window. +is is as opposed to the landmark window model,
which is adopted for cases where we want to mine the whole
data stream history. It is suitable for static data settings. In
the sliding window, the streaming data are considered from
the current time to a certain range in its history.+e key idea

Current Window Sliding Window Processing and detecting outliers

R

Outliers

Potential Outliers

inliers

Outliers

Micro-
Cluster

New OutliersExpiredOutliersReal Outliers Potential Outliers
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t1 tn

Figure 3: +e different phases of processing the outliers in the sliding window.

Input: Preprocess Data Stream ∞, Data point dp, Parameters: {distance-threshold R, nearest-neighbor count K, sliding size S,
Window Size W.}
Output: Outliers in sliding window

(1) Procedure:
(2) While the window slide or in Wc ⊳ between period Wstart to Wend when S arrives
(3) Deal with data within Wc

(4) Deal with new dp, S and W

(5) Deal with expired dei, S and W.
(6) Report outliers, Od

(7) end

ALGORITHM 1: +e CLODS algorithm.
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(1) for dp in expired slide, S do
(2) c� discoverCluster
(3) if dp in C then
(4) CheckRelevance (dp)
(5) c.add (dp)
(6) else
(7) remove (dp)
(8) end If
(9) end for

ALGORITHM 3: ∗Process expired data point when slide expires.

(1) for dp in new slide, S do
(2) c� discoverCluster
(3) if dp in C then
(4) c.add (dp)
(5) else
(6) InitiateNewCluster (dp)
(7) else if
(8) end for

ALGORITHM 2: ∗Process new data in the new slide window.

(1) Initiate outliers� [ ]
(2) Perform all functions
(3) for dp in W, S do
(4) if dp cannot form a new cluster
(5) add.Outlier (dp)
(6) else
(7) Processfunctions
(8) end if
(9) end for
(10) Return Outliers

ALGORITHM 4: ∗Process outlier W.

Input: Data Stream∞, Data point dp, Parameters: {distance-threshold R, nearest-neighbor count K, sliding size S, window size
W.}
Output: Outliers

(1) Procedure: ⊳ Preprocessing
(2) Perform Preprocessing ⊳ ProcessDataInWc

(3) for for each dp of preprocessed data in W do
(4) DiscoverInClusters
(5) If dp ≥ k + 1 neighbor then
(6) InCluster
(7) elseif
(8) NotIncluster
(9) CheckRelevance to di

(10) else
(11) ProcessNewData in S

(12) end if
(13) end for

ALGORITHM 5: Overall procedure of the CLODS.
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in the sliding window is to do exhaustive analysis of the most
up-to-date data items and summarized the outdated items.

As can be seen in Figure 3, in the second phase, we apply
the clustering of the data stream in the sliding windowmodel
where data points expire as the window slides. Moreover,
with an increasing time t � t + +, each data points’ weight
declines as it reaches the expiration point. In setting the
window size for a distribution that fluctuates dynamically,
we increased and set the window size large enough to
minimize the effect caused by the dynamic change of the
data. Consequently, this results in increased time usage,
which undermines the performance of real-time computa-
tion. Eventually, it creates a challenge to find a balance
between these two underlying issues.

In Figure 3, as the time increases t � t1, t2, t3, . . . , tn 

within the time frame, some data points fade out and some
data points change state depending on the window slide.
Some evolving data points expire, some clusters dissolve,
and new ones are created, and some data points might be
classified wrongly as an outlier. +erefore, in designing
CLODS, we consider the following prerequisite:

(i) Firstly, we consider the status of the data points, i.e.,
whether they are in a cluster or not and whether
data points outside the cluster can be viewed as an
inlier or outlier.

(ii) Secondly, we consider the distance between the
clusters and data points outside the clusters,
whether they are far or close to the clusters, and
whether they can be viewed as an outlier or inlier.

(iii) +irdly, we consider whether the data points share a
relationship with few other data points that form a
cluster, and also, how to handle both the data points
within and out of the clusters to detect the outliers
accurately.

(iv) Finally, we consider the characteristics of the
summary information, and at what instance we
should store or discard the summary information,
and what to do with expired data points.

4.6. CLODSClustering Phase. For a data stream with a set of
continuous multidimensional data points S1, Sn, arriving at
different period t1, . . . , tn, we considered a set of active data
points during the period t1, . . . , tn, which are the most recent
n data points at the time in the sliding window. During the
active period, we employ the microcluster concept, which is
a fast-efficient method for clustering objects within the
sliding window. We applied the idea of triangular inequality
in metric space [30, 31], to guarantee the data points’ dis-
tance between each other in the microclusters is less than the
distance threshold R. +us, confirming that every data point
is labeled as an inlier within the microcluster. Among the
labeled inliers, we store in memory only crucial inliers to
avoid memory congestion, and it is impossible to store every
object in memory. We stored each newly arrived object in a
fix size buffer. If the buffer is full, we consider each data point
in it as an inlier or outlier, depending on the weight of the
objects in relation to its distance to the other objects. +e

objects that are labeled as outliers are deleted in memory,
while all newly incoming labeled inliers are maintained in
the updated list. +e different actions taken depend on the
status of the data points in the different phases.

Figure 3 shows the different stages in the window model,
which is divided into three partitions with the x-axis dis-
playing the arrival time of the data points, while the ordinate
depicts the number of data points with radius R. In the first
partition, during the current window model space (Wstart to
Wend), we have a set of evolving data streams s1, s3  with
fixed radius R, and a neighbor count threshold k from time
interval t1, . . . , tn. In this partition, for k � 2, the micro-
cluster technique is applied to cluster K + 1 data points for
the objects in the window. +ese microclusters are data
points within the radius of R/2 from the center and are not
greater than the distance R between the two data points. +e
window contains four microclusters, c1 to c4 with radius R/2.
+e data points that are not within the microclusters are
probable outliers depending on their status in relation to the
other neighboring data points. To determine whether the
probable data points will be labeled as an outlier or not, we
consider both its ensuing and prior neighbors and, fur-
thermore, its relative strength to its neighbors. Also, to
consider which objects are stored in memory, we used a
similar concept as in previous work [8] by storing the data
points outside the microcluster in temporary memory while
applying the minimal pruning to minimize the computa-
tional cost and demand. From Figure 3, the red marked data
points show the outliers while the other data points, where
k≥ 2, are marked in green.

In the next phase, some data points change state due to
the sliding of the window, the appearance of new data points,
and the expiration of some data points. +ese new changes
create new challenges for detecting the outliers smoothly as
compared to the previous phase. In this case, we have three
sliding windows. In the first window, we have a single
microcluster, outliers, and a full cluster that has some data
points that their status will be potentially affected during the
next slide. In the next window, at the onset, although two
objects have expired, it does not dissolve the microcluster
since it has k + 1 points. However, in the final window, the
microcluster dissolves, which prompts the remaining data
points to become outliers. When new data points arrive, they
are added to their probable neighboring microclusters,
provided it is not greater than the distance threshold R.
Otherwise, it is added to the neighboring outlier cluster with
more space. If none of the conditions exist, then a new
marked outlier cluster is initialized. In the final stage, the
figure vividly shows the status of the different data points.
+e green data points indicate the inliers, yellow expired
data points, the orange points are those that have the
propensity to change state, and the red are the detected
outliers.

In terms of the memory usage, owing to the fast response
and limited memory requirements in these kinds of envi-
ronments, it is not practical to store the majority of the data,
and it is impossible to store all the data in memory.
+erefore, to salvage the situation, we minimize the memory
consumption and stored relevant data points that aid the

8 Complexity



overall clustering and outlier detection process. Further-
more, we minimized the number of rearranged micro-
clusters as the update in memory is done. As the continuous
incoming data arrive, we first determined whether it is in
memory or not. If not, it is added to the temporary memory,
and then an initialization process is done. +e key inliers are
temporarily stored in memory, and as the data evolve due to
changes in window slides, an update is done with new data
points replacing the older ones.We calculated the number of
inliers, and all expired data points are deleted from memory
to free the memory space. Finally, summary statistical in-
formation is obtained, and the outliers are then reported.

4.7. Outlier Detection Stage. +e outlier detection process
involves various phases. At the onset, we observe the
potential outliers through the clusters. By definition, an
outlier in an evolving data stream is a data point within
the computational time frame that deviates from the
clusters and lies beyond the distance threshold R with
fewer than k neighbors in the dataset. In every window,
data points that do not meet the deviation and threshold
criteria are labeled as outliers, while the others are labeled
as inliers. All potential outliers are initialized to one and
stored in temporary memory. As new potential outliers
accumulate, the longstanding vivid outliers stored in the
outlier list are deleted from memory to free up space after
processing. +e detected outliers are reported, and the
outlier list is updated.

5. Experiments and Results

In this section, we describe the experimental settings in-
cluding the datasets, parameter settings, evaluation metrics,
and the baseline methods and discuss the performance of
iGAAL in comparison to the other models.

5.1. Experimental Setup

5.1.1. Environment. We did our experiment using Java to
design the source code and ran it on Eclipse Java EE IDE on a
PC running Windows 10 Operating System with 3.20GHz
X4 CPU, 8GB of RAM, and Disk Space of 230GB. One of
the baseline algorithms is from previous work [8], and the
other was prepared by Tran et al. [32]. +e source code of
some baseline methods and all related datasets can be found
on the online repository [32].

5.1.2. Datasets. We use similar benchmark datasets that
have been adopted in some previous studies [8, 32]. As
shown in Table 3, we use three real-world datasets and one
synthetic dataset that are openly accessible. +e first dataset
is the Forest Covertype (FC) [7, 32] which is openly available
and can be found from the UCI Machine Learning Re-
pository and has 581,012 records with a high-dimensional
range of 1–55 attributes. +e dataset comprises tree ob-
servations from four zones of the Roosevelt National Forest
in Colorado. It has no remote sensing, as the entire ob-
servations are cartographic variables from 30m× 30m

sections of the forest. +e FC dataset includes information
on shadow coverage, tree type, distance to nearby land-
marks, soil type, and local topography. +e data are in raw
form (not scaled) and contain binary (0 or 1) columns of
data for qualitative independent variables (wilderness areas
and soil types).

+e second datasets adopted for our experiment are
the tropical atmospheric ocean project (TAO) datasets
[32, 33], which is a low-dimensional dataset with three
attributes and 575, 648 records. +e dataset is real-time
data extracted from National Oceanic and Atmospheric
Administration website [33]. TAO was established to get
useful insights and forecast climate variations related to El
Nino and the Southern Oscillation (ENSO). +e phe-
nomenon, ENSO, signifies the strongest year-to-year
climate instability on the planet. Its events undoubtedly
interrupt normal patterns of weather variability, thereby
disturbing farming, transport, Pacific marine ecosystems,
energy produce, and the livelihood of millions of people
around the world.

+e Stock dataset has only one attribute, and it is
available from UPenn Wharton Research Data Services [34]
with 1,048,575 records. +e dataset shows Stock trading
traces of about 1 million transactions throughout the trading
hours per day. Since the Wharton Research Data Services is
not easily accessible, the available data can be found on the
online repository [32] together with the other datasets used
in this experiment.

For the Synthetic dataset, we use the Gauss dataset [32].
+e dataset is generated to produce streams with measured
data distribution types and number of outliers. It is gen-
erated by mixing three Gaussian distributions and a random
noise distribution, and it contains 1 million records with a
single attribute. In each segment of the stream, the Gaussian
distributed points and noise are randomly distributed.

5.1.3. Default Parameter Settings. Before performing our
experiment, we take into consideration the slide size S, the
window size W, the distance threshold R, and the neigh-
boring count threshold K. +e window size W is the key
parameter which determines the volume of the data streams
and number of accommodated clusters, while the slide S
affects the speed and the remaining parameters help to
determine whether the evolving data points are inliers or
outliers or whether they belong to a cluster or not. +e
default value of W, S, R, and K is shown in Table 3 for the
different datasets.

5.1.4. Evaluation Method. We evaluated our method using
three evaluation metrics: the running time, memory us-
age, and the clustering quality. +e running time is the
time taken to complete the detection of outliers for each
window slide. +e memory usage is the record of the peak
memory used during the outlier detection process, in-
cluding the storage data for each window. Lastly, the
clustering quality defines how accurately our approach
clusters the datasets.
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5.1.5. Baseline Algorithms. We chose three state-of-the-art
algorithms, MCOD [4, 35] Thresh LEAP, MCMP for
comparison with the CLODS. MCOD and Thresh LEAP
were the best performing among the existing methods [36]
until the hybrid approach called MCMP [8] was proposed,
which uses the strength of both techniques to boost the
performance in solving outlier detection problems. In
MCMP, the key difference when compared to the other
baseline methods is in dealing with data points within the
current window. MCMP implement uses the concept of
strong and trivial inliers of dealing with the objects outside
the microclusters. Thresh LEAP in the majority cases is
inferior to both MCOD and MCMP because of their lack of
memory-efficient microclusters. It uses an index per slide for
its neighbor search. Its minimal probing principle mitigates
the expensive range queries and prioritizes the discovery of a
minimal number of data points according to their arrival
time. It has to continually re-evaluate and manage the data
points in the updated list, which consequently increases its
computational demand, while MCOD prunes out and
minimizes outlier candidates. It uses an index structure
called a microcluster that helps to prune out unqualified
outlier candidates resourcefully. However, in MCOD, the
absence of clearly distinguishing between the points outside
the microclusters limits its potential to perform even better.
+erefore, MCMP improves this shortcoming by using the
strength of Thresh LEAP minimal probing and the mem-
ory-efficient microcluster and introduces the concept of
trivial and strong inliers. +is consequently improves the
overall performance both in terms of reducing time and
memory consumption. However, the improved performance
comes at a cost, and we noticed that the absence of the
extensive distance-based computation of data points outside
the microclusters thus would lower the time and memory
usage when we focus mainly on the clustering and deal with
those points according to the relevance of their respective
neighbors. For in-depth understanding of the baseline
methods, we request our audience to read the individual
references.

5.2. Results and Discussion

5.2.1. CPU Time. In order to observe the CPU time usage,
we take into consideration the following: we vary the
window size W, the distance threshold R, and the nearest
neighbor count K.

Figure 4 shows the outcome of varying the window sizes
W, from 10k–20k for FC and TAO and then 10k–200k for
Stock and Gauss. +e results are shown for fixed K � 50 and
an approximate 1% outlier rate across the datasets. In

Figure 4, for all datasets, in most cases as W increases which
means more data points to cluster and compute, the CPU
time also increases (Figures 4(a) and 4(c)) except for
Thresh LEAP in Figures 4(b) and 4(c), and MCOD in
Figure 4(d). +e CLODS, similar to MCMP and MCOD in
FC and TAO, shows a steady rise in all the datasets.
However, in Gauss, when W is above 50K, we observe a
sharp spike for Thresh LEAP because fewer data points are
captured since it does not have microclusters. Both CLODS
and MCMP show the lowest CPU time usage when com-
pared to the others since the use of index structures is absent.
+e CLODS ensures that significant inliers are stored in
microclusters, which reduces the computational demand of
performing range queries for every data point. Generally, we
observe that when W is large enough, there is a tiny effect on
the streaming data whose distribution changes dynamically.
Nevertheless, if W becomes too large, then it will influence
the responding time, and the time will greatly increase,
which will, in turn, downgrade its performance.

Figure 5 illustrates the result of changing the neighbor
count threshold k, from 1 to 100 across all the datasets. +e
results are shown for window size,W� 10K for FC and TAO
and W� 100K for the remaining two datasets with other
default parameters been maintained. In Figure 5, all the
methods showed some changes across the different datasets
since they depend on the neighbor count threshold k, which
affects the outlier rate. From the figures, except for
Thresh LEAP in TAO and Stock (Figures 5(b) and 5(c)),
which demands more probing to find k, the other methods
showed very good time consumption with CLODS showing
superior performance in the majority of the dataset. +is is
because, in the first three datasets, there are not many data
points that fall within the clusters that will require additional
computation. For Figures 5(a) and 5(d), an increase in k
shows an increase in the time since more probing needs to be
done. In Figure 5(d), we see that MCMP slightly outper-
forms CLODS because few clusters demand additional
computation. Overall, our approach performs well for the
datasets that have points whose neighbors are close to each
other, which makes it easy for clustering and thus makes it
easy to differentiate between vivid or false outliers and
crucial or insignificant inliers. Consequently, it shows better
performance than the others since it can do the least
computation possible outside the clusters. +e likelihood of
getting enough neighbors to ensure the fast clustering
process is relatively low for datasets with sparse data points.
+erefore, there are fewer clusters in the synthetic dataset,
which also results in increased processing time when
compared to the real-world datasets.

Figure 6 displays the result and performance of
varying the slide size S, from 1% of W to 100% of W. +e

Table 3: Datasets with default values.

Dataset Size (M) Dim W S R K Outlier rate (%)
FC 0.6 55 10,000 500 525 50 1
TAO 0.6 3 10,000 500 1.90 50 0.98
Stock 1.1 1 100,000 5,000 0.45 50 1
Gauss 1.0 1 100,000 5,000 0.028 50 0.96
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slide size depicts the changes in the speed of the data
stream. Across all the datasets, the value of k and R is
maintained as in Table 3. In Figure 6, we can see that
across the datasets the CLODS shows the lowest CPU time
usage, while Thresh LEAP incurs in the majority of the
cases the highest CPU usage above that of MCOD and
MCMP. In TAO and Stock datasets, we omit the trend of
Thresh LEAP since the CPU time incurs far greater than
the others, and for the other two cases, it shows an ab-
normal trend when compared to the others. +e CLODS
and the other algorithm show an increase with increase in
S/W. It confirms that an increase in S results in arrival and
expiration of more data points, thereby consuming ad-
ditional time. However, the CLODS showed improved
performance compared to that of MCMP since it uses less
time than MCMP and MCOD that tries to update its
neighbors after the detection of strong and trivial inliers
and in identifying the outliers. In addition, we can observe
that the processing of new arriving data points in CLODS
scales well to that of the expired data points when the

window size increases. In MCOD, for example, the time
taken to process half of the data points outweighs the time
for saving in discarding the expired data points. Overall,
the slowest CPU time growth is shown across the datasets.

Figure 7 shows the effect of varying the distance
threshold R through all the datasets, from 0–1000. +e
results are shown for slide size, S � 500 for the first two
datasets and S � 5K for Stock and Gauss. +e other pa-
rameters are maintained as shown in Table 3. In each
dataset, when the value of R is varied, it influences the
outlier rate. For Figures 7(c) and 7(d), Thresh LEAP
incurs more time due to its trigger list, which makes it
difficult to find neighbors. Overall, the CLODS showed
better performance than the others and especially against
MCMP since it has less distance computation when
compared to MCMP that has to deal with strong and
trivial inliers. +e CLODS takes into consideration the
relevance of K against each other rather than focusing on
the influence of R. In Table 4, we notice that the outlier
rate of R increases when default value of R≤ 10%.
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Figure 4: CPU time-varying W. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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Figure 5: CPU time-varying k. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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5.2.2. Memory Usage. In Figure 8, as the window sizes in-
crease, it shows that more data points need to be processed,
which result in an increase in memory usage for the majority
of the datasets. More inliers will be in the microclusters,
crucial inliers will be stored in temporary memory, and the
objects’ neighbors information will also be stored. From the
figures, all the methods that make use of microclusters
showed better performance across the datasets than
Thresh LEAP, which does not have the memory-efficient
microcluster. Across all the datasets, it consumes more
memory since its trigger list has to be redone every time the
slides expire. In Figure 8(d), the Gauss datasets have few
neighbors, and it shows an increase in memory usage for the
various methods when compared to the other datasets, since
finding the neighbors consumes the temporary memory.
Our approach shows almost the same performance as
MCOD since there is not much computation outside the
microclusters like that in MCMP, which incurs slightly more
memory. +e CLODS, in the majority of cases, showed the
least memory consumption due to freeing up space by
deleting in memory detected outliers and queuing in tem-
porary memory only significant inliers that are outside the
microclusters.

When we vary the neighbor count threshold by increasing
the value of k as shown in Figure 9, we expect more memory
usage since k impacts the storing of the neighbors. For a few
scenarios, it is almost stable, showing a small difference. For
instance, in Figure 9(b), Thresh LEAP difference does not
exceed 1MB for 50 dp≤K≤ 20 dp, likewise for the other
datasets in the same figure. +e CLODS among the algorithms
showed superior performance in most cases due to it is not
entirely depending on K, as in the case of MCOD and MCMP.
As K increases, more data points are not in microclusters,
thereby occupying the temporary memory. For MCMP, the
process of differentiating between the inliers utilizes some
memory, while the CLODS only keeps a significant inlier in
memory temporarily. One notable difference is in Figures 9(a)
and 9(d) for Thresh LEAP, which shows highermemory usage
as compared to the others because of the neighbor count list
that needs to be processed.

In Figure 10, when we vary the distance threshold R,
there is no constant observable trend across the datasets.
Overall, the CLODS together with the other algorithms does
not make use of range queries; therefore, an increase in R
does not result proportionally to an increase in memory
usage. Initially, more memory is used for MCOD and
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Figure 6: CPU time-varying S. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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MCMP since not many data points can be found in
microclusters, and the additional computation to find
neighbors occupies the memory. +e CLODS showed, in
most cases, better performance to some degree since it does
not differentiate every outliers or inlier as in the case of
MCMP, so it uses less memory at the start. In most cases, the
decline in memory usage is because an increase in the value
of R translates to more neighbors, which result in more
objects within the microclusters and fewer data points
outside the microclusters. +is thus curbs the memory
utilization.

Figure 11 shows the result of the memory usage when S
increases. Across the datasets, the CLODS showed a decline
in peak memory usage as S increases, likewise the other
algorithms. +e Thresh LEAP case shows unique perfor-
mance, since it differs from the others in how it processes its
data points. Thresh LEAP at the onset has higher peak
memory consumption and continues to reduce further. +e
other memory-efficient microcluster algorithm including
CLODS showed less memory consumption since it does not
make use of trigger list as in Thresh LEAP. +anks to their
microclusters, the CLODS is slightly superior to that of
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Figure 7: CPU time-varying R. (a) FC. (b) TAO. (c) Stock. (d) Gauss.

Table 4: +e outlier rate-varying R

R/default_R (%) FC (%) TAO (%) Stock (%) Gauss (%)
1 100.0 99.3 44.97 98.9
10 99.8 49.5 6.03 32.3
50 9.90 3.10 2.10 3.00
70 7.80 1.10 2.01 1.60
200 0.93 0.72 0.97 0.85
500 0.00 0.01 0.15 0.20
700 0.00 0.10 0.11 0.20
1000 0.00 0.10 0.07 0.20
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MCMP in Figures 11(c) and 11(d), since storing the data
points occupies the majority of the total memory. +e ab-
sence of additional computation and to queue in memory
trivial inliers gives it an advantage.

5.2.3. Space and Time Complexity. +e complexity of the
algorithm defines the running time and storage space needed
by the algorithm in terms of its input size. +e space
complexity signifies the amount of memory space required
by CLODS in its life cycle. To calculate the worst-case space
required by CLODS, we take into consideration the space
required to store the data and variables that are independent
of the size of the problem. In Tables 5 and 6, we show the
time and space complexity of the algorithms.

+e time complexity in processing the data points within
the current window in the worst-case scenario is the time
cost of the function to discover whether the data point is in

cluster or not, which is O(1 − c)W and in checking the
relevance of the dp with respect to their neighbors in the
sliding window. Since we are considering the worst-case
scenario, we take into consideration the cost of computing
this, which incurs higher cost than the processing of the new
data points within the slide.+e overall cost in this case is the
cost of the data point in the window by the window slide size,
that is O(1 − c)W∗ 1/S. When the data points expire, in the
worst-case, the process of removing expired data points
within the slide does not cost as much as when we need to
check the relevance of these objects and adding the data
point if in cluster. In this case, the overall cost is
O(W/S log k). +erefore, the overall time complexity is
O((1 − c)W + (1 − c)W/S + W/S log k) which can be ap-
proximated to O(W/S((1 − c) + log k)). +e time com-
plexity of CLODS is better than that of MCMP because in
CLODS the cost of checking the relevance of the neighbors
to their respective neighbors is less than that of MCMP cost,
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Figure 8: Memory-varying W. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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which incurs additional cost due to the cost of differentiating
between the strong and trivial inliers. We can see that the
overall time complexity of MCMP is
O(W + W log k + log Cw + W log Cw) which is approxi-
mately O(W(log Cw + log k)). +is compared to the time
complexity of the other two algorithms is almost the same as
that of MCOD but superior to that of Thresh LEAP. +e
reduction in the time complexity of MCMP confirms that
microcluster using the concept of minimal probing by
differentiating the strong and trivial inlier reduces the extra
time required for computing data points outside the clusters
as it minimizes the time complexity of recalculating and
evaluating the all the inliers, as in the case of MCOD. Since
differentiating between the inliers also incurs some amount
of cost, however, this cost is less compared to the other way
around.

In terms of the space complexity, a simple answer to the
detection of continuous evolving outliers over streaming
data in the window model will involve storing neighbors of

each data object in the current window. It is apparent such
computation in the worst-case will result in a quadratic
space requirement O(n2); therefore, for larger window size
w, it will be practically unfeasible. For each data point di,
instead of keeping all the preceding dp and succeeding
neighbors ds, we store a number of ds neighbors and at most
k data point will suffice to detect the outliers for specific R

and K. +e space complexity for managing data points
within the current window is O(kW). We first calculate the
size of the preceding neighbors dp that corresponds to the
unexpired data points. When the size is less than k − ds, then
di is labeled as an outlier. When the window slides and
expired, the space required to keep the neighbor counts is
similar to that of MCMP, that is, O(W/S) since each data
point within the window is not stored in for each W/S slide.
However, in CLODS with in-depth analysis, we could say
that it will slight outperform MCMP since the space com-
plexity needed in PD to store extra trivial inliers is less than
that of saving relevant inliers in queue of the memory. +e
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Figure 9: Memory-varying K. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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overall worst space complexity of CLODS is O(kW + W/S)

which is almost the same as that of MCMP except that Cw in
MCMP implies that during the expired window slides, the
trivial inliers are stored in C, with 0≤ c≤ 1. +en, the
number of data points within the window will be
(1 − c)∗Window, W.+at is, the list of data point in PDwill
be (1 − c)∗W � Cw. From Table 6, we can see that MCMP
space complexity is also better than that of Thresh LEAP
and MCOD with O(W2/S) and O(cW + (1c)kW), respec-
tively. It is evident that the space needed for differentiating
the inliers is negligible and better off compared to the space
needed for data points outsidemicroclusters to save the extra
trivial inliers.

5.2.4. 5e Quality of Data Points in the Clusters. For clus-
tering-based methods, an important metric to consider is the
clustering quality, which affects the outlier detection rate in

the data streams. Figure 12 shows the effectiveness and
clustering quality of CLODS against previous methods that
also adopted microclustering technique. For the FC dataset
in Figure 12(a), the percentage of clusters is relatively low
since the distance between each object is sparse. In another
case, for the Gauss dataset, the percentage is almost zero,
with little or no data points participating in the micro-
clusters. +is is because, in this particular window, the
dataset has few neighbors. MCMP shows inferior clustering
quality when compared to bothMCOD and CLODS because
of its extra distance-based computation that involves
computing and storing the strong and trivial inliers. In some
instances, it influences the neighbor count threshold k’s
relationship of the points outside the microclusters. +e
CLODS overall showed better clustering quality in almost all
cases due to the absence of the extra computation that is
involved in MCMP, and it ensures that clusters are generally
formed on the basis of their relevance to their respective
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Figure 10: Memory-varying R. (a) FC. (b) TAO. (c) Stock. (d) Gauss.
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neighbors’ position. +is results in some cases of large
percentage of data points discovered in the clusters, as can be
seen in Figure 12 across the datasets.

5.2.5. Advantages of CLODS. CLODS through experiments
has shown to outperform the existing methods in most cases
and succeeded in curbing the computational cost in terms of
the time taken and memory usage. It is a general solution used
as a clustering-based outlier detection method for clustering
evolving data streams based on microclusters and handling of
objects within a sliding window according to the relevance of
their status to their respective neighbors or position, excluding
extended extra distance-based computation. +e CLODS dy-
namically clusters data streams and offers support to meet
flexible mining requirements. Furthermore, it has shown
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Figure 11: Memory-varying S. (a) FC. (b) TAO. (c) Stock. (d) Gauss.

Table 5: Time complexity analysis results.

Algorithms Time complexity
Thresh LEAP O(W2log S/S)

MCOD O((1 − c)W log((1 − c)W) + kW log K)

MCMP O(W(log Cw + log k))

CLODS O(W/S((1 − c) + log k))

Table 6: Space complexity analysis results.

Algorithms Space complexity
Thresh LEAP O(W2/S)

MCOD O(cW + (1 − c)kW)

MCMP O(kCw + W/S)

CLODS O(kW + W/S)

Complexity 17



robustness in the variation of the different performance pa-
rameters and its clustering quality with regard to the number of
data points in its clusters. Finally, it has shown to be an effective
method for detecting outliers.

6. Conclusion

Detecting outliers, which is the process of mining abnormal
events from data, is a significant and challenging task. In this
paper, we have proposed a clustering-based method called
EMM-CLODS to address the problem of detecting outliers in
continuous evolving data streams. +e proposed method
adopts the microcluster technique to group similar data points
that are in proximity in the streaming data. It minimized the
computational demand and showed an increase in the com-
putational speed while it still maintained its effectiveness to
detect outliers in the sliding window through minimal

computation of data points outside the microclusters. It terms
of its memory usage, not all objects outside the microclusters
were stored in memory, and likewise, expired outlier data
points were deleted from memory to minimize the memory
usage. From the experiments performed on both real and
synthetic datasets, our method showed effectiveness in
detecting outliers for continuous evolving data streams. In the
majority of the cases, it shows superior performance in terms of
both CPU andmemory utilizationwhen compared to the other
baseline algorithms. It has shown to be a good technique for
detection outliers in data streams as it is robust to the various
parameter variations (W, R, and K).

Data Availability

+e data and source code used to support the findings of this
study have not been made available. However, all the
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Figure 12: Comparison of the average percentage of data points in microclusters for MCOD, MCMP, and CLODS when we vary W. (a) FC.
(b) TAO. (c) Stock. (d) FC.
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datasets except for the source code used have been clearly
explained in the experimental section with links of where to
directly access these data. Previously reported (FC, TAO,
Stock, and Gauss) data were used to support this study and
are available at http://infolab.usc.edu/Luan/Outlier/. +ese
prior studies (and datasets) are cited at relevant places within
the text.
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Great achievements have been made in network embedding based on single-layer networks. However, there are a variety of
scenarios and systems that can be presented as multiplex networks, which can reveal more interesting patterns hidden in the data
compared to single-layer networks. In the field of network embedding, in order to project the multiplex network into the latent
space, it is necessary to consider richer structural information among network layers. However, current methods for multiplex
network embedding mostly focus on the similarity of nodes in each layer of the network, while ignoring the similarity between
different layers. In this paper, for multiplex network embedding, we propose a Layer Information Similarity Concerned Network
Embedding (LISCNE) model considering the similarities between layers. Firstly, we introduce the common vector for each node
shared by all layers and layer vectors for each layer where common vectors obtain the overall structure of the multiplex network
and layer vectors learn semantics for each layer. We get the node embeddings in each layer by concatenating the common vectors
and layer vectors with the consideration that the node embedding is related not only to the surrounding neighbors but also to the
overall semantics. Furthermore, we define an index to formalize the similarity between different layers and the cross-network
association. Constrained by layer similarity, the layer vectors with greater similarity are closer to each other and the aligned node
embedding in these layers is also closer. To evaluate our proposed model, we conduct node classification and link prediction tasks
to verify the effectiveness of our model, and the results show that LISCNE can achieve better or comparable performance
compared to existing baseline methods.

1. Introduction

In the past few decades, network embedding has obtained
remarkable achievements. 'e basic idea is converting a
node into a low-dimensional space in which the network
structure and properties can be preserved effectively. In the
early period, traditional models such asMDS [1], Isomap [2],
LLE [3], and LE [4] are mainly based on dimensionality
reduction technologies. 'ese models are not suitable for
large networks due to their computational complexity. As
Word2Vec [5] plays a vital role in the field of natural
language processing, random walk-based methods that
regard nodes in the network as words are proposed, such as
DeepWalk [6] and Node2Vec [7]. In recent years, with the
continuous development of deep learning, SDNE [8], DNGR

[9], and GCNs [10] have developed neural networks into
network embedding models.

'e methods mentioned above are all designed for
single-layer networks. Figure 1(a) shows an example of a
single-layer network, through which we can see that there is
only one relation in the network. However, there are still
many complex scenarios in the real world that cannot be
described by single-layer networks. For example, the same
set of individuals in social networks may participate in
Twitter, Facebook, or Weibo for different purposes. Inter-
actions in different social networks can be represented by a
single-layer network. Each layer of the network has a specific
relationship and specific semantics. However, these single-
layer networks do not operate in isolation and there are
always connections between them. Instead, these complex
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scenes can be represented as a multiplex network, which is
also a multilayer network in which layers share the same set
of nodes. Each layer in a multiplex network represents a
particular relationship of nodes, and the structure of each
layer is typically associated. Figure 1(b) illustrates an ex-
ample of an undirected multiplex network, and it has a
unique structure in different layers while there also exist
correlations between layers. Unlike the single-layer network,
there are three relationships among a set of nodes, each of
which describes a unique interaction in the given network
structure. Multiplex relationships cannot be captured using
single-layer methods. 'erefore, it is necessary to conduct
in-depth research on multiplex network embedding.

Compared with the single-layer network, one of the
challenges for multiplex network embedding is how to
aggregate the diverse types of structure in different layer
networks without destroying their unique properties. To
solve this problem, MCGE [11], MANE [12], and MVNE
[13] use the tensor factorization to concurrently capture the
main local structure and correlations between different
layers. MNE [14] and MGCN [15] define one common
vector shared by all layers to capture the shared information
in all layer networks and low-dimensional node vectors in
each layer to capture the unique properties. In addition to
introducing the common vector, CrossMNA [16] also in-
troduces a layer vector to extract the semantic meaning.
One2Multi [17] uses one encoder to encode the most in-
formative network from which we can extract the shared
information and multiple decoders to reconstruct all layers
learning the specific structure in each layer. DMNE [18] and
MrMine [19] take advantage of the links between subgraphs
or communities to learn the cross-network relationships.

While each layer in the multiplex network is constructed
from different semantics and makes the structure of each

layer different, the varying relatedness between different
semantics leads to diverse structural similarities between
different layers. For example, we can observe from
Figure 1(b) that layer2 and layer3 have more of the same
edges between nodes compared to layer1, that is, the
structure of layer2 and layers3 is more similar than that of
layer1. Also, the similarity of any two layers is always dif-
ferent, which leads to the divergence in different layers of
network analysis. It has been proved that considering inter-
layer similarity can significantly improve the performance of
link prediction [20] and community detection [21] in
multiplex networks. Hence, it is an essential feature that
should not be ignored in multiplex network embedding.
However, the existing methods can obtain embedded rep-
resentations of a multiplex network, and most of them fail to
consider the similarities between different layers which is an
important characteristic in the multiplex network.

To incorporate layer similarities when learning node
vectors or layer vectors, we propose a novel model, Layer
Information Similarity Concerned Network Embedding
(LISCNE), and our model takes advantage of the common
and local features in multiplex networks and exploits layer
similarity at the same time.

Specifically, we firstly obtain node embeddings by
concatenating common vector for each node shared by all
layers and layer vector for each layer. Common vectors
capture characteristics shared by cross layer by merging all
the networks into a new single-layer network and training
the common vector for each node in the new network. In
addition, layer vectors learn the overall semantics for each
layer. 'en, to model the layer similarity, we define an index
to formalize the similarity between different layers. With the
constraint of layer similarities, we force the vectors with
greater similarity to be closer.
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Figure 1: 'e toy examples of single-layer network and multiplex network. (a) Single-layer network. (b) Multiplex network.
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'e major contributions are summarized as follows:

(i) After investigating the existing multiplex network
embedding methods, we find that the methods
consider the node connectivity among layers but
ignore the inter-layer similarities.

(ii) We propose a novel Layer Information Similarity
Concerned Network Embedding (LISCNE) model,
which effectively exploits the overall and local
structure in multiplex networks and combines the
concept of layer vectors with layer similarity at the
same time.

(iii) We conduct experiments to evaluate the proposed
method using several real-world datasets on link
prediction and node classification tasks. Compared
with existing benchmark methods, LISCNE can
achieve better or comparable performance.

2. Related Work

In this section, we review related work from two main
aspects, namely, single-layer network embedding and
multiplex network embedding.

2.1. Single-Layer Network Embedding. By assuming that the
more similar the structure of nodes is, the closer their
representation vectors are, the network embedding can learn
latent low-dimensional representations for the nodes or
links in a network. Earlier studies [2, 3, 22–24] were mainly
based on matrix factorization. Isomap [2] obtained the
shortest path dij between node i and node j by constructing
a neighborhood graph with connectivity algorithms and
then obtained the vector presentation by minimizing the
function of (dij − ‖ui − uj‖)2. GraRep [24] defined a node
transition probability and preserved k-order proximity.
Inspired by Word2Vec [5], new types of methods
[6, 7, 25, 26] using skip-gram model [27] have gradually
emerged.'e goal of the skip-grammodel is to maximize the
co-occurrence probability based on the context in a
sentence:

max 
vi∈V



vj∈context vi( )

Pr ϕ vi( |ϕ vj  .
(1)

DeepWalk [6] regarded each vertex in the network as a
word. It applied the Depth-First Sampling (DFS) strategy to
obtain walk sequences when conducting random walks and
performed the skip-gram algorithm for training the se-
quences. Node2Vec [7] employed a biased random walk
strategy when getting the walk sequence. It defined two pa-
rameters p and q to adjust between BFS and DFS during
random walks. Topo2Vec [26] used a greedy goal-based
searching strategy to generate the node context and obtain the
local and global topologically proximal nodes in a network.
While these random walk-based methods cannot model the
nonlinear structural information, some methods based on
deep neural networks [8–10, 28–30] have been proposed. Both
SDNE [8] and DNGR [9] used deep autoencoders, where
SDNE used the encoder to preserve the first- and second-

order proximity of nodes, while DNGR captured higher-order
proximity by using PPMI matrix which is indirectly trans-
formed by the probabilistic co-occurrence matrix created by
random surfing. GCNs [10] iteratively aggregated previous
node embeddings and their neighbor embeddings to learn the
new node embeddings. VGAE [28] was an inference model
parameterized by a two-layer GCN. Pedronette and Latecki
[31] proposed rank-based self-training to improve the accu-
racy of GCNs on semisupervised classification tasks. Recently,
some novel algorithms [32–34] in the field of Contrastive Self-
Supervised Learning have yielded good results. 'e core is to
measure the similarities of sample pairs in a representation
space, and the similarity between positive samples is much
greater than the negative samples. 'ese models are per-
formed on the single-layer network. More discussion and
methods for network embedding can be found in [35–38].

2.2. Multiplex Network Embedding. To better represent the
multiplex networks used to describe the real-world data,
there also exist various works for multiplex network
embedding.

MCGE [11] applied tensor factorization and defined a
multiview kernel tensor to obtain common latent factors
that capture the global structure information. Random
walks have been applied in network embedding
[14, 19, 39–42]. MNE [14] learned two vectors for a node at
the same time, i.e., a common vector sharing by all layers
and a lower-dimensional vector for an individual layer.
'en, it introduced a transformation matrix to align these
two vectors. PMNE’s [39] network aggregation and result
aggregation are essentially single-layer approaches. Con-
sidering the interactions between layers, the co-analysis
method can traverse between layers with a probability r

when taking a random walk. GATNE [43] proposed a
unified framework to address the problem of embedding
learning for attributed multiplex heterogeneous networks,
and GATNE-T was a generalization of MNE [14] when
training edge embeddings directly. MrMine [19] simulta-
neously learned the multinetwork representation at three
resolutions of network, subgraph, and nodes, and it further
constructed cross-resolution including network-subgraph,
subgraph-node, node-node context. HMNE [44] defined a
heuristic 3D interactive walk and sampled sequences of
node cross layers. It preserved cross-layer neighborhood of
nodes and learned information of multitype relations into a
unified embedding space.

MVE [45] learned the robust representation by promoting
the collaboration of different layers and different weights
which were assigned to layers during voting. CrossMNA [16]
defined a network vector extracting the semantic meaning of
the network and an inter-vector reflecting the common
features of the anchor nodes in different networks.'en, these
two vectors were added to form an intra-vector, which
preserved the specific structural feature for a node in its
selected network. MGCN [46] extended GCN to multiplex
networks, which defined a general vector and dimension-
specific vector to capture the common and individual layer
information. TCMGC [47] developed a multilayer GCN to
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capture the structure and multiview information. DMNE [18]
used an encoder for all individual networks and regularized
the cross-network embeddings through two types of loss
functions to penalize the embedding inconsistency. DMGI
[48] was an unsupervised model based on DGI [49]. In an
individual layer, it performed the DGI algorithm to get the
relation-type specific embedding and then took advantage of
the multiplexity of the network by introducing consensus
regularization and multiheaded attention mechanisms.
MEGAN [50] was amultiplex GAN that designed amultilayer
generator to model multilayer connectivity to generate fake
samples and a node pair discriminator to enforce the gen-
erator to more accurately t the distribution of multilayer
network connectivity. One2Multi [17] used the network with
the most information as the input of encoder to learn the
shared information of all the networks and then used a
multidecoder to reconstruct the multiplex network from the
shared information.

All the single-layer models mentioned above are ef-
fective for single network embedding; however, they do not
consider the correlation in the multiplex network. In ad-
dition, the GCN-based multiplex network embedding
models only consider the local information in the network,
while other models ignore the similarities between layers.
Our model combines the similarities between the layers
and can simultaneously capture the local and global in-
formation in the network and the multiplex relationships
between layers.

3. Notations and Problem Formulation

We begin with a formal definition of multiplex network,
followed by the problem formulation. For the sake of clarity,
the main notations are summarized in Table 1.

Definition 1 (multiplex network). A multiplex network
consists of a set of N nodes V � (v1, v2, . . . , vN) and L layer.
All layers share the same set of nodes V and the nodes form
diverse structures in each layer. 'e structure layer l can be
represented as εl. We denote this multiplex network as
G � G1, G2, . . . , GL  � V, ε{ }, where ε � ε1, ε2, . . . , εL .

Given such a multiplex network with L layers, the goal of
our work is to learn low-dimensional embeddings Zl

i ∈ Rd

for each node vi on each individual network Gl, where d is
the dimension of the embedding. 'e learned representa-
tions can be used as features in a variety of applications such
as node classification and visualization, relationship mining,
and link prediction. In our experiments, we perform both
link prediction and node classification tasks to verify the
effectiveness of the learned embedding.

4. Layer Information Similarity Concerned
Network Embedding

As the nodes in each layer of themultiplex network are same,
they shared the common information and the same node
may show some similar features among layers. However, the
structure among nodes in each layer is formed by different

semantics and thus leads to quite diverse local structures of
this node in each layer, and the varying relatedness between
different semantics also leads to diverse structural similar-
ities between different layers. In this paper, we propose
LISCNE which models the common and local features in
multiplex networks and exploits layer similarity at the same
time.

Figure 2 illustrates the framework of LISCNE for a three-
layer multiplex network. 'e architecture contains two
components. 'e first part is modeling the common vector
for all nodes that are shared by the counterpart nodes among
different layers. 'e second part is learning the node em-
bedding in each layer by integrating the common layer and
layer vector introduced to capture distinct semantic infor-
mation of different networks. 'e last part is describing the
process of training layer vectors with layer similarities. 'e
embedding for node vi in layer l is defined as

Z
l
i � f ui + r

l
 , (2)

where f is the map function integrating common vector and
layer vector to get the final node presentation. In our model,
we use concatenation as the map function. LISCNE specifies
the relationship of different networks by the layer similar-
ities, i.e., S12 indicates the index of structural similarity of
network G1 and network G2. By adding layer similarities to
the layer vector, it can associate within-network and cross-
network structure information.

Next, we will describe our model LISCNE in detail and
introduce it in three parts: common feature modeling,
learning node embedding in each layer, and integrating the
similarity between layers.

4.1. Common Feature Modeling. In this part, we learn the
common feature shared by the counterpart nodes among
different layer networks in the multiplex network. Firstly, we
use a network aggregationmethod to aggregate all layers into
a new single-layer network, where multiple edges are not
allowed. Specifically, we set the new network as
Gnew � V, εnew , and for the edge in εl ∈ ε1, ε2, . . . , εL , we
add the edge in εnew. 'e process is shown in Figure 3. 'en,
over the obtained new network, we learn the common vector

Table 1: Main symbols and their definitions.

Symbol Definition
L 'e number of layers in the multiplex network
Gl 'e network for layer l in the multiplex network
N 'e number of nodes
V 'e node set of the multiplex network
εl 'e edge set of l-th network
rl 'e layer vector for l-th network
ui 'e common vector for node vi

U 'e common vector matrix for all nodes
Zl

i 'e embedding vector for node vi in network Gl

d1 'e dimension of common vector
d2 'e dimension of layer vector
d 'e dimension of final node vector
S 'e similarity matrix between networks
Sαβ 'e similarity between networks Gα and Gβ
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matrix U for all nodes. We take node vi as an example; to get
the common vector ui, our goal is to maximize the prob-
ability of its neighbors’ context in the given walk sequence:

maxP vi− w, . . . , vi+w|vi; ui( , (3)

where w is half of the window size and the neighbors of vi are
vi− w, . . . vi+w.

Based on the assumption of conditional independence
and using the logarithmic probability, it can be further
factorized as

L1 � 
vi∈V


i− c≤j≤i+c,j≠i

log P vj|vi , (4)

where P(vj|vt) can be defined with a softmax function as

P vj|vt  �
exp u

T
j ui 

k∈Vexp u
T
k ui 

, (5)

where ui and uj are the common vectors for the input node
vi and context vj, respectively.

4.2. Learning Node Embedding in Each Layer. As discussed
before, each layer in a multiplex network has distinct in-
formation, and to capture the specific structure for an
individual network, we introduce the layer vector that maps
single layers into a latent space, i.e., the layer vector rl for
the individual graph Gl. To obtain the overall structure of
the multiplex network and layer vectors and learn se-
mantics for each layer simultaneously, we get the node
embedding for each layer by concatenating them. For a
random node vi, the embedding in layer Gl can be defined
as Vl

i � ui

����rl.
To preserve local neighborhoods of nodes in each layer,

our goal is to maximize the probability of specific neighbors’
context in each individual layer:

L2 � 
l


vi∈V



vj∈Cl vi( )

log P vj|vi; Z
l
i ,

(6)

where Cl(vi) is the context of node vi in layer Gl and
P(vj|vi; Vl

i) can be defined as

s ss

Modeling the common feature

Modeling layer feature
With layer similarities

U

r1 r2

S12 S13

V1 V2 V3
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Figure 2: 'e simple framework of LISCNE.
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Figure 3: 'e process of aggregating the multiplex network into a single-layer network.
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P vj|vi; V
l
i  �

exp Z
lT
j Z

l
i 

k∈Vexp Z
lT
k Z

l
i 

, (7)

where Vl
i and Vl

j are the node embeddings for the input node
vi and context vj, respectively.

4.3. Integrating the Similarity between Layer-Networks.
'e layer vector learned above can capture the distinct
structure information within the layer, while in the multi-
plex network, there is another essential characteristic, which
is the similarity between layers varying from layer to layer.
Najari et al. [20] testified that incorporating the inter-layer
similarities can improve the link prediction performance.
'erefore, inspired by their study, we thought of using
similarities to enhance embedding capabilities. We added
constraints for layer vectors with the similarities between
this layer and other layers.'rough integrating into the layer
similarity, we made the layer vector capture the cross-layer
and within-layer information simultaneously.

Firstly, in our model, we used the Global Overlap Rate
(GOR) algorithm to measure the similarity among layers in
multiple networks. In detail, given two layers α and β in a
multiplex network, an overlap edge means that the same
node pair simultaneously exist in both networks. 'e global
overlap between layers α and β is denoted by Sαβ, which
represents the total number of overlapping edges observed in
layers α and β. It can be formulated as

S
αβ

�
εα ∩ εβ





εα ∪ εβ



, (8)

where εα is the total number of edges in layer α.'e range of
Sαβ is in [0,1], and the higher the value, the more the
similarity between layers. Particularly, Sαβ � 0 represents
that there are no overlapping edges between layers, indi-
cating that the layers are not related; otherwise, Sαβ � 1
means that the layers are completely correlated. 'e
similarity Sαβ between layer α and β is the same as similarity
Sβα of layer β and α, and this can also be seen from equation
(8).

After illustrating the definition, the next problem we
should deal with is how to incorporate it into the model. To
address this issue, we assume that if the structures of the two
layers are more similar, their representation in the vector
space should be closer. We force the following equation to
obtain the minimum value:

L3 � 
αβ

r
α

− r
β

�����

�����S
αβ

. (9)

From equation (9), we can employ stochastic gradient
descent to minimize I3 function as follows:

r
l

� r
l
− 

β

r
l
− r

β

r
l
− r

β
�����

�����2

S
lβ

. (10)

4.4. Time Complexity Analysis. Our loss function includes
two components.'e first part is maximizing the probability-

specific neighbors’ context in each individual layer to learn the
node embedding in each layer, where the main processes of
time consumption include getting random walk sequences
and skip-gram training, just as the ordinary random walk
algorithm. Assuming that the number of nodes is N, the
number of edges in each layer is M, the walking length is T,
and the number of walking sequences per node is t, the
complexity of sampling all sequences is O(M) + O(N∗T∗t).
Besides, the complexity of optimization of N∗t sequences
with the skip-grammodel is O(N log N).'erefore, the time
complexity of learning the node embedding in each layer is
O(M) + O(N) + O(N log N).'e second part is integrating
the similarity between layer-networks. In this part, we exploit
the structural similarity between pairs of two layers, and the
time complexity is O(L∗(L − 1)). In real-world network data,
the number of layers of L is often very small. 'e time
complexity of this part is relatively insignificant compared to
that of the first part of learning node embedding in each layer.
So, the overall time complexity of our model is
L∗(O(M) + tOn(N)q + hO(N log N)).

5. Experiments

In this section, we conduct experiments to validate the
proposed LISCNE. To compare our model with some state-
of-the-art single-layer embedding methods and multiplex
network embedding methods, we perform link prediction
and node classification tasks on several datasets with dif-
ferent types of networks.

5.1. Datasets. We employ five real-world multinetwork
datasets from three different fields: social, co-authorship,
and genetic. 'e basic statistical information of the datasets
is presented in Table 2.

All these datasets are downloaded from the CoMuNe
lab’s website (https://comunelab.fbk.eu/data.php). 'e de-
tailed descriptions are as follows:

(i) CKM [51]: by asking the physicians in Illinois,
Bloomington, Quincy, and Galesburg three ques-
tions, this dataset is classified into three types of
relationships. Its ground truth is related to node
labels; therefore, we also use this dataset to perform
the node classification task.

(ii) PIERRE [52]: this dataset maps layers to different
working tasks within the Pierre Auger Collabora-
tion. Based on the keywords and contents of all
submissions between 2010 and 2012, the multiplex
network is divided into 16 layers.

(iii) ARABIDOPSIS [53, 54]: based on BioGRID, this
multiplex network considers genetic interactions of
different types of organisms. 'e multiplex network
used in the paper makes use of the following layers:
direct interaction, physical association, additive ge-
netic interaction defined by inequality, suppressive
genetic interaction defined by inequality, synthetic
genetic interaction defined by inequality, association,
and colocalization.
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(iv) MUS [53, 54]: the dataset is also based on BioGRID.
'e layers in this dataset are physical association,
association, direct interaction, colocalization, ad-
ditive genetic interaction defined by inequality,
synthetic genetic interaction defined by inequality,
and suppressive genetic interaction defined by
inequality.

(v) Arxiv [52]: choosing papers with “networks” in the
title or abstract up to May 2014 in arxiv, the dataset
is divided into 13 layers corresponding to different
categories with 14,489 nodes.

5.2. Baseline Models. To show the performance of our
model, the following six baseline models are implemented
for comparison, which can be classified into single-layer
network embedding and multiplex network embedding.

(i) DeepWalk [6]: this is a classic single-layer network
embeddingmethod, which applies a randomwalk to
get walk sequences and then conducts the skip-gram
algorithm on the sequences to train the model.

(ii) Node2Vec [7]: this is also a typical single-layer
network embedding model, which utilizes two pa-
rameters to take control of the traverse probability
in taking the random walk strategies.

(iii) PMNE [39]: this is a multiplex network embedding
model that consists of three methods, where net-
work aggregation and result aggregation simply
merge all networks or the embedding results of all
networks into one, while co-analysis takes the in-
teraction among layers. PMNE_n, PMNE_r, and
PMNE_c are used to denote the network aggrega-
tion, result aggregation, and co-analysis,
respectively.

(iv) MNE [14]: this is a multiplex network embedding
model that defines two different dimensional vec-
tors for a node to capture the common information
in the whole network and the specific features in a
single layer, respectively.

(v) CrossMNA [16]: this is a multiplex network em-
bedding model and also a model for network
alignment. It learns simultaneously inter-vector
sharing by the anchor nodes in different networks
and a network vector for each single layer.

5.3. Experimental Setting. For our model, we set both the
common vector dimension and layer vector dimension to
100, and thus after concatenation, the final node embedding
vector dimension is 200. For the sake of fairness, we set all

the dimensions of final vectors compared with our models as
200. Additionally, for DeepWalk, we set the walk to 20 and
the walk length to 80 for each node taking a random walk.
For Node2Vec, we empirically set p � 2 and q � 0.5. For
PMME, we follow the default setting in the original paper,
which sets α, p, and q to 0.5. For MNE, we set the additional
vector dimension to 10 and the common vector dimension
to 200. For CrossMNA, according to the original paper, we
set the dimension of the inter-layer vector to 200 and the
dimension of the network vector to 100.

5.4. Evaluation Metrics. We perform link prediction and
node classification tasks to validate the efficiency of our
model. For the link prediction task, we execute experiments
in each layer and take the average as the final results. 'en,
we randomly divide datasets into testing sets and training
sets. When predicting each positive edge, we also randomly
sample unconnected node pairs as a negative edge.We adopt
the ROC-AUC evaluation metric to test model performance,
that is, the higher the value of AUC is, the better the model
performs. For the node classification task, we train all data to
get node embeddings of individual layers through our model
and baseline models, get the average node embedding of all
layers, and then inject the embeddings into a classifier to
evaluate the effect. In our experiment, we select a logistic
regression classier and choose the F1 (weighted) and pre-
cision (weighted) as evaluation metrics.

5.5. Performance on Link Prediction. For single-layer
methods, we train the node embedding for each layer and
use it to predict links in the corresponding layer. For the
three methods of PMNE, which take different strategies to
aggregate the representations of all layers into one, we take
the final node embedding to predict links in all layers. For all
models, we average the AUC values of all relation types as
final results. In experiments, we take five-fold cross-vali-
dation for all datasets.

'e results are shown in Table 3, from which we can
draw the following observations:

(i) 'e proposed LISCNEmodel can stably outperform
or achieve comparable performance with all the
baseline methods.'e results show that merging the
layer similarity into models can exactly improve the
performance.

(ii) 'e multiplex network models almost perform
better than single-layer models. Meanwhile, these
single-layer models in different datasets vary a lot,
e.g., in PIERRE dataset, DeepWalk and Node2Vec

Table 2: Statistics of datasets.

Dataset Network type Layers Nodes Edges Directed/undirected
CKM Social 3 246 1,551 Directed
PIERRE Co-authorship 16 514 7,153 Undirected
ARABIDOPSIS Genetic 7 6,980 18,654 Directed
MUS Genetic 7 7,747 19,842 Directed
Arxiv Co-authorship 13 14,489 59,026 Undirected
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perform poorly. In other words, considering the
intersection across layers is essential.

(iii) LISCNE, CrossMNA, and MNE are more effective
than PMNE’s three methods. PMNE models learn
an overall vector for each node by aggregating all
layers, while LISCNE, CrossMNA, and MNE all
simultaneously define a vector to capture the
common information and another vector to capture
the distinct information about each specific layer.

5.6. Performance over Common Vector Embedding
Dimension. Figure 4 shows the performance of our model as
the embedding dimension of the common vector increases.
It can be clearly seen from the figure that the larger the
dimension, the better the prediction effect. When the di-
mension reaches 10, the curve tends to stabilize. Here, for the
sake of both accuracy and computational complexity, we set
the common vector dimension d1 to 100.

5.7. Performance on Node Classification. In the node clas-
sification task, we choose the CKMdataset with reliable node
labels to conduct the experiment and take the companies as
the classification label. In addition, the ones injected into the
classifier are average node vectors for node embeddings in
individual layers. For single-layer networkmethods, we train
all nodes in each layer and get the average of node vectors in
each layer. ForMNE, CrossMNA, and ourmodel, we also get
the average of node vectors of intra-vector in individual
layers. 'en, all the node representations and corresponding
node labels in each layer are divided into training and testing
datasets to train the classifier. In our experiment, we use a
logistic classifier and evaluate the classification performance
with the metrics accuracy, precision, and F1, respectively,
which can be defined as follows:

accuracy �
TP + TN

TP + FP + TN + FN
,

precision �
TP

TP + FP
,

F1 �
2TP

2TP + FN + FP
.

(11)

As shown in Figure 5, the results prove the effectiveness
of our model, where our model LISCNE can provide the best
performance in terms of F1 and precision and achieve

comparable accuracy with PMNE_n and PMNE_c. How-
ever, the effectiveness of multiplex network embedding
models like CrossMNA on the link prediction task is not
obvious. 'is may be because every model injected into the
classifier is the average of node embedding in all layers. 'e
effect of average is somewhat like aggregation and gets the
shared information in all layers.

6. Conclusion and Future Work

In this paper, we propose an effective method called
LISCNE for multiplex network embedding. LISCNE de-
fines a common vector for all counterpart nodes in the
multiplex network and also introduces a layer vector for
each layer. Moreover, when learning layer vectors, it first
merges the layer similarities to simultaneously capture
intra-layer information and cross-network information.
We have performed link prediction and node classification
tasks to test LISCNE and conducted extensive experiments

Table 3: Results of link prediction on different datasets.

Model CKM PIERRE ARABIDOPSIS MUS Arxiv
Node2Vec 0.707 0.572 0.525 0.651 0.753
DeepWalk 0.7 0.589 0.563 0.626 0.759
PMNE_n 0.781 0.8 0.828 0.867 0.872
PMNE_r 0.789 0.65 0.586 0.62 0.782
PMNE_c 0.763 0.516 0.529 0.563 0.599
MNE 0.785 0.791 0.765 0.779 0.834
CrossMNA 0.828 0.733 0.845 0.879 0.922
LISCNE 0.883 0.792 0.825 0.888 0.924
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Figure 4: Performance over the dimension d1 of common vector
embedding.
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Figure 5: 'e performance of node classification on CKM.
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to verify the effectiveness of our proposed model. 'is
model is applicable to aligned networks and certain net-
works, in which one node in some network is only con-
nected to one node in another network.

Unfortunately, this kind of network cannot cover lots of
scenarios in the real world, e.g., the association between a
collaboration graph of researchers and a citation graph of
papers, where an author can cite papers on multiple topics.
In the future, we will extend our model to more manifold
networks, for example, one node in some network is
connected to several nodes in another network through
different weights.
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In past studies, researchers find that endpoint degree, H-index, and coreness can quantify the influence of endpoints in link
prediction, especially the synthetical endpoint degree and H-index improve prediction performances compared with the tra-
ditional link prediction models. However, neither endpoint degree nor H-index can describe the aggregation degree of neighbors,
which results in inaccurate expression of the endpoint influence intensity. (rough abundant investigations, we find that re-
searchers ignore the importance of coreness for the influence of endpoints. Meanwhile, we also find that the synthetical endpoint
degree and coreness can not only describe the maximal connected subgraph of endpoints accurately but also express the endpoint
influence intensity. In this paper, we propose the DCHImodel by synthesizing endpoint degree and coreness and the HCHImodel
by synthesizing H-index and coreness on SRW-based models, respectively. Extensive simulations on twelve real benchmark
datasets show that, in most cases, DCHI shows better prediction performances in link prediction than HCHI and other
traditional models.

1. Introduction

(e research of link prediction aims to find the lost, false, or
possible links through the observed network structure and
information [1–5]. (erefore, link prediction algorithms
have been applied to many fields. For example, link pre-
diction algorithms can remove noise of the networks [6].
Furthermore, link prediction algorithms also can be applied
to friends’ recommendation on online social networks
[7–11] and products’ recommendation on e-commerce
websites [12–16]. Moreover, link prediction algorithms
provide references for biological experiments, which can
reduce the cost of experiments [17–19]. In addition, link
prediction algorithms can reveal network evolution mech-
anism and organization pattern [20–22].

To reveal the structure of complex networks, researchers
propose a large number of link prediction models. Specifically,
the models based on local information have been gained more

attentions. For example, Kossinets [23] finds that two strangers
become friends if they have more common friends in social
networks. Newman [24] finds that two scientists have more
likely to establish cooperation relationship in the future if they
have more common cooperators. Based on this phenomenon,
researchers propose the common neighbors’ model (CN).
Based on CN, some researchers propose improved models,
such as Salton [25] and LHN-I [26]. Furthermore, according to
the different similarity contributions of common neighbors,
Adamic and Adar propose the AAmodel [27]. Zhou et al. [28]
propose the resource-allocation model (RA). Moreover,
Cannistraci et al. [29] propose that CN, AA, RA, and other
algorithms can be weighted by local community information,
which can further improve the performances of these models.
However, the models based on common neighbors only
consider the influence of endpoints on one-step paths.(ough
further research studies, Lü et al. [30] propose local path model
(LP) through considering the influence of endpoints on three-
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step paths. In addition, some models consider global infor-
mation, such as Katz [31] and hierarchical structuremodel [32].
Besides, some models’ consider quasi-local information, which
can compensate the defect of low accuracy in local information
and high-computational complexity in global information. For
example, local random walk model (LRW) [33] considers a
random walker within a quasi-local range, and superposed
random walk model (SRW) [33] considers the effects of LRW
with different path lengths. Based on SRW, HSRW [34] and
CSRW [34] models consider the roles of H-index [35] and
coreness [36] with different path lengths, respectively. Simple
hybrid influence model (SHI) [37] synthetically considers the
role of endpoint degree and H-index as hybrid influence with
different path lengths.

At present, many link prediction models only consider
the degree [33] of endpoints, such as Sørensen [38], LHN
[26], LRW [33], and SRW [33]. (ese models illustrate that
the source endpoint can effectively spread its influence to the
target endpoint if the source endpoint has more neighbors to
connect the target endpoint. (rough abundant study, Lü
et al. [39] find that H-index shows a better performance to
quantify the influence of endpoint than degree and coreness.
Zhu et al. [37] find that an endpoint possessing large syn-
thetical degree and H-index can acquire a more extensive
maximal connected subgraph, which can help the endpoint
to attract other nodes. (rough further investigations, we
find that the endpoint influence can be expressed by the
aggregation degree of neighbors. (e large aggregation
degree of neighbors illustrates that the endpoint has the
extensive maximal connected subgraph, leading to attract
more nodes. (e aggregation degree of neighbors can only
be quantified by coreness of endpoints. (us, we synthesize
the endpoint degree and coreness (or H-index and coreness)
to quantify the endpoint influence and build the new link
prediction models. Although the SHI model based on the
synthetical degree and H-index has been explored, the
synthetical endpoint degree and coreness (or the synthetical
H-index and coreness) has not been fully verified.

Figure 1 shows a clear illustration. In Figure 1, endpoint b
possesses degree� 6, H-index� 3, and coreness� 3, respec-
tively. (e influence intensity of endpoint b is size 6 in
consideration of only degree. However, only the degree
cannot express the depth and scope of the influence of
endpoints accurately. Due to the role of coreness in influence
of endpoints, synthesizing degree, and coreness or synthe-
sizing H-index and coreness can better quantify the maximal
connected subgraph of endpoints and the aggregation degree
of neighbors. For endpoint b, the product of degree (H-index)
and coreness is 18 (9). Obviously, degree and H-index in-
dicate the different sizes of maximal connected subgraph
belonging to endpoint b with the same coreness, leading to
different influences of endpoints. (erefore, the prediction
performance on the influence of endpoints based on the
different quantification index needs to be further explored.

In real world, we find many phenomena to confirm our
idea. For example, in Weibo, an ordinary individual pos-
sesses the limited influence because he/she only has many
individual followers from colleagues, classmates, relatives, or
friends, indicating that he/she only has large degree.

However, public figures possess extensive and strong in-
fluence because they have large number of fan club, indi-
cating that they have large coreness to strengthen their
influence. In scientists’ collaboration network, if a scientist
only cooperates with many scholars, meaning he/she has
large degree but small coreness, the scientist cannot be
known by more researchers and can hardly further attract
them to cooperate. In e-commerce network, the applicability
of products depends on purchase groups with similar
identities, such as male/female group, student group, and
teacher group, which shows the importance of aggregation
degree. In paper-citation network, the value of a paper
depends on the citation of researchers in the same field, not
the citation of researchers in the different fields.

In summary, in this paper, we define the hybrid influence
of synthetical degree and coreness (synthetical H-index and
coreness) to redefine the SRW and propose two improved
models DCHI and HCHI to further explore the accuracy of
link prediction. Experimental results on twelve real networks
show that DCHI exhibits better performances of link
prediction.

(e rest of this paper is organized as follows. In Section 2,
we build two models based on the synthetical degree and
coreness and the synthetical H-index and coreness,
respectively. In Section 3, the thirteen benchmark experi-
mental datasets are introduced. In Section 4, a link prediction
metric and eight mainstream baselines are described,
respectively. In Section 5, the experimental results are dis-
cussed. In Section 6, the conclusion is described.

2. Models Based on Hybrid
Influence of Endpoints

Firstly, we study link prediction models in an undirected
simple network G(V, E), where E is the set of links (|E|

denotes the number of all edges.) and V refers to the set of
nodes. Multiple links and self-connections are eliminated.
For every pair of nodes, x, y ⊂ V, a score, sxy, is given to
calculate the probability of their future connection. In this
paper, we set the similarity value as a score directly, and a
larger score illustrates that the potential link has more
possibility to be found.

Secondly, we show two models based on the degree
(SRW [33]) and the synthetical degree and H-index (SHI
[37]) separately as follows.

2.1. SRW Model. Liu et al. [33] build the similarity model
using random walk, which finds all intermediate nodes
sequentially between two endpoints according to a Markov
chain with one-step transmission probability pxy � axy/kx,
where kx represents the degree of node x and axy � 1 if node
x successfully connects y and axy � 0 if not. (e sequence of
node with t-step between x and y is expressed as
x � x0 � yt, x1 � yt−1, . . . , xt−1 � y1, xt � y0 � y . (us,
the t-step transmission probability from x to y is denoted by
πxy(t) � 

t−1
i�0pxixi+1

and πyx(t) � 
t−1
i�0pyiyi+1

. Importantly,
Liu et al. consider the degree kx and ky to quantify the
influence of endpoints and define the SRW as
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s
SRW
xy (t) � 

t

l�2

kx

2|E|
.πxy(l) +

ky

2|E|
· πyx(l) , (1)

where kx and ky denote the degree of endpoint x and y,
respectively, and |E| indicates the number of links in the
network. (kx/2|E|) and (ky/2|E|) describe the influence of
endpoint x and y, respectively.

2.2. SHI Model. Zhu et al. [37] find that the H-index can
represent the maximal connected subgraph of endpoints and
describe the influence intensity. (us, Zhu et al. simply
synthesize degree and H-index as the hybrid influence of
endpoints and replace the degree in SRW to define a simple
hybrid influence model (SHI) as

s
SHI
xy (t) � 

t

l�2

������
kx × hx



2|E|
πxy(l) +

������
ky × hy



2|E|
πyx(l)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, (2)

where (
������
kx × hx


/2|E|) and (

������
ky × hy


/2|E|) denote the

hybrid influence of node x and y based on synthetical degree
and H-index, respectively.

Although the endpoint degree and H-index can quantify
the endpoint influence, they only represent the number of
neighbors and the maximal connected subgraph of endpoints
separately, ignoring the influence intensity of endpoints. (e
influence intensity of endpoints can be expressed by the
coreness of endpoints because the coreness can quantify the
aggregation degree of neighbors which represents the end-
point influence intensity. (us, we consider the role of
coreness for endpoint influence. Finally, we build two models
based on synthetical degree and coreness (DCHI) and syn-
thetical H-index and coreness (HCHI) separately as follows.

2.3. DCHIModel. (rough the explanation in Section 1 and
the illustration in Figure 1, we synthesize degree and
coreness to quantify the influence of endpoints and replace
the degree in SRW to build a new model DCHI as

s
DCHI
xy � 

t

l�2

������
kx × cx



2|E|
πxy(l) +

������
ky × cy



2|E|
πyx(l)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, (3)

where (
������
kx × cx


/2|E|) and (

������
ky × cy


/2|E|) denote the

hybrid influence of node x and y based on synthetical degree
and coreness, respectively.

2.4. HCHIModel. Furthermore, we synthesize H-index and
coreness to quantify the influence and replace the degree in
SRW to build a new model HCHI as

s
HCHI
xy � 

t

l�2

������
hx × cx



2|E|
πxy(l) +

������
hy × cy



2|E|
πyx(l)

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦, (4)

where (
������
hx × cx


/2|E|) and (

������
hy × cy


/2|E|) denote the

hybrid influence of node x and y based on synthetical
H-index and coreness, respectively.

3. Experimental Data

In this section, we introduce 12 real network datasets to
prepare the following experiments. (1) US Air97 (USAir)
[40] represents the US airline network. (2) Yeast PPI (Yeast)
[41] represents the yeast network of relationship between
proteins. (3) Food Web (Food) [42] represents the relations
of carbon exchanges in the cypress wetlands of Florida
ecosystem. (4) Power Grid (Power) [43] represents the
western US’s electrical power transmission network. (5)
NetScience (NS) [44] represents partnerships between sci-
entists in publishing papers concerning the subject of net-
works. (6) Jazz [45] represents the networks of Jazz
musicians. (7) e-mail network (e-mail) [46] represents
e-mail communication network of University Rovira i
Virgili (URV) in Spain. (8) Slavko [47] represents the
friendship network of Slavko Zitnik on Facebook. (9) UC
Irvine dealing with social network (UCsocial) [48] repre-
sents an online social network composed of students in the
University of California, Irvine. (10) Infectious (Infec) [49]
represents the offline contact network of visitors in the
course of the exhibition named ”Infectious: Stay Away” in
the Science Gallery in Dublin, 2009. (11) EuroSiS web
(EuroSiS) [50] represents interactions network between
Science in Society actors from twelve European countries.
(12) C. elegans (CE) [43] represents the network of neurons
in the C. elegans worm. Table 1 lists the mentioned networks
fundamental topological features.

To achieve preprocess, arcs are changed as nondirec-
tional links, and loops and multiedges are eliminated to
ensure the network unweighed and undirected. Subse-
quently, the largest linked simplified network subgraph is
extracted to make sure the connectivity.

In the beginning, the set of network links is divided into
the training set ET containing 90% links in a random
manner, and the testing set EP containing 10% links, while
the connectivity of ET is ensured [1]. Besides, 30 divisions
are identically and separately conducted on the network.
Next, experimental processes are performed over the 30
separated training and testing sets, the averaged accuracy is
achieved in a statistical manner, and metrics is recalled more
than 30 times realization.

4. Experimental Methods

4.1. Metric. AUC [36], a metric of accuracy, can be inter-
preted as the probability that a potential link (a link in EP)
ranks a higher score than a nonexistent link (a link in U∖E,
where U denotes the universal link set). In the specific
implementation, among n independent comparisons if the
potential link ranks higher in n″ times and the same as the
nonexistent link in n″ times, and the total score accumulates
n′ and 0.5n″. After that, AUC expresses the averaged score
over n-time comparisons as

AUC �
n′ + 0.5n″

n
. (5)

AUC evaluates the performance of a model globally. If all
scores originate from an independent and identical
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distribution, the value should equal to 0.5. (erefore, the
extent to which the accuracy exceeds 0.5 suggests how much
better a model performs than pure chance.

4.2. Baselines. Comparatively, we introduce eight funda-
mental models as follows:

(1) Common neighbors (CN) [24] describe the simi-
larity between endpoints by calculating the number
of common neighbors, defined as

s
CN
xy � |Γ(x)∩Γ(y)|, (6)

where Γ(X), X ∈ x, y , represents the set of
neighbors of endpoint X and |Γ(x)∩ Γ(y)| refers to
the number of common neighbors of endpoints x

and y.
(2) Adamic/Adar (AA) [27], based on CN, suppress the

contributions of common neighbors with big degree
by applying the inverse logarithm, which is defined
as

s
AA
xy � 

z∈Γ(x)∩Γ(y)

1
log kz( 

, (7)

where kz represents the degree of node z.
(3) Resource-Allocation (RA) [28], analogous to AA,

suppresses the large degree of common neighbors by
applying the reciprocal of the degrees of common
neighbors, which is defined as

s
RA
xy � 

z∈Γ(x)∩ Γ(y)

1
kz

. (8)

(4) Local Path Index (LP) [30] considers the similarity
on two-step and three-step paths between endpoints
simultaneously, with the two-step paths preferred,
which are defined as

S
LP

� A
2

+ εA3
, (9)

where A represents the adjacency matrix and ε is a
punishment parameter.

(5) Superposed RandomWalk (SRW) [33] is introduced
in Section 2.

(6) CSRW [34] exploits the coreness to quantify the
influence of endpoint and replace the degree influ-
ence in SRW, which is defined as

s
CSRW
xy (t) � 

t

l�2

cx

2|E|
.πxy(l) +

cy

2|E|
· πyx(l) , (10)

where cx and cy represent the coreness of node x and
y, respectively.

(7) HSRW [34] exploits the H-index to quantify the
influence of endpoint and replace the degree influ-
ence in SRW, defined as

s
HSRW
xy (t) � 

t

l�2

hx

2|E|
.πxy(l) +

hy

2|E|
.πyx(l) , (11)

where hx and hy represent theH-index of nodex andy,
respectively.

(8) Simple hybrid influence (SHI) [33] is introduced in
Section 2.

5. Results and Discussion

To explore the prediction performances of the proposed
models, extensive simulations are conducted on 12 real
datasets. (rough comparisons with several main baselines
in terms of accuracy metric, we obtain the experimental
results on the models and discuss the findings in the
following.

SHI, HCHI, and DCHI models mainly consider two
aspects: random walk on paths and hybrid influences of
endpoints. (rough simulations, the experimental results
show that the number of steps in random walk between
endpoints can affect the accuracy of link prediction. For
illustrating the changes of prediction accuracy on the
number of steps t, we plot the relation curves in Figure 2.

In Figure 2, SHI (synthetical degree and H-index), HCHI
(synthetical degree and coreness), and DCHI (synthetical
H-index and coreness) models show their prediction per-
formances on the random steps t, and they exhibit different
optimal accuracies at certain number of steps t, respectively.
Specifically, SHI shows optimal AUC values at t� 15 in food,
power, NS, e-mail, UCsocial, and Eurosis, t� 5 in USAir and
CE, t� 3 in yeast, t� 2 in Jazz, t� 6 in Slavko, and t� 9 in

ba c

Figure 1: Illustration of the influences of endpoint b based on degree, H-index, and coreness. Endpoint b has degree� 6, H-index� 3, and
coreness� 3. Node a and c represent two target endpoints, respectively. (e blue nodes represent the medial nodes between endpoint b and
two target endpoints.
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Table 1: (e basic topological features of the twelve benchmark networks. (ere are the properties: |V| denoting the number of nodes, |E|

denoting the number of links, 〈k〉 denoting the average degree, 〈d〉 representing the average distance, C representing the clustering
coefficient, r indicating the assortativity coefficient, and H indicating the degree heterogeneity and defined as H � 〈k2〉/〈k〉2.

Nets |V| |E| 〈k〉 〈d〉 C r H

Usair 332 2128 12.81 2.74 0.749 −0.208 3.36
Yeast 2370 10904 9.2 5.16 0.378 0.469 3.35
Food 128 2075 32.42 1.78 0.334 −0.112 1.24
Power 4941 6594 2.669 15.87 0.107 0.003 1.45
NS 1461 2742 3.75 5.82 0.878 0.461 1.85
Jazz 198 2742 27.7 2.24 0.633 0.02 1.4
E-mail 1133 5451 9.62 3.61 0.254 0.078 1.94
Slavko 334 2218 13.28 3.05 0.488 0.247 1.62
Ucsocial 1893 13825 14.62 3.06 0.138 −0.188 3.81
Infec 410 2765 13.49 3.63 0.467 0.226 1.39
Eurosis 1272 6454 10.15 3.86 0.382 −0.012 2.46
CE 453 2025 8.94 2.66 0.655 −0.225 4.49
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Figure 2: Continued.
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Infec. Obviously, the optimal number of steps on SHImainly
appears on the long path t� 15, illustrating that long paths
can further facilitate the hybrid influence spreading based on
the degree and the H-index. However, HCHI and DCHI all
show optimal AUC values at t� 5 in USAir, Food, Slavko,
Infec, Eurosis, and CE, illustrating that quasi-local paths can
further facilitate the hybrid influence spreading based on
H-index and coreness or degree and coreness. Importantly,
we find that the influence concerning coreness can easily
leak in the random-walk process on longer paths, which
leads to weaken the intensity of influence spreading between
endpoints. However, in power, the prediction performances
of HCHI and DCHI reach the optimal value at t� 15 because
power network includes large numbers of long paths with
average distance 〈d〉 � 15.87 much longer than other
datasets (referring to Table 1). In addition, DCHI, compared
with SHI and HCHI, has larger size of maximal connected
subgraph and more paths to spread the hybrid influence of
endpoints. (erefore, DCHI shows the best prediction
performances in ten datasets (black mark on each dataset)
except yeast and CE.

In addition, we compare HCHI and DCHI with eight
link prediction models CN, AA, RA, LP, SRW, CSRW,
HSRW, and SHI. To exhibit the experimental results, we
show the averaged AUC values over 30 simulations in Ta-
ble 2 for all models. (e underlined bold fonts represent the
best AUC values in each dataset and the numbers in pa-
renthesis indicate the optimal random walk steps t, at which
HCHI and DCHI obtain the optimal AUC values in eight
datasets altogether.

As can be seen from Table 2, optimal values on seven
datasets exist in DCHI with Power, NS, Jazz, Email, Slavko,
Infec, and Eurosis. In contrast, local models CN, AA, and RA
show worst prediction performances because they only
consider the local paths and ignore the influence of end-
points. (en, optimal values on three datasets exist in LP
with yeast, food, and UCsocial, illustrating that the quasi-
local paths can limitedly promote the prediction perfor-
mances. And then, SRW, CSRW, and HSRW also show
worst performances because they only consider separately
the contributions of degree, coreness, and H-index, meaning
that degree, coreness, and H-index all cannot quantify the
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Figure 2: Pattern illustration of accuracy metric AUC on the number of random-walk steps (t). (e relation curves between AUC and t in
terms of SHI (red circles), HCHI (green squares), and DCHI (blue triangle) are provides on twelve real datasets. Inmost cases, DCHI obtains
the most optimal AUC values with the least number of steps (t) which is 5 in (a) USair; (b) yeast; (c) food; (d) power; (e) NS; (f ) jazz;
(g) e-mail; (h) Slavko; (i) UCsocial; (j) Infec; (k) Eurosis; (l) CE.
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influence of endpoints comprehensively. Finally, we focus
on the performances of SHI, HCHI, and DCHI. In twelve
datasets, there are seven optimal performances in DCHI.
DCHI, compared with SHI and HCHI, shows the effective
influence of endpoints (e.g., extensive maximal connected
subgraph of endpoints and aggregation degree of neighbors)
and finds sufficient paths between two unconnected end-
points. (erefore, because the synthetical degree and
coreness as hybrid influence can be a good quantification
index, DCHI can better enhance prediction accuracy than
SHI and HCHI in many cases of link prediction.

Besides, the low computation complexity is a necessary
condition in link prediction. (e time complexity of the
product of two N × N matrices is O(N3). According to the
definitions of the baseline models, CN, AA, and RA possess
the time complexity of O(N3) and LP, SRW, CSRW, HSRW,
and SHI have M × O(N3) with coefficient M. Although
HCHI and DCHI have the same time complexity
M × O(N3), two proposed models, especially DCHI, show
greater performance improvement. (erefore, the proposed
models show a better performance with no increase in
complexity.

6. Conclusions

At present, researchers pay more attention to the contri-
butions of the influence of endpoints for link prediction
based on local, quasi-local, or global similarity. To quantify
the influence of endpoints, researchers consider the degree,
H-index, or coreness separately, which all cannot evaluate
the influence of endpoints comprehensively. Specifically, the
endpoint degree only represents the number of neighbors of
endpoints, but cannot describe the maximal connected
subgraph. (e H-index can express the maximal connected
subgraph of endpoints to quantify the influence scope.
However, the endpoint degree and H-index cannot quantify
the influence intensity of endpoints and result in incomplete
influence expression. We find that the coreness can repre-
sent the aggregation degree of endpoints, which can quantify
the influence intensity of endpoints accurately.

(rough abundant investigations, we find that the
synthetical degree and coreness and the synthetical H-index

and coreness can quantify the influence of endpoints ac-
curately and comprehensively. (erefore, we synthesize
degree (H-index) and coreness as the hybrid influence of
endpoints and replace the degree in SRW to build two
models DCHI and HCHI.

We explore the prediction performances of DCHI and
HCHI by the comparisons among CN, AA, RA, LP, SRW,
CSRW, HSRW, and SHI on twelve real datasets. As a result,
we show that DCHI obviously outperform other models on
the metric AUC and do not increase computational com-
plexity.(e outstanding improvement in accuracy illustrates
the synthetical degree and coreness as hybrid influence of
endpoints can describe the endpoint influence intensity
accurately and can attract more nodes to produce links.

Although our models have been verified on the datasets,
the models only make a simple synthesis between endpoint
degree, H-index, and coreness. We find degrees differ in
different networks, and so do H-indices and coreness. (e
network heterogeneity characterized by heterogeneous de-
grees, H-indices, and coreness directly results in heteroge-
neous influences. And, we find that endpoints in network
with smaller heterogeneous influence can attract each other
more likely. For such characteristic, we will further carry out
research on the heterogeneous hybrid influence model based
on DCHI and HCHI. In the future research studies, the
impact of heterogeneous complex networks will become a
crucial problem.

In addition, our study may provide new findings relating
to link prediction based on similarity in future. Our research
results can be applied to friends’ recommendation, products’
recommendation, scientists’ cooperation, biological exper-
iments, and so on.

Data Availability

(e data used to support the findings of the study are
available at http://vlado.fmf.uni-lj.si/pub/networks/data/
and http://snap.stanford.edu/data/index.html.
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Table 2: AUC on the twelve benchmark networks with L� 100, where L denotes the number of the candidate links tomeasure the prediction
accuracy in each data set. Every data point is an average over 30 independent realizing processes, and every point represents a random
90%–10% division of training set and testing set. (e values in the parentheses indicate the corresponding optimal number of steps. All the
present results represent the optimal cases by (if any) adjusting the coefficients.

AUC CN AA RA LP SRW CSRW HSRW SHI HCHI DCHI
USair 0.977771 0.984243 0.986611 0.966917 0.988464 (4) 0.987171 (6) 0.987346 (5) 0.987975 (5) 0.987793 (5) 0.988243 (5)
Yeast 0.736946 0.737078 0.737075 0.742813 0.740707 (3) 0.740543 (3) 0.740576 (3) 0.740644 (3) 0.740553 (3) 0.740622 (3)
Food 0.616391 0.617681 0.619521 0.827879 0.749576 (15) 0.745886 (15) 0.745153 (15) 0.747621 (15) 0.763479 (5) 0.765610 (5)
Power 0.679613 0.679723 0.67968 0.763982 0.888964 (15) 0.888625 (15) 0.888724 (15) 0.888844 (15) 0.925632 (15) 0.947420 (15)
NS 0.990227 0.990345 0.990355 0.993998 0.994864 (15) 0.994783 (15) 0.994802 (15) 0.994836 (15) 0.995283 (15) 0.995562 (8)
Jazz 0.972242 0.976438 0.981334 0.935342 0.981301 (2) 0.981 (2) 0.982014 (2) 0.981992 (2) 0.981740 (2) 0.982131 (2)
E-mail 0.881955 0.883162 0.882471 0.942283 0.947927 (15) 0.946909 (15) 0.947445 (15) 0.947803 (15) 0.954343 (8) 0.955154 (7)
Slavko 0.964026 0.965934 0.965678 0.959088 0.970067 (6) 0.968883 (7) 0.969502 (6) 0.969898 (6) 0.970442 (5) 0.970861 (5)
UCsocial 0.813094 0.817405 0.81764 0.948516 0.939542 (15) 0.936628 (15) 0.937387 (15) 0.938368 (15) 0.947678 (11) 0.948375 (9)
Infec 0.962318 0.964223 0.964209 0.970787 0.977274 (8) 0.976935 (10) 0.977107 (9) 0.977311 (9) 0.979832 (5) 0.980139 (5)
Eurosis 0.955269 0.95659 0.956081 0.978458 0.981863 (14) 0.981535 (15) 0.98186 (15) 0.981694 (15) 0.984722 (5) 0.985111 (5)
CE 0.951545 0.977089 0.97905 0.932316 0.982963 (5) 0.982176 (7) 0.982329 (6) 0.982663 (5) 0.984026 (5) 0.983915 (5)
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[9] L. Pan, T. Zhou, L. Lü, and C. K. Hu, “Predicting missing links
and identifying spurious links via likelihood analysis,” Sci-
entific Reports, vol. 6, no. 1, Article ID 22955, 2016.

[10] D. Gurini, F. Gasparetti, A. Micarelli, and G. Sansonetti,
“Temporal people-to-people recommendation on social net-
works with sentiment-based matrix factorization,” Future
Generation Computer Systems, vol. 78, pp. 430–439, 2017.

[11] F. Xiong, X. Wang, S. Pan, H. Yang, H. Wang, and C. Zhang,
“Social recommendation with evolutionary opinion dynam-
ics,” IEEE Transactions on Systems, Man, and Cybernetics:
Systems, vol. 50, no. 10, pp. 1–13, 2018.
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&e algorithms based on topological similarity play an important role in link prediction. However, most of traditional algorithms
based on the influences of nodes only consider the degrees of the endpoints which ignore the differences in contribution of
neighbors.&rough generous explorations, we propose the DME (derivation of mapping entropy) model concerning the mapping
relationship between the node and its neighbors to access the influence of the node appropriately. Abundant experiments on nine
real networks suggest that the model can improve precision in link prediction and perform better than traditional algorithms
obviously with no increase in time complexity.

1. Introduction

A large number of complicated systems in nature can be
described by complex networks [1]. &e nodes in the net-
work represent the individuals in the real system, and the
edges connecting two nodes represent the relationships of
the individuals in the real system. &e existing networks in
the world can be divided into social networks, biological
networks [2, 3], and so on. Link prediction evaluates the
possibility of the link between two nodes in the network by
the known network structure or node attributes. &rough
link prediction, we can find the links existing but unknown
in the network which misses some data. Besides, we can also
predict the possible links in the coming evolution of the
network [4]. Link prediction plays an important role in
practical application. For instance, through link prediction,
the unknown interaction between proteins is predicted,
which avoids the high experimental cost [5]. Furthermore, it
also plays a role in user recommendation [6].

In the early period, most researchers engaged in link
prediction focused on the similarity of the attributes of
nodes such as age, occupation, interest, and so on [2, 7] to

judge the possibility of links. &is method can achieve high-
precision prediction. However, it is difficult to extract the
attributes of nodes in complex networks, and the reliability
of information is hard to assure [8]. So, researchers turned
their attention to the study of network structure [9, 10]
which has relatively low computational complexity.

Algorithms based on the similarity of the network
structure can be divided into three categories: local similarity
algorithm, global similarity algorithm, and quasilocal sim-
ilarity algorithm according to the path length [11]. &e core
idea of local similarity is common neighbors. On this basis,
considering the influence of endpoints from different angles,
a variety of local similarity indices is derived. For instance,
common neighbor (CN) index [12] considers that if two
nodes have more common neighbors, then they are more
likely to have connected edges. Adamic-Adar (AA) index
[13] holds the idea that the common neighbor with small
degree has a greater contribution. Accordingly, each node is
given a weight. Because these local similarity indices only
consider the local structure of the network which lead to low
precision, the third-order and higher-order path similarity
indices were proposed such as Katz index [14]. Katz index
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considers all paths of two unconnected nodes in the case of
short path priority. &ere is no doubt that this greatly in-
creases the computational complexity. Compared with the
above two kinds of algorithms, the quasilocal similarity
algorithm with moderate complexity and precision is more
and more widely applied. Superposed random walk (SRW)
index [15] is one of the indices based on the Markov model.

In traditional algorithms, only the degree of endpoint is
considered when we evaluate the influence of it. &is con-
siders the influences of neighbor nodes to the same extent
which loses the impacts of indirect neighbors [16, 17]. In
fact, due to the different degrees of neighbors, their influence
on the endpoint should be different. &e larger the degree,
the greater the influence. However, taking global nodes into
account will increase the complexity of the algorithm, and
the result is not necessarily good. Because the influence of
endpoint is limited, it only has great influence on nearby
neighbors. &erefore, this paper proposes to use the deri-
vation of mapping entropy (DME) of node to represent the
influence, which represents the mapping relation between a
node and its neighbors. It considers not only the weight of
the node but also the weight of its neighbors. Figure 1 shows
a clear illustration.

On the basis of above discussion, we improve the SRW
model, taking the influence of indirect neighbors into ac-
count. &rough extensive experiments on nine complex
networks, the results show that DME can achieve higher
precision than traditional algorithms in most cases.

&e rest of paper is organized as follows. In Section 2,
we propose a new model based on the DME index. In
Section 3, we introduce 9 complex networks and exper-
imental approaches. In Section 4, five classic models are
introduced as reference. In Section 5, results and analysis
are presented. In Section 6, we arrive at a conclusion of
our study.

2. Model Based on the Derivation of
Mapping Entropy

2.1. Network Model. G(V, E) is defined as a network, where
V is the node set and E is the edge set. &e total number of
nodes is N and the total number of edges is E. &e universal
set U can have (N × (N − 1))/2 links. &e method of link
prediction is to give a score sxy to each pair of unconnected
nodes which indicates the likelihood of connecting the two
nodes. &en, all unconnected nodes are arrayed in
descending order of score. &e node pair in the top rep-
resents that the two nodes are the most likely to generate a
connection. In order to test the precision of the algorithm,
the known edge set E is divided into training set ET and
testing set EP. Only the testing set can be used to calculate
scores. Obviously, E � ET ∪EP and ET ∩EP � ϕ. We define
an edge belonging to U but not to E as an inexistent edge. In
this paper, we use precision [18] to measure the accuracy of
link prediction algorithm, which describes the proportion of
real links in the top-L links with highest scores. If there arem
real links in top-L links, the precision of the algorithm can be
expressed as

precsion(L) �
l

L
. (1)

In order to simplify the model, we use undirected and
unweighted networks.

2.2. Superposed Random Walk (SRW) Model. &e SRW
model inspired from the LRW model considers random
walk between endpoint x and y, making the nodes nearby
more likely to connect to the target node [19]. It is defined as

s
SRW
xy (t) � 

t

l�2

kx

2|E|
× πxy(l) +

ky

2|E|
× πyx(l) , (2)

where the initial density vector π→xy(0) � e
→

x and it evolves
as π→xy(t + 1) � PT × π→xy(t). P represents the probability
transition matrix with pxy � (axy/kx), and axy � 1 when the
link exists; if not, axy � 0. Besides, t denotes the time steps.

2.3. Derivation of Mapping Entropy (DME) Model.
Inspired by Shannon entropy, the information entropy [20]
of the network can be expressed as

E � − 
N

i�1
DCilog DCi, (3)

where DCi is the degree centrality of node i. A node and its
neighbors construct a subnetwork. &e local entropy (LE)
[21] of the subnetwork originated from endpoint vi is shown
in the following formula:

LEi � − 
M

j�1
DCjlog DCj, (4)

where DCj is the degree centrality of node vj, which belongs
to the neighbor set M of node vi. Taking the mapping re-
lation between a node and its neighbors into account, we can
obtain the mapping entropy (ME):

MEi � −DCi 

M

j�1
log DCj, (5)

where DCi is the degree centrality of node vi and DCj is the
degree centrality of one of the neighbors of node vi.

Inspired by ME index, we introduce the derivation of
mapping entropy: DME, which is defined by interleaving the
degrees of node vi and vj.

DMEi � ki 

M

j�1
lgkj. (6)

&e definition considers both the degrees of the node
and the degrees of its neighbors which takes the influence of
indirect neighbors into account. &is may be useful for
distinguishing the importance of neighbors. Based on the
SRWmodel, we consider using the DME index to replace the
influence of the endpoint, which can perform better than the
ME model introduced later through experiments based on
the superposed random walk. &e model is defined as
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s
DME
xy (t) � 

t

l�2

kx 
M
j�1 lgkj

2|E|
× πxy(l) +

ky 
N
i�1 lgkj

2|E|
× πyx(l)⎡⎣ ⎤⎦.

(7)

As mentioned above, for better comparison, we also
apply the ME index into the SRW model and the ME model
as shown below.

s
ME
xy (t) � 

t

l�2

−DCx 
M
j�1 log DCj

2|E|
× πxy(l) +

−DCy 
N
i�1 log DCi

2|E|
× πyx(l)⎡⎣ ⎤⎦. (8)

3. Experimental Data

In order to confirm the validity of the DME model, we
conduct abundant experiments on nine real networks. &ey
are listed as follows:(1) US Air (USAir), describing the
network of the US air transportation system [22]; (2) Yeast
PPI (Yeast), expressing the protein-protein relationship
network of yeast [23]; (3) Food Web (Food), describing the
association of carbon exchanges in the cypress wetlands of
Florida ecosystem [24]; (4) Power Grid (Power), expressing
the electrical power transportation network in the west of the
US [25]; (5) UC Irvine, representing social network
(Ucsocial), describing an online social network composed of
students of the University of California, Irvine [26]; (6) Jazz,
indicating the collaborative relationships among jazz mu-
sicians [27]; (7) EuroSiS Web (EuroSiS), showing the in-
teractions between Science in Society actors from 12
European countries [28]; (8) Router, referring to the
transmission of data packets between the routers in Internet
[4]; and (9) King James, coming from the datasets Lü et al.
collected. &e fundamental topological features of the
mentioned networks are listed in Table 1.

Our model is applied to the undirected and unweighted
connected networks. Accordingly, we make arcs turn into
undirected links. Besides, we delete the loops and multiple
connections. Subsequently, the maximal edge-connected
graph is extracted from each raw dataset to guarantee the
connectivity of the whole.

Before the experiment, the edge set E of the nine net-
works is divided into two parts ET and EP randomly. &e
training set ET contains 90% of the whole edge set. &e
testing set EP contains 10%. &e connectivity of the ET is
guaranteed by the means of adding edges randomly to the
minimum spanning tree until the training set contains 90%
links. Next, 30 groups of separate experimental data for each
network are divided in the same size. &en, they are applied
for the averaged precision by statistical methods to avoid the
randomness of results.

4. Reference Standard

In order to highlight the superiority of our algorithm, five
classic methods are listed as follows.

(1) In common neighbor (CN) [12], the similarity is
judged by the number of neighbors shared by node x
and node y, which is defined as

s
CN
xy � |Γ(x)∩Γ(y)|, (9)

where Γ(x) represents the set of neighbors of node x.
Besides, |Γ(x)∩ Γ(y)| refers to the amount of
common neighbors of nodes x and y.

(2) Preferential attachment (PA) [29] considers that the
probability of a new link linked to the node x is
proportional to kx, so the probability between node x

A

(a)

B

(b)

Figure 1: Sketchmaps of influence based on the derivation of mapping entropy. As is shown, the degree of node A in subgraph (a) is equal to
the degree of node B in subgraph (b). In traditional models, they are considered to have the same influence. Nevertheless, in the DMEmodel,
the differences in the contribution of their neighbors are taken into account. We think that node B has more influence. By calculation, we
quantify the influence of A and B as 3.77, 4, 81.
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and y is proportional to kx × ky. &e index is defined
as

s
PA
xy � kx × ky. (10)

&is index does not require the information of the
neighborhood of each endpoint.&erefore, it has low
computational complexity.

(3) In Adamic-Adar (AA) [13], the idea is that the
contribution of the node with small degree is greater.
So, each node is given a weight value equaling to
1/(log kz) where kz is the degree of a node from
common neighbor set. &e similarity is defined as

s
AA
xy � 

z∈Γ(x)∩Γ(y)

1
log kz( 

, (11)

where kz represents the degree of common neighbor
z.

(4) Resource allocation (RA) [30], derived from AA,
considers the resource allocation of network. Each
node is given a weight value which is equal to 1/(kz),
and the similarity is defined as

s
RA
xy � 

z∈Γ(x)∩ Γ(y)

1
kz

. (12)

(5) Superposed random walk (SRW) has been discussed
in Section 2 in detail.

5. Results and Analysis

In order to prove the effectiveness of the DME model,
abundant experiments have been carried out in nine real
networks. &e results are shown as follows.

In Figure 2, we plot the variation of the average pre-
cision with random walk steps obtained by SRW, ME, and
DME in nine networks in the case of L� 100. We can see
that DME performs better obviously in 8 of the 9 networks
than SRW. Furthermore, compared to both SRW and ME
models, the DME model achieves the maximum precision
in 6 of the 9 networks. Because the ME index reflects the

robustness of local network, it is more suitable for applying
in network attacks to represent the importance of nodes.
&erefore, we arrive at a conclusion that DME can achieve
the highest accuracy in most cases when the random walk
step t is optimal. Besides, it can reach the maximum
precision in the minimum number of steps so that it can
reduce the computation with the same precision.

Table 2 contains the detailed description of Figure 2.
Furthermore, it also compares our model with other five
classical models. &e maximum precision is emphasized in
bold and the corresponding step is in the parentheses. As is
shown, the DME model reaches the highest precision in 6 of
the 9 networks under the condition of L� 100 compared
with other five traditional models.

For ensuring the integrity of the experiment, we also
conduct experiments in the case of L� 50. &e results are
shown in Table 3. We italicize the values when the DME
model is more exact than SRW. &ere are still 6 networks.
Nevertheless, the advantage is not obvious when compared
with other five models comprehensively. &is means the
DME model performs better in the top 100 links than 50
links. Actually, L is often defined as a large number to avoid
random error.

&e reason why the DME model can have an excellent
performance is that it takes the mapping relationship be-
tween a node and its neighbors into comprehensive con-
sideration. In this way, the differences in contribution of
neighbors (i.e., the influences of indirect neighbors) are
included, so that the model can assess the importance of
endpoint better.

&ough the DME model can achieve preferable per-
formance in most datasets experimented by us, it also has
no superiority in a few networks such as Jazz. By analyzing
the topological characteristics of these networks, we find
that they usually have the same features. &e model we
propose may be not suitable for the networks with good
associativity coefficient and high clustering coefficient.
We infer the reason is that the differences in contribution
of neighbor nodes in such networks cannot be well
reflected.

Furthermore, time complexity is also a significant factor
to evaluate an index. For instance, CN index has O(N3)

Table 1: &e basic statistical features of the 9 benchmark networks.

Nets |V| |E| 〈k〉 〈d〉 C r H

USAir 332 2126 12.81 2.74 0.749 −0.208 3.36
Yeast 2364 10898 9.2 5.16 0.378 0.470 3.35
Food 128 2075 32.42 1.78 0.335 −0.112 1.24
Power 4941 6594 2.669 15.87 0.107 0.003 1.45
Ucsocial 1893 13835 14.62 3.06 0.138 −0.188 3.81
Jazz 198 2742 27.7 6.45 0.618 0.02 1.4
EuroSiS 1272 6454 10.15 3.86 0.382 −0.012 2.46
Router 5021 6257 2.49 6.45 0.033 −0.138 5.50
King James 1707 9059 10.61 3.38 0.710 −0.052 3.92
|V| denotes the number of nodes in the network, |E| represents the total number of links, 〈k〉 is the average degree of all nodes, 〈d〉 indicates the average
distance among nodes, C represents the clustering coefficient, r is the associativity coefficient, and H denotes the degree heterogeneity defined as
H � (〈k2〉/〈k〉2).
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Figure 2: Precision of SRW (green circles), ME (blue rectangles), and DME (red triangles) versus number of random walk steps t with
L� 100 in 9 real datasets. &e highest precision in each network is marked by a black five-angled star. As is shown, DME performs better
obviously in 8 of the 9 networks than SRW. Furthermore, compared to SRW and ME models, the DME model achieves the maximum
precision in 6 of the 9 networks. (a) USAir. (b) Yeast. (c) Food. (d) Power. (e) Ucsocial. (f ) Jazz. (g) EuroSiS. (h) Router. (i) King James.

Table 2: Precision on the nine benchmark networks in the case of L� 100.

Precision CN PA AA RA SRW DME
USAir 0.635 0.479667 0.654333 0.64 0.670583 (4) 0.670667 (2)
Yeast 0.728 0.555 0.722667 0.515 0.682242 (12) 0.699333 (3)
Food 0.086 0.211333 0.089667 0.088667 0.184810 (15) 0.209952 (15)
Power 0.124333 0.017333 0.081333 0.057333 0.087810 (15) 0.136500 (7)
Ucsocial 0.039333 0.057333 0.037333 0.031333 0.054738 (15) 0.058048 (15)
Jazz 0.816 0.168667 0.835667 0.806333 0.806333 (2) 0.62 (2)
EuroSiS 0.456333 0.049333 0.46667 0.394 0.412833 (3) 0.415 (2)
Router 0.132667 0.016 0.102333 0.075 0.229278 (15) 0.288690 (15)
King James 0.404333 0.190667 0.554333 0.82867 0.225667 (2) 0.254667 (2)
Each data point is an average over 30 independently divided datasets. &e number in bold means the highest precision. &e value enclosed in the parentheses
represents the step corresponding to optimal precision.
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computational complexity while the complexity of RA is
2 × O(N3). &e complexity of SRW which considers local
path is M × O(N3), and M is far less than N3. &e model we
introduce has the same time complexity of M × O(N3) as
SRW but can realize higher precision.

6. Conclusions

Existing link prediction algorithms on the basis of structural
similarity mostly focus on the paths or the influences of
nodes with only their degrees considered. Because the dif-
ferences in contribution of neighbors are not considered, the
precision of algorithm is limited. &rough analysis, we
propose the derivation of mapping entropy (DME) model,
which interleaves the degrees of node and its neighbors. We
investigate our model in comparison of CN, PA, AA, RA,
SRW, and ME models on nine real datasets. &e results
indicate that the DME model prominently performs better
than other six models and can achieve maximum precision
in the minimum number of steps which reduces the com-
putation with the same precision. Furthermore, the DME
model does not increase time complexity.

&e DME model proposed in our study reveals the ef-
fectiveness of distinguishing the differences in neighbors’
contribution. &is finding can provide a reference for future
research. However, we only take the influence of indirect
neighbors into account and ignore other factors such as
coreness and H-index which can describe the maximal
connected subgraph. Besides, we do not know the perfor-
mance of the DMEmodel in weighted and directed networks.

&e results of our research are meaningful, and they are
of great significance to the practical application of academic
research. We can apply it in recommendation system, social
cooperation network, information and communication
technology, potential interactions in biological networks,
and so on. Significantly, this work can inspire further work
to add other factors such as H-index on the basis of our
model and optimize the DME model in weighted and di-
rected networks.
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Multihop question answering has attracted extensive studies in recent years because of the emergence of human annotated
datasets and associated leaderboards. Recent studies have revealed that question answering systems learn to exploit annotation
artifacts and other biases in current datasets. *erefore, a model with strong interpretability should not only predict the final
answer, but more importantly find the supporting facts’ sentences necessary to answer complex questions, also known as evidence
sentences. Most existing methods predict the final answer and evidence sentences in sequence or simultaneously, which inhibits
the ability of models to predict the path of reasoning. In this paper, we propose a dual-channel reasoning architecture, where two
reasoning channels predict the final answer and supporting facts’ sentences, respectively, while sharing the contextual embedding
layer. *e two reasoning channels can simply use the same reasoning structure without additional network designs. *rough
experimental analysis based on public question answering datasets, we demonstrate the effectiveness of our proposed method

1. Introduction

One of the long-standing goals of natural language pro-
cessing (NLP) is to enable machines to have the ability to
understand natural language and make inferences in textual
data. Many applications, such as dialogue systems [1, 2],
recommendation systems [3–5], question answering [6, 7],
and sentiment analysis [8], aim to explore the machine
ability to understand textual data. Question answering,
abbreviated as QA, has emerged as an important natural
language processing task because it provides a quantifiable
way to evaluate an NLP system’s capability on language
understanding and reasoning and its commercial value for
real-world applications.

Most previous works have focused on questions an-
swering only from a single paragraph, known as single-hop
QA [9]. Although recent advances in QA and machine
reading comprehension (MRC) had surpassed human
performance on some single-hop datasets [10, 11], those
datasets have gaps from real-world scenarios. In the real

world, there are a lot of complex questions that need to be
answered throughmultiple steps of reasoning by aggregating
information distributed in multiple paragraphs, named
multihop QA [12].

Jiang and Bansal [13] pointed out that because examples
include reasoning shortcuts, some models may directly lo-
cate the answer by word-matching the question with sen-
tences in the context. For the complex question “what was
the father of Kasper Schmeichel voted to be by the IFFHS in
1992?.” *e context contains the sentence “Peter Bolesław
Schmeichel...... and was voted the IFFHS World’s Best
Goalkeeper in 1992 and 1993.” At this time, the model may
find the correct answer “World’s Best Goalkeeper” through
simple wordmatching, but does not infer that Peter Bolesław
Schmeichel is the father of Kasper Schmeichel. *erefore, to
enhance the interpretability of models and avoid answering
complex questions through reasoning shortcuts, our study
considers that, in addition to predicting the correct answer,
it is also important to extract evidence sentences. However,
most of the existing works only focused on improving the
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accuracy of the model to answer complex questions, but pay
less attention to the ability of the model on predicting the
inference path.

An example fromHotpotQA is illustrated in Figure 1. Ten
paragraphs are given to answer complex questions (“what
government position was held by the woman who portrayed
Corliss Archer in the filmKiss and Tell?”); themodel first needs
to identify passage 2 (P2) and passage 6 (P6) above as relevant
paragraphs to correctly answer the question.

*e first sentence of P6 and P2 are evidence sentences,
which lead to the next-hop paragraph and the predicted
answer, respectively. However, it is more difficult for the
model to predict correct and complete evidence sentences
than to answer a complex question because the question
often does not contain information about the intermediate
answer, such as “Shirley Temple” (green font) in Figure 1.

Most existing methods [14–16] predicted the final an-
swer and the supporting facts in sequence or simultaneously,
and the architecture of these methods is designed primarily
to predict the right answer. In this paper, we propose a novel
dual-channel reasoning architecture for complex question
answering. Concretely, complex questions and documents
pass through the word embedding layer and contextual
embedding layer in succession. *ereafter, the output of the
contextual embedding layer is the input of two reasoning
channels: one for predicting the answer span or answer type,
and the other for predicting evidence sentences.

Our contributions can be summarized as follows:

(1) We propose the dual-channel reasoning architec-
ture, which is a novel architecture for the complex
question answering task. *e results of the experi-
ment show that the dual-channel reasoning archi-
tecture is suitable for many kinds of existing neural
network models, such as graph-based models.

(2) We perform comprehensive experiments on multi-
hop QA datasets, and our proposed method out-
performs previous approaches on complex
questions, especially on the task of extracting evi-
dence sentences. We conducted a detailed visual
analysis of the baseline model and two channels in
the dual-channel architecture and further explored
the differences in the distribution of attention heat
maps of several models.

2. Related Work

2.1. Multihop Question Answering over Knowledge Base.
Knowledge-based question answering (KBQA) computes
answers to natural language questions based on a knowledge
base. Besides the traditional methods of defining templates
and rules, KBQA methods can be mainly divided into two
branches: semantic parsing (SP) based and information re-
trieval (IR) based. Semantic parsing methods focus on
translating complex natural language questions into the ex-
ecutable query graph over the knowledge base. Lan and Jiang
[17] proposed a modified staged query graph generation
method by allowing longer relation paths. Sun et al. [18]
proposed a novel skeleton grammar that uses the BERT-based

parsing algorithm to improve the downstream fine-semantic
parsing. To avoid generating noisy candidate queries, Chen
et al. [19] proposed abstract query graphs (AQG) to describe
query structures.*e IR-based model first extracts the subject
entities mentioned in the question and links them to the
knowledge base [20]. *en, the subgraph centered on the
subject entity is extracted, and all nodes in the subgraph are
selected as candidate answers. Chen et al. [21] used a novel
bidirectional attentional memory network to simulate the
bidirectional interactive flow between a question and a
knowledge base. Xu et al. [22] enhanced KV-MemNNs
models by a new query updating strategy to perform inter-
pretable reasoning for complex questions.

2.2.MultihopQuestionAnswering overText. Currently, there
are two mainstream branches for complex question an-
swering over textual data. *e first direction is to apply the
previous neural networks that are successful in single-hop
QA tasks to multihop QA tasks. *e Bidirectional Attention
Flow (Bi-DAF) network proposed by Seo et al. [23] has
achieved state-of-the-art results in single-hop QA datasets.
Yang et al. [12] proposed the multihop dataset HotpotQA
and used the model with the Bi-DAF module as the core
which was used as the baseline model of this dataset. Zhong
et al. [24] proposed a model combination of coarse-grained
reading and fine-grained reading. *e query-focused ex-
tractor model proposed by Nishida et al. [16] regards evi-
dence extraction as a query-focused summarization task and
reformulates the query in each hop. Because the semantics of
the questions in the multihop QA task is more complex, it is
difficult for the Bi-DAF module to fully understand the
semantics. Min et al. [25] addressed HotpotQA by
decomposing its multihop questions into single-hop sub-
questions to achieve better performance and interpretability.
Jiang and Bansal [26] proposed a self-assembling modular
model to make multihop reasoning and support fact se-
lectionmore interpretable. However, their model needs to be
trained by using a large amount of manually labeled data,
which is undoubtedly expensive. Because answers to com-
plex questions require aggregating information from mul-
tiple paragraphs and BERT cannot encode all documents at
once, Bhargav et al. [27] proposed translucent answer
prediction architecture to effectively capture the local
context and the global interactions between the sentences.

*e other direction is based on graph neural networks
(GNNs) [28]. Graph is an effective way to represent complex
relationships between entities and to obtain relationship
information. Ding et al. [29] used the implicit extraction
module and explicit reasoning module to build the rea-
soning process into a cognitive graph. Inspired by human’s
step-by-step reasoning behavior, Qiu et al. [15] proposed a
dynamically fused graph network that can predict the
subgraphs dynamically at each reasoning step. *e multi-
level graph network can represent the information in the
context in more detail. *e hierarchical graph network
(HGN) proposed by Fang et al. [14] captures clues from
different granularity levels and weaves heterogeneous nodes
into a single unified graph.
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3. Task Formulation

Suppose we are given a set of training data {Ci, Qi, Ai, Supi},
where each context Ci is composed of many documents {P1,
P2. . .Pn} related to the question and is regarded as one
connected text Ci � {x1, x2. . .xT}, and Qi � {q1, q2. . .qJ}is
regarded as a complex query; context Ci and query Qi have T
words and J words, respectively.

*e goal of the task is to design models to predict Ai and
Supi. Ai includes answer type AT and answer string AS; the
answer type AT is selected from the answer candidates, such
as “yes/no/span.” *e answer string AS is a short span in
context, which is determined by predicting the positions of
the start indexes and the end indexes when there are not
enough answer candidates to answer Q, expressed by <starti,
endi>. Supi is regarded as evidence sentences, and sup-
porting facts include more than one sentence in Ci,
expressed by<paragraph title, sentence indexes>.

4. Solution Approach

4.1. Process Overview. We describe the dual-channel rea-
soning architecture in this section. Our proposed model
consists of four components that are the input module,
contextual module, reasoning module, and prediction
module. To test the applicability of the proposed architec-
ture, the input module, contextual module, and reasoning
module, respectively, adopt different current mainstream
neural networks. *e overall dual-channel reasoning ar-
chitecture is illustrated in Figure 2.

4.2. Input Module. An input question Qi � {q1, q2. . .qJ} and
context Ci � {x1, x2. . .xT} are represented as sequences of
word embeddings and character embeddings, respectively.
*e concatenation of the character and word embedding
vectors is passed to the highway network, and the outputs of
the highway network are two matrices X1 ∈RT×d1 for the
context and Q1 ∈RJ×d1 for the query, where d1 is the di-
mension after fusion of the word embedding and character
embedding. In addition, the input module can also use a
pretrained model, BERT.*e queryQi and the context Ci are
concatenated, and they pass the resulting sequence to a
pretrained BERTmodel to obtain representations X2 ∈RT×d2

for the context and Q2 ∈RJ×d2 for the query, where d2 is the
size of BERT hidden states.

4.3. ContextualModule. To model the temporal interactions
between words in context and question, bidirectional long
short-term memory (Bi-LSTM) networks are applied above
the input module.*e output representation of Bi-LSTM are
U ∈RJ×2d1 and H ∈RT×2d1 , where 2d1 denotes the output
dimension. For the graph neural network method, identi-
fying supporting entities and the text span of potential
answers from the output of BERT are used as nodes in the
graph. Undirected edges are defined according to the po-
sitional properties of every node pair.

4.4. Reasoning Module. *e reasoning module includes the
context-query interaction layer and modeling layer. *e
typical implementation of the context-query interaction

Passage six:
“Kiss and Tell (1945 film)”, “Kiss and Tell is a 1945 American
comedy film starring then 17-year-old Shirley Temple as Corliss
Archer.”, “In the film, two teenage girls cause their respective
parents much concern when they start to become interested in
boys.”, “The parents’ bickering about which girl is the worse
influence causes more problems than it solves.”

Passage two:
“Shirley Temple”, “Shirley Temple Black (April 23, 1928 –
February 10, 2014) was an American actress, singer, dancer,
businesswoman, and diplomat who was Hollywood’s number one
box-office draw as a child actress from 1935 to 1938.”,
“As an adult, she was named United States ambassador to Ghana
and to Czechoslovakia and also served as Chief of Protocol of the
United States.”

Passage one:
“Meet Corliss Archer”, “Meet Corliss Archer, a program
from......finally returning to CBS.”, “Despite the program’s long
run, fewer than 24 episodes are known to exist.”

Answer: “Chief of Protocol”

Context:

Question:
“What government position was held by the woman who portrayed

Corliss Archer in the film Kiss and Tell?”

...

...

Figure 1: Example of multihop datasets HotpotQA.
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layer is Bi-DAF. Bi-DAF is responsible for connecting and
integrating the information of context and query words.
Finally, the contextual module output and the vectors
computed by the context-query interaction layer are com-
bined to yield G:

Gt,: � β Ht,:,
Ut,:,

Ht,: ,

β(h, u, h) � [h; u; h ∘ u; h ∘ u],

Ut,: � 
j

at,jUj,:,

at,: � softmax St,: , at,: ∈ R
T
,

Stj � [h + u + α(H, U)], Stj ∈ R
T×J

,

α(H, U) � U
T
H, α(H, U) ∈ RT×J

,

h � linear(H), h ∈ RT×1
,

u � permute(linear(U)), u ∈ R1×J
,

h � 
t

btHt,:,
h ∈ R2 d

,

b � softmax maxcol(S)( , b ∈ RJ
.

(1)

where h is tiled T times across the column, thus giving
H ∈RT×2 d, [; ] is vector concatenation across row, S is the
similarity matrix, and U and H represent the output of
context-to-query attention and query-to-context attention,
respectively. *e output G of the context-query interaction
layer is taken as the input to the modeling layer, which
encodes the query-aware representations of context words.
We use one layer of the bidirectional GRU to capture the
interaction among the context words conditioned on the
query. Since multiple documents contain thousands of
words, the long-distance dependency problem is obvious, so
a self-attention module is added to alleviate this problem.

For the graph neural network method, graph attention
networks, graph recurrent networks, and graph convolu-
tional networks, their variants can propagate messages
across different entity nodes in graphs and update the vector
representation of the original entity.

4.5. Prediction Module. *e prediction module consists of
four homogeneous Bi-GRU and linear layers. Corre-
sponding to the channels used to predict the answer are
three sets of Bi-GRU and linear layers, and they have three
output dimensions, including (1) the start indexes of the
answer, (2) the end indexes of the answer, and (3) the answer
type. *e prediction module corresponding to the evidence
sentences extraction channel only outputs the supporting
sentences predicted by the model.

5. Experiments

5.1. Datasets. HotpotQA is a recently introduced multihop
QA dataset with 113k Wikipedia-based question-answer
pairs. HotpotQA has two benchmark settings, namely,
distractor setting and full wiki setting. In the distractor
setting, for each example, there are two golden paragraphs

related to complex questions and eight unrelated ones. *e
two gold paragraphs and the eight distractors are shuffled
before they are fed to the model. Full wiki setting requires
the model to answer the question given the first paragraph of
all Wikipedia articles, in which no specified golden para-
graphs are given. Here, we focus on the HotpotQA dataset
under the distractor setting to challenge the model to find
the true supporting facts in the presence of noise. For the full
wiki setting where all Wikipedia articles are given as input,
we consider the bottleneck to be about information retrieval,
thus we do not include the full wiki setting in our experi-
ments. In HotpotQA, only the training and validation data
are publicly available, while the test data are hidden. For
further analysis, we report only the performance on the
validation set, as we do not want to probe the unseen test set
by frequent submissions. According to the observations
from our experiments and previous works, the validation
score is well correlated with the test score.

5.2.Model Comparison. We compared the results with those
of the three categories’ model. *e first category is the model
which follows the feature interaction framework, such as
models with Bi-DAF as the core component, specifically,
NMN, etc.*e second category is the reasoning model based
on a graph neural network, such as KGNN and DFGN. *e
third category is the pretrained model, such as BERT.

5.2.1. Baseline. *e baseline model was proposed in the
original HotpotQA paper. *e network architecture is
composed of context and question embedding layer, con-
textual embedding layer, modeling layer, and prediction
layer from the bottom to the top.

5.2.2. NMN. NMN is a self-assembling modular model for
multihop QA. Four atomic neural modules were designed,
namely, Find, Relocate, Compare, and NoOp, where four
neural modules were dynamically assembled to make
multihop reasoning and support fact selection more
interpretable.

5.2.3. KGNN. KGNN is a knowledge-enhanced graph
neural network (KGNN), which performs reasoning over
multiple paragraphs.

5.2.4. DFGN. DFGN is a dynamically fused graph network
that can predict the subgraphs dynamically and update
query at each reasoning step.

5.2.5. BERT. BERT has been shown to be successful on
many NLP tasks, and recent papers have also examined
complex QA using the BERT model.

5.2.6. Coarse-Grained Decomposition Strategy. To solve the
problem that the original Bi-DAF module cannot obtain a
query-aware context representation correctly for complex
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questions, Cao and Liu [6] proposed the coarse-grained de-
composition strategy, named CGDe strategy. *e CGDe is
responsible for decomposing complex questions and gener-
ating a new question which contains the semantics of inter-
mediate answers that appear in the text to a certain extent.

5.2.7. Fine-Grained Interaction Strategy. Cao and Liu [6]
proposed the fine-grained interaction strategy to solve de-
ficiencies of vanilla Query2Context, named FGIn strategy.
Instead of max pooling operation, softmax is used for each
column of the attention matrix, and then, the document
vector is dotted with each column weight. *e method
obtains J vector matrices of size (T, 2d), where J is the
number of words in the question. Finally, the J matrices are
added to obtain the output matrix of the same size as the
original Query2Context module. Comprehensive experi-
ments showed that FGIn strategy predicts the number of
evidence sentences more accurately than the baseline.

5.3. Implementation Details. To prove that our model
components and model architecture have absolute perfor-
mance advantages over the baseline model, we reimple-
mented the architecture described in the works by Yang et al.
[12] and Qiu et al. [15].

5.3.1. Baseline Model for HotpotQA Dataset. We use the
standard 300-dimensional pretrained GloVe as word em-
beddings.*e dimensions of hidden states in Bi-GRU are set
as d� 80. Using the Adam optimizer, with a minibatch size
of 32 and an initial learning rate of 0.01, an early stopping
strategy is adopted, with patience� 1.

5.3.2. Dynamically Fused Graph Network. We also used a
pretrained BERT model as the encoder, d is 768. All the
hidden state dimensions are set to 300 using the Adam
optimizer and an initial learning rate of 0.0001.

Context{x1, x2...xT}

Input module

Contextual
 module

Reasoning
 module

Prediction
 module

Answer start/answer end/answer type Supporting facts

Linear Linear

Bi-GRU Bi-GRU

or or

Graph
update

Context2queryQuery2context Context2query

Graph
update

Query2context

World level

Highway network

Contextual embeding

or

or
Graph construct

T[CLS] T[SEP]T1 T1TN TN

E[CLS]

[CLS] Token

BERT

. . . . . .

. . .

. . . . . .Token [SEP] Token Token

E[SEP]E1 E1EN EN

Character level

Question{q1, q2...qJ}

Figure 2: Overview of the dual-channel reasoning architecture.
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5.4. Main Results. *e performance of multihop QA on
HotpotQA is evaluated by using the exact match (EM) and
F1 as two evaluation metrics for answer prediction and
evidence sentences extraction. Exact match (EM) means that
the answer or evidence sentences predicted by the model are
exactly the same as the golden label. Joint EM is 1 only if the
answer string and supporting facts are both strictly correct.
*e calculation formula of Joint F1 is

P
(joint)

� P
(ans)

P
(sup)

,

R
(joint)

� R
(ans)

R
(sup)

,

JointF1 �
2P

(Joint)
R

(Joint)

P
(Joint)

+ R
(Joint).

(2)

To verify the general applicability of dual-channel rea-
soning in various neural network models, we apply dual-
channel reasoning architecture to the feature interaction
framework model and graph-based model, respectively.
Correspondingly, we selected the baseline model proposed
by Yang et al. [12] and the DFGN model proposed by Qiu
et al. [15], which are the Baseline-Dual model and
DFGN_Dual model in Table 1, respectively.

We integrate the CGDe strategy and the FGIn strategy
proposed by Cao and Liu [6] into the dual-channel archi-
tecture. *e CGDe strategy is conducive to finding the
answer, so the channel for predicting the answer in the dual-
channel architecture uses the CGDe strategy, and the other
reasoning channel uses the baseline reasoning module.
Similarly, FGIn is conducive to extracting evidence sen-
tences, and the FGIn strategy is used for supporting facts
prediction channels, which means that the dual-channel
architecture is FGIn-Baseline.

We compare our approach with several previously
published models and present our results in Table 1, where ∗
represents the result of our reimplementation of the model.
As shown in Table 1, all the results of our proposed model
are superior to those of the baseline model, especially in
supporting fact prediction tasks, both EMsup and F1sup
have greatly improved. It is worth noting that although our
model does not use any pretrained language model such as
BERT for encoding, it outperformed the methods that used
BERT such as DFGN, DFGN/BERT, and BERT Plus in the
supporting facts prediction task.

5.5. Ablation Studies. In this paper, a dual-channel rea-
soning architecture is designed for complex question an-
swering. To study the contributions of the dual-channel
structure and these two strategies to the performance of our
model, we perform an ablation experiment on the Hot-
potQA datasets.

As shown in Table 2, the three models in the dual-
channel reasoning architecture are superior to all single-
channel models on all metrics of supporting the fact pre-
diction task (see the bottom of Table 2). Table 2 shows that
when the baseline only performs answer prediction or
supporting fact prediction tasks, both EM and F1 metrics are

higher than models that simultaneously perform answer
prediction and supporting fact prediction. It shows that
when the single-channel reasoning structure is adopted, the
two tasks not only do not promote each other but also reduce
the model’s ability to extract evidence. Using the dual-
channel reasoning structure, the two tasks promote each
other, and the score of supporting facts’ extraction tasks is
higher than those of complex methods that use graph neural
networks and pretrained language models. In the CGDe-
Baseline architecture, there is a significant improvement in
the indicators on the answer prediction task, while the
performance on the supporting facts prediction task drops
slightly. As Cao and Liu [6] concluded, the CGDe model’s
ability to predict supporting facts is limited because the new
question generated contains the intermediate answer re-
quired for the first subquestion, so the support sentence that
answers the first question may not be predicted as a sup-
porting fact. In the CGDe-Baseline architecture, the per-
formance of the supporting facts prediction task is also
affected, which further proves that there is a soft interaction
between two reasoning channels in the dual-channel rea-
soning architecture.

5.6. Analysis andVisualization. In this section, we conduct a
series of visual analyses with different settings using our
approach.

For a more intuitive analysis, on the HotpotQA vali-
dation set, we evaluate the baseline model proposed by Yang
et al. [12], the dual-channel reasoning model, and the model
that only performs answer prediction task or supporting
facts prediction task. At the same time, heat maps of the
attention matrices of these models are generated. As the heat
map of the model that only performs the answer prediction
task (Figure 3) shows, the phrase “who portrayed Corliss
Archer in the film Kiss and Tell?” used to describe constraints
in the complex question has low correlation with all words in
the document (the part within the red frame in the figure).
*is means that the model only answers part of the question,
and complex questions are mistakenly regarded as simple
questions. Similar to Figure 3, the phrase “who portrayed
Corliss Archer in the film Kiss and Tell?” in Figures 4 and 5 is
also low in correlation with the words in the document, but
the correlation in Figure 4 is better than that in Figure 3, and
the correlation in Figure 5 is better than that in Figure 4.

*e reason for the high correlation of the corresponding
positions in Figure 4 is that the baseline model also extracts
evidence sentences while predicting the answer, using a
single-channel reasoning structure. *e correlation of cor-
responding words shown in Figure 5 is further superior to
that shown in Figure 4, indicating that the supporting facts
prediction task has a greater impact on the answer pre-
diction task in dual-channel reasoning architecture. It is
worth noting that although the EMans and F1ans values of the
only-ans model are slightly higher than those of the baseline
model, it may be that the only-ans model mistakenly regards
complex questions as simple questions and happens to find
the correct answer by using the reasoning shortcut pointed
out by Jiang and Bansal [13].
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*e attention heat map shown in Figures 6 and 7 is no
longer very sparse in the corresponding part of the phrase
“who portrayed Corliss Archer in the film Kiss and Tell?,”
indicating that the model has further captured the semantics
of the phrase. *is is very important for the model to extract
evidence sentences because “who portrayed Corliss Archer
in the film Kiss and Tell?” is a constraint on the complex
question.

*e main difference between our dual-channel reasoning
model and the single-channel reasoning model is the sup-
porting facts prediction task. Figure 8 reveals that the reason
for the high EM and F1 is that the dual-channel reasoning
model (baseline-baseline) rarely extracts toomany supporting
facts. *at is, it predicts the number of evidence sentences
more accurately than the baselinemodel. In addition, Figure 8
shows that the dual-channel reasoning model has a similar
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Figure 3: Attention heat map of the only-ans model.

Table 1: *e performance of our model and competing approaches on the HotpotQA dataset.

Model
Answer Sup fact Joint

EM F1 EM F1 EM F1
Baseline 45.60 59.02 20.32 64.49 10.83 40.16
NMN 49.58 62.71 — — — —
KGNN 50.81 65.75 38.74 76.69 22.40 52.82
BERT Plus 55.84 69.76 42.88 80.74 27.13 58.23
DFGN 56.31 69.69 51.50 81.62 33.62 59.82
DFGN∗ 55.19 68.68 49.72 80.67 31.53 58.26
DFGN/BERT 55.17 68.49 49.85 81.06 31.87 58.23
Our model
Baseline-Dual 49.56 64.15 47.61 83.45 26.44 55.41
CGDe-Baseline 51.23 65.42 46.71 83.03 27.69 55.77
FGIn-Baseline 50.42 64.82 48.93 84.10 27.95 56.47
DFGN_Dual 55.42 68.90 50.70 81.70 31.76 58.83

Table 2: Ablation results on the HotpotQA dataset.

Model
Answer Sup fact Joint

EM F1 EM F1 EM F1
Baseline
—Yang et al. 45.60 59.02 20.32 64.49 10.83 40.16
—Yang et al.∗ 49.06 63.62 32.01 75.40 18.12 50.36
—Only ans 49.88 64.42 — — — —
—Only sup — — 43.15 79.61 — —
Single channel

CGDe/FGIn 51.04 65.57 39.45 79.80 23.49 54.79
Only CGDe 50.81 65.20 38.78 79.35 22.62 53.86
Only FGIn 49.72 64.39 41.03 80.72 23.03 53.97

Dual channel
—Baseline-Dual 49.56 64.15 47.61 83.45 26.44 55.41
—CGDe-Baseline 51.23 65.42 46.71 83.03 26.79 55.77
—FGIn-Baseline 50.42 64.82 48.93 84.10 27.95 56.47
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Figure 5: Attention heat map of the dual/ans model.
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Figure 6: Attention heat map of the dual/sup model.
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Figure 7: Attention heat map of the only-sup model.
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Figure 4: Attention heat map of the baseline model.
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distribution to the model that only performs supporting fact
prediction tasks, and in the left half of the graph, the number
of the latter is generally higher than the former, while in the
right half of the graph, the opposite is true. *is situation
shows that the dual-channel reasoning model tends to predict
more evidence sentences than the only-sup model.

To further explore the advantages of the dual-channel
reasoning model, we calculated Kendall’s tau correlation
between the number of predicted evidence sentences of the
three models and the gold evidence sentences. As shown in
Figure 9, the dual-channel reasoningmodel improves EMsup,
F1sup, precision, recall, and Kendall’s tau.

We also introduced the two strategies of CGDe and FGIn
into the dual-channel reasoning architecture. Similarly,
Figures 10 and 11, respectively, show the number of pre-
dictions minus the number of gold sentences of several
models and the scores of all evaluation metrics.

In supporting facts prediction task, the model with the
FGIn strategy performs best; the model with the CGDe
strategy performs slightly lower than the other two models.
*e reason for this result is that CGDe decomposes complex
questions so that it is easy to ignore evidence sentences,
while FGIn can better represent each word in multiple
documents. In contrast, the answer prediction ability of the
model containing the CGDe strategy is significantly stronger
than the other two models. Finally, the dual-channel in-
ference model is not affected by the difference in the pro-
portion of the two training losses when the two tasks are
jointly optimized.

Tang et al. [30] used a neural decomposition model [25]
to generate subquestions for multihop questions to explain
the reasoning process of the question answering system to
answer complex questions. In order to be able to further

evaluate the ability of our proposed dual-channel reasoning
architecture to perform true multihop reasoning, we eval-
uated the dual-channel reasoning model, the single-channel
reasoning model, and the only-answer model on the sub-
question datasets proposed by Tang et al.

As shown in Table 3, the complex question is decom-
posed into two subquestions. Tang et al. [30] divided
complex questions in the HotpotQA verification set into two
subquestions and extracted the answers of subquestion 1
from the original text. *en, they saved the answer to
subquestion 1, subquestion 1, and all contexts to the JSON
file Dev_sub1, and they saved the answer to subquestion 2
(also the final answer to the original complex question),
subquestion 2, and all contexts to the JSON file Dev_sub2.
*e model is trained using the HotpotQA dataset and tested
on three validation sets (Dev_ori, Dev_sub1, and Dev_sub2)
to evaluate the ability of different models to answer
subquestions.

As shown in Table 4, under the first three columns,
correct represents the model answered correctly and wrong
represents the model answered incorrectly. For example, the
sixth line indicates that the model correctly answers the first
subquestion but incorrectly answers the complex question
and the second subquestion. For all experiments, we mea-
sure EM scores for question, questionsub1, and questionsub2
on 1,000 human-verified examples. When the answer pre-
dicted by the model is the same as the correct answer (both
the start index and the end index are predicted correctly), the
score is 1. *e last three columns in Table 4 indicate the
number of examples in the corresponding situation. For
example, the number of examples in which the dual-channel
model answers all complex questions and subquestions
correctly is 282.
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As shown in Table 4, the dual-channel model has the
largest number of examples that can correctly answer
complex questions and subquestions. *e model has the
least number of examples when only one subquestion can be
answered correctly, and the complex question is still an-
swered correctly because this situation is not consistent with
common sense.

6. Conclusion and Future Work

In this paper, we propose a dual-channel reasoning archi-
tecture for complex question answering. *e dual-channel
reasoning architecture is applied to the feature interaction
framework and graph-based models to verify its general
applicability. In the experiments, we show that our models

Table 3: An example in the subquestion dataset.
Dev_ori:
Complex question: what government position was held by the woman who portrayed Corliss Archer in the film Kiss and Tell?
Dev_sub1:
Subquestion 1: which woman portrayed Corliss Archer in the film Kiss and Tell?
Dev_sub2:
Subquestion 2: what government position was held by Shirley Temple?

Table 4: Categorical EM statistics (%) of subquestion evaluation for the three models.

Question questionsub1 questionsub2 Baseline model Dual-channel model Only-ans model
Correct Correct Correct 26.7 28.2 26.3
Correct Correct Wrong 8.6 6.0 8.2
Correct Wrong Correct 14.6 14.7 17.4
Correct Wrong Wrong 4.8 5.4 4.3
Wrong Correct Correct 2.9 3.2 4.0
Wrong Correct Wrong 24.7 21.4 21.4
Wrong Wrong Correct 1.9 3.0 2.2
Wrong Wrong Wrong 15.8 18.1 16.2

47.12 47.62 48.94

83.01 83.46 84.16
81.49 82.03 82.67
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Figure 11: Evaluation metrics (with two strategies).
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significantly and consistently outperform the baseline
model, especially in supporting fact prediction tasks. After
more detailed experimental analysis, it is proved that the
dual-channel reasoning structure has stronger step-by-step
reasoning ability than the single-channel reasoning struc-
ture. In the future, we believe that the following issue will be
worth studying. For the dual-channel reasoning architec-
ture, the interaction strategy between the two channels, such
as the soft parameter sharing of the homogeneous neural
network components of the two channels, is worthy of
further study.
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(e rapid development of Internet of Medical (ings (IoMT) is remarkable. However, IoMT faces many problems including
privacy disclosure, long delay of service orders, low retrieval efficiency of medical data, and high energy cost of fog computing. For
these, this paper proposes a data privacy protection and efficient retrieval scheme for IoMT based on low-cost fog computing.
First, a fog computing system is located between a cloud server and medical workers, for processing data retrieval requests of
medical workers and orders for controlling medical devices. Simultaneously, it preprocesses physiological data of patients
uploaded by IoMT, collates them into various data sets, and transmits them to medical institutions in this way. It makes the entire
execution process of low latency and efficient. Second, multidimensional physiological data are of great value, and we use
ciphertext retrieval to protect privacy of patient data in this paper. In addition, this paper uses range tree to build an index for
storing physiological data vectors, and meanwhile a range retrieval method is also proposed to improve data search efficiency.
Finally, bat algorithm (BA) is designed to allocate cost on a fog server group for significant energy cost reduction. Extensive
experiments are conducted to demonstrate the efficiency of the proposed scheme.

1. Introduction

Until now, more than 150 million people worldwide have
been suffering from COVID-19, resulting in more than 3
million deaths. Mortality rates of COVID-19 are different
across the world. In areas of poverty and lack of medical
resources, more death occurrences because of the exhaustion
of medical resources pose a significant threat to health and
safety of healthcare workers. To protect medical workers, it is
particularly important for them to use IoMT to manage,
diagnose, and provide treatment advices to patients re-
motely. (e medical devices or health detection sensors are
connected with a computer which is then connected to a
cloud sever via a network. Physiological data of patients such
as blood sugar, blood pressure, heart rate, and neutrophils
are uploaded to the computer and cloud server for storage.
Retrieving relevant data on a cloud sever enables healthcare

workers to remotely interact with patients for pathological
analysis and effective diagnosis.

At present, the industrial standards of Internet of Medical
(ings have been improved, and technological innovations
have been emerging fast. (ese have made personalized
medicine increasingly popular. Medical workers are able to
analyze patients’ physiological data remotely in their own
environment. (e development of this remote approach
depends on advancement of sensing, monitoring, and data
processing technologies. (is paper uses the Internet of
Medical(ings to deal with the challenges. Under the premise
of protecting privacy of patients’ data, the patients’ data are to
be retrieved and analyzed, through remote monitoring of
patients, diagnosis, analysis, and provision of telemedicine
suggestions. Apparently, the Internet of Medical (ings in-
volves a large number of detection devices or sensors.(ey are
widely distributed and create a large amount of data.
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In order tomanage these IoMTdevices and organize data
more efficiently, some medical institutions and medical
workers outsource large-scale data to cloud servers [1–4].
However, a “distance” between medical workers and cloud
servers likely leads to a high delay for medical workers to
diagnose and analyze diseases. At the same time, with de-
velopment of intelligent medical treatment, medical workers
need immediate and efficient retrieval of patients’ data. (is
is reasonable considering that certain diseases such as heart
disease and stroke have a rapid onset, requiring immediate
and rapid diagnosis by medical workers. It is difficult for
existing solutions to meet all the above actual needs.

In order to reduce network latency, He et al. [5] use fog
computing to efficiently utilize cloud resources in the net-
work, which brings sustainability to data processing in
IoMT. Fog computing was first proposed by Professor Stolfo
of Columbia University. Cisco redefined fog computing and
proposed an application method, which made fog com-
puting famous.(e fog computing system is located between
the cloud service and the medical worker, with features of
low latency, high computing efficiency, and decentralization.
(e architecture of fog computing system is close to the edge
of network and presents the characteristics of distribution.
Because fog computing is “closer” to healthcare workers
than to cloud services, fog computing preprocesses requests
sent by medical workers and then uploads them to cloud
servers for retrieval. (erefore, efficiency and latency are
both considered. It is better than retrieval based only on
cloud services. (erefore, fog computing based IoMT
emerges [6–9].

Because cloud server is “curious and honest” [10], tra-
ditional retrieval is generally based on plaintext retrieval.
However, directly uploading patients’ physiological data or
index to a cloud server leads to privacy disclosure of patients.
If the encrypted data are uploaded to a cloud server and the
retrieval is not processed based on ciphertext, then medical
workers need to decrypt the ciphertext before retrieving it.
Development of ciphertext retrieval based on multiple
keywords improves efficiency and accuracy of retrieval
[11, 12]. It also ensures the privacy and security of medical
workers, promoting retrieval services based on the IoMTto a
certain extent.

Different from existing ciphertext retrieval schemes in
the cloud computing, this paper constructs a ciphertext
retrieval scheme based on the fog computing system. Our
scheme adopts a vector space model. Each physiological data
is regarded as a point in a high-dimensional space, and a
corresponding data vector is generated by a medical insti-
tution. At the same time, data vectors are preprocessed to
construct a range tree index, so as to improve the efficiency
of retrieval. Finally, the data set and the range tree index are
encrypted and sent to the cloud server for storage. After the
medical workers are authorized by the medical institution,
the query vector is uploaded to the fog computing system.
(e fog computing system is “safe and reliable” and it shares
the security key with medical workers. It is also responsible
for encrypting the query vector sent by medical workers.(e
fog computing system then sends a query trapdoor and a
retrieval range vector to the cloud server. By range retrieval

on cloud server, ciphertext data are returned to the fog
computing system. Finally, the fog computing server sends
decrypted data to medical workers for disease diagnosis and
analysis.

(is paper adopts a two-layer fog computing architec-
ture. (e first layer is composed of high-end intelligent
devices, such as routers, switches, and gateways, which are
used to collect data from IoMTdevices. (e second layer is a
fog computing server group made up of multiple high-
performance servers that process data and execute orders
sent by the healthcare workers and the IoMT. However, with
high efficiency and low delay, management of resources
becomes challenging in the face of frequent command re-
quests from medical workers and IoMT. In addition, the fog
computing system has a risk of high energy cost while ex-
ecuting orders. (e energy cost mainly comes from the
execution environment, refrigeration equipment, and power
regulation. For fog computing system, high energy cost is a
key issue. Deploying the system costs a lot of energy. (e
main source of energy is fossil fuel, which potentially causes
a serious greenhouse effect. (erefore, optimizing orders
configuration of server improves efficiency of fog computing
system.

(e main contributions of this paper are summarized as
follows:

(1) (is paper proposes an IoMT retrieval service based
on fog computing, which enables medical workers to
efficiently obtain IoMT data. (e fog computing
system makes the data transmission of IoMTdevices
and the retrieval request of medical workers efficient
with low latency.

(2) A range tree is adopted to construct the index of data,
which significantly improves retrieval efficiency. In
order to prevent the privacy leakage of medical
workers during retrieval, a ciphertext retrieval
scheme based on multibody feature data was pro-
posed. At the same time, the scheme also improves
retrieval accuracy.

(3) Within the fog computing system, a scheduling al-
gorithm is designed to reduce energy cost. (is al-
gorithm can not only ensure the high efficiency of
retrieval in our scheme, but also significantly reduce
energy cost of the system.

(4) In-depth analysis of efficiency and accuracy of the
retrieval data of the scheme is provided in this paper.
Moreover, we conduct simulation on the actual data
set. Simulation results show that the proposed
scheme achieves high efficiency and accuracy, while
significantly reducing energy cost.

(e rest of this paper is organized as follows: in Section 2,
this paper introduces relevant research and illustrates in-
novation of this paper’s scheme. In Section 3, the archi-
tecture and system model of the IoMT are described, and
functions of their parts are introduced. Finally, the threat
model and symbol description are introduced. In Section 4,
the algorithm based on ciphertext retrieval is introduced in
detail. (e construction method of range tree index and
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functions of the application layer of IoMT by using range
retrieval are also introduced. Section 5 presents bat algo-
rithm (BA) which allocates resources for orders on the fog
computing system. In Section 6, security, retrieval efficiency,
and energy cost of the scheme are simulated and analyzed,
and the rationality and effectiveness of the scheme are
proved. Finally, the article is summarized in Section 7.

2. Related Work

Previous IoMT research focused on applications of physical
testing equipment. For example, Hijazi et al. [13] employed
IoMT in detection of heart sound, through signal processing
and auxiliary diagnosis, but they did not mention how to
retrieve data of patients, and data privacy protection.
Redlarski et al. [14] proposed a machine learning algorithm
to filter and analyze patient data uploaded by the IoMT to
achieve disease warning. However, this scheme, without fog
computing system, provides privacy protection with low
efficiency and long delay. Rizk et al. [15] elaborated on
privacy protection, but they did not propose how to retrieve
data. Mishra et al. [16] proposed a fog computing service
scheduling algorithm and discussed how to reduce energy
cost of fog computing system, but it was not combined with a
retrieval scheme of the IoMT.

Previous studies on patients’ data analysis and retrieval
are commonly based on plaintext, which violates patients’
privacy rights. (erefore, the current research direction
turns to ciphertext retrieval. At present, research studies on
ciphertext retrieval are mainly based on cloud services, and
there are few ciphertext retrieval studies based on fog
computing system and even fewer ciphertext retrieval
studies on IoMT. Cao et al. [17] first proposed a privacy-
preserving multikeyword ranked search over encrypted data
in cloud computing (MRSE). In this scheme, the secure
KNN algorithm is used for retrieval, and a reversible matrix
and random split indicator are used to encrypt data vectors
and retrieval request vectors, so as to realize ciphertext
retrieval. However, the index is not processed effectively in
this scheme, which results in low retrieval efficiency. Fu et al.
[12] realized personalized search by encrypting and out-
sourcing data. In the scheme, the index is partitioned into
blocks, and then the index tree is constructed by blocks. In
addition, the interest model of medical workers is added to
improve the retrieval efficiency. However, their retrieval
accuracy is low because of the truncated index tree. Xia et al.
[10] proposed a secure dynamic multikeyword sorting
search scheme based on cloud data. (e scheme is designed
based on a clustering algorithm, which clusters the data first
and then builds a tree to improve retrieval efficiency.
However, due to different values of the clustering algorithm,
the clustering and retrieval results are different, resulting in
inaccurate retrieval.

In applications of IoMT, previous studies [5, 15, 16, 18]
likely involved no ciphertext retrieval and no fog computing.
In this paper, we study and propose relevant schemes to
protect the privacy of patients, improve the retrieval effi-
ciency of medical workers, and reduce the delay of data
transmission. At the same time, this paper adopts the

scheduling algorithm of fog computing system, which re-
duces the energy cost of the whole system. In terms of re-
trieving encrypted data, Cao et al. [17] proposed the concept
of multikeyword ciphertext retrieval, but there was no ef-
ficient index processing, resulting in low retrieval efficiency.
(e scheme proposed by Fu et al. [12] divided the index into
blocks, but the blocks are simple and the structure is
complex, which results in low retrieval efficiency. Xia et al.’s
scheme [10] uses clustering algorithm, but this scheme leads
to low search accuracy. In this paper, we improve the effi-
ciency and accuracy of retrieval.

3. Problem Description

3.1. Architecture of the Internet of Medical *ings.
Figure 1 shows the architecture of the Internet of Medical
(ings used in this paper. (e architecture in the figure is
divided into three layers: perceptual layer, network layer,
and application layer. (e following is an introduction to
functions of each layer:

(1) Perceptual layer is composed of medical sensors,
identification QR codes, transmission paths, and
gateway. Patients’ blood pressure, blood sugar,
neutrophils, and other data are collected by sensors,
and they are identified by two-dimensional code. At
last, the data are uploaded to the network layer for
further processing from WIFI and other transmis-
sion channels.

(2) Network layer is composed of fog computing system
and public cloud server.(e fog computing system is
responsible for collecting the patient’s physiological
data. First, the cloud server normalizes them and
then generates a data vector Fi in which each value
represents a physical feature of the patient. Finally,
the cloud computing system sends the patient’s data
vector set F to medical institutions for encryption
before uploading them to the cloud server, which
aims to protect the patient’s privacy.(e cloud server
is responsible for collecting and storing the
encrypted physiological data of patients and the
encrypted index. Medical workers retrieve the
physiological data of patients through the range and
use them for medical analysis in the cloud.

(3) Application layer is responsible for realizing the
specific functions of the IoMT. (is paper mainly
proposes three specific functions.

First, the application layer manages patient information,
by collecting physiological data of patients and establishing a
patient information database to centrally manage patients.

Second, medical workers retrieve suspected patients’
information from the cloud by inputting range of physio-
logical data of a disease’s characteristics. For example, the
body temperature of COVID-19 patients is severally above
37.4∘C, with creatinine value of more than 100 μmol/L and
interleukin-6 of 150 pg/mL. Previous retrieval schemes, such
as KNN algorithms, retrieve the most relevant first k value.
However, normal physiological indexes of a human body are
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more likely a range rather than a specific value. (erefore,
this paper uses range search, which requires the medical
workers to input an appropriate range to preliminarily
screen out suspected patients, and then conduct further
detailed screening. (is enables remote diagnosis and
treatment, with protection for health workers from
infection.

(ird, the application layer also implements patho-
logical analysis. For example, in the case of an unknown
disease, healthcare workers want to know the physical
characteristics of the patient with the disease. (e medical
workers identify the patient with the disease by “coloring”
the patient and searching for the range of certain physi-
ological indicators. If there is a cluster of color-coded
patients within a certain range, this indicates that the
pathological characteristics of the disease are related to the
physiological index.

3.2. System Model. Figure 2 is the system model of the
scheme designed in this paper. (e following is a functional
introduction of each part of the model:

Medical institutions
(e medical institution encrypts the data set F

transmitted by the fog computing system as C, then
constructs a range tree index according to F, and
encrypts it as I. (e medical institution then delivers
the encrypted data set C to the cloud server and the

encrypted index I to the fog computing system. In
addition, medical institutions transfer the shared keys
to trusted medical workers.
Medical workers
When the medical worker obtains the shared key of the
medical institution, the medical worker transfers the
retrieval range, key k, and query vector Q to the fog
computing system according to their own retrieval
demands. (e fog computing system returns required
data to healthcare workers after it completes the re-
trieval on the cloud server. In addition, medical
workers issue orders to fog computing systems to re-
motely control IoMT devices.
IoMT device or sensor
An IoMT device or sensor collects physiological data
from a patient and uploads it to a fog computing
system. (e fog computing system then preprocesses
the data and transmits it to a medical institution. In
addition, medical workers remotely control IoMT de-
vices through fog computing system, such as adding or
deleting devices and adjusting patients’ intelligent
medical devices.
Fog computing system
(e fog computing system is “safe and reliable” and it is
responsible for receiving data uploaded by IoMT de-
vices or sensors. (e fog computing system then col-
lates the data and sends it to the medical institution to
update the data set. In addition, the fog computing
system receives the retrieval range and query vector Q

sent by the medical worker. Because the fog computing
system is safe and reliable, it shares the key with the
medical workers. (e system encrypts the query vector
and generates trapdoor according to the key shared by
the medical workers. At the same time, the fog com-
puting system generates the retrieval range vector R

according to the retrieval range and then uploads it and
query trapdoor TQ to the cloud server for retrieval. It is
also responsible for receiving the results returned by the
cloud server. Finally, the fog computing system uses the
key to decrypt the data set and send it to the medical
workers, minimizing the workload of the medical
workers.
Public cloud server
(e public cloud server is responsible for storing the
encrypted data setF and encrypted range tree indexI
uploaded by the medical institution. In addition, the
cloud server receives query trap TQ and retrieval range
vector R according to the retrieval range. (en, the
cloud server uploads the retrieval range and query
trapdoor TQ to the cloud server for retrieval, and it is
also responsible for receiving the results returned by the
cloud server.

3.3. *reat Model. In this paper, cloud servers are “curious
and honest” and follow the orders of healthcare workers. At
the same time, they “curiously” analyze the data retrieved by

Bluetooth

QR code

Zigbee

Gateway

Fog-computing

Cloud-computing

Patient information
management

Disease
diagnosis

Pathological
analysis
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layer

Network
layer

Application
layer

Sensor

Figure 1: Architecture of the Internet of Medical (ings (IoMT).
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medical workers, which eventually leads to disclosure of the
privacy of medical workers and data. Based on the available
information of cloud server, this paper establishes two threat
models:

Known ciphertext model
(e cloud server obtains the encrypted data set C and
encrypted index I sent from the medical institution.
(ey know nothing else and only attack ciphertext to
gain privacy.
Known background knowledge model
Under the condition of known background knowledge
model, the cloud server analyzes the retrieval process of
medical workers. (en, it tries to find the connection
between ciphertext and index by statistical information
of medical workers’ search records and get the con-
nection between keyword frequency and physical
characteristics data.

3.4. Symbol Description. For convenience, some notations
are first defined as follows:

(i) F: the plaintext data set F � F1, F2, . . . , Fm 

contains m patient physiological data.
(ii) C: data set F encryption form

C � C1, C2, . . . , Cm , a total of m encrypted data.
(iii) Fi: plaintext data vector Fi � fi1, fi2, . . . , fin ,

where each dimension is the normalized value of
the patient’s body index data.

(iv) I: the range tree index is built by the data vector
Fi(0< i≤m), and then the range tree index is
encrypted to get I.

(v) Q: if a dimension of query vector Q is 1, it rep-
resents the medical worker to retrieve the physi-
ological index data. If the value is 0, it indicates that
the physiological indicator data was not retrieved.

(vi) TQ: the query vector Q is encrypted to generate
trapdoor TQ.

(vii) R: the retrieval range of the patient’s physiological
index data was generated by the fog computing
system according to the retrieval range sent by the
medical workers to generate the retrieval range
vector R � ew1

, ew2
, . . . , ewn

 .
(viii) VM: the fog computing system VM is composed

of m high-performance servers, VM � V1, V2,

. . . , Vm}.
(ix) S: the list of orders sent to the fog computing

system by an IoMT device or medical worker
consists of n orders. S � s1, s2, . . . , sn .

4. Secure Storage and Retrieval of Medical Data

4.1. Framework of Ciphertext Retrieval. (e IoMT devices
upload data and send it to the fog computing system, which
is responsible for collating these data and generating data
sets. (en, the fog computing system sends the data sets to
the medical institution to update them. (e medical insti-
tution uses random numbers; a pair of reversible matrices
MT

1 , MT
2 ; master key sk; and key k to encrypt the data vector

set F and the range tree index constructed from the data
vector. (en, it sends the data set and index to the cloud
server. Medical workers submit retrieval request to fog
service system. (e fog server generates trapdoor by
encrypting query vector and uploads it to the cloud along
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Figure 2: System model.
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with the range search vector R. At last, the results are
returned to the medical worker. (e scheme framework
designed in this paper mainly includes the following
algorithms:

(i) Key generation (1l(n))⟶ (sk, k): this step mainly
generates a master key sk and key k to encrypt index
and data, respectively.

(ii) Constructing an encrypted index (F, sk)⟶ I:
the medical institution first uses the data vector set
to construct a range tree index and then encrypts it
with a secure algorithm to get index I.

(iii) Data encryption (F, k)⟶ C: the medical insti-
tution encrypts the data set using a symmetric
encryption algorithm to obtain the ciphertext setC.

(iv) Trapdoor generation (Q, sk)⟶ TQ: the fog
computing system generates a query trapdoor TQ

based on the query vector sent by the medical
worker and the key shared by the medical worker.

(v) Retrieval (TQ,I, R)⟶ CQ: in this process, the
cloud server receives the query trapdoor TQ and the
retrieval range vector R from the fog computing
system, and then it retrieves the corresponding
ciphertext data CQ in the range. Finally, it sends CQ

to the fog computing system.
(vi) Decryption (CQ, k)⟶ FQ: the cloud server

returns the retrieved encrypted data to the fog
computing system. (e fog computing system de-
crypts the data according to the key shared with the
medical workers and sends it to the medical
workers.

(e following is a detailed description of the main al-
gorithms in the scheme architecture of this paper:

Key generation (1l(n))

(e medical institution generates an (n + u + 1) di-
mensional split indicator vector H, where each element
is a random 1 or 0. At the same time, the medical
institution generates two (n + u + 1)-dimensional re-
versible matrices MT

1 and MT
2 , where each element is a

random integer. In this paper, the master key
sk � H, MT

1 , MT
2 . In addition, the medical institution

selects an n-bit pseudosequence to generate the data
encryption key k.
Building an encrypted index (F, sk)

Medical institutions construct range tree index
according to F and then extend the n-dimensional
vector A of each node in the range index tree to the
dimension vector A of (n + u + 1), in which the di-
mensions from n + 1-th to n + u-th are set as random
integers, and the dimension n + u + 1-th is set as 1.
(en, the medical institution uses the split indicator
vector H to split A. If H[i] � 0, then
A′[i] � A″[i] � A[i]; If H[i] � 1, then A′[i] is g′
random number, A″[i] � A[i] − g′. Finally, the med-
ical institution obtains the encrypted index
I � MT

1 A′, MT
2 A″  and sends it to the cloud server.

Data encryption (F, k)

Symmetric encryption algorithm (for example, AES
encryption) is adopted in medical institutions [17] to
encrypt the plaintext data set F, and the encrypted
ciphertext set C is outsourced to the cloud server.
Generating (Q, sk) by trap gate
(e healthcare worker generates the query vector Q and
sends it to the fog computing system. Similarly, the fog
computing system first extends the n-dimensional
query vector Q to the (n + u + 1) dimensional vector Q.
It randomly selects b values between the n + 1-th di-
mension and the n + u-th dimension and set them to 1.
It sets the remaining values to 0 and the value of the
n + u + 1-th dimension to a random number t ∈ [0, 1].
(e fog computing system generates Q � (r · Q, t) by
multiplying the previous (n + u) dimension vector by a
random number r and then splits Q according to the
split vector H. When H[i] � 1, Q′[i] � Q″[i] � Q[i].
When H[i] � 0, Q′[i] is a random number g,
Q″[i] � Q[i] − g. Finally, the fog computing system
generates an encrypted retrieval trap
TQ � M−1

1 Q′, M−1
2 Q″  and sends it to the cloud server.

Retrieving (TQ,I, R)

(e fog computing system sends trap TQ and range
retrieval vector R to the cloud server, where R[i] (i �

1, 2, . . . , n) represents the retrieval range of the phys-
iological data of the patient by the medical worker. (e
cloud server retrieves the list of data required by
medical workers in the range tree based on the range
tree index I, the query trap TQ, and the dynamically
updated retrieval rangeR.(e retrieval process of range
trees is described in detail in Section 5.2 of this paper.
(e physiological data are calculated as follows:

Physiological value � TQ · I

� M
−1
1 Q′, M

−1
2 Q″  · M

T
1 A′, M

T
2 A″ 

� Q′ · A″ + Q″ · A′

� Q · A.

(1)

4.2. Structure of Range Tree Index. Range tree is an im-
provement of kd-tree. Although range tree needs more
storage space than kd-tree, it has a significant improvement
in retrieval efficiency. Because the cloud server has a large
amount of storage space, it is not necessary to consider the
storage space taken by the range tree. (e scheme designed
in this paper mainly considers efficiency and accuracy of
medical workers’ data query, so the range tree is adopted to
construct the index. (e construction process is as follows:

(1) For the data set F (data vector set
F � F1, F2, . . . , Fm ), this paper constructs a bal-
anced binary search tree TR from bottom to top
according to the first vital sign data of all data
vectors, and the data vector is stored in the leaf node.
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(2) In a subtree of a nonleaf node L1 in the balanced
binary search tree TR, the data vector set corre-
sponding to all leaf nodes under this subtree forms a
subset F′ (namely, F′ ⊂ F) of F, which is called
the regular subset corresponding to L1 and denoted
as F(L1).

(3) (e data vectors in the regular subset of nonleaf node
L1 are organized according to their second vital sign
data to establish the second dimensional range tree
and form a joint structure with the first dimensional
range tree. Nonleaf node L1 has a pointer to the root
of the new tree TR1(L1) and the regular subset of the
leaf nodes under this node is the subset F″ of the
previous one-dimensional data vector set, namely,
F″ ⊂ F′.

(4) After recursive (2) and (3) steps, an n-dimensional
range tree is constructed, as shown in Figure 3.

4.3. Data Retrieval on the High-Dimensional Range Tree.
(e retrieval process of the scheme designed in this paper is
elaborated as follows:

(1) After the cloud server receives the query trap TQ, it
conducts the range retrieval according to the first
dimension of the retrieval range vector R from the
range root node in the first dimension of indexI. If
the corresponding value of the query trap gate TQ is
1, then the range retrieval is carried out in the first
dimensional range tree to find the required data
vector (leaf node).

(2) Based on the set of leaf nodes found in the first
dimension, this paper takes them as a regular subset
and finds their lowest common ancestor nodes easily
through middle order traversal. (en, from this
lowest common ancestor node to the balanced bi-
nary search tree in the next dimension, the process
excludes leaf nodes that are not included in the first
dimension range search. Finally, apply the steps in
(1) to find the required data set. If the query gate
TQ[i] � 0 (that is, the medical worker does not re-
trieve the physical characteristics data of the di-
mension), the i-th dimension is retrieved directly
from the root node to the tree of the i + 1 dimension.
In addition, in order to prevent too many retrieval
times and a narrow retrieval range width d value and
for other reasons, the datum is not searchable.
(erefore, this paper presets a minimum returned
data quantity k. If the number of leaf nodes retrieved
in the balanced binary search tree TR of a dimension
is less than k, then the backtracking algorithm is
called to find the leaf node closest to the lower bound
of the retrieval range until k data is retrieved. (en,
the retrieval is stopped and k data is returned. (is
guarantees that at least k data are returned per
retrieval.

(3) (e cloud server recurses the above two steps, and
the required data vector set is found after range
retrieval. (en, according to the id of these data, the

corresponding ciphertext is returned to the fog
computing system. Finally, the fog computing sys-
tem decrypts it and sends it to medical workers.

(e advantages of using range tree index and range
retrieval are described below:

(1) Different from the retrieval scheme of Euler distance,
this paper adopts the range retrieval scheme, which is
more suitable for range tree index with higher effi-
ciency. Meanwhile, in the medical field, most of the
physiological data is a certain range rather than a
specific value, and hence using the range retrieval is
more suitable for the IoMT.

(2) After retrieving the balanced binary search tree of
each dimension, a part of leaf nodes (i.e., the data
vectors corresponding to leaf nodes) is excluded. It
only needs to be retrieved in the balanced binary
search tree composed of this regular subset of di-
mension. In this way, we significantly improve re-
trieval efficiency.

(3) As for range retrieval, currently most schemes adopt
kd-tree. Simulation results show that the range tree
retrieval efficiency is higher than kd-tree.

4.4.*eApplicationLayer Function of IoMTRealized byUsing
Range Search. In this paper, the encrypted data is out-
sourced to the cloud server, which not only preserves the
data of patients, but also protects the privacy of patients. In
addition, the range tree index is constructed according to the
patient’s data vector set. In this way, the function of cen-
tralized management of patient information in the appli-
cation layer of IoMT is realized, and the efficiency of
retrieving patient information is improved.

Balanced binary
tree based on W1

A regular subset
F (L) of L

Leaf node

Balanced binary
tree based on W2

Balanced binary
tree based on Wn

L node

Figure 3: High-dimensional range tree construction.
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For the disease diagnosis function of the IoMT appli-
cation layer, medical workers are required to input the query
vector and multidimensional physical signs of a disease data
range in the fog computing system. (e fog computing
system normalizes the data range and uploads it to the cloud
server for retrieval according to the retrieval vector gener-
ated on the trapdoor. Finally, information about suspected
patients is returned to help medical workers diagnose the
disease.

For example, the diagnosis of uremia has three im-
portant indicators: the glomerular filtration rate is less
than 15ml/min, the serum creatinine is greater than or
equal to 707 umol/L, and the serum potassium is less than
3.5mmol/L. By uploading the data range of these indi-
cators, medical workers receive information of the sus-
pected patient within this range. (e proposed scheme
also helps medical workers to carry out pathological
analysis. For a disease with unknown pathology, medical
institutions first “color” the patients with the disease.
Medical workers select appropriate body index data for
range retrieval. If a large number of color-coded patients
appear in the search results within a certain range, it is
determined that the disease has this physiological char-
acteristic. (is helps medical workers achieve function of
pathological analysis.

4.5. Update of the Range Tree. IoMT devices generate data
and upload them to fog computing systems, where the data
are processed into a data set and transmitted to the medical
institution for updating. Medical institutions encrypt the
data and upload them to cloud servers.

4.5.1. Node Insertion. Medical institutions calculate the data
vector based on the updated data and insert each dimension
of the data vector into the balanced binary tree according to
the bottom-up rule.

4.5.2. Node Deletion. Medical institutions delete nodes in
each dimension of the range tree according to the deletion
rules of balanced binary tree. (e node deletion of the range
tree is completed after recursion to the dimension.

5. Efficient Processing of Medical Data

5.1.*eOrder Assignment Problem of Fog Computing System.
As shown in Figure 4, this paper adopts the two-layer fog
computing architecture. (e first layer is composed of in-
telligent devices, such as routers, switches, and gateways,
which are used to collect data sent by IoMT devices.

(e second layer is the fog computing server group VM

composed of multiple high-performance servers, which is
used to process the collected data and execute the orders sent
by medical workers and IoMT devices, such as the retrieval
request of medical workers and the data upload request of
IoMT devices. Each server Vi has a unique IDvi

, main
memory, bandwidth, and storage. Each order Si is calculated

by the order IDsi
, and the workload is calculated in millions

of orders per second (MIPS). For each order Si, only one fog
server Vi is assigned, and service migration is not allowed
until the order is completed. (erefore, for the order request
list S to be assigned to the sever group VM, how to allocate
the VM on the premise of meeting sla [16] without reducing
QoS (quality of service) becomes a new challenge.

In this paper, the following assumptions are made for the
fog computing system:

(1) Stipulate the expected running time of an order Si on
fog server Vj as ETCij. In addition, all order requests
are independent and heterogeneous.

(2) (e resource capabilities of all VM are
heterogeneous.

(3) An order is only allowed to execute on one Vi.

Order list S is composed of n heterogeneous orders, and
the order length Li of each order Si is represented by millions
of orders (MI). (ese orders run in a server group VM with
m servers, so you can build an n × m ETC matrix (see
Figure 5).

In addition, each fog server Vj has a processing speed Pj,
so in the ETC matrix, the order Si in server Vj has
ETCij � (Li/PjX).

Suppose the energy consumed by the server Vj in the fog
computing server group (Joule) is expressed as follows: First,
the paper gives the energy consumed by Vj per unit length
(J/MI):

Evj
�

βj, if Vj is active,

αj, if Vj is not active.
⎧⎨

⎩ (2)

Let Xij be the decision variable for whether to assign
orders to a particular VM. If the order Si is assigned to a
server in the fog compute server group Vj, then the Xij value
is 1; otherwise, it is 0. (en, the total execution time of all
orders of the j-th server Vj is

ETj � 
n

i�1
Xij × ETCij. (3)

Makespan M is the maximum time value for all VM:

Host operating system

The control center of the server

Hardware
layer

Virtualization
server layer

VM1 VM2 VMm

Figure 4: (e architecture of fog computing system.
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M � max ETj , 1≤ j≤m. (4)

(e total energy cost of Vj is

E Vj  � ETj × βj + M − ETj  × αj  × MIPSj. (5)

(us, the energy consumed by the entire fog computing
system can be obtained:

ε � 
m

j�1
E Vj . (6)

(e goal of this paper is to minimize the total cost ξ,
which is a two-objective problem. On the one hand, it is
hoped that the energy cost of fog service system is reduced as
far as possible; on the other hand, it is hoped that the
makespan M of fog service processing orders is shortened
and hence the efficiency of fog computing system processing
orders is improvable. In this paper, the total energy cost is
expressed as

Minimize ξ � M × σ + ε ×(1 − σ). (7)

In this paper, a penalty value σ is set to represent the
importance that medical workers attach to efficiency and
energy cost. If healthcare workers are focusing on reducing
energy use, they try to set a low σ value. If efficiency is
important, set a high σ value.

From the above analysis, it is observed that assigning the
order queue to the fog server group is an NP-hard problem
[16] to minimize energy cost. In order to solve this problem,
a service allocation algorithm is designed based on
Algorithm 1.

5.2. Efficient Order Assignment Based on Bat Algorithm.
(is section discusses the order allocation problem of fog
computing system. (e retrieval request of medical workers
and the upload request of IoMT device data both belong to
the order. In the process of handling these orders, if the
orders are not allocated in advance, the fog computing
system consumes a lot of energy. In order to reduce energy
consumption, bat algorithm (BA) [16] is adopted to assign
orders to the fog computing system.

Suppose that, for a server group VM consisting of m
servers, the order sequence S consisting of n orders enters
into the server group VM. An order assignment vector is
specified in the following as shown in Figure 6.

Algorithm 1 is a bionic computing technology that
imitates bats to capture food and avoid obstacles by emitting
ultrasonic pulses and acquiring echoes at night. It is stip-
ulated that bats (i.e., commands) fly at speed vi at position xi,
and each command has a fixed frequency Γmin, signal
strength G, and signal pulse rate z. By iteratively calculating
and updating the position and speed of the order, an optimal
allocation scheme is finally converged.

In the first step of the algorithm, an order set is ini-
tialized, and the order assignment vector, velocity vector,
signal strength G0 of the initial order, and pulse rate z0 of the
initial order are specified. (en, the total energy cost is
calculated according to the initial input service allocation
vector, and the initial position is set as the optimal position.
In steps 4–7 of the algorithm, the orders calculate the new
position and speed in terms of frequency, speed, and pre-
vious position. In the 8–10 steps of the algorithm, if the
generated random number is greater than the signal pulse
rate of the order, the current optimal distribution vector is
slightly disturbed to generate a new optimal distribution
vector.

In steps 11–15 of the algorithm, if the generated random
number is less than the signal strength of the instruction and
the frequency is greater than the frequency of the previous
iteration, then the change of the optimal distribution vector
is accepted, the signal strength of the instruction is atten-
uated, and the signal pulse rate of the instruction is in-
creased. Consequently, the algorithm is iterated to find the
optimal solution.

6. Analysis and Simulation of Efficiency and
Energy Cost

In this section, the retrieval efficiency and energy cost
proposed by the scheme are analyzed theoretically and
verified by simulation. In terms of retrieval efficiency, this
paper adopts the common corpus on the network as the data
set and uses C++ for simulation. In the energy cost simu-
lation, this paper adopts MATLAB 2019a for simulation.(e
simulated hardware environment is Intel Core i5-8300H
CPU, 8GB memory, and Microsoft Window 10 operating
system.

6.1. Safety Analysis. In this paper, the symmetric encryption
algorithm AES is adopted to encrypt the data set F and
generate ciphertext data set C, which is uploaded to the
public cloud server, effectively ensuring the security of the
patient’s physiological data itself. (en, reversible matrices
M1 and M2 are generated randomly, and the index of range
tree and query vector Q are encrypted to generate secure
indexI and query trap TQ. (en, the fog computing server
uploads them to the public cloud server. Since the space of
the key matrix is infinite, each randomly generated key
matrix has only one reversible matrix. (e probability that
the public cloud server correctly forges the key matrix to
crack the security index I and query trap TQ is almost 0,
effectively ensuring the security of the information con-
tained in the range tree index and query vector. Under the
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Figure 5: ETC matrix.
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known ciphertext model, the public cloud server only ob-
tains ciphertext data set C, security index I, and query
trapdoor TQ. It is not allowed to obtain any useful data
information unless it is ensured that the master key sk and
key k are not artificially disclosed. In such cases, the scheme
is safe.

In order to further prevent public cloud servers from
mining and leaking data privacy information based on
known background knowledge (that is, based on the internal
connection between the security index and the query
trapdoor), the mater key sk in our scheme is a random split
indicator vector H, which is used to randomly split the
expanded index vector A and query vector Q. At the same
time, random numbers g′ and g are introduced in this
random splitting process. (rough such a series of opera-
tions, it is ensured that multiple regional tree indexes and
query vectors are unrelated. Even if the medical workers
repeat the same query operation for many times, the query
trapdoor received by the public cloud server is different,
which displays the unlinkability of the query trapdoor and
effectively resists the statistical analysis attack. Conse-
quently, our scheme is also safe for the known background
knowledge model.

6.2. Retrieval Efficiency Evaluation. In the simulation of
retrieval efficiency, the scheme in this paper is compared
with the kd-tree scheme [19], the binary balanced tree
scheme in literature [10], and the MRSE scheme in literature
[17]. For comparison, the simulation of our scheme is to set

the number of physical feature data records to be queried to
5. We analyze the time complexity of index construction and
retrieval of range tree.

Theorem 1. Given a data vector set consisting of n data
vectors, the storage space occupied by the corresponding
p-dimensional range tree is O(nlogp−1

n n).

Proof. In each dimension of the range tree, each element in
the leaf node set (i.e., data Fi) is stored only once at each
depth. For a set of data vectors consisting of n data vectors,
the height of constructing an equilibrium binary search tree
is log n. Since the storage space of each dimension in the
range tree of each data vector is O(log n), the storage space
required to construct a one-dimensional range tree of n data
vectors is O(n log n). For a p-dimensional range tree, each
dimension of storage space needs O(n log n), so the size of
storage space required for a p-dimensional range tree is p

times that of a one-dimensional range tree, that is,
O(nlogp−1

n n). □

Theorem 2. *e p-dimensional range tree is constituted by n

data vectors, and the query time complexity is O(logpn + k)

when it is retrieved in the range tree.

Proof. To retrieve a p-dimensional range tree, the first
dimension of the range tree should be retrieved (that is, a
balanced binary search tree retrieval process), and the time
complexity required is O(log n). Next, search the remaining
p − 1 dimensional range tree to obtain the following time
complexity relationship:

Op(n) � O(log n) + O(log n) × Op−1(n), (8)

where Op(n) represents the lookup time complexity of
p-dimensional range tree and Op−1(n) represents the lookup

Input: ETC matrix, VM processing speed, maximum number of iterations.
Output: the order assignment results for the VM (fog computing server group), the total cost ξ.

(1) Initialize random order set: a random order assignment vector x, velocity vector v and frequency of each order Γ, order signal
strength G, order signal pulse rate z. In addition, I has a random variable η ∈ (0, 1);

(2) Use formula (7) to calculate total energy cost ξ;
(3) xbest is the optimal location for each order;
(4) Update the position and speed of the order according to steps (5), (6) and (7);
(5) Γ � Γmin + (Γmax − Γmin)η;
(6) vt

i � vt−1
i + (xt−1

i − xbest)Γ;
(7) xt

i � xt−1
i + vt

i ;
(8) if (rand1(0, 1)> zi) then
(9) xi � xbest + 1;
(10) end if
(11) if rand2(0, 1)<Gi and Γti > Γ

t−1
i then

(12) xi � xt
i ;

(13) Gt+1
i � rand3(0, 1) · Gt

i ;
(14) zt+1

i � z0
i [1 − e− rand4(0,1)·t];

(15) end if
(16) Repeat steps 4–15 for each order;
(17) Repeat steps 2–16 until a satisfactory convergence result or a maximum number of iterations is achieved.

ALGORITHM 1: BA.

VM1 VM2 VM3 VMm

SnS3S2S1

Figure 6: Order assignment vector.
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time of p − 1-dimensional range tree.(en, according to (9),
it is deduced as follows:

O2(n) � O(log 2 n). (9)

From the recursive formula (9) the time complexity of
dimensional range tree retrieval is O(logpn). In addition,
this paper needs to record the obtained k data; the total time
complexity is O(logpn + k).

(e retrieval efficiency of the scheme is mainly deter-
mined by the index structure of the data set and the score of
calculated data similarity. For the range tree index in this
paper, the number of queries for medical workers is set to 5
in the simulation. (is paper first analyzes the effect of
retrieval range width d on retrieval efficiency of medical
workers. If the d value is large, the result is returned with low
accuracy. If the d value is small, fewer nodes are retrieved in
the range. In order to return k results, the scheme needs to
invoke the backtracking algorithm many times, which re-
duces the retrieval efficiency. (e relation between the re-
trieval time and the retrieval range width d of our scheme is
shown in Figure 7. As seen from Figure 7, if the d value is
larger, the retrieval time is shorter; if the d value is smaller,
the retrieval time is longer. In addition, it is shown in
Figure 7 that the return of k data also has a great influence on
retrieval time. When the retrieval range width d value is
greater than 0.03, the retrieval time tends to converge. In
order to improve retrieval efficiency, it is necessary to select a
high d value, but this leads to reduction of retrieval accuracy.
(erefore, the most appropriate retrieval range width d

value for medical workers is between 0.03 and 0.05 in order
to balance the retrieval efficiency and accuracy under the
scheme proposed. A d value 0.03 is selected for this
simulation.

(e retrieval efficiency of the proposed scheme is
compared with that of other schemes. In the scheme pro-
posed by Cao et al. [17], tree-type index structure was not
used, and the retrieval time increased linearly with the in-
crease of the amount of patient data, resulting in lower
retrieval efficiency compared with other schemes. Although
both Xia et al. [10] and the scheme in this paper adopted
balanced binary search tree for retrieval, the multidimen-
sional link structure of range tree was embedded in this
paper, with high retrieval efficiency, as shown in Figure 8.
Since both this study and [10] adopt a tree structure to
construct indexes, the retrieval time is prolonged with the
increase of data quantity in a logarithmic manner. Figure 8
shows that the retrieval time of the scheme is less than that in
[10] and the retrieval efficiency is higher. Chen et al. [19]
designed an index structure based on kd-tree, whose time
complexity is close to O(

�
n

√
p + k), which is higher than the

time complexity O(logpn + k) of our scheme. Our scheme
has less retrieval time and higher retrieval efficiency than the
scheme in [19], as shown in Figure 8. Both the scheme in this
paper and the schemes in [10, 19] show a linear increase in
the retrieval time with the increase in the number of return
orders, while the retrieval time in [17] is almost unaffected by
the increase in the number of orders, as shown in Figure 9.
However, because the range tree index structure is used in

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04
Retrieval range width

0
1000
2000
3000
4000
5000
6000
7000
8000
9000

10000

Th
e r

et
rie

va
l t

im
e (

m
s)

k = 100
k = 200

k = 300
k = 400

Figure 7: Relationship between retrieval time and retrieval range
width.
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this paper, the retrieval time is much less than that of other
schemes, which further indicates that the retrieval efficiency
of this paper is higher. To sum up, the retrieval efficiency of
the scheme in this paper is superior to those from
[10, 17, 19]. □

6.3.Analysis of EnergyCost. In this paper, MATLAB 2019a is
used to implement the algorithm for server allocation. We
set β � 10− 8 × (MIPS) and α � 0.6 × β (J) in (2), the penalty
value M is 0.5, and the number of server group VMs in the
fog computing system is 10. (e scheme in this paper
compares the energy cost with PSO algorithm in [20] and
artificial bee colony algorithm in [21].

Figure 10 shows that different schemes have different
energy costs and convergence rates with the increase of
algorithm iteration times. As seen from Figure 10, the
convergence speed of their scheme [20] is slow, and the
convergence energy cost is high. In [21], although the
convergence energy cost is low, the convergence speed is the
slowest, which reduces the efficiency of order processing.
Compared with the schemes in [20, 21], our scheme has a
higher convergence speed and lower convergence energy
cost. (e relationship between the energy cost of the fog
computing system and the number of orders is shown in
Figure 11. With the increase of the number of orders, the
scheme in this paper produces lower energy cost than that of
the schemes in [20, 21].

7. Conclusion

(e traditional retrieval scheme of IoMT is faced with
problems such as privacy leakage, low retrieval efficiency,
and high system power cost. (is paper proposes a data
retrieval and analysis service scheme of IoMTunder privacy
protection based on low-cost fog computing. We set up a fog
computing system between the IoMT and cloud services to
not only improve the data retrieval efficiency, but also reduce
the service delay. We adopt range tree to construct data
index and form a multidimensional range tree structure.
(is improves the retrieval efficiency on the premise of
ensuring the index security and the unlinkability of the
portal. Moreover, this paper adopts an algorithm to allocate
resources for the orders on the fog server group, which
significantly reduces the energy cost of the system while
ensuring system efficiency. (e simulation results show that
the proposed scheme not only improves the retrieval effi-
ciency and accuracy, but also significantly reduces energy
cost compared with the existing schemes.
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With the update and iteration of Internet technology, the socialized Q&A (question-and-answer) platform realizes the cross-
border dissemination of knowledge with the main purpose of disseminating and sharing knowledge. Zhihu, as a knowledge-
sharing platform that relies on the user-generated contentmodel tomaintain operation and the strong willingness of users to share
knowledge, plays a key role in the development of the community. Currently, social Q&A platforms are facing problems such as
low user participation rate and gradual decrease in the number of active users. It is very important and urgent to explore the
factors that affect users’ willingness to share knowledge. In response to this problem, this paper builds a theoretical model of the
factors that are affecting users’ willingness to share knowledge and uses questionnaire research methods to conduct research
design and collect sample data and uses methods such as correlation analysis and structural equation modeling to verify the model
and hypothesis. +e research results show that the theoretical model of planned behavior has strong explanatory power and self-
efficacy and material rewards have a positive effect on knowledge-sharing attitudes. Finally, according to some research results,
this paper shows that, with the change of time, young people have different needs for knowledge sharing than before, while
realizing self-worth through sharing experience, and we also hope to protect own interests and hope that there are more factors to
encourage more users to share their knowledge and experience. +erefore, we propose that the platform can use incentive
mechanisms to promote knowledge sharing while helping sharers realize their self-worth, improve the existing functions of the
platform, or carry out activities to encourage users to participate, so as to achieve the purpose of knowledge sharing and maintain
the operation of the Zhihu platform.

1. Introduction

1.1. Research Significance. More and more domestic and
foreign researchers have begun to focus on the study of
knowledge sharing; in whether traditional community or
virtual community, information flow and knowledge sharing
play an important role in the development of communities.

+rough the analysis of Zhihu users’ attitudes, motivations,
and other factors affecting knowledge sharing, a knowledge
community model that provides the sustainability of
knowledge-sharing behaviors is constructed. Researching
and summarizing the influencing factors of the willingness
of community users to share knowledge can guide people to
continue knowledge sharing and information exchange in
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the Zhihu community and propose suggestions to promote
community knowledge sharing to the socialized question-
and-answer community represented by Zhihu.

1.2. Research Purpose. Whether in traditional communities
or virtual communities, the flow of information and the
development of knowledge communities are crucial. At
present, Zhihu has become a typical representative of the
knowledge community. +is article uses Zhihu users as an
example to study and analyze the factors that affect the
knowledge-sharing willingness of users in the knowledge
community. Based on the summary of domestic and foreign
research, this article combines the theory of planned be-
havior (TPB) with Zhihu community users as the research
object and discusses the influencing factors of Zhihu users’
willingness to share. +is research constructs a theoretical
research model, defines research variables and proposes
hypotheses, designs and develops measurement tools and
questionnaires, conducts data analysis and verification of
research hypotheses on the questionnaire survey data, and
then discusses and researches the results.

1.3. Status of Domestic and Foreign Research

1.3.1. Foreign Research Trends. Research on knowledge-
sharing platforms by foreign scholars started early. Harper
et al. [1] believed that the knowledge-sharing platform does
not limit the types of questions and the domains they belong
to and allows users to ask and answer a wide range of
questions without violating the law.+is widens the scope of
users’ discussions, and the platform can contact more users
with various types of questions. +e platform becomes more
flexible and active, and users have the possibility of reaching
more knowledge. Driven by knowledge and curiosity, users
will continue to be active. Choi and Yi [2] took the re-
spondents of the Yahoo community as the research object
and studied the factors that affect their knowledge-sharing
behavior. It found that altruism, ideology, self-efficacy, and
pleasure significantly positively affect the willingness to
share knowledge. +ese factors belong to the intrinsic
motivation of behavior, altruist for personality beliefs, and
likes to help others. In terms of ideology, when people’s
opinions, values, etc., collide with other opinions, whether it
is a good collision or a vicious collision, it is more likely to
lead to the generation of knowledge-sharing behavior.
Knowledge-sharing behavior is also related to the user’s
history of success or failure. +e more success stories a
person has, the higher the sense of accomplishment, the
higher the degree of trust in knowledge, and the higher the
probability of knowledge-sharing behavior, which is the
positive impact of self-efficacy. Emotionally, a happy mood
is more likely to cause people to share behaviors, not just
knowledge-sharing behaviors, and a cold mood is not easy to
produce knowledge-sharing behaviors and is more likely to
produce talk and silent behaviors. Cronk [3] combines social
capital theory with a positive emotional tone to form a new
comprehensive model. +e experimental results show that
positive emotional tone, trust, and common vision will have

a positive impact on knowledge sharing. At the same time,
the role of trust and social interaction on knowledge sharing
is regulated by the positive emotional tone. +e idea of trust
and interaction comes from emotional judgments, and
positive emotions promote the generation of trust and in-
teractive ideas. In the theory of social capital, the one with
the other in a friendly and noncompetitive cooperative
relations will be more prone to knowledge sharing.

As the influence of socialized knowledge sharing grad-
ually grows, researchers have made relevant research on the
influence of knowledge-sharing behavior. Alexander and
Nick [4] believed that self-interest, community culture, and
trust among members are positively related to the willing-
ness to share knowledge. When there are sufficient self-
interest conditions, such as answering questions to earn
reward points or accumulate personal fame, such conditions
will lead some users to actively answer questions; when
answering questions becomes a very common phenomenon
in community platforms, users are accustomed to answering
questions to each other and even indulging in the joy of
answering questions, which can also be called community
culture. +is is undoubtedly the cultural environment
conducive to the emergence of knowledge-sharing behavior.
Meng et al. [5] found that self-efficacy, trust, and result
expectations are the main factors affecting knowledge
sharing in virtual communities; on the virtual social plat-
form, people do not know each other. While seeking
knowledge to get a certain answer, another question will
follow, which is the correctness of the answer. +is scenario
is very common in virtual communities, and sometimes
wrong answers will occur. Very bad influences, such as
asking about the database addition operation, when
someone inadvertently answered the database deletion op-
eration in a joke, will cause very serious consequences and
make the trust between people in the virtual community
disappear. When there are certain official certifications or
correct certificationmarks, knowing the expected results will
make it easier for people to accept and leave a trust mark in
the virtual community, which is conducive to long-term
active knowledge-sharing behavior. According to the TPB,
Hassandoust et al. research [6] on members’ knowledge-
sharing intention found that attitude and perceived behavior
control have a significant impact on knowledge-sharing
intention, while subjective norms have no significant impact
on knowledge-sharing intention. Attitude drives behavior,
and knowledge-sharing behavior actually occurs when
members feel the need to share knowledge. When members
are subjectively required to share knowledge, it is more likely
to become an imposed burden or task, and only a small
probability of good knowledge-sharing behavior will occur.
According to the research on the influence of social network
relationship and TPB on knowledge-sharing intention and
behavior, Chen et al. [7] showed that subjective norms,
students’ attitude, self-efficacy, and social relations have a
significant positive correlation with knowledge-sharing in-
tention and indirectly influence knowledge-sharing behavior
through knowledge-sharing intention. Tao [8] constructed a
virtual community knowledge-sharing influencing factor
model based on social cognition theory and further explored
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self-efficacy, trust, perceived compatibility, and perceived
relative advantages. +e influence mechanism of these four
factors on knowledge-sharing behavior has been found to
have a significant impact on knowledge-sharing behavior.
Trust positively affects self-efficacy, and there is a significant
relationship between perceived relative advantage and
perceived compatibility.

1.3.2. Domestic Research Trends. Chen Juan, based on the
theory of self-determination, used regression analysis to study
the influencing factors of the user experience. +e results show
that the improvement of visual attractiveness and demand
satisfaction will enhance the user experience, and emotions
play a moderating role in it. Vision brings the user an intuitive
feeling, which is the first impression during the experience, and
the comfortable visual effect improves the user experience.
Inspired by the six-degree segmentation theory, Liu and Jia
proposed a knowledge contribution behavior research model
suitable for Zhihu users on the basis of the knowledge-sharing
cross graph [9]. She believes that trust, incentive system,
community culture, and results are expected to positively affect
the knowledge-sharing behavior of Zhihu users. +e trust is
high; with the question of answering rewards, the official
certificationmark, and celebrities answering, these will bemore
popular in the community.

According to the TPB, Li Zhihong introduced social
cognition theory and social exchange theory and constructed
theoretical models to obtain trust, result expectation, self-ef-
ficacy, and altruism, which were significantly related to the
willingness of members to share knowledge. Based on the
theory of social capital, Zhang Nai and Zhou Nianxi found that
social interaction in virtual communities can have a positive
impact on knowledge-sharing behavior. Based on action
control theory and TPB, Jiang Peizhen found that subjective
norms, self-efficacy, and users’ attitudes towards knowledge
sharing are significantly positively correlated, and knowledge-
sharing attitudes have a direct positive impact on knowledge-
sharing behavior. Liu et al. [10] proceeded from the social and
cultural dimensions and individual psychological dimensions
and proposed the influence of personal outcome expectations,
self-efficacy, relationships, and other influencing factors on the
willingness to share knowledge in virtual communities.
According to research, personal outcome expectations, rela-
tionships, etc. have a significant impact on the willingness to
share knowledge in virtual communities, while self-efficacy has
no significant impact on personal outcome expectations. Zhao
Yuxiang integrated social exchange theory, technology ac-
ceptance model theory, social capital theory, etc., constructed
an integrated theoreticalmodel, and proposed three factors that
affect users’ use of blogs: perceived usefulness, perceived ease of
use, and exchange costs.

2. The Definition of Theoretical Concepts

2.1. ;eory of Planned Behavior

2.1.1. ;eory of Planned Behavior’s Concept. +e theory of
planned behavior (TPB) is derived from the +eory of
Reasoned Action (TRA), which emphasizes that human

behavior is based on rational volitional control and mainly
determined by attitudes and subjective norms. +e TPB was
put forward by Icek Ajzen. Ajzen believed that all factors that
may affect behavior indirectly influence the performance of
behavior through behavioral intention. Fu [11] conducted an
empirical study on the influencing factors of individuals’ and
organizations’ willingness to explore knowledge sharing and
found that knowledge sharing is significantly influenced by
organizational image and altruism to a large extent. In
conclusion, a large number of studies have proved that the
TPB is applicable to the study of knowledge sharing.

2.1.2. TPB’s Research Status. Based on TPB, Ajzen [12] put
forward the theory of decomposing planned behavior. +ey
believe that there are multiple concepts in attitude, sub-
jective norms, and perceptual behavior control, decom-
posing attitudes into emotional and instrumental, and
dividing subjective norms into command elements and
descriptive elements; perceptual behavior control includes
two aspects of self-efficacy and controllability. According to
the research on the TPB, Keats et al. [13] pointed out that,
when predicting behavior and intention, the occurrence of
individual behavior is affected by the expectation of others.
Zahra and Mohammad and Chen [14, 15] studied
knowledge-sharing behavior using TRA or TPB theoretical
model, and the research showed that knowledge-sharing
intention has a direct influence on knowledge-sharing
behavior. Bello and Oyekunle [16] studied that knowledge-
sharing behavior is influenced by attitude, intention, and
motivation by using the TPB. Knowledge-sharing attitude
is significantly related to intention, and the knowledge-
sharing intention is also significantly related to behavior.
Jin et al. [17] used TRA to study the process of knowledge
sharing in the communication industry and found that
perceived knowledge ownership and material incentives
have a positive impact on individuals’ willingness and
behavior of knowledge sharing. Based on the TPB, Zhao
[18] integrated the key variables of expectation confir-
mation theory, social cognition theory, and social capital
theory, extended the original variables of planned behavior
theory, and constructed a new theoretical model of planned
behavior. Based on this theoretical model, this study will
build a new theoretical model to study the sustainability of
community users’ knowledge sharing.

2.2. Knowledge Sharing

2.2.1. ;e Concept of Knowledge Sharing. Knowledge
sharing is the most complicated link in all aspects of
knowledge management, and it is also the key step for
successful knowledge management. Knowledge sharing is
also a kind of dissemination behavior; from the contribution
and flow of knowledge to the adoption, digestion, and ab-
sorption of knowledge, people can acquire knowledge from
others through this behavior. +e concept of knowledge
sharing is not entirely uniform. Pilerot [19] put forward that
knowledge sharing can be explained and understood by
words such as transfer and giving. Tong et al. [20] defines
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knowledge sharing as the process of exchanging tacit
knowledge and creating new knowledge among friends,
families, organizations, or communities. Hao et al. [21], a
domestic scholar, pointed out that easiness is the basis of
knowledge-sharing behavior, and it is the marginal in-
creasing utility of knowledge that promotes the emergence
of the knowledge-sharing phenomenon.

2.2.2. Influencing Factors of Knowledge Sharing. +e re-
search results of Chan et al. [22] found that, in virtual
communities, users’ sense of community, helpfulness, and
image finally promoted members’ knowledge sharing. In the
degree of knowledge sharing, time and interest in discussion
topics played a moderating role. Koh and Kim [23] found
that, by encouraging knowledge sharing among virtual
community users, virtual community providers could en-
hance community activity and participation, enhance the
business value of the community, and finally establish the
loyalty of virtual community members to virtual community
providers. Based on social exchange theory, Yang [24]
verified that reciprocity and trust had positive effects on
knowledge-sharing behavior by using regression analysis
method. Based on rational behavior theory, Yang [25],
combined with incentive theory and social exchange theory
as a supplement, studied the mechanism of knowledge-
sharing willingness of users who have used social Q&A
websites and found that altruism and reciprocity have a
positive effect on knowledge-sharing attitude; sharing atti-
tude and self-efficacy have a significant effect on knowledge-
sharing willingness, while subjective norms have not shown
a significant effect on willingness in this research. Trust also
has a significant positive effect on sharing attitude and
willingness.

3. Construction of Theoretical Model and
Research Hypothesis

3.1. Construction of ;eoretical Model. In the research of
behavior prediction, many scholars and experts believe that
behavioral intention is closer to behavior than attitude,
belief, and feeling. +erefore, understanding an individual’s
intention for a specific behavior is an important prerequisite
for predicting whether an individual will perform the be-
havior. Fishbein and Ajzen [26] believe that attitude, sub-
jective norms, and cognition of behavior control are
important psychological factors that directly affect behav-
ioral intention. On this basis, Zhang [27] put forward four
influencing factors of knowledge sharing among individuals
in mobile Internet, which are expected organizational re-
ward, reciprocal benefit, knowledge self-efficacy, and al-
truistic beliefs, and established the following model
(Figure 1).

Based on Figure 1, influencing factors of group recog-
nition and material reward are added which are shown in
Figure 2.Wang et al. [28] believe that group recognition is an
important factor for users to build trust and increase in-
fluence in social networks. According to the social exchange
theory of Blau and Li [29], all human behaviors are

dominated by a certain exchange activity that can bring
rewards and remunerations; therefore, all social activities of
human beings can be summed up as an exchange. At
present, China’s knowledge-based communities often use
material rewards to control the behavior of this kind of
spontaneous knowledge sharing.

+is research is guided by the TPB, constructs a theo-
retical model of Zhihu users’ sharing willingness, studies the
influence of attitude and perceived behavior control vari-
ables on behavior willingness, and studies the characteristics
of Zhihu community users. Introduce reciprocity, group
recognition, self-efficacy, altruistic beliefs, and material re-
wards, and study the influence of these variables on the
knowledge-sharing willingness.

3.2. Research Hypothesis Establishment.
(1) +e influence of reciprocity on knowledge-sharing

attitude. Reciprocity as a benefit also inspires re-
sponsibility and trust among individuals. Studies as
early as the 1990s have found that reciprocity is a
significant motivator for knowledge sharing [30]. A
large number of subsequent studies have also
demonstrated the impact of reciprocal benefits on
knowledge sharing. For example, Bock and Kim
[31] elaborated the impact of expected reciprocal
relationship on knowledge-sharing attitude.
+rough empirical research, Lin [32] found that
reciprocal benefits significantly affected employees’
attitude and intention of knowledge-sharing be-
havior.+erefore, this paper proposes the following
hypotheses:

H1: reciprocity positively influences knowledge-
sharing attitude.

(2) +e influence of group recognition on knowledge-
sharing attitude. Group recognition is an important
factor that affects trust and social influence in social
networks. Group recognition is a measure of a
person’s degree of social recognition. When group
recognition is low, it means that the person’s social
credibility is low. When group recognition is high, it
means that this person is recognized by the majority
of people in society and also recognizes the
knowledge shared by him.

H2: group recognition has a positive effect on
knowledge-sharing willingness.

(3) +e influence of self-efficacy on willingness to share
knowledge. Self-efficacy will affect individuals’ in-
tention and cognitive ability to do something. Users’
subjective judgment formed after knowledge sharing
is their self-assessment of their ability to provide
valuable knowledge to other users. +e perception of
self-efficacy plays an important role in influencing
people’s motivation and behavior. Runhaar and
Sanders [33] showed that self-efficacy had a signif-
icant predictive effect on knowledge-sharing be-
havior, and people with high self-efficacy had higher
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willingness and behavior for knowledge sharing. +e
research of Hsu et al. [34] found that self-efficacy, as
intrinsic motivation, can directly or indirectly affect
the willingness to share knowledge in virtual com-
munities. Individuals with high self-efficacy have
stronger willingness to share knowledge. +erefore,
the following hypothesis is proposed:

H3: self-efficacy has a positive influence on will-
ingness to share knowledge.

(4) +e influence of altruistic beliefs on knowledge-
sharing willingness. In social question-and-answer
communities, a large number of people answer
questions for other users as contributors, choosing to
ask questions and then expounding their own views.
Gan et al. [35] found that altruistic beliefs can
promote users’ knowledge-sharing behavior in the
question-and-answer community. +e typical net-
work altruistic behavior is that the respondent, as the
contributor, answers the questions of others, which
needs to meet the needs of the recipient when the
specific value is met. +erefore, this paper proposes
the following hypotheses:

H4: altruistic beliefs have a positive effect on
knowledge-sharing willingness.

(5) +e influence of material rewards on knowledge-
sharing willingness. To complete a high-quality ar-
ticle, users need to spend a lot of time editing text or
images or even models. Knowledge sharing requires
efforts, and if efforts are proportional to returns,
users’ willingness to share knowledge can be pro-
moted. High-quality knowledge sharing requires
early accumulation and investment of a lot of time,
energy, and money. +erefore, the following as-
sumptions are listed:

H5: material rewards have a positive effect on
knowledge-sharing willingness.

3.3. Questionnaire Design

3.3.1. Questionnaire Design Instructions. In this research,
Likert five-level scale was used to measure variables. +e
questionnaire was composed of three parts:

+e first part is the introduction, which clarifies the
purpose of this research.

+e second part is the basic personal information, which
mainly includes the time, age, gender, and education level of
the respondents on Zhihu.

+e third part is the measurement question of the
variables in this research. +e respondents are required to
give a grade of 1–5 based on their personal experience, and
the corresponding levels are very disapproving, disapproving,
indifferent, approving, and very approving. Table 1 shows the
questionnaire variable design, and the questionnaire item
design is shown in Table 2.

3.3.2. Questionnaire ItemDesign. Questionnaire item design
is provided in Table 2.

4. Data Collection and Analysis

4.1. Sample Profile andDescriptive Analysis. In this research,
the data were collected by questionnaire, and the survey
methods used in this questionnaire are all distributed in the
form of network questionnaire. It is mainly distributed to the
respondents in the form of links and two-dimensional codes.
+e regulations for the respondents are user of Zhihu.
Specifically, since we defined the specific users of the
questionnaire survey as college students, the age of the users
can be confirmed as the young user group. At the same time,
in order to ensure the randomness of the questionnaire, we
randomly distributed questionnaires on major social plat-
forms to call on more young user groups to participate in the
survey. Among them, we linked the questionnaire to some
Zhihu users in Zhihu community randomly and randomly
selected and distributed questionnaires in multiple groups
on Sina Weibo, QQ, and WeChat. A total of 280 ques-
tionnaires were distributed, and 271 valid questionnaires
were collected. +e specific questionnaire survey results are
shown in Table 3.

Based on the descriptive statistics of the above survey
results, it can be concluded that the survey objects have the
following characteristics:

(1) Service life of Zhihu: 18.5% of the respondents come
to Zhihu for 1–6 months, 37.6% for 1-2 years, 26.2%
for 3-4 years, and 17.7% for more than 5 years, which
ensures that the respondents are all users who have
used Zhihu.

(2) Gender characteristics: the sample size of boys is 106,
accounting for 39.1% of the total sample. +e sample
size of female students is 165, accounting for 60.9%
of the total number of samples. Relatively speaking,
females account for a large proportion.

(3) Age characteristics: most of the respondents are
21–30 years old, accounting for 74.9%, mainly be-
cause most of the respondents are school students, so
the age structure is more consistent.

(4) Education level: the target of the questionnaire is
mainly college students, so the sample size of un-
dergraduates is 187, accounting for 69.0%, those with
junior college or below is 11.1%, those with master’s
degree account for 12.9%, and those with doctor’s
degree account for 7.0% of the total sample size.

4.2. Reliability and Validity Analysis of the Questionnaire.
Firstly, this paper uses SPSS 25.0 to analyze the reliability of
the survey data. Secondly, Excel, SPSS, and AMOS software
were used to conduct validity analysis of the questionnaire
and scale to verify the validity of the scale contents. Finally,
the goodness of fit of the model was verified by confirmatory
factor analysis.
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4.2.1. Reliability Analysis. Reliability analysis is mainly used
to test the stability or consistency of the analysis results, that
is, through multiple analysis of the questionnaire data, to
observe whether the analysis results are consistent, in order
to determine the authenticity or reliability of the empirical
research results. Generally speaking, reliability tests are
conducted in different time periods, among different re-
spondents and raters. +e higher the consistency of the final
results is, the higher the reliability of the questionnaire is.
Reliability can be divided into retest reliability, duplicate
reliability, internal consistency reliability, and rater reli-
ability. In this study, Cronbach’s alpha reliability mea-
surement method, which is widely used in previous studies
and has a high degree of recognition, is adopted to conduct
the reliability analysis of the questionnaire. Cronbach’s alpha
can fully reflect the implementation of the final scores of all
grid question indicators in the scale. It can be seen from

Tables 4 and 5 that the overall reliability of these variables is
0.938 and the Cronbach-α coefficient of each variable is
higher than the minimum standard 0.6, indicating that the
scale used in this study has good reliability and internal
consistency, and the design is reasonable.

4.2.2. Validity Test. Validity refers to the degree to which the
measurement tool can accurately measure the required
measurement characteristics, mainly including content
validity and construction validity. Content validity means
that the content of the scale is appropriate and represen-
tative, and the item distribution is reasonable, which can
reflect the characteristics of the measurement indicators. For
the content validity, this study mainly refers to the ques-
tionnaire items designed by some published articles to
modify and invited teachers to evaluate the designed

Expected organizational
reward

Reciprocal benefit

Knowledge self-efficacy

Altruistic beliefs

Knowledge sharing
attitude

Knowledge sharing
intention

External
motivation

Internal
motivation

Figure 1: A theoretical model of influencing factors of individual knowledge sharing in the mobile Internet environment.
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Group
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Material reward

Figure 2: +eoretical model of Zhihu users’ sharing willingness.

Table 1: Questionnaire variable design.

Variable Variable definition Reference
Reciprocity Respondents exchange knowledge contribution behaviors in the community Shen et al. [36]

Group recognition +e trust established by users in the social network and the satisfaction after sharing
knowledge promote sharing behavior Wang et al. [28]

Self-efficacy Personal confidence in their ability to provide knowledge Hao et al. [21]
Altruistic beliefs Contributors choose to answer the questioner’s questions Gan et al. [35]

Material rewards An incentive to influential users for their efforts Atreyi Kankanhalli
et al.

Knowledge-sharing
willingness

An individual’s judgment of the subjective probability of taking knowledge-sharing
behavior, which reflects the individual’s willingness for a specific behavior Bock and Kim [31]
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questionnaire and give relevant suggestions. +e construc-
tion validity refers to the degree to which the actual test
results explain the measurement index. As for the con-
struction validity, this study will mainly test the construction
validity of the questionnaire scale through factor analysis.
Before factor analysis, KMOmeasure and Bartlett sphere test
should be used to verify the validity of the questionnaire.
Cerny and Kaiser [37] believed that studies showed that
when KMO value was between 0.6 and 1, it was suitable for
factor analysis, and when KMO value was below 0.6, it was

not suitable for factor analysis. In this paper, the factor
analysis method was used to test the validity of the mea-
surement model and scale and obtain the Bartlett sphere test
and the KMO calculation result table. It can be seen from
Table 6 that the significance level of the Chi-square value of
Bartlett spherical test is 0.000 and KMO is 0.931, indicating
that the scale has good validity and is suitable for factor
analysis.

As can be seen from Table 7, the factor loading is about
0.5, indicating that the factor convergence effect is good.

Table 2: Questionnaire item design.

Variable Item Reference

Reciprocity While answering other people’s questions, I hope they can also answer my questions Shen et al. [36]When I share knowledge, I hope to get knowledge from the platform

Group recognition
I think sharing knowledge on the platform can be recognized by others

Wang et al. [28]A user’s trust in me is the recognition of me
Sharing useful knowledge will increase others’ recognition of me

Self-efficacy

I think I have the ability to share knowledge in the Zhihu community

Hao et al. [21]
I think I have the ability to share knowledge in Zhihu community

I feel confident that I could provide something that the rest of the community found
valuable

+e knowledge I share will be helpful to other users in the community

Altruistic beliefs I want to share my knowledge, experience, insight or skills with others Gan et al. [35]I answer questions to help people in need

Material rewards

I hope to get substantial rewards after sharing knowledge

Atreyi Kankanhalli
et al.

After sharing knowledge, I think it is very important to get the corresponding
commission

After sharing knowledge, I think the user’s subscription is very important
I hope that sharing valuable knowledge can be rewarded

I hope that the shared knowledge will be rewarded when it is useful to others
A certain amount of pay and influence in the community can encourage me to share

knowledge

Knowledge-sharing
willingness

I would like to share knowledge and information more frequently on the Zhihu
community

Bock and Kim [31]I am willing to often share my experience on the Zhihu community
I am willing to share my knowledge more frequently with other users

I am willing to comment and reply other users’ answers
I would like to use the community’s reply, comment and other features regularly

Table 3: Descriptive statistics of knowledge-sharing willingness survey.

Project Category Frequency Percentage

Time

1–6 months 50 18.5
1-2 years 102 37.6
3-4 years 71 26.2

5 years and above 48 17.7

Gender Male 106 39.1
Female 165 60.9

Age

0–20 years old 39 14.4
21–30 years old 203 74.9
31–40 years old 25 9.2
Over 40 years old 4 1.5

Education level

Junior college or below 30 11.1
Bachelor degree 187 69.0
Master’s degree 35 12.9
Doctor’s degree 11 7.0

Total 271 100.0
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Combined with the theoretical structure and factor analysis
results, six factors were finally extracted.

4.3. Experimental Hypothesis Validation Analysis

4.3.1. Simulation Fitting Degree Analysis. +is study mainly
uses AMOS 26 to process structural equationmodel analysis.
After modeling by AMOS, the measurement model of the
structural equation model in this study included 6 latent
variables, which were represented by ellipses. A total of 20
observed variables were represented by a square. +ere are

21 residuals, which were represented by circles. +e final
model is shown in Figure 3.

Table 8 shows the data of the overall fit degree of the
model, which is analyzed from two aspects: absolute fit
degree and value-added fit degree. It can be seen from the
data in the table that the indexes of the two aspects of this
model meet the evaluation criteria and the overall fitting
degree is good. +e structural equation model agrees well
with the original data of the sample and meets the standard,
indicating that the research model in Figure 3 can evaluate
the research problem of influencing factors of Zhihu users’
willingness to share knowledge.

Table 4: Overall reliability analysis data.

Cronbach’s alpha variable Cronbach’s alpha based on standardized items Number of items
0.938 0.939 20

Table 5: Reliability analysis of each variable.

Variable Number of items Cronbach α’s coefficient
Material rewards 6 0.895
Knowledge-sharing willingness 4 0.817
Group recognition 3 0.797
Self-efficacy 3 0.820
Reciprocity 2 0.786
Altruistic beliefs 2 0.690

Table 6: KMO and Bartlett test.

KMO sampling appropriateness number 0.931

Bartlett sphericity test
Approximate Chi-square 3067.643

Degree of freedom 190
Significance 0.000

Table 7: Factor matrix.

Composition
1 2 3 4 5 6

A01 0.772
A02 0.763
A03 0.753
A04 0.748
A05 0.743
A06 0.572
A07 0.730
A08 0.704
A09 0.594
A10 0.562
A11 0.746
A12 0.717
A13 0.552
A14 0.800
A15 0.754
A16 0.533
A17 0.840
A18 0.776
A19 0.638
A20 0.625
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Wen et al. research [38] shows that as long as the model
is a good fit according to several criteria (including Chi-
square criterion), the model can be considered acceptable
from some perspectives on the premise that other indexes
should also be referred to and cannot be too far from the
boundary value. +erefore, it can be considered that the
fitting degree of this model is acceptable. At the same time,
the maximum likelihood estimation method is used to es-
timate the parameters of the model, and the path analysis of
the structural equation model is used to calculate the
standardized path coefficients among the potential variables.
In addition, the standardized path regression coefficients

among model variables are studied in this paper to more
intuitively explain the results of hypothesis verification of
this research (Figure 4).

4.3.2. Hypothesis Test Result. It can be seen from Tables 8
and 9 that the hypotheses proposed in this paper are partially
valid. +e experimental results of the knowledge-sharing
willingness research model constructed in this paper show
that the path coefficients of self-efficacy andmaterial rewards
are positive and the significant p value is high, so they have a
positive impact on the knowledge-sharing willingness, while
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Figure 3: Structural equation model.

Table 8: Model fit degree.

Statistical test
volume Name Adaptation

standard
Test result

data
Model adaptation

judgment

Absolute adaptation
index

χ2/d.f. Chi-square/degree of freedom
value <3 1.733 Yes

RMR Residual root mean square <0.05 0.025 Yes

RMSEA Approximate residual root
mean square <0.08 0.052 Yes

GFI Benign adaptation index >0.9 0.913 Yes

AGFI Adjusted benign adaptation
index >0.9 0.877 No

Value-added adaptation
index

NFI Rule adaptation index >0.9 0.918 Yes
RFI Relative adaptation index >0.9 0.896 No
IFI Value-added adaptation index >0.9 0.964 Yes
CFI Comparative adaptation index >0.9 0.963 Yes
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reciprocity and group recognition have no positive effect on
knowledge-sharing willingness. According to the data, al-
though altruistic beliefs have an impact on the willingness to
share knowledge, the significance and p value are not high,
which does not indicate that it has a positive effect on the
willingness to share knowledge.

5. Conclusions

Based on the literature research and the basic situation of
Zhihu’s use, this study proposes the influencing factor model
of Zhihu users’ willingness to share knowledge based on the
theory of planned behavior. +e knowledge-sharing will-
ingness of Zhihu users was studied through multiple factors,
271 pieces valid data from Zhihu users were collected by
using questionnaires, and the research hypotheses were
verified by using the structural equation model to verify the
influence of reciprocity, social capital, group recognition,
self-efficacy, and altruistic beliefs on the knowledge-sharing
willingness. +e research results show that self-efficacy and
material rewards have a positive effect on the knowledge-
sharing willingness, altruistic beliefs are not significant, and
reciprocity and group recognition have negative effects.

Since the respondents are all representative, young
people between the ages of 20 and 30 occupy most of the
power of interpretation in this study. Because the respon-
dents are mainly randomly selected college students, the
accuracy of the proportion of young people in the age
characteristics of the questionnaire data can be determined,

which covers the main user groups of Zhihu users. Com-
pared with the continuous development of Zhihu users and
the continuous penetration of new and old users, the sample
data in this study is more representative of the knowledge-
sharing willingness of some young users. Data analysis re-
sults show that most young people at present are more
inclined to the positive impact of self-efficacy and material
rewards, which shows that many young people in society
now hope to get some opportunities to prove their social
value and are good at sharing their own experiences.
However, because, in this era of information sharing, a lot of
knowledge has been transported and cannot reflect the value
of the sharer, young people now also hope more to get some
external rewards in return for their efforts. +is is because
high-quality knowledge sharing requires the sharers to ac-
cumulate in the early stage and even invest a lot of time and
energy, and material rewards can compensate and motivate
the sharers. In this regard, today’s knowledge community
platforms must not only give sharers the opportunity to
show their self-worth, but also learn to use appropriate
rewards and incentives for users to share knowledge in order
to maintain the operation of the community platform.

+e three influencing factors of altruistic beliefs, reci-
procity, and group recognition do not have a positive effect
on the knowledge-sharing willingness, but relevant literature
has confirmed that these three influencing factors have a
positive effect on the knowledge-sharing willingness. Re-
search shows that the data in this questionnaire is not
rigorous enough or that Zhihu’s new and old users are

Material
reward

Willingness to
share

knowledge

Group
recognition

Self-efficacy

Reciprocity

Altruistic
beliefs

0.267**

–0.063

–0.081

0.500

0.3
12
*

Figure 4: Structural equation model analysis results. Note: ∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001.

Table 9: Assumption verification result.

Hypothesis Verification path Path coefficient p value Validation results
H1 Reciprocity⟶ knowledge-sharing willingness −0.081 0.374 Invalid
H2 Group recognition⟶ knowledge-sharing willingness −0.063 0.810 Invalid
H3 Self-efficacy⟶ knowledge-sharing willingness 0.312 0.050 Valid
H4 Altruistic belief⟶ knowledge-sharing willingness 0.500 0.182 Invalid
H5 Material reward⟶ knowledge-sharing willingness 0.267 0.005 Valid
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constantly changing. Users of different age groups have
different perceptions of Zhihu. +e research results only
represent the behavioral willingness of the group we studied.
+erefore, the impact of the three influencing factors of
altruistic beliefs, reciprocity, and group recognition on the
knowledge-sharing willingness, as well as the knowledge-
sharing behavior of different groups, remains to be
investigated.

Data Availability

+e data presented in this study are available on request
from the corresponding author.

Conflicts of Interest

All authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+e authors acknowledge the financial support from the
National Natural Science Foundation of China (no.
11905042), 333 Funded Project of “333 Talent Project” in
Hebei Province (no. A202001015), and Key Project of
Humanities and Social Sciences Research for the Colleges
and Universities of Hebei Province (no. SD2021017).

References

[1] F. M. Harper, D. Raban, and S. Rafaeli, “Predictors of answer
quality in online Q&A sites,” in Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems,
pp. 865–874, ACM, Florence, Italy, April 2008.

[2] N. Choi and K. Yi, “Raising the general public’s awareness and
adoption of open source software through social Q&A in-
teractions,” Online Information Review, vol. 39, no. 1,
pp. 119–139, 2015.

[3] R. Cronk, “Knowledge sharing in the online environment:
emotional intelligence, social capital, and intellectual capital
relationships,” in Proceedings of the European Conference On
Knowledge Management, pp. 232–239, Barcelona, Spain,
September 2017.

[4] S. Alexander and B. Nick, “Negotiate, reciprocate, or coop-
erate? +e impact of exchange modes on inter-employee
knowledge sharing,” Journal of Knowledge Management,
vol. 20, no. 4, pp. 687–712, 2016.

[5] H. S. Meng, L. Teresa, andM. C. Chun, “Knowledge sharing in
virtual communities: the relationship between trust, self-ef-
ficacy and outcome expectations,” International Journal of
Human-Computer Studies, vol. 65, no. 2, pp. 153–169, 2007.

[6] F. Hassandoust, M. F. Kazerouni, and V. Perumal, “Socio-
behavioral factors in virtual knowledge sharing,” Interna-
tional Journal of Knowledge-Based Organizations, vol. 2, no. 2,
pp. 40–53, 2012.

[7] Y. L. Chen, N. S. Chen, and Kinshuk, “Examining the factors
influencing participants’ knowledge sharing behavior in
virtual learning communities,” Journal of Educational Tech-
nology & Society, vol. 12, no. 1, pp. 134–148, 2009.

[8] Z. Tao, “Explaining virtual community user knowledge
sharing based on social cognitive theory,” Wireless

Communications Networking & Mobile Computing-WiCOM,
vol. 31, pp. 9538–9541, 2008.

[9] Y. F. Liu and F. F. Jia, “Research on user knowledge-sharing
behavior based on SNS,” Information Science, vol. 35, no. 1,
pp. 41–46, 2017.

[10] R. Liu, P. Tian, and W. J. Wang, “An empirical study on
influencing factors of knowledge-sharing in virtual commu-
nities in Chinese cultural context,” Information Science,
vol. 30, no. 6, pp. 866–872, 2012.

[11] Z. R. Fu, Research On Knowledge Sharing Attitudes Of In-
formation Personnel in Organizations-Multilevel Analysis
Model Method, Central University, Taiwan, Taoyuan, 2005.

[12] I. Ajzen, “Perceived behavioral control, self-efficacy, locus of
control, and the theory of planned behavior,” Journal of
Applied Social Psychology, vol. 32, no. 4, pp. 665–683, 2002.

[13] M. R. Keats, S. N. Culos-Reed, K. S. Courneya, and
M. McBride, “Understanding physical activity in adolescent
cancer survivors: an application of the theory of planned
behavior,” Psycho-Oncology, vol. 16, no. 5, pp. 448–457, 2007.

[14] T. Zahra and M. Mohammad, “Knowledge sharing behaviour
and its predictors,” Industrial Management & Data Systems,
vol. 110, no. 4, pp. 611–631, 2010.

[15] C.-C. Chen, “Factors affecting high school teachers’ knowl-
edge-sharing behaviors,” Social Behavior and Personality: An
International Journal, vol. 39, no. 7, pp. 993–1008, 2011.

[16] O. W. Bello and R. A. Oyekunle, “Attitude, perceptions,
motivation towards knowledge sharing: views from univer-
sities in kwara state,” African Journal of Library, vol. 24, no. 2,
pp. 123–134, 2014.

[17] H. Jin, Z. Yang, and F. Feng, “Research on material incentives,
knowledge ownership and organizational knowledge shar-
ing,” Science Research, vol. 29, no. 7, pp. 1036–1045, 2011.

[18] W. J. Zhao, “Research on Sustainable Behavior of Knowledge
Sharing in Virtual Community,” Central China Normal
University, Hubei, China, 2012.

[19] O. Pilerot, “Information sharing in the field of design re-
search,” Information Research: An International Electronic
Journal, vol. 20, no. 1, pp. 26–45, 2015.

[20] C. Tong, W. I. W. Tak, and A. Wong, “+e impact of
knowledge sharing on the relationship between organizational
culture and job satisfaction: the perception of information
communication and technology (ICT) practitioners in Hong
Kong,” International Journal of Human Resource Studies,
vol. 5, no. 1, pp. 19–47, 2015.

[21] Q. Hao, C. Jin, and K. Wei, “+e influence mechanism of
knowledge-sharing behavior of virtual team members: the
perspective of personal and environment interaction,”
Technological Progress and Countermeasures, vol. 36, no. 7,
pp. 138–144, 2019.

[22] C. M. L. Chan, M. Bhandar, H.-C. Chan, and L.-B. Oh,
“Recognition and participation in a virtual community,” in
Proceedings of the 37th Annual Hawaii International Con-
ference On System Sciences, p. 10, Big Island, HI, USA, Feb-
ruary 2004.

[23] J. Koh and Y.-G. Kim, “Sense of virtual community: a con-
ceptual framework and empirical validation,” International
Journal of Electronic Commerce, vol. 8, no. 2, pp. 75–94, 2003.

[24] Z. B. Yang, “Research on influencing factors and interaction of
knowledge-sharing in socialized question-and-answer web-
site,” Management Case Studies and Reviews, vol. 9, no. 3,
pp. 212–223, 2016.

[25] H. J. Yang, “An empirical study on the influencing factors of
users’ willingness to contribute to social Q&A,” Library Sci-
ence Research, vol. 14, pp. 29–38, 2014.

Complexity 11



[26] M. A. Fishbein and I. Ajzen, Belief, Attitude, Intention and
Behavior: An Introduction to ;eory and Research, Reading,
MA: Addison-Wesley, Boston, MA, USA, 1975.

[27] Z. Zhang, An Empirical Study on the Influencing Factors of
Individual Knowledge-Sharing in the Mobile Internet Envi-
ronment, University of Science and Technology of China,
Hefei, China, 2015.

[28] X. L. Wang, Q. Y. Zhang, and Q. Liu, “Path analysis of the
influence of knowledge-sharing and knowledge innovation on
organizational performance,” Journal of Inner Mongolia
University of Technology (Natural Science Edition), vol. 33,
no. 4, pp. 315–319, 2014.

[29] P. M. Blau and G. W. Li, Exchange and Power in Social Life,
Commercial Press, Beijing, China, 2008.

[30] T. Connolly and B. K.+orn,Discretionary Databases:;eory,
Date and Implications, Sage Publications, New York, NY,
USA, 1990.

[31] G. W. Bock and Y.-G. Kim, “Breaking the myths of rewards,”
Information Resources Management Journal, vol. 15, no. 2,
pp. 14–21, 2002.

[32] H.-F. Lin, “Effects of extrinsic and intrinsic motivation on
employee knowledge sharing intentions,” Journal of Infor-
mation Science, vol. 33, no. 2, pp. 135–149, 2007.

[33] P. Runhaar and K. Sanders, “Promoting teachers’ knowledge
sharing: the fostering roles of occupational self-efficacy and
human resources management,” Educational Management
Administration & Leadership, vol. 27, no. 5, pp. 1–20, 2014.

[34] M.-H. Hsu, T. L. Ju, C.-H. Yen, and C.-M. Chang, “Knowledge
sharing behavior in virtual communities: the relationship
between trust, self-efficacy, and outcome expectations,” In-
ternational Journal of Human-Computer Studies, vol. 65,
no. 2, pp. 153–169, 2007.

[35] C. M. Gan, W. J. Wang, and P. Tian, “Research on the
psychological incentives of knowledge exchange and sharing
in academic blogs,” Journal of Library Science in China,
vol. 38, no. 3, pp. 91–99, 2012.

[36] Y. F. Shen, B. Liao, and Y. Xu, “Research on the influence of
reputation system on knowledge sharing activities in social
Q&A communities,” Journal of Information, vol. 37, no. 11,
pp. 1154–1163, 2018.

[37] B. A. Cerny and H. F. Kaiser, “A study of a measure of
sampling adequacy for factor-analytic correlation matrices,”
Multivariate Behavioral Research, vol. 12, no. 1, pp. 43–47,
1977.

[38] Z. L. Wen, J. T. Hou, and H. Marsh, “Structural equation
model testing: fitting index and chi-square criterion,” Psy-
chological News, vol. 2, pp. 186–194, 2004.

12 Complexity



Review Article
Topic Detection and Tracking Techniques on Twitter: A
Systematic Review

MeysamAsgari-Chenaghlu ,1Mohammad-RezaFeizi-Derakhshi ,2 Leili Farzinvash ,3

Mohammad-Ali Balafar ,3 and Cina Motamed4

1Department of Computer Engineering, University of Tabriz, Tabriz, Iran
2Computerized Intelligence Systems Laboratory, Department of Computer Engineering, University of Tabriz, Tabriz, Iran
3Faculty of Electrical and Computer Engineering, University of Tabriz, Tabriz, Iran
4Department of Computer Science, University of Orléans, Orléans, France
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Social networks are real-time platforms formed by users involving conversations and interactions. ,is phenomenon of the new
information era results in a very huge amount of data in different forms andmodalities such as text, images, videos, and voice.,e
data with such characteristics are also known as big data with 5-V properties and in some cases are also referred to as social big
data. To find useful information from such valuable data, many researchers tried to address different aspects of it for different
modalities. In the case of text, NLP researchers conducted many research studies and scientific works to extract valuable in-
formation such as topics. Many enlightening works on different platforms of social media, like Twitter, tried to address the
problem of finding important topics from different aspects and utilized it to propose solutions for diverse use cases. ,e im-
portance of Twitter in this scope lies in its content and the behavior of its users. For example, it is also known as first-hand news
reporting social media which has been a news reporting and informing platform even for political influencers or catastrophic news
reporting. In this review article, we cover more than 50 research articles in the scope of topic detection from Twitter. We also
address deep learning-based methods.

1. Introduction

Topic detection and tracking, which is also called TDT, is
techniques and methods used for detecting news or docu-
ment related topics best fitting their relevant intellectual
material and also tracking these events or detected topics
through dedicated media. Topic detection is a summariza-
tion problem that must fulfill certain demands. Topic as a
summarized tag-set of an input document is different from
an event which in most cases is a real-world phenomenon
with certain spatial and temporal properties [1, 2]. ,is tiny
difference between a topic and an event becomes more clear
when talking about social networks. Identification of on-
going events on media can be expressed as detection while
tracking of these events and storyboarding is tracking. ,is

so called media can be a single document, group of multiple
documents, or even a social media like Twitter. Topic de-
tection and tracking has been widely applied to documents,
offline corpus, and newswire, including a pilot study running
from 1996 till 1997 and sponsored by DARPA [3].

Social media services like Twitter, Facebook, Google+,
and LinkedIn play an important role in information ex-
change. In case of Twitter, the data exchange metrics predict
that 7,454 tweets are sent per second which are about
644,025,600 tweets per day [4]. ,is metric for 2013 was
reported by Twitter officials to be more than 500,000,000 per
day [5]. Importance of this large amount of data that has
large variety of topics which users tend to talk about comes
to light when researchers revealed that users are most likely
to talk about real-world events in social media networks
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more than traditional news and bloggingmedia. Detection of
topics on these short messages can make a more describing
insight of users opinions about named events and real-world
occurrences.

A new research area of this TDT race has begun while
new social media like Twitter has come to existence. Twitter
by its nature is composed of users instantly sending short
posts called tweets. ,ese tweets can be daily life messages
of a user such as “i ate a pizza! yaaay!”; important messages
from a technical society like “Ubuntu 16.10 release date is
soon!”; or even a political message like “WikiLeaks oper-
ative: Clinton campaign emails came from inside leaks, not
Russian hackers.” ,ese messages are often tagged with
specific word to make it addressable and fetchable. Figure 1
shows an example of tagging in Twitter. However, mostly
this tag does not show much relation between desired news
and topics, only a user’s point of view in relation to his/her
tweet. One message can be about voting while another is
related to feeding ducks and both are tagged as #DuckTales.
,is issue can be addressed as variety from big data aspect
and ambiguity from natural language processing aspect.
Moreover, detection of a real-world event with large vol-
ume and velocity of data requires more research than
finding an event on selected and filtered datasets [6].
Another problem with this media is noisiness of posted
tweets. ,ese tweets, unlike news articles and intellectual
documents, are not well written and contain misspelling,
grammatical errors, and even words or expressions like
“yaaaaaay” that are not literary. Expressed problems of this
media make TDT task much harder.

Data mining and artificial intelligence community has
seen many research works done in this scope which show
promising leverage compared to each other. Many of these
works are based upon simple bag of words model while
others keep searching on probabilistic topic models and still
some of them look for sudden change in monitored
properties. ,e common part of them all is the use of natural
language processing techniques and methods instead of
character level stochastic n-gram models.

,ese methodologies have come to aid in accomplishing
the task of detecting and tracking events, and topics on social
media streamlines are emerging to answer couple of ques-
tions such as the following:

(i) What everybody talks about in a specific time?
(ii) What is trending?
(iii) What happens somewhere on Earth?
(iv) Also, dynamic answered questions which have

temporal and spatial properties with great increase
of public interest.

In order to find most related articles to this scope, we
used Google Scholar academic search engine. First we
prepared our search keywords that are listed as follows:

(i) Topic detection
(ii) Twitter topic detection

(iii) Twitter event detection
(iv) Twitter event extraction
(v) Twitter topic extraction
(vi) Twitter topic tracking
(vii) Twitter event tracking.
(viii) Twitter trending topic.
(ix) Twitter trending event

We used citation per year metric to get an overall metric
of importance of each article from an academic point of
view. We used a threshold of two for this metric and
eliminated articles that had less than two citations per year.
In case of new articles, such as the ones that are published in
the past two years, we did not remove them from the list even
if they have less than two citations per year. In order to make
sure that the unrelated articles are eliminated from the list,
we read the title and abstract of each article and eliminated
ones that are not related to our review title. Afterwards, we
categorized the remaining articles based on their novelty and
methodology. ,e remaining articles are the ones used to
conduct this research.

,is review article is organized as follows: Firstly, Section
2 describes Twitter as a service. Section 3 categorizes and
explains existing methods and models. In Section 4, pre-
processing as a general step which is common between
methods is explained. Section 5 details the methods and
approaches based on different categorizations. Section 6
provides a general discussion about data and evaluation
issues. At the end, Section 7 concludes the paper.

Figure 1: Some tweets related to a hashtag: #DuckTales.
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2. Twitter

Twitter is described in the current section and its respective
features are detailed. In Section 2.1, this microblogging
service and its data types are explained. Section 2.2 discusses
the details of TDT task obstacles in case of Twitter. Finally,
in Section 2.3, the social big data tools are explained and
detailed.

2.1. Twitter Microblogging Service. Twitter as one of the
largest social blogging services is the world’s fifteenth
website, and in the United States of America it is the ninth
and has been linked by over 6,087,240 websites (extracted
fromAlexa website). Its services include posting of short text
messages on online Twitter platform which also enables
users to track posted short messages of other users by fol-
lowing them.,ese short messages are called tweets that may
contain a GIF image, a short textual message containing 140
characters or less including some emojis or only text, an
image, or a poll. All of these parts are listed as parts of a
tweet:

(1) A short text message composed of 140 characters or
less that can contain emojis

(2) An image
(3) A GIF describing short text message, feeling, or

anything else
(4) A poll question with predefined answers (only one of

last three parts of a tweet can be used)

Twitter allows users to communicate in their respective
social network with other users by these tweets. ,ey can
share their ideas, feelings, polling questions, pictures, and
anything else that has no contradiction with its rules. A tweet
posted on Twitter can be seen by other users by default
unless users change their privacy settings to make it readable
to only followers list or specific people.

A Mention or Reply tweet can be made by using “@”
symbol before a user name. ,ese replies or mentions create
a more social web service by helping users to interact with
and reply to each other. Retweet is also another feature of
Twitter that allows users to resend or forward another user’s
tweet to their respective followers. Hashtag is also another
feature of Twitter that helps users categorize their tweets
with use of a “#” sign and a word related to the posted tweet;
this simple keyword style helps in tweets retrieval and
categorization and is also used by Twitter to detect trending
events.

Twitter also provides an application programming in-
terface (Twitter API) that enables developers and researchers
to access its streaming tweets. ,is streaming can be filtered
out by location, specific keyword, author, etc.

2.2. Challenges of Twitter for Event Detection and Tracking
Task. Twitter as a great information source that is de-
scribed in the earlier section has enormous information

retrieval issues that make event detection and tracking task
in its growing social network much harder. Twitter streams
usually contain large amount of rumor tweets that have
been generated by users or spammers. ,ese fable, fiction,
and in most cases mendacity tweets greatly affect the
performance of event detector and tracker systems. An-
other issue arises when most of tweets are related to daily
life of users, that is, about their personal information and
daily activities. In some cases such as elections, these daily
activities can be used to retrieve good information, but in
the case of general event detection, they are not so much
helpful. For a good event detector and tracker system, it is
necessary to separate this irregular and polluted infor-
mation from useful information.

Twitter messages are as short as 140 characters as the
maximum size, which raises another problem. ,ese short
messages must be grouped or preprocessed to make a longer
stream of tweets. Event detection and tracking in general
long documents and newswire is much easier in terms of
sparsity and irrelevance of documents than in the case of
short blogging services such as Twitter. Most of Twitter posts
contain grammatical errors and misspellings that make it
harder compared to regular newswire. Twitter, as a source of
user generated data, mostly contains many unseen words
that are only seen in short messages. As an example of such
words and abbreviations, we can name the word “OMG”
which is equivalent to “Oh My God”; such words are used
and generated frequently by users. Users also add mis-
spelling and lengthen to such words, which results in a very
unpleasant issue.

All of the mentioned problems are also added to big data
3-Vmodel in which a large variety of velocity data along with
big volume are generated and need to be processed just-in-
time to be monitored and tracked. ,is 3-V model is much
more generalized than the 5-V model that is defined as
follows:

(i) Volume denotes large amount in terms of tally about
data that is streamed or generated. Processing,
grouping, clustering, and making useful informa-
tion out of large scale data are crucial in information
retrieval applications and also in case of Twitter-like
social networks.

(ii) Velocity indicates speed of data generation or
transfer. Streaming and online data sources such as
Twitter possess this property in which real-time
information extraction applications are needed to fit
this kind of speed.

(iii) Variety is called difference of data gathered from a
data source in which various data types are gen-
erated and collected to be processed. In case of
Twitter, this data is different because users’ gener-
ated data types are about distinct topics and events.

(iv) Value describes the process of information ex-
traction from big data sources. It is also known as
big data analysis that in case of Twitter is noted as
big social data analysis.

Complexity 3



(v) Veracity refers to correctness and accuracy of in-
formation extracted from a big data source. It is also
known as data quality [7]. ,is quality is poor for
some tweets (user generated daily life tweets) while
it is rich in case of Twitter newswire accounts (such
as a news channel related Twitter account that only
posts rich tweets about real-world events).

2.3. Social Big Data Tools. Many tools for different appli-
cations of social big data analysis, storage, database systems,
cluster computing, web crawler, data integration, parallel
data flow, and complex event processing are presented by
different companies. ,ese tools are trivial for today’s big
data analysis and of course for Twitter data analysis. Some
methodologies in this review use some of these tools while
others do not:

(1) Lucene is a free and open-source information re-
trieval java library that has been ported to other
programming languages such as PHP, C#, C++,
Python, and Ruby. Indexing, searching, and rec-
ommendation are other capabilities of this tool. It
has its own mini-query syntax which is easy to grasp,
and its nature helps researchers and information
retrieval industry to use it as a free and open-source
Apache foundation tool [8, 9].

(2) Apache Storm is another free and open-source real-
time computing system. It can reliably process un-
bounded streams of data for real-time applications. It
is simple and can be used with any programming
language [10].

(3) NoSQL databases such as MongoDB are designed to
store and retrieve any data with big data properties in
large scales. Social data storage and retrieval require
NoSQL databases to perform computing tasks [11].

Other tools and programming languages can be used in
this particular job, but the main properties of social big data
require making use of the described tools as their relativity.

3. Categorization of Methods

Existing methods for event detection and tracking task in
Twitter can be categorized in different ways based on diverse
points of view. One of these categorizations distinguishes
between methods that only detect versus methods that detect
and track events. Some of existing methods only detect while
others track detected events and make storyline of detected
topics based on timeline of tweets. ,e first one is also be
known as topic detector while the other one realizing im-
portance of tracking is an event detector and tracker, re-
spectively, abbreviated as TD and EDT.

Another categorization is raised when different methods
use different Twitter data sources. Some use offline datasets
for detection and/or tracking while others make use of
online Twitter API. ,is distinction of data acquisition for
training and testing part of algorithms raises a comparison
error when comparing performance and results accuracy of
existing methods.

Two other categories for event detection and tracking are
known as retrospective event detection and new event de-
tection. ,ese two are abbreviated as RED and NED. ,e
main focus of RED is to discover previously unidentified
events from offline datasets and documents while NED is
focused on finding new events in online data streams. For
TDT tasks, these two concepts are broadly investigated, and
many research articles have been published to fulfill this task.
From Twitter point of view, event discovery algorithm can
be either NED or RED. Iterative clustering algorithms such
as k-means are a common practice in RED category. Firstly,
a document, sentence, or short tweet is selected as an entity
and other entities are compared to the first one; if it is close
enough in terms of distance in vector space, then both are
merged to form bigger cluster; if not, a new cluster is created
and this object is assigned to that new one. ,is process
continues until all objects (documents/sentences/tweets) are
finished. In contrast to RED, NED does not have any initial
query or cluster; thus, it must provide some decision rules
between new or old events. TF-IDF metric is used in some
practices to compare new streams and old ones. In some
cases a time attribute is also added to close clusters when
specific time is passed; for example, after three days, no
further tweets are added to that specific cluster.

“New” and “retrospective” terms belong to document-
pivot techniques in which algorithms are designed to in-
vestigate textual properties of related objects. ,ese tech-
niques aim to provide some metrics to compute similarity of
objects based on their textual and linguistic properties.

Being in contradiction to document-pivot methods,
feature-pivot methods aim to find rapidly growing property
in detection stream. ,is so called bursty activity with rising
frequency describes a new event fortuity. For example,
maybe a huge rise in hashtag usage frequency in Twitter is
due to a new event which is happening or has been occurred
recently.

Some Twitter event detection and tracking methods use
predefined information about users or administrators in-
terests. ,ese methods are known as specified event de-
tectors. Some other techniques do not need any information
about events to be tracked and detected and find the real-
world occurrences, topics, and events by their properties in
frequency raise pick or in terms of similarities. ,ese two
distinct methodologies are known as specified event and
unspecified event detection and tracking systems.

As described in this section, many categorizations are
drawn for event detector systems; these categorizations lack
the main methodology part of algorithms. Section 5.1 de-
scribes a new categorization and explains existing methods
under this categorization. Table 1 shows a list of method-
ologies that are studied through this manuscript.

4. Preprocessing

Preprocessing of data in data mining related applications is a
common practice while it is also inevitable in the Twitter
event detection task. ,is task includes parts such as data
normalization, removal of noisy data, and amendment. NLP
tasks require grammatically correct text with certain
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properties. Preprocessing is one of the main parts of social
big data analysis subtasks. Short tweets communicated
through Twitter service as described before need to be
processed to be ready for further event detection compu-
tations. Removal of stop words and punctuation marks is a
crucial step in preprocessing of natural language processing
related data mining tasks [38]. Identification of URLs and
emojis is also needed. Regular expressions can be used to
detect URLs in short messages.

In some cases, stemming is also applied for unification of
processed words while non-target-language words are also
vanished in this process. Elimination of non-target-language
words helps improve extracted topic to be in a target lan-
guage. Tokenization is also another part of preprocessing
that gives unique tokens to each word in a tweet. ,is part of
preprocessing is more crucial in TF-IDF (Term Frequency-
Inverse Document Frequency) related models.

Some methodologies like EvenTweet [26] use WordNet
[39] check as part of their preprocessing. ,is WordNet
dictionary lookup improves correctness of preprocessing

output; thus, no non-English and incorrect words will be
used for event detection task. Slang word translation is also
used to translate user generated words into their formal
meaning.NoSlangwebsite is also a common tool for this task
[40].

Common information retrieval processes from Twitter
or any other online web-based data sources require special
preprocessing techniques. One of these techniques is re-
moval of unwanted and trashy character sets such as HTML
tags. Sometimes these trashy looking character sets seem to
be useful (in case of encoding and critical information re-
lated to data). White space and punctuation marks that are
also called white spaces need to be sorted out. An example of
these occurrences is Ph.D. that has ambiguity of end of
sentence; another example is $5.79.

,e main concepts of a clean and clear text are Word
Token and Word Type. ,e first one refers to occurrences of
words that are numbered while the latter one implies unique
words that are entries of a table called vocabulary list.
Tokenizing a text is a natural language processing task aimed

Table 1: Twitter topic/event detection/tracking related studies.

Reference Detection method
Detection

type
Detection

task Data collection
Dataset Detection task

Event Topic RED NED
[12] Naı̈ve Bayes classifier ✓ ✓ Twitter API, handpicked users Hot news detection
[13] BScore based BOW clustering ✓ ✓ Twitter API (offline) Disaster and story detection
[14] BOW distance similarity ✓ ✓ Twitter API FSD (first story detection)
[15] BNgram and TF-IDF ✓ ✓ Offline datasets Topic detection
[16] Cross checking via Wikipedia ✓ ✓ Twitter API, Wikipedia Hot news detection
[17] Formal concept analysis ✓ ✓ RepLab 2013 dataset Topic detection
[18] FPM (frequent pattern mining) ✓ ✓ Twitter API Event detection

[19] FPM ✓ ✓ Super Tuesday/FA Cup/US
elections Topic detection

[20] FPM (hierarchical clustering) ✓ ✓ Topic dataset from CLEar
system Topic detection

[21] FPM (TF-IDF & n-gram improved) ✓ ✓ Twitter API Event detection

[22] GPU improved TF-IDF
approximation ✓ ✓ Offline dataset Topic detection

[23] BOW similarity ✓ ✓ Offline dataset Topic detection

[24] Word embedding SemEval dataset Twitter sentiment
classification

[25] Spatiotemporal detection ✓ ✓ Offline dataset Targeted-domain event
detection

[26] Clustering of temporal & spatial
features ✓ ✓ Twitter API Event detection

[27] Geographical regularity estimation ✓ ✓ Twitter API Geosocial event detection
[28] BOW clustering ✓ ✓ Twitter API Event detection & analysis
[29] Probabilistic modeling ✓ ✓ Twitter API Early disaster detection
[30] FPM ✓ ✓ Offline dataset Event detection

[31] Heartbeat graph ✓ ✓ Super Tuesday/FA Cup/US
elections Topic/event detection

[32] Enhanced heartbeat graph ✓ ✓ Super Tuesday/FA Cup/US
elections Topic/event detection

[33] Sentence BERT/streaming graph
mining ✓ ✓ ✓ Super Tuesday/FA Cup/US

elections Topic/event detection

[34] Universal sentence encoder ✓ ✓ ✓ COVID-19 dataset COVID-19 topics
[35] TF-IDF, CCA, and BTM ✓ ✓ Twitter API Trend ranking
[36] LDA, USE, and SBERT ✓ ✓ COVID-19 dataset COVID-19 topics
[37] Autoencoder and fuzzy c-means ✓ ✓ Berita Trend ranking
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at tokenizing words and giving them unique numbers in
sentence which later will be used by tasks such as stemming
or part of speech tagging.

As discussed so far, preprocessing is an essential and
inevitable part of any natural language processing algorithm,
and in case of Twitter TDT task it is also demanded.

5. EventDetection andTracking Task in Twitter

Event detection and tracking task in Twitter is a well in-
vestigated research issue. ,is section provides details of
approaches that are applied to this problem.

5.1. Event Detection in Twitter: Methodological
Categorization. Event detection and tracking in most of
cases is composed of known data mining methods that have
been used before in different areas. Such algorithms and
methods are combined with NLP techniques to obtain better
results over testing process of algorithms. In this subsection
we try to categorize existing algorithms for this task with
respect to their utilized data mining and NLP methods.

5.1.1. Bag of Words Methods. Inclusive methods of this
category mainly use TF − IDF metric to extract final topic
related to tweets, and any other features of a sentence like its
part of speech tags are disregarded. Term Frequency-Inverse
Document Frequency, abbreviated as TF − IDF, is a com-
mon metric among most of topic detection or extraction
methods and is described as (1) and (2). Respectively, t and d

in these equations refer to term and document, which in case
of the latter can be assumed as a single document containing
more than a tweet, maybe couple of tweets or just a single
tweet which can also be referred to as a message. Further-
more, count(t in d) represents counting occurrences of term
t in document/message d while count(d has t) denotes
counting documents/messages that have at least one oc-
currence of t.

A similarity metric is used with utilization of TF − IDF to
compare two separate tweets in [41]. ,is similarity metric
described in (3) is used as a score function to group new
messages; a message that does not belong to any group is
considered to be a new group. New groups are populated in
order of classification of new messages with respect to score
function. To avoid unrelated messages to first one in a group,
all messages are compared to first message and top k
messages.

tf(t, d) �
count(t ind)

size(d)
, (1)

idf(t) � 1 + log
N

count(d has t)
, (2)

similarity d1, d2(  � 
t∈d1

tf t, d2(  × idf(t) × boost(t).
(3)

Another method described in [12] represents a new
architecture for news related TDT task from Twitter. In this
architecture, a cosine similarity measure is utilized along

with TF-IDF representation of tweets to accomplish this
task. ,is similarity measure is computed between tweet t
and cluster c. Equation (4) shows related mathematical
expression. Feature vectors of FVt

��→
and FVc

���→
are obtained

from TF − IDF model of messages. A Gaussian attenuator is
then applied to this similarity measure to place impact of
temporal dimension in clustering. ,is weight makes sure
that no old clusters and messages get twisted. ,is archi-
tecture makes use of hand selected users which are most
likely to post news and also a sampling and tracking system.

,e BNgrammodel that is introduced in [15] along with
sentiment classification and part of speech tagging forms a
trending topic detection system. BNgram model in this
research is similar to [41] with small differences that imply
boost factor. If this factor is set to 1.5, then n-gram model
holds named entity; otherwise, it is a small number, and the
respective model does not hold a named entity. Based on n-
gram TF-IDF, all tweets are scored and, based on these
scores, are then clustered into respective clusters. ,is
scoring and clustering process is conducted in time win-
dows, and in each time step, tweets related to a time window
are compared to others that have been posted earlier. ,e
proposed method has been trained on some handpicked
datasets collected from Twitter API which were related to
sports (the Cricket World Cup 2015), medicine (Swine Flu
2015), and bills (Land Acquisition Bill). Compared to fre-
quent pattern mining methods, this method seems to be a
simpler algorithm in terms of software implementation with
good results in terms of output topics on some cases that
shamefully are not expressed as F-measure, precision, recall,
or any related metrics. ,e only social big data tool that this
method uses is Lucene for keyword indexing.

“Bieber no more!” is title of another article in these
criteria which uses simple nearest neighbor among tweet
hashtags to find dissimilarity of previously seen events and
new ones [16]. ,is first story detection system utilizes
Wikipedia as a source of information. Wikipedia is a
multilingual, web-based, free-content encyclopedia project
supported by the Wikimedia Foundation and based on a
model of openly editable content. Wikipedia page view helps
to find out if an event occurred recently or it is just a false
positive detected by this system. Simple use of nearest
neighbor among hashtags of multiple tweets and utilization
of Wikipedia are expanded to a multistream first story
detection system. ,is system works in the same manner of
single-stream first story detection with the only difference
being in vector space modeling. ,is vector space modeling
between tweets and Wikipedia pages checks the following: if
any new event occurred, it is reflected as pick user page views
in Wikipedia; if it was a false positive, no pick view on
Wikipedia-related page happens.

Another first story detection system is proposed in [14].
,is system makes use of an improved version of locality
sensitive hashing (LSH) within a (1 + ε) × r distance of
query point for Twitter first story detection. Time and space
bounding narrow nearest neighbor finding problem. ,is
problem arises when huge amount of user tweets are posted
per day, and the goal is to find out if they point to a new
story/event or a previously seen one; storing all of these data
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and finding nearest neighbor between them are almost
impossible. Time bounding refers to using a time window
instead of computing all data from all times while space
bounding points to solving this problem among limited
number of tweets. Similarity of a tweet compared to previous
ones shows if it is new or not, and this task guides proposed
system to open a new story or keep it the way it was.

Another way of extracting answers for 4-W question,
Who, What, When, and Where, is proposed in [42] which
uses a new data representation method called named entity
vector.,is data representation vector along with term vector
is integrated as a mixed vector to obtain results.

cosine_similarity(t, c) �
FVt

��→
· FVc

���→

FVt

��→�����

����� × FVc

���→�����

�����

. (4)

Term Frequency-Inverse Document Frequency (TF-
IDF), Combined Component Approach (CCA), and Biterm
Topic Model (BTM) are the main approaches addressed in
[35]. Ranking trends is aimed to be solved by authors by
using these models and features.

5.1.2. Probabilistic Models and Classifiers. Probabilistic
topics models and classifiers that are described in this section
are used to model and classify Twitter datasets or stream-
lines. One of these approaches that is presented in [23] uses a
Näıve Bayesian classifier called NB-Text to satisfy this re-
quirement. ,is probabilistic method is trained over
2,600,000 Twitter messages annotated by humans posted on
2010. ,is dataset is labeled for training and testing phases.
Firstly, a classifier called RW-Tweet is trained to distinguish
between real-world and non-real-world events. Weka toolkit
[43] along with extracted cluster level features is used to train
classification model. ,is Näıve Bayesian classifier treats all
messages in a cluster as a single document and uses TF-IDF
metric as features. Cluster level event features such as
temporal, social, Twitter central, and topical features are
utilized for this classifier.

TwitterStand is the name of another system proposed in
[12] that clusters events by a Näıve Bayesian classifier. ,is
can deal with noise and fragmentation. Noise, according to
the authors, is clusters that are not relevant to real-world
events; thus, reliable news sources as seeds are used instead
of regular users, which weakens this system.,is assumption
is true when news sources post news in real-time, but the
nature of social media has proven that users are the real
people who happen to be a part of event or disaster. On the
other hand, fragmentation refers to duplicate
clusters that mean the very same event. Periodic checking of
duplicate clusters overcomes this problem on the system.
Event geolocating of this system makes it stronger and more
useful.

5.1.3. Formal Concept Analysis. Formal concept analysis has
been used by [17] in an unsupervised fashion. RepLab 2013
dataset [44] is used to evaluate this system. Formal concept
as it is known from literature is an approach for finding
relations between data that is almost hidden in its nature.

,is relation can be defined between objects and their
attributes.

Extent: if we see A as a set of objects (itemset), then it is
called an extent
Intent: if B is a set of all attributes of set A, then it is
called intent

Formal concept analysis in this way is formalization of
extension and intention to find the most related items that
possess important attributes in share.

In [17], tweets are seen as objects and their terms are
attributes, which makes this methodology very similar to the
ones described in Section 5.1.4 as FPM methods. ,e pro-
posed method tries to find concept lattices in unstructured
data of tweets, which shows good reliability and sensitivity.
A set of tweets in proposed setup of this work are assumed to
be objects while terms (words) are attributes. A relation
indicates that a term has been used in a tweet. Formal
concepts extracted from concept lattice show topics. Some of
these concepts are discarded to have better topic. Small
concept lattice and terms are computable with this meth-
odology while bigger size of corpus and tweets and vast
number of terms lead to a huge lattice. In such a case, a term
selection strategy is required to narrow down this problem.
Most shared attribute selection strategies drop least shared
attributes (terms). ,is balanced version of algorithm uti-
lizes term frequency of each attribute. ,is term frequency
(tf) shows a threshold of selecting which term should be
used in concept lattice. In each iteration, terms with highest
tf are selected, and objects (tweets) with less than two terms
in their attributes are discarded. Last iteration of this fine-
tuned strategy outputs the attributes with highest tf and
objects that possess them. Last step of this framework is to
actually make topics out of these lattices. However, the
previous step has reduced the potential concept lattices to be
candidates of final topic. Stability concept that has been
previously proposed in [45] indicates how much concept
intent depends on objects available in extent. ,is reduction
with keeping stability helps to form topic.

5.1.4. Frequent Pattern Mining Methods. Frequent pattern
mining methods have been applied to TDT task in Twitter.
Frequent pattern mining (FPM) as indicated by its name is
concept of finding frequent itemsets in a database or any
related data storage. A simple example of these frequently
repeated patterns is described as a set of coffee and donuts
which are in most of cases bought together [46].

In [19], a FPM algorithm is introduced for Twitter offline
dataset and compared to other relative studies. FP-growth
algorithm with small modifications and utilization of sim-
ilarity metric is applied to form a set of related tweets that
form a topic. Cooccurrence patterns between terms that are
larger than two constitute main contribution of this work.
,ree phases of topic extraction in this method are term
selection, cooccurrence-vector formation, and post-
processing. First stage indicates that likelihood of terms
occurrence in a corpus is major concern. A probability such
as P(term|corpus) is obtained in this phase, and between a
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new corpus and this reference corpus, this likelihood
is compared with ratio of (P(term|corpusnew))/(P

(term|corpusref )). ,is ratio is a metric to show how a term
frequency is changing. Higher ratio means higher frequency
of appearance, and thus this term can appear in the final
topic. Next phase constructs S and D matrices that are later
used for frequent pattern mining. Matrix Ds shows how
many terms of S appear in several documents whileDt shows
how many times a term appears in several documents.
Cosine similarity between these twomatrices indicates how a
term is suitable for adding to final topic. A sigmoid function
is used to limit this similarity and act like a threshold. Final
phase of this algorithm is a cleaning stage to remove du-
plicated topics.

Moreover, a similar method that uses FPM to detect
social events from Twitter is introduced in [21]. At first step,
the K most relevant terms of current set of tweets such Ccurr
are selected bymeans of highest appearance likelihood. After
this step, the soft version of FPM with utilization of sigmoid
function as a threshold computes similarity. Social aspects
such as event, spam, and past event are introduced to
evaluate performance of system. ,is system performs on
live Twitter streamline.

,e idea of burst pattern mining that is introduced in
[20] is used to construct burst topic user graph with other
various features. ,ese features are tweet number, retweet
ratio, reply ratio, user number, overlap user ratio, big user
ratio, burst number, burst interval, and burst time interval.
Macro and micro burst patterns are defined as bellow as
main contributions of this work.

Macro burst pattern is finding all clusters in BT in which
BT is a burst topic set, and this task is accomplished with the
use of a distance measure among features.

Micro burst pattern is finding all subgraphs in user graph
G such that supG(GS)> treshold.

,is algorithm starts with finding set S that contains all
frequent edges, and with use of DFS (Deep First Search
algorithm), the subgraph extention algorithm eliminates
nodes that do not satisfy the support threshold (τ). ,e
subgraph extention algorithm is executed recursively to
extend frequent subgraphs.

Association rule mining (ARL) is another approach of
frequent pattern mining in relational databases that has been
used in [18] to detect events in Twitter. ARL has two parts:
antecedent and consequent. An antecedent is an item that is
found in data while a consequent is an item found in
combination with the antecedent [47]. ,ese can be named
as if/then (antecedent/consequent) patterns with help of
criteria support to identify the strongest and most important
relations between items in data. In [18], two main equations
are used to match rules with regard to their similarity; they
are adopted from [48]. Emerging rules as a contribution of
this work are proposed to identify breaking news. US
Elections dataset has been used to evaluate the proposed
methodology that shows good results in terms of F-measure,
recall, and precision.

Tracking dynamics of words in terms of graph, or
converting sentences into graph representation and trying to
understand the spikes inside, is a very useful method. ,e

graph heartbeat model, introduced by [31], and its enhanced
version [32] are all based on this fact. ,ey used graph
analytics to detect the emerging events from Twitter data
stream by using graph based formulation and spike detec-
tion. ,is spike detection that is called heartbeat model is a
mathematical formulation of matrix analysis during de-
tection of events from Twitter social media.

5.1.5. Signal Transformation-Based Approaches. Signal
transformation based approaches, such as Fourier and
wavelet transforms, apply spectral analysis techniques to
categorize features for different event properties. DFT
(discrete Fourier transform) methodology that has been
applied in [49] converts burst in time domain to spike in
frequency domain. ,is spike only shows a bursty event, not
its period. ,us, a mixture of Gaussian models for identi-
fying time period of these feature bursts have been applied.
Fourier transform is given in (5) which is invertible, and its
inverse transform that leads to the yf(t) function is given in
(6).

Xk � 
T

t�1
yf(t)e

− ((− 2πi)/T)(k− 1)t
, k � 1, 2, . . . , T, (5)

yf(t) �
1
T



T

k�1
Xke

(2πi/T)(k− 1)t
, t � 1, 2, . . . , T. (6)

With these prerequisites known, the dominant period
spectrum can be explained further; this period is assumed to
be a period in which the specified frequency reaches its
maximum activeness or, in other words, it is bursty. ,ese
specifications tempted the authors of [49] to categorize all
features into four main types, HH, HL, LH, and LL (the first
letter shows Dominant Power Spectrum, and the second
letter indicates dominant period in which Hmeans high and
L means low). Detecting periodic feature bursts is accom-
plished by aid of a Gaussian mixture.

Reference [30] presented a new online event detector in
news streams with utilization of statistical significant tests of
n-gram word frequency within a time frame. ,ree defi-
nitions given in the original manuscript are textual data
stream, alphabet, and time frame that are, respectively,
described as a sequence of text samples St that is sorted by t

(time), English words (such as “president” and “coffee”), and
a time range starting from t0 and ending at T in form of
[t0, t0 + T]. In this terminology, an event is described to be a
change in the source of text stream which is a surprising rise
in n-gram frequency. Computed p value for n-gram hy-
potheses gives a clear insight about the correctness of the
null hypothesis that is stated to be “two individual textual
datasets of two time frames are generated from one source.”
Due to vast variety of n-grams, a suffix tree is also proposed
to store the n-gram. Computed frequency is stored in this
new data structure, and another algorithm runs over the tree
to calculate and store p values along with it.

Clustering of discrete wavelet signals of words generated
from Twitter is also another approach that is used in [50].
Unlike Fourier transform, wavelet transformations are
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localized in both time and frequency domain and hence able
to identify the time and the duration of a bursty event within
the signal. Wavelet signal transformation transforms signal
from time domain to time and scale domain. A wavelet
family is defined in

ψa,b(t) � |a|
− 1/2ψ

t − b

a
 , (a, b ∈ R), a≠ 0. (7)

Wavelet energy, entropy, and H-measure are also other
discrete wavelet transformation parts that give useful in-
formation about the signal. H-measure is normalized
Shannon wavelet entropy that shows distribution of signal
over different scales. ,e proposed EDCoW algorithm
(Event Detection with Clustering of Wavelet-based signals)
has three main components of signal construction, cross
correlation computation, and modularity-based graph
partitioning.

First step computes DF-IDF (DF is not TF and it means
document frequency rather than term frequency) shown in
the following equation:

df − idf(term) �
Ntweets(term)

N(term)
× log


Tc

i�1 N(i)


Tc

i�1 NTweets(i)
.

(8)

A raise of DF-IDF metric is also reflected as a raise in
wavelet entropy of this metric. Cross correlation of two
different signals is used to group words/terms that happen to
have raise in their wavelet entropy together, meaning that
these terms have been used together in a topic that previ-
ously seen in a raise or happened to be an event candidate.
,is clustering methodology is suitable for signal trans-
formed detection. A modular sparse matrix is formed at the
last phase of this work to detect events by clustering the
weighted matrix. ,is matrix is called M and is in form of
G(V, E, W) in which V is vertices, E is edges, and W is
weights of the graph G.

A similar method is [51] which uses LDA and hashtag
occurrences.,is method, unlike [50], uses hashtags to build
wavelet signals. LDA is used to form the final topic model.
Another difference between this work and [50] is summa-
rization of extracted events that is done with the aid of LDA
topic inference and seems to show promising results but cuts
off the tweet data and reduces it to hashtags. ,is reduction
harms the algorithm but improves its speed compared to the
latter one.

5.1.6. Geoevent Detection Methods. Methods that are de-
scribed earlier try to only answer the question “What is
happening?” However, there is another question yet to be
answered: “Where it happened?” Geolocation of an event
expresses more insights of a detected event. In [25], a
spatiotemporal event detection scheme is proposed; it de-
tects events along with their occurrence time and also
geolocation. Some definitions need to be known before
further description of algorithm; these definitions are spa-
tiotemporal event and article.

Spatiotemporal event is a real-world incident that hap-
pened at location l and time t which is denoted by eventl,t.
Domain is known to be set of events that fit into a cate-
gorization such as music and civil.

Article set of targeted domains can be open or closed. A
closed article such as Ap denotes an article related to topic p,
and ax can be a news report from that article.

,is manuscript suggests two types for tweet categori-
zation in order to classify tweets as related/unrelated to
event. A positive tweet is a related tweet to event, and in
contrast a negative tweet is simply an unrelated tweet to the
event. With all this setup, we can dive into the concept of
label. A tweet label is known to be a triple of
z � (x, Y(x), Y

(x)
), where x indicates event, Y(x) indicates

related tweets, and Y
(x) expresses unrelated tweets. Label

generation is task of classifying labels of specific topic that
are also related/unrelated to the event. After this step is
completed, the next step of proposed work is spatiotemporal
event detection. ,is last step inputs a label set on a specific
topic that is given from previous step and the real-time
Twitter stream and outputs the online event sets of targeted
domain that are happening or happened in location l at
time t.

First step of this work consists of feature extraction and
relevancy ranking. ,e relevancy ranking step ranks tweets
based on how they are relevant to event in terms of textual
and spatial similarity.,ese ranked features are then used by
a tweet classifier that is a SVM-based (Support Vector
Machine) classifier. Event location estimation is the latest
step of this scheme to estimate actual location of classified
tweets.

TEDAS is another spatiotemporal event detection sys-
tem originally proposed in [28]. ,is system has three main
phases: detecting new events, ranking events according to
their importance, and generating spatial and temporal
patterns of detected and highest ranked events. Java and
PHP along with MySQL are utilized to make this system that
also makes use of Lucene, Twitter API, and Google Maps to
output final user friendly output. Crime and disaster related
tweets are subject to this system. A query based use of
Twitter API has been applied to obtain tweets. A set of rules
for query are needed, so some simple rules are used to obtain
tweets, and later these rules are populated with the help of
obtained tweets. Twitter and crime or disaster based features
help the next phase of this system to classify the obtained
tweets; this classifier has accuracy of 80% as authors indicate.
,e last phase of this scheme uses content, user, and usage
related features to rank the detected events while previous
phase is focused on guessing the location of user. ,e first
assumption is that the location of user is in his GPS-tagged
tweets if there are any; if not, his/her friends are more likely
to be close to him. ,e last assumption says his/her location
is mentioned in his tweets for at least once. One of the main
problems of this location guessing is that in the case of
second and third assumptions, the extracted information
can be false.

,e idea of social sensors that has been used in [29] is
proposed to find the location of real-world disasters in
Twitter. ,e definition of event according to the authors is
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an arbitrary classification of a space/time region. As the
earlier method, this scheme also makes use of SVM as
classifier with three features of types A, B, and C that, re-
spectively, are known as statistical, keyword, and word
context features. Each tweet is known to be a sensory value,
and users are the sensors of this scheme. ,ey tweet about
the event, meaning that they are sensors and sensed values
are posted as tweets. ,is report is helpful to detect the real-
world disasters such as earthquakes. Real problem of this
assumption is that there is a possibility of error when a user
posts unrelated tweets that seem to be relevant; an example
of these according to authors can be this tweet: “My boss is
shaking hands with someone!” Shaking as a primary key-
word is used in this tweet but it does not mean that the Earth
is shaking. Other features of previous part make error
possibility lower, but still there is a chance. Two spatial and
temporal models are proposed to clarify the assumptions.
,ese models rely on tweet time stamp and GPS stamp. ,e
evaluation and experimental results show that the system
shows over 60 percent accuracy on two related queries. ,is
valuable system is used as an earthquake warning system in
Japan that in time can save lives of several people.

5.1.7. Deep Learning-Based Methods. Transfer learning in
deep learning and specially NLP by using new methods and
approaches such as Transformers enabled researchers to use
pretrained models for various problems. Topic detection and
tracking from Twitter is also one of these problems that
researchers tried to solve by transfer learning based models
such as BERT. TopicBERT is one these methods that utilizes
BERT for semantic similarity combined with streaming
graph mining [33]. ,e proposed architecture is composed
of a deep named entity recognition model [52], a graph
database to store the nodes, and a semantic similarity ex-
traction tool (SBERT). ,e whole system works in a com-
bined manner in which the different parts constantly try to
update the underlying graph database, and an extraction
system using probability of clusters and probability of words
gets the topics at each moment. ,is system beats state-of-
the-art methods on three different datasets and is one of first
methods that used Transformers for topic detection and
tracking from Twitter.

Combination of semantic vector representation of tweets
with clustering algorithms is another methodology that is
investigated in [34]. ,e authors show that utilization of a
good semantic feature extractor in form of a dense vector
can be quiet useful when dealing with problems such as topic
detection. ,ey have used COVID-19 dataset from Twitter
and detected topics relatively. Another similar method for
COVID-19 is proposed in [36]. ,e authors propose to use
Sentence BERT and Universal Sentence Encoder (USE) for
sentiment analysis in combination with LDA based topic
detection.

Autoencoder based fuzzy c-means algorithm is pre-
sented by [37]. Autoencoder is used for representation of
tweets while fuzzy c-means is the clustering part of method.
,e authors report their results on Berita dataset which is an
Indonesian news dataset from Twitter.

Utilization of these methods, which are all based on deep
learning, is a new field in NLP, specially transfer learning
based ones that use Transformers to have a semantic un-
derstanding of text. ,is semantic understanding is a
missing part of other methods. ,e semantic clustering used
by various methods can categorize texts with different words
into a single cluster if they have close meaning. Language
models and pretrained transformer based architectures that
can capture semantic similarity such as SBERT and USE are
successful examples of these approaches. ,ese approaches
are well known for their ability to understand complex
sentences. In case of USE, it can even match sentences from
different languages to each other if they carry the same
semantic meaning. Compared to non-deep learning based
methods, these approaches provide a semantic way to TDT
task in Twitter.

5.1.8. Performance Improvements. Recently modeling data
as image and processing it on graphic cards constitute a
useful view to fasten data processing and obtain real-time or
at least near real-time results. As it has been described
before, TF-IDF has been used widely used for TEDT task.
Methodology of fastening data processing presented in [22]
uses an approximation way to figure out the TF-IDF metric.
Similar to FPM methods (Section 5.1.4), it uses a sort-based
algorithm to find frequent items (tweets). ,e described
algorithm is inspired by [53].

,e first step of this algorithm is to find the most fre-
quent itemsets. If we assume that set of B contains all of
ordered pairs, the next step is to reduce these items by their
id or just simply add the pairs that have the same id. ,e last
step would be to divide them to total count of itemsets, and
the result would be TF. ,e whole process of this algorithm
can be run in parallel on a dedicated GPU which gives it
more computing power than regular CPUs and is more
suitable for real-time computation of TDT task, because
other algorithms are weak on this aspect and most of them
are applicable to offline datasets.

5.1.9. Deep Learning Short Sentence Sentiment Classification:
A Post-TEDT Phase. ,e main difference of algorithms and
machine learning methods described in this section is that
they do not detect topics or track events on Twitter. Instead,
they can be recommended after event or topic detection
phase in which the overall sentiment of users is averaged on
the detected topic. ,is output can give great analytical
information. Algorithms, machine learning roadways, and
neural networks categorized in this subsection are post-
topic/event detection step with regard to deep learning.

Recently, with emerging growth of deep learning
methods in NLP tasks, short sentence classification and
sentiment analysis of these sentences have seen a major
change of methods and applications. Deep learning, as
suggested by its name, allows computational models to have
a lot of abstraction layers for data representation [54]. Raise
of unified architectures of multilayer neural networks for
NLP tasks seems to be a promising methodology to solve
many unsolved problems in this scope [55] while word
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embeddings such GloVe [56] and Word2Vec [57] suggest
new vector representation of words that also possess sen-
timental property of dedicated words and can be applied in
terms of matrix calculus.

Sentiment analysis of short sentences has been focused
on by many researcher from many aspects such as short
sentences (CharSCNN) [58]. On the other hand, distinct
characteristics of corpora obtained from Twitter led re-
searchers to find new algorithms of sentiment analysis and
sentence classification tasks in Twitter which are foundation
of topic and event detection in Twitter using these new
research outcomes.

Like other word embedding algorithms, CharSCNN in
its first layer transforms the input words into encoded
vectors representing distinct words. Any word such as W
that has been encoded into a vector in previous layers is
separated in terms of its characters, and each character is
encoded into another vector such as rchrm . Matrix vector
multiplication of set rchr1 , rchr2 , . . . , rchrn  gives rchr for each
character that would be character embedding in this layer.
Sentence level representation and scoring are applied as
described in character and word level. CharSCNN has been
applied to two distinct short sentence datasets of Movie
Reviews and Twitter posts with word embedding size of 30.

Sentiment-specific word embedding for Twitter senti-
ment classification that is proposed in [24] uses C&W
method of [59]. ,ree different neural networks (SSWEh,
SSWEr, and unified model of SSWEu ) are proposed in this
manuscript for different strategies to overcome task of
Twitter sentiment classification.

5.2. Specified versus Unspecified. Based on available infor-
mation about an event that is to be detected, an event de-
tection method can be categorized as specified or
unspecified. Unspecified methods mainly rely on detecting
temporal signs of Twitter such as bursts or trends. ,ese
methods have no prior information about an event, and thus
they need to classify relative events based on bursty prop-
erties and cluster them. Specified event detection systems,
unlike previous ones, need some information of an event
that can be its occurrence time, type, description, and venue.
,ese features can be exploited by adapting traditional in-
formation retrieval and extraction techniques (such as fil-
tering, query generation and expansion, clustering, and
information aggregation) to the unique characteristics of
tweets. ,e next subsections categorize existing methods
based on this terminology.

5.2.1. Unspecified Event Detection. User driven Twitter short
posts sometimes contain very important information about
real-world events that are published by users before news
media websites and TV/radio channels. ,ese short but
important posts are unknown to event detector system and
also not predefined by any supervisor. A raise in Twitter
temporal and signal patterns can reveal this fact. For ex-
ample, a sudden and unexpected raise in use of a keyword or
hashtag may show a sudden attraction to that topic, and
somehow that might reveal a real-world event. An ambiguity

occurs due to this setup while some frequent hashtags and
keywords about daily life tweets are detected as unseen and
new event. An efficient unspecified event detection algo-
rithm must deal with this kind of ambiguity.

In [60], an event detection system called TwitterMonitor
is proposed. TwitterMonitor identifies emerging topics in
real-time in Twitter and provides meaningful analytical
information that can be further used to extract a topic to
detected event. A StreamListener listens to Twitter API data
stream and detects bursty keywords; these keywords are then
grouped and along with an index are passed into Trend
Analysis module. All of described steps form the backend of
system while a user interface sums up all of information and
presents it to user. Other implementations such as AllTop,
Radian6, Scout Lab, Sysomos,,oora, and TwitScoop have a
user interface to represent information gathered from dif-
ferent social media, newswire, and other data stream lines to
the front end user.

TwitterStand is another electronic medium that, with use
of Näıve Bayes classifier, separates news from irrelevant user
generated tweets [12]. Cosine similarity metric along with
TF-IDF weighing classifies the cleansed events. A breaking
news detection system also fits this scope that has been
previously described [41]. ,is method collects, groups,
ranks, and tracks breaking news from Twitter by sampling
tweets and indexing them using Apache Lucene.

First story detection (FSD) system proposed in [14] uses
a thread based ranking algorithm to assign a novelty score to
tweets and then clusters tweets based on cosine similarity
between them. Each tweet is assigned to a thread if it is close
to tweets in that thread; otherwise, a new thread is made for
this new category. ,e bigger similarity threshold results in
thin categories that are mostly the same while lower
threshold results in fat threads.

5.2.2. Specified Event Detection. Specified event detection
terminology deletes the question “What is happening?” It
simply tends to find “where” or “when” it is happening. ,e
first part of query is known to system, and the latter parts are
yet to be answered.

Researchers of Yahoo! Labs in [61] tried to find con-
troversial events that users tend to disbelieve or have op-
posing opinions about. Controversial event detection is
process of detecting events and ranking them according to
their controversy. ,e authors proposed three models for
this task: direct model, two-step pipeline model, and two-
step blended model. Direct model scores event based on a
machine learning regression based algorithm, two-step
pipeline model detects events from the snapshot and then
scores them based on the controversy, and the soft model of
the described one is the two-step blended model. Twitter
based news buzz and news and web controversy features are
the main feature classes used by this system. ,is system is
user negative opinion mining rather than an event detection
system while it still detects events based on entity query.

,e very same authors of [61] described another system
in [62] that also extracts descriptors from Twitter about the
events. Gradient boosted decision trees in a supervised
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machine learning fashion are employed to form two main
models that authors described: EventBasic and
EventAboutness.

Many other methods that are categorized as in this
subsection are described earlier and are put together in a
cumulative manner in Table 1.

5.3. Unsupervised versus Supervised. Machine learning al-
gorithms are trained in both supervised and unsupervised
fashions. ,is means that a training task can be accom-
plished using labeled data and the machine learning algo-
rithm is assigned to learn the labels from tagged data, while
in the unsupervised methodology, it is accomplished by
learning by categorization of unknown data labels that are
later to be scored. ,e unsupervised machine learning al-
gorithms have harder job to do in terms of learning with
unknown labels. ,is subsection describes the unsupervised
and supervised algorithms for Twitter TEDT task; other
algorithms that are described in previous sections are
discarded.

5.3.1. Unsupervised Algorithms. Twitter event detection al-
gorithms that use unsupervised machine learning concepts
mostly rely on clustering algorithms. As was described
earlier, NED is a term used to identify new event detection
systems that, contrary to RED (retrospective event detec-
tion), detect and identify new events, while the latter one
detects and identifies specified events. Unsupervised
methods are highly recommended for tasks that require
clustering of unknown categories that exactly fit the NED
domain. Furthermore, there is no prior information about
the number of classes to be categorized because of dynamic
nature of user activities in social networks.

5.3.2. Supervised Algorithms. Supervision of a clustering
algorithm that needs labeled data to classify the user gen-
erated real-life events has a close relation to RED category.
As described earlier, the RED algorithms tend to classify the
known events while supervision needs labeled data in its
training phase. ,is terminology has many shortcomings in
real-world applications such as event detection system. A
system that is aimed to find and track real-world incidents
cannot be trained in supervised fashion; this is because of
unknown events that yet to come and absence of infor-
mation about their quantity and entity.

6. Data and Evaluation Issues

Twitter by its nature possesses unstructured and unlabeled
data stream that can be obtained from online or offline
sources. Online Twitter data source is the Twitter API, and
offline data is the offline Twitter data obtained from different
snapshots. ,ese snapshots possess better properties to
evaluate differences between algorithms or systems that aim
to find events or topics on Twitter. Evaluation of an online
Twitter event extraction system is doable if the input data is
the same input data snapshot that is recorded.

Another drawback of event detection and tracking al-
gorithms that has indirect relation to the previous issue, is
the event detection time. Suppose that two algorithms or
systems such as A1 and A2 both have the same precision and
recall on finding events and tracking them on Twitter data
snapshot but have different detection times. Detection time
is defined as the time it takes for a typical algorithm to detect
and identify events and track them. If these times (that is
related to time complexity) are the same, we can assume that
both algorithms are the same, but in case of different times,
the near real-time algorithm should be used and preferred.
,is metric is not reported in any of the works that have been
studied in this manuscript, but it seems an essential step to
define a real-time event detection and tracking system. In the
case of offline systems, this metric is not important.

Both of the evaluation issues described earlier heavily
affect the process of evaluation. ,e Defense Advanced
Research Projects Agency (DARPA) published the results of
a competition named “,e DARPA Twitter BOT Challenge”
[63]. ,e contestants of this competition were the big
companies of information technology industry (SentiMetrix,
IBM, USC, DESPIC, B. Fusion, G. Tech). A mathematical
scoring system was used to score the bots created by con-
testants. Equation (9) defines this scoring system. ,is
competition aimed to create bots that can identify fake users
(bots) that are posting on Twitter and creating influence.
However, the relevance of this research is important, and it is
related to event detection and tracking system because the
scoring system used in this competition is a usual artificial
intelligence related measuring system which also points to
speed.

Final Score(t) � Hits(t) − 0.25 × Misses(t) + Speed. (9)

A related scoring system to event detection systems
according to (9) can be extracted. ,e very same manner of
speed in evaluation of event detection system is also used in
[64] to measure quality of systems.

Duplicity of detected events or topics is also another
drawback. Misdetection of events and identification of a
nonevent phenomenon also constitute a huge problem. ,e
reason this issue possesses bigger threads is that a real-time
disaster informing system can be fooled and misdetect a
disaster or even not detect it.

With all of these in mind, an evaluation/scoring system
for TEDT requires quantities of HITS, MISSES, recall,
precision, and speed to be calculated on a specific data
snapshot of Twitter. Otherwise, the systems cannot be
compared to each other. A typical scoring system can be
known as 10 with α, β as weights. Other scores of Score2 and
Score3 are the precision and recall of algorithm on the
dataset.

Score1(t) � α × Hits(t) − β × Misses(t) + Speed. (10)

7. Conclusion

Twitter as one of the biggest social networks and micro-
blogging services enables users to post and share their
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thoughts, daily life posts, and news about real-world events.
Many of these users’ posts are related events are real-world
incidents and some are rumor, meaningless, and plot in-
formation. Unfolding these real-world events and extracting
them from Twitter need real-time systems with high ac-
curacy and precision. Evaluation of systems faces many
issues such as data and evaluation metric problems. In this
article, we studied some TEDT systems that aim to find,
detect, extract, and track real-world incidents from Twitter
and also described the problems related to evaluating such
systems. Many categorizations were proposed to classify
these algorithms and methods that are also presented in this
article; in addition, another categorization based on the
methodology of the relying algorithms is proposed in this
article. Finally, this article discussed a postdetection
methodology proposed as deep learning short sentence
classification that can be useful after detection of events.
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With the increasing number of social networks emerging and evolving, the influence of social networks on human behavior is now
again a subject of discussion in academe. Dynamics in social networks, such as opinion formation and information sharing, are
restricting or proliferating members’ behavior on social networks, while new social network dynamics are created by interpersonal
contacts and interactions. Based on this and against the backdrop of unfavourable rural credit development, this article uses CHFS
data to discuss the whole and heterogeneous impact of social networks on rural household credit behavior. -e results show that
(1) social networks can effectively promote rural household credit behavior; (2) social networks have a significant positive impact
on both formal credit and informal credit, but the influence of the latter is stronger; (3) both emotional networks and instrumental
networks have a positive impact on formal credit and informal credit, and their influences are stronger on informal credit; (4) the
influence of emotional network is stronger than instrumental networks on either formal credit or informal credit.

1. Introduction

For the past sixteen years, the documents of the Central
Committee of the Communist Party of China (CPC) have
been focused on the issue of “agriculture, rural areas and
farmers.” From promoting supply-side structural reform in
agriculture to combating poverty and implementing the
strategy of rural revitalization, rural financial reform is al-
ways involved. With the state attaching great importance to
the priority development of agriculture and rural areas,
China has initially formed a multisubject and multilevel
rural financial service system, including policy-oriented,
commercial financial institutions, formal finance with Rural
Credit Cooperatives as the main body, and informal finance
with private lending, pawnshops, and loan companies as the
main body. China’s rural financial system has been growing
and improving. However, at the same time, rural households
face financial constraints both in their daily lives and in
agricultural production; their funds are in great demand [1].
According to the China Rural Financial Services Report, the
balance of rural household loans stood at 10.34 trillion yuan
at the end of 2019, up 12.1% year on year but down 1.8%

from the end of last year. Among these, borrowing from
relatives and friends remains the main solution, with a high
proportion of 68.3%, compared with 24.4% from formal
financial institutions. From the attitude of rural households
to loans, 73.8% had no willingness to use credit and insisted
on doing things according to the money they had on hand.
Another 12.7% of rural households only consider loans for
agricultural operations, while 9.2% consider loans for both
household and agricultural operations. From the above data,
the attitude towards credit use for rural households in China
is still refusal and rejection; even if it is necessary, rural
households prefer to borrow money from relatives and
friends.

Why is this happening? On the one hand, rural land is
owned by collectives while rural households have lower
economic level, fewer household assets, and lack of corre-
sponding collateral in the formal credit market [2], coupled
with weak awareness of rural household credit, which cause
serious information asymmetry between rural households
and formal financial institutions, leading to adverse selec-
tion, moral hazard, and so on [3]. -ese above make rural
households subject to more serious formal credit
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constraints. On the other hand, China has always attached
great importance to “human relations,” which are a typical
relationship-oriented group. In social networks, if one party
is short of funds, the first choice is to borrowmoney from his
relatives and friends and the other is often the willingness to
borrow money free because of “human relations” [4]. In
addition, in rural areas, social networks not only can reflect a
person’s relationships but also, to some extent, can be used
as a symbol of their credit and asset levels [5]. Social net-
works refer to “a relatively stable association system formed
between social individuals because of interaction,” which
can be used as an indicator to measure the level of rural
family “relationship” [4]. Using social networks of rural
households can not only reflect the strength of informal
credit but also alleviate the problem of information
asymmetry between rural households and financial in-
stitutions to reduce the moral hazard and adverse selec-
tion of rural households [5]. -e reasons are the stronger
the social networks, the greater the reputation loss when
breaking the contract, in return reducing social networks’
strength and making the cost of breaking the contract
higher [6]; besides, rural households in the same social
networks can improve each other’s loan repayment ability
and credit standing [7].

In recent years, scholars have made an extensive and
deep analysis on the problem of rural household credit in
China and made theoretical and empirical analysis on the
basic characteristics, influencing factors, and economic ef-
fects. Most works of literature on social networks and rural
household credit thought that social networks have a sig-
nificant role in promoting rural household credit behavior.
Yang et al. discussed the relationship between social net-
works and farmers’ private credit demand behavior and
pointed out that social networks increased farmers’ private
credit demand and further promoted farmers’ private credit
behavior [1]. Hu and Chen focused on farmers’ lending
behavior and found that the tighter social networks are, the
more lending behavior farmers would take [2]. Shoji et al.,
based on the data of Sri Lanka, deeply discussed the rela-
tionship between social capital formation and credit access
and concluded that the quicker the social network formed,
the easier the credit access [8]. Zhou analyzed whether the
number of brothers of householders would affect families’
saving rate in the financial market, and the research revealed
householders with more brothers had a higher saving rate
for they prepared to help each other; this meant more
relatives would decrease the possibility of householders to
use credit [9]. Many scholars have broadened their research
perspectives on the strength and weakness of social network
relationships [10], the structure of social capital [11], and the
quality of social capital [12] and obtained different con-
clusions. -erefore, with the situation of previous re-
searches, we found that though contents in previous research
are extensive, neither the theoretical level nor the empirical
level has been able to draw a consistent conclusion on the
specific role of social networks on rural household credit
behavior [12, 13], some research conclusions were contra-
dictory [7, 8], and some studies that found the relationship
and degree of social networks on rural household credit

behavior were heterogeneous [10–12].-us, further research
is necessary.

Considering the importance of social networks for rural
economic development and the increasing formal credit
demand, easing credit constraints, and raising the viability of
formal credit institutions, this article studies the influence of
social networks on rural household credit behavior based on
social network theory, including the influence on formal
credit behavior and informal credit behavior. What is more,
it discusses the influence from emotional and instrumental
heterogeneous perspectives. From theoretical and empirical
analysis, we expect to explain the question of whether social
networks can promote rural household credit behavior and
how the relationship varies under the heterogeneous situ-
ation, finally expand China’s rural financial system, and
improve the availability of rural household financial services
to give targeted policy recommendations and satisfy the
credit needs of rural households.

2. Theoretical Analysis and Hypothesis

2.1. Mechanism of Social Network on Rural Household Credit
Behavior. For debtors, there are usually two levels of de-
cision-making in their lending behavior: the first level is
whether to borrow and the second level is whether to keep
the contract, as shown in Figure 1. Among them, the return
of households that do not borrow is zero, while the return of
keeping contract after borrowing is R1 and the return of
breaching contract after borrowing is R2.

Usually, the decision tree is analyzed from far to near, so
we first use the game method to judge the second-level
decision (whether to keep the contract or not). Social net-
works have punishment mechanisms and reputation in-
centive effects [9]. When rural households borrow money
and sign a contract, social networks would use the reputation
mechanism to regulate and restrain it. If debtors violate the
terms of the contract, they would be regarded as dishonest
and ungrateful, making the debtors fall under psychological
pressure and moral condemnation, thus encouraging the
debtors to take the contract seriously. From the perspective
of game theory, there is often a prisoner’s dilemma between
debtors and creditors, which leads to credit constraints.
Meanwhile, social networks can use their own punishment
mechanism and reputation incentives; thus, the prisoner’s
dilemma game with finite duration is transformed into a
repeated game with an infinite duration. In fact, the rural
household credit behavior is often conducted many times;
both debtors and creditors need to enter the market re-
peatedly and deal with different opponents, so the game
behavior of rural household credit undoubtedly has the
repeated game characteristic of the infinite boundary.

Firstly, we assume that the rural household credit be-
havior is an infinite repeated game; secondly, there is a
penalty mechanism in social networks, which can prevent
the participants from defaulting easily; finally, we assume
that the returns of both debtors and creditors are observable.
-e return on rural household credit is shown in Table 1,
where b< a. -e bottom right of the table is a game equi-
librium formed by the rational behavior of both debtors and
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creditors, both sides benefit from b, but it is not stable. -e
upper left is in the formal credit situation; if debtors choose
to default, due to the existence of social networks’ pun-
ishment mechanism, debtors will have a loss of c unit, in-
cluding reputation loss or financial loss, and creditors will

suffer a loss due to the debtors’ default behavior, the return is
zero or even negative; if debtors perform, creditors get a unit
of return. In informal credit, if debtors violate, they will get a
unit of revenue but also pay c unit of social network penalty
cost and creditors’ revenue will be zero.

Because we assume the game behavior of rural house-
holds is an infinite repeated game, the total income of both
sides is the discounted sum of the income in each period;
that is,

Ri �
1 − δ

1 − δt+1 

∞

t�0
δri θt( , (1)

where Ri is the total income of debtors and creditors and δ is
the discount factor, 0≤ δ ≤ 1, and ri(θt) is the income of
debtors and creditors in t period. At this point, we analyze
debtors’ behavior. If debtors refuse to default, the total
return is

R1 � (1 − δ) b + bδ + bδ2 + · · · + bδt
+ · · · . (2)

-e limit of equation (2) is b. On the other hand, if
debtors always default in the t period, then total return is

R2 � (1 − δ) b + bδ + bδ2 + · · · + bδt− 1
+ aδt

− 2cδt
+ aδt+1

− 2cδt+1
+ · · · . (3)

Simplifying equation (3) and calculating limit, we get

R2 � b − δt
(2δ − 2c − b). (4)

Debtors choose to keep the contract only when R1 >R2,
which means

δ > c +
b

2
. (5)

If the discount factor is understood as the patience of
the players in the game [1], equation (5) shows that the
degree of punishment c can increase the discount factor
and the debtors’ patience and make them confident in
their potential future earnings, thus reducing the in-
centive to default. -at is, the greater the social networks
penalty, the greater the debtors’ patience and the smaller
the incentive to default. Generally, the richer the social
networks, the faster and farther the information transfer
and the greater the penalties. -erefore, social networks
help to promote rural household compliance behavior. In
the second level of decision-making, households with
stronger social networks are more likely to choose to keep
the contract.

Furthermore, we make the first-level decision (whether
to borrow or not). Rural households will choose to perform
under the influence of a sufficiently large social network,
which means R1 >R2 and R1 � b> 0. Under this circum-
stance, as opposed to not borrowing and no earning, rural
households will choose to borrow. -at is, the stronger the
social networks are, the more likely the rural households are
to borrow and the more likely they are to repay.

2.2. .eoretical Analysis and Hypothesis of Social Network on
Rural Household Credit Behavior. According to the credit
rationing theory, debtors must have enough assets to
obtain a loan [14]. Rural household credit behavior is
affected by two factors: on the one hand, rural household
own capital is low or not, which makes it difficult to
obtain loans, whether formal or informal. On the other
hand, since the main source of income for rural house-
holds is work or agricultural management, work is vul-
nerable to the impact of farmers’ own health, climate [15],
etc. and agricultural production is vulnerable to climate
and natural disasters and is inherently high-risk [16], so
rural households do not have easy access to finance. As a
traditional “hidden guarantee mechanism,” social net-
works can be used as a “guarantee” for rural households
with little or no free capital, which makes it easier to
obtain financial credit [17]. In both formal and informal
credit, members of a social network can measure each
other’s free capital and the marginal productivity of the
debtors’ efforts, as they interact closely with each other;
thus, the cost of supervision is low and the supervision is
powerful [18]. In addition, the sharing function of social
networks can also increase household access to financial
information, reduce the information asymmetry of their
credit behavior, and further promote their credit be-
havior [9]. In terms of both credit rationing theory and
information asymmetry theory, the more socially net-
worked rural households are, the more active they are in
crediting and the more likely they are to be financially
supported [1]. -erefore, we propose Hypothesis 1.

Table 1: Game strategy and benefits of participants.

Creditor
Formal debt Informal debt

Debtor Breach of contract (−c, 0) (a–c, 0)
Performance of contract (0, a) (b, b)

Debtor

Borrowing

Performance of
contract

(R1)

Default of
contract

(R2)No borrowing
(R = 0)

Figure 1: Decision tree of rural household credit behavior.
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Hypothesis 1. Social networks can effectively promote rural
household credit behavior.

Most previous studies consistently show that social
capital is beneficial to easing rural household credit con-
straints and improving the availability of rural household
credit [1, 15, 16]. Social network, as an implicit guarantee
mechanism, can fill the gap when rural families carry out
formal credit. For example, credit cooperatives do not
need collateral and require borrowers to provide group
guarantee. Generally, five to seven people form a mutual
guarantee group, and the members are responsible for the
liabilities of other people in the group. If someone in the
group defaults on the loan, the other people in the same
group will not be able to obtain new loans. However, at the
same time, there is still a gap between this way of guar-
antee and the real material guarantee, and rural families
may still be constrained by formal credit rationing
[18, 19]. For this reason, rural households often choose to
obtain funds through relatives, friends, and private loans
[12, 20, 21], while family and friends are the embodiment
of social networks. In general, the richer a family’s social
networks, the more friends and relatives it has, and the
more likely it is to borrow. Among informal credits, due to
the small rural area, the close association among the
members of social networks, and the low cost of super-
vision, the moral hazard and adverse selection are effec-
tively avoided [22]; there is considerable literature to
suggest that social networks can alleviate the credit ra-
tioning problems caused by information asymmetry in
rural areas [23]. To maintain household reputation under
the rapid spread of public opinion word-of-mouth, social
network members restrict their compliance with the loan
contract to a certain extent, which plays an important role
in the risk control of informal finance [22]. -us, we
propose Hypothesis 2.

Hypothesis 2. Social networks have a stronger positive
impact on informal credit than formal credit.

With the continuous development of China’s social
economy, population mobility and nonagricultural em-
ployment have increased, and the implementation of family
planning and late marriage policies made rural household
size become smaller. With these, traditional family values
have been affected and China’s rural households are no
longer small farmers and have begun to pay more attention
to individual values and interests [24]. -is leads them to
change from survival rationality to social rationality, which
brings about the subsequent change of the coverage and
intensity of the rural family social networks [25]. In the
traditional rural social relations, the rural household social
networks are mainly based on the emotional relationship,
which is strongly dependent on the family relationship and
blood relationship with stability and relative nonselectivity
[26]. With the development of the society, the social circle of
rural households expanded beyond the blood relationship
and instrumental social networks, which based on the
professional or classmate relationship began to be estab-
lished. According to their own purposes and needs, mem-
bers of society will establish more externalized social

relations and develop instrumental social networks based on
mutual interests [27].

Emotional social networks are based on the family
concept and the blood relationship and have strong stability
and nonselectivity. What is more, violation of group rules
and the likelihood of exclusion are lower in emotional social
networks, which also means that institutional attributes of
emotional social networks are not strong. -erefore, under
emotional social networks, rural households are more likely
to engage in informal credit behavior. On the one hand,
because of China’s strong family values and kinship ties,
debtors are less likely to refuse loans from those in social
networks. Moreover, the cost of borrowing is lower in an
emotional society [28]; on the other hand, for formal fi-
nancial credit, the role of the institution is stronger and the
role of emotion is weaker [29]; most emotional social net-
works provide direct financial support rather than surety
support. Previous studies have shown that even relatives and
most families are reluctant to provide surety for others
[1, 2, 10, 11]. -erefore, we propose Hypothesis 3.

Hypothesis 3. Emotional social networks have a stronger
positive impact on informal credit behavior than on formal
credit behavior.

As for instrumental social networks, the rural house-
holds are relatively more selective, and their maintenance is
stronger [27]. Households pay more attention to get more
information about employment, finance, and development
from instrumental social networks; rural households can use
this information more flexibly and scientifically to make
better credit practices [28]. Compared to others, rural
households with strong instrumental social networks can
increase their access to credit by reducing information
asymmetry [3], thus helping rural households improve their
management and smooth risks and increase the income and
the repayment ability of rural households. Based on this, we
propose Hypothesis 4.

Hypothesis 4. Instrumental social networks have a stronger
positive impact on formal credit behavior than on informal
credit behavior.

3. Materials and Methods

3.1. Subject and Data Processing. Data for this article are
from the China Household Finance Survey (CHFS) con-
ducted by the Southwestern University of Finance and
Economics, covering 29 provinces (cities, autonomous re-
gions) except Tibet, Hongkong, Macao, Xinjiang, and Inner
Mongolia. Using the proportional sampling method, 262
counties (cities, districts) were selected; then, four com-
munities (villages and neighbourhood committees) were
randomly selected from each county (cities, districts), and
finally, 20–50 families were randomly selected from each
community. CHFS adopts several measures to control errors
such as nonsampling errors and investigates household
credit, financial assets, and income at household, individual,
and regional levels with high coverage and complete data on
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variables. -erefore, as far as the subject of this study is
concerned, it has a good representation.

In this article, CHFS 2017 survey data were used as a
source sample; the data were screened and cleared to de-
termine the sample, whose process is as follows: firstly, the
sample of urban household registration was excluded for this
article mainly studies whether social networks affect the
rural household credit behavior; secondly, minors and the
elderly over 65 are often unable to borrow or have a weak
willingness to borrow for reasons of trust, repayment ability,
credit requirement restriction, etc. Considering the focus of
this study, a sample between the ages of 16 and 60 years was
chosen as the research object. Finally, the samples of “Unable
to judge,” “Missing,” “Inapplicable,” “Refusing to answer,”
and others in the variables of social networks credit behavior
were eliminated, and 3,037 valid samples were left.

3.2. Variable Selection and Measurement

3.2.1. Household Credit Behavior. In this article, household
credit behavior is divided into formal credit and informal
credit. Formal credit refers to household credit to financial
institutions such as banks, including agricultural, industrial,
and commercial production and business and real estate,
automobiles, education, and other loans. Informal credit
refers to the borrowing or lending from relatives, friends,
and nongovernmental credit organizations based on the
production and management of agriculture, industry and
commerce, real estate, automobile, education, etc. CHFS
questionnaire on informal credit questions includes the
following: in addition to bank or credit union loans, is your
family still have informal credits not paid off due to in-
dustrial and commercial production? Howmuchmoney was
borrowed? Apart from bank or credit union loans, do you
currently have outstanding informal loans from your family
due to the purchase of your car or children’s education? How
much money was borrowed?.

3.2.2. Social Networks. Lin measured social networks with
the heterogeneity of members in a social network, the most
typical resources in the network, the roof of the network, and
the net difference [30]. Gui and Huang obtained seven in-
dicators of social networks based on data analysis, which are
local social network, community trust, community be-
longing, voluntarism, community cohesion, reciprocity and
general trust, and nonlocal social interaction [31]. According
to previous literature, the indicators of social networks can
be summarized as follows: community activity participation
and community prestige; gift expenditure, gift income, gift
exchange, and communication cost; the sum of cash and
noncash income and expenditure on holidays and events;
the number of relatives and friends visiting during the spring
festival; the frequency to become the host through the “face-
saving mechanism” principle; the number of relatives and
friends who work in the government or in the city; the
number of brothers and sisters and whether they are reg-
istered in this municipality; the four ways migrant workers
looking for work (government organization,

nongovernmental organization, introduction of relatives
and friends, and spontaneous search) [27, 32, 33]. -ese
measurements of social networks are novel and have taken
the possible endogenetic problems into account, but some of
them are too complicated to calculate; some of them are
simply quantitative indicators that are not appropriate.
Based on the available survey data and previous similar
literature, this article measures social networks by gift-
money exchange, which is the sum of gift-money expen-
diture and gift-money income. In addition, according to the
definition of emotional network and instrumental network,
gift-money exchange with parents, children, and other
relatives is regarded as emotional networks, while gift-
money exchange with classmates and friends is regarded as
instrumental networks.

3.2.3. Control Variables. Referring to studies such as
Attanasio et al. and Wan et al., this article selects the
household head’s gender, age, physical health, education,
marital status, political outlook, risk attitude, work status,
family size, household income, and the provinces as control
variables. To maintain the characteristics of the data and
avoid bias, we take the logarithm of the original data. -e
definition of variables and descriptive statistics are shown in
Table 2.

In addition, the statistics on the specific behavior of rural
household credit (Figure 2) show that in the survey samples,
residents’ funding needs are often met by informal credit,
with a proportion of 82.4%, and only 17.6% of households
get funding from banks and other formal financial insti-
tutions. -is is consistent with reality. Based on the data of
fixed observation points in rural areas, we find that only less
than 20% of rural households borrow from formal financial
institutions. -e reasons may be that for most rural
households, they lack enough collateral or credit records;
therefore, formal financial institutions usually cannot esti-
mate the possibility of their default. As a result, information
asymmetry leads to high transaction costs, and formal fi-
nancial institutions are reluctant to lend to these households.
At the same time, in informal credit behavior, 65.1% of
households borrow funds and the leftover is informal
lending behavior. -is may be because, on the one hand,
rural households have low income and usually need to
borrow money to meet consumption expenditure or pro-
duction activities; on the other hand, it may be because our
statistics focus on borrowing activities rather than lending
activities, so the data show that in informal credit behavior,
borrowing activities are the main ones.

In terms of the amount of money spent on maintaining
household social networks (Figure 3(a)), most households
spend between 1,000 yuan and 5,000 yuan with a proportion
of 45.99%. In terms of the amount of money spent on
maintaining emotional and instrumental networks
(Figures 3(b) and 3(c)), most households spent between
1,000 and 5,000 yuan on maintaining emotional networks,
while most spent between 5,000 and 10,000 yuan on in-
strumental networks. Overall, the latter is more expensive to
maintain.
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3.3. Common Method

3.3.1. Probit Model. -e probit model is used to analyze the
effect of social networks on whether rural households
participate in credit behavior. -e model is set as follows:

Prob yD � 1(  � α1social network + β1Xi + μi, (6)

where Xi is control variables, μi is the residual, μi ∼ N(0, σ2),
yD is the dumb variable of the credit behavior, yD � 1 in-
dicates that households credit behavior occurs, and yD � 0
means no households credit behavior occurs.

3.3.2. Panel Data Model

yir � α1irsocial networkir + β1irXir + cr + μir. (7)

Yir denotes household credit behavior, including total
credit scale, formal credit scale, and informal credit scale. i
represents households, r represents the province, and cir is
the fixed effect of provincial classification.

3.3.3. Two-Stage Least Squares. In addition, the variables of
social networks may be endogenous, which may come from
two aspects: on the one hand, households participate in
formal credit or informal credit, which may lead to changes
in social networks; for example, the increase in demand for
family participation in formal and informal credit will spawn
more exchange of gifts and social contacts, thus expanding
its social network resources. On the other hand, social
networks and household formal and informal credit prac-
tices and amounts may be influenced by factors, such as local
cultural background and customs, which are not observable.
-erefore, a key problem to be dealt with in this article is the
endogenesis of social networks. After repeated tests, this
article holds that communication cost can be used as an
instrumental variable for it represents the level of com-
munication with others and can subtly increase their own
social network resources, while it has no close relationship
with variables in residual. -e model is as follows:

yir � α1irsocial networkIVir + β1irXir + cr + μir,

social networkIVir � α2irsocial networkir + β2irXir + cr + μir,
(8)

Table 2: Definition of variables and descriptive statistics.

Variables Definition Mean Standard deviation Min Max
Social network -e sum of gift-money expenditure and income 7.906 1.339 0 12.612

Emotional network -e exchange of gift-money between parents,
children, and other relatives 0.068 0.794 0 11.617

Instrumental network -e exchange of gift-money between peers,
work partners and other friends 5.937 3.602 0 12.612

Formal credit -e actual amount borrowed from banks and
other financial institutions 0.965 3.144 0 17.727

Informal credit -e actual amount borrowed from relatives,
friends, and informal institutions 4.171 5.104 0 16.705

Household credit behavior Whether to extend credit: yes� 1, no� 0;
Credit amount: the sum of formal credit

and informal credit 4.665 5.277 0 17.727

Gender Male� 1, female� 0 0.471 0.499 0 1
Age Survey year minus birth year 37.845 12.901 16 60
Health Good� 1, bad� 0 0.843 0.363 0 1
Education Level of education 3.110 1.436 1 9
Marriage Married� 1, others� 0 0.754 0.430 0 1
Job Employed� 1, others� 0 0.688 0.463 0 1
Politics Party of CPC� 1, others� 0 0.020 0.142 0 1
Risk attitude Risk aversion� 0, risk neutral� 1, risk preference� 2 0.416 0.676 0 2
Family size Number of family members 1.794 0.406 1 3
Family income Total household income 10.411 1.359 0 15.424

Formal credit
Informal lending
Informal borrowing

Figure 2: Distribution of different types of rural household credit
behavior.
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where Social_networkIV is the instrumental variable of
Social_network.

4. Results and Discussion

4.1. Main Results. -e probit model is used to test the
relationship between social networks empirically and

whether rural households take credit or not (Table 3 (1)).
-e results show that when other conditions remain
unchanged, for every 1% increase in rural household
social network relationship maintenance expenditure, the
probability of households choosing credit behavior in-
creases by 0.489%; that is, social network relationships do

0–1000
5000–10000

1000–5000
10000–the above

(a)

0–1000
5000–10000

1000–5000
10000–the above

(b)

0–1000
5000–10000

1000–5000
10000–the above

(c)

Figure 3: -e money spent on maintaining social networks. (a) Social networks. (b) Emotional network. (c) Instrumental network.

Complexity 7



help promote household credit behavior. Meanwhile,
from the empirical results of social networks on the scale
of rural household credit (Table 3 (2)), social networks
also have a significant positive impact on the scale of
household credit. For every 1% increase in social network
maintenance expenditure, the household credit scale
increases by 0.596%.

Due to the possible endogenous social network variables,
2SLS is used to estimate instrumental variable regression
(Table 3 (3)). In the Durbin Wu Hausman endogeneity test,
the D-Wu Hausman statistic is 3.782, and it is significant at
the level of 10%, which indicates that there is endogeneity in
the variable of social networks. -e communication cost is
selected as the instrumental variable, and theWald F value is
60.616, which means the instrumental variable has passed
the validity test. -e results show that when communication
fees are used as social network instrumental variables; for
every 1% increase in communication fees, the scale of
household credit increases by 0.684%. In summary, Hy-
pothesis 1 has been verified, and social networks have a
significant positive impact on rural household credit
behavior.

In addition to the main variables, most of the control
variables also show good statistical characteristics. Educa-
tional experience has a significant negative impact on
household credit behavior. Educational experience increases
one level, the likelihood of households choosing to use credit

increase by 4.6% and household credit scale by 19.9%; health
status, age, and total household income also have significant
negative impacts. Compared with residents with good
health, households with average or poor health are more
likely to credit and borrow higher amounts. -is may be due
to the relatively less income of residents with average or poor
health [23]. -eir families need to pay a higher amount for
health; the older the person is, the less likely it is to borrow
and the smaller the amount of borrowing is, which may be
because the older they are, the less they can work for the
remaining years, and their repayment ability is limited or
they may not be able to meet the credit conditions; the
higher the total household income is, the less they will
choose to borrow and the lower the borrowing amount is.
-is is in line with reality: under normal circumstances,
when family income can cover family expenditures, there is
no need for families to make additional borrowing.

4.2. Results of Social Network on Formal Credit and Informal
Credit. As the characteristics and requirements of formal
credit and informal credit are different, the influence of
social networks on them may also be different. -erefore,
this article makes an empirical test on the relationship
between social networks and formal credit or informal
credit; the results are in Table 4. Columns (1) and (2) are
estimated by panel fixed effect, and columns (3) and (4) are
estimated by 2SLS.

-e results of Table 4 (1) and (3) show that social net-
works have a significant positive impact on the formal credit
behavior of rural households. -e panel estimation results
show that, under other unchanged conditions, for every 1%
increase in social network maintenance expenditures, the
amount of formal credit will increase by 0.173% (Table 4 (1)).
-e results of 2SLS (Table 4 (3)) are consistent with the panel
fixed effect, which shows the coefficient is 0.980. -e co-
efficient of the former increases nearly five times of the latter,
which means that the endogeneity of social networks is
worth considering. Educational experience, marital status,
and family income have a significant positive impact on the
amount of formal family credit: for each level of education
experience, the amount of household formal credit increases
by 33%.-is may be because households with high academic
qualifications are more likely to meet formal financial re-
quirements [18]; compared to unmarried families, married
families can obtain higher financial loans, and the amount is
52.9% higher than that of unmarried families. -is may be
because married families have more stable income and
stronger repayment ability; for every 1% increase in family
income, the credit amount increases by 0.132%. -is is also
because families with higher income have stronger repay-
ment ability and easier access to loans [17].

-e results of Table 4 (2) and (4) show that social
networks also have a significant positive impact on informal
credit. Panel estimation shows that for every 1% increase in
social networks maintenance spending, the amount of in-
formal credit increases by 0.531% (Table 4 (2)).-e results of
2SLS (Table 4 (4)) are consistent with the panel fixed effect,
which shows the coefficient is 0.414. -e coefficient of the

Table 3: Impact of social networks on rural household credit
behavior.

(1) (2) (3)
Whether credit or

not Credit scale Credit scale

Social
networks 0.489∗∗∗ 0.596∗∗∗ 0.684∗∗∗

(0.072) (0.075) (0.099)
Education −0.046∗ 0.085 −0.199∗

(0.019) (0.078) (0.101)
Job 0.093 0.465∗ 0.442

(0.053) (0.223) (0.252)
Gender 0.086 0.200 0.460∗

(0.047) (0.199) (0.231)
Health −0.355∗∗∗ −0.280∗∗∗ −0.661∗∗

(0.067) (0.028) (0.315)
Age −0.015∗∗∗ −0.045∗∗∗ −0.075∗∗∗

(0.002) (0.010) (0.012)
Family size 0.091 0.307 0.558∗

(0.057) (0.249) (0.277)
Marriage 0.020 0.554∗ 0.141

(0.067) (0.273) (0.325)
Politics 0.103 1.261 0.676

(0.164) (0.682) (0.788)
Family income −0.117∗∗∗ 0.063 −0.510∗∗

(0.027) (0.081) (0.161)
Risk attitude 0.034 0.233 0.121

(0.034) (0.141) (0.162)
Constant −1.962∗∗∗ 0.564 −7.720∗∗

(0.391) (1.119) (2.391)
N 3037 3037 3037
Note: standard errors in parentheses ∗p< 0.05, ∗∗p< 0.01, ∗∗∗p< 0.001.
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former is close to the latter, which means the endogeneity of
social networks in informal credit is not obvious. Work
status, health status, and age also have significant impacts on
the amount of informal credit: compared with nonworking
residents, the amount of informal credit obtained by
working residents is 66.9% higher. -is is because working
residents have income and a source of repayment [18]; the
improvement of health status reduces the amount of in-
formal credit. -e amount of loans borrowed by residents
with good health is 23.7% less than the amount borrowed by
residents with average or poor health. -is may be because
residents in good conditions havemore opportunities to find
a job, and their medical expenses are less, so their loan
amount needs are less [19]; the older the age, the smaller the
amount of informal credit, and the amount of borrowing
decreases by 4.3% for each year of increase. -is may be
because as residents get older, their ability to repay gradually
decreases, so the number of loans borrowed decreases.

In addition, comparing the impact of social networks on
formal credit and informal credit (Figure 4), it can be found
that social networks have a stronger impact on informal
credit no matter it is linear fitting (Figure 4(a)) or curve
fitting (Figure 4(b)). Hypothesis 2 has been verified. -is is
consistent with the research of scholars such as He et al. [15]
and Yang et al. [1]: on the one hand, since formal credit
requires mortgage or guarantee, although social networks
can be used as a kind of “hidden” guarantee and supervision
mechanism; it is incompatible with practical material. -ere
are still gaps in guarantees, and rural households may still be
restricted by formal credit rationing and cannot get loans; on

the other hand, plentiful social networks mean more rela-
tives, friends, and closer contacts between social network
members; this can effectively avoid moral hazard and ad-
verse selection [3]. Moreover, the rapid spread of public
opinion in social networks can also restrain debtors from
complying with loan contracts [33]. -erefore, the enrich-
ment of social networks can effectively strengthen rural
informal credit.

4.3. Results of Emotional Network and Instrumental Network
on Household Credit Behavior. In social networks, differ-
ences in connection strength between individuals form
different types of networks, strong connections form
emotional networks, and weak connections form instru-
mental networks. -is section empirically examines the
relationship between different types of networks and
household credit behavior. -e results are shown in Table 5.

Columns (1) and (2) in the table are the influence of
emotional networks and instrumental networks on the
total household credit amount. -e results show that
emotional networks and instrumental networks have
significant positive impacts on the amount of household
credit with coefficients of 0.423 and 0.169, respectively,
indicating that with other unchanged conditions, each
time emotional networks maintenance expenditure in-
creases by 1%, the credit amount increased by 0.423%,
and for every 1% increase in instrumental networks
maintenance expenditure, the credit amount increased by
0.169%.

Table 4: Impact of social networks on formal and informal credit behavior.

(1) (2) (3) (4)
Formal credit Informal credit Formal credit Informal credit

Social networks 0.173∗∗∗ 0.531∗∗∗ 0.980∗∗ 0.414∗∗∗
(0.048) (0.072) (0.298) (0.473)

Education 0.330∗∗∗ −0.107 0.243∗∗∗ −0.365∗∗∗
(0.050) (0.075) (0.060) (0.096)

Job −0.223 0.669∗∗ −0.226 0.623∗∗
(0.143) (0.214) (0.151) (0.239)

Gender 0.107 0.155 0.217 0.366
(0.127) (0.191) (0.138) (0.219)

Health −0.120 −0.237∗∗∗ −0.272 −0.555∗
(0.180) (0. 027) (0.189) (0.299)

Age −0.004 −0.043∗∗∗ −0.013 −0.070∗∗∗
(0.007) (0.010) (0.007) (0.012)

Family size 0.081 0.444 0.149 0.670∗
(0.159) (0.239) (0.165) (0.263)

Marriage 0.529∗∗ 0.310 0.377 −0.051
(0.175) (0.262) (0.193) (0.308)

Politics −0.278 1.329∗ −0.608 0.786
(0.438) (0.655) (0.471) (0.748)

Family income 0.132∗ −0.039 −0.085 −0.564∗∗∗
(0.052) (0.078) (0.096) (0.153)

Risk attitude −0.025 0.192 −0.078 0.099
(0.091) (0.136) (0.096) (0.153)

Constant −2.816∗∗∗ 1.831 −6.169∗∗∗ −5.556∗
(0.717) (1.076) (1.428) (2.269)

N 3037 3037 3037 3037
Note: standard errors in parentheses ∗p< 0.05, ∗∗p< 0.01, ∗∗∗p< 0.001.
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Columns (3) and (4) are the influence of emotional
networks and instrumental networks on the amount of
household formal credit. -e results show that emotional
networks and instrumental networks also have significant
positive impacts on the amount of household formal credit,
with coefficients of 0.229 and 0.061, respectively. Columns

(5) and (6) are the influence of emotional networks and
instrumental networks on the amount of household infor-
mal credit. -e results show that emotional networks and
instrumental networks have significant positive impacts on
the amount of household informal credit, with coefficients of
0.278 and 0.142, respectively.
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Figure 4: Slope graph of social networks on formal and informal credit behavior. (a) Linear fitting; (b) curve fitting.

Table 5: Impact of emotional and instrumental social networks on rural household credit behavior.

(1) (2) (3) (4) (5) (6)
Household credit Household credit Formal credit Formal credit Informal credit Informal credit

Emotional networks 0.423∗∗∗ 0.229∗∗∗ 0.278∗∗
(0.095) (0.059) (0.091)

Instrumental networks 0.169∗∗∗ 0.061∗∗∗ 0.142∗∗∗
(0.024) (0.015) (0.023)

Education 0.111 0.088 0.292∗∗∗ 0.287∗∗∗ −0.058 −0.082
(0.068) (0.068) (0.042) (0.042) (0.065) (0.065)

Job 0.480∗ 0.460∗ −0.115 −0.132 0.628∗∗∗ 0.615∗∗
(0.195) (0.195) (0.120) (0.120) (0.187) (0.187)

Gender −0.062 −0.050 −0.053 −0.057 −0.005 0.009
(0.174) (0.173) (0.107) (0.107) (0.167) (0.166)

Health −1.337∗∗∗ −1.331∗∗∗ −0.048 −0.047 −1.416∗∗∗ −1.410∗∗∗
(0.244) (0.243) (0.150) (0.150) (0.234) (0.233)

Age −0.038∗∗∗ −0.042∗∗∗ 0.003 0.001 −0.040∗∗∗ −0.043∗∗∗
(0.009) (0.009) (0.005) (0.005) (0.009) (0.009)

Family size 0.230 0.217 0.026 0.023 0.317 0.305
(0.216) (0.215) (0.132) (0.132) (0.207) (0.206)

Marriage 0.552∗ 0.534∗ 0.294∗ 0.311∗ 0.422 0.392
(0.233) (0.232) (0.143) (0.143) (0.224) (0.223)

Politics 1.446∗ 1.662∗∗ 0.089 0.188 1.199∗ 1.358∗
(0.572) (0.569) (0.353) (0.352) (0.549) (0.546)

Family income 0.170∗∗ 0.119 0.185∗∗∗ 0.170∗∗∗ 0.065 0.021
(0.065) (0.066) (0.040) (0.041) (0.063) (0.063)

Risk attitude 0.119 0.135 −0.033 −0.032 0.112 0.126
(0.123) (0.123) (0.076) (0.076) (0.118) (0.118)

Constant 3.859∗∗∗ 3.664∗∗∗ −2.032∗∗∗ −2.139∗∗∗ 4.879∗∗∗ 4.737∗∗∗
(0.892) (0.889) (0.549) (0.549) (0.856) (0.853)

N 3984 3974 4001 3991 3984 3974
Note: standard errors in parentheses ∗p< 0.05, ∗∗p< 0.01, ∗∗∗p< 0.001.

10 Complexity



Summarizing the impact of different types of networks
on distinctive credit amounts (Figure 5), we find that
whether it is an emotional network or an instrumental
network, it has a significant positive impact on household
credit behavior. Hypothesis 1 has been verified again. In
addition, compared with formal credit behavior, emotional
networks have a stronger positive impact on informal credit
behavior (Figure 5(a)), Hypothesis 3 is verified; compared
with formal credit, the positive influence of instrumental
networks on informal credit behavior is stronger
(Figure 5(b)), Hypothesis 4 is not verified. -is may be
because in social networks, households are more likely to
borrow directly from individuals in the network and
seldom make formal credit through individual relation-
ships [20]. In addition, even if there are credit personnel
from financial institutions in household instrumental
networks, households must meet the formal credit con-
ditions, which are not met by the invisible guarantee
mechanism of social networks. -erefore, in general, the
tool-based network has a stronger influence on informal
credit. In addition, from Figures 5(c) and 5(d), we find
that whether in formal credit or informal credit, the

positive effect of emotional networks is stronger than that
of instrumental networks.

5. Conclusions

-is research discusses the impact of social networks on
rural household credit behavior and explores the hetero-
geneity of the impact from differential networks and distinct
credit behavior. -e article first analyzes the influence of
social networks on household credit behavior decisions
based on game theory and further proposes hypotheses and
conducts empirical tests. -e results show that social net-
works can actively promote rural household choice of credit
behavior and increase their credit amount. In addition,
compared with formal household credit behavior, social
networks have a stronger positive role in promoting in-
formal credit behavior. -is conclusion has also been
confirmed in the influence of emotional networks and in-
strumental networks on household credit behavior. -at is,
both emotional and instrumental networks have a stronger
influence on informal credit behavior than formal credit. At
the same time, we also find that the positive effect of
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Figure 5: Slope graph of social networks effect on credit behavior. (a) Emotional networks and (b) instrumental networks effect on formal
and informal credit. Emotional networks and instrumental networks effect on (c) formal and (d) informal credit.
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emotional networks is stronger than that of instrumental
networks on either formal credit or informal credit.
-erefore, we suggest that in the process of giving play to the
role of rural financial credit, social networks should be
actively used to transmit and supervise, especially to
strengthen the establishment of emotional networks, which
has an important practical effect on the development of
formal financial credit and informal credit. Specifically, first,
the implementation of finance credit should pay attention to
the characteristics of the village acquaintance society in
order to solve the problem of high transaction cost caused by
information asymmetry. Secondly, when analyzing the effect
of inclusive financial projects, the dynamic impact of ex-
ternal policies on the overall equilibrium should be con-
sidered for the factors that made mutual fund projects
successful (such as the social network of villages) may
change with the implementation of the projects, and then
have a global impact on the policy effect. -ird, by com-
bining the formal system with the informal system, the
government should create a more complete credit market
environment and ease the credit constraints. Especially for
farmers who lack collateral, it should fully consider the
guarantee function of social networks with geographical and
kinship relationship so as to solve the problem of loan
difficulty in rural areas.

Although we have conducted an in-depth analysis of the
relationhip between social networks and rural household credit
behavior, this study also has some shortcomings. First, this
study mainly uses cross-sectional sample data for analysis from
an individual perspective, and it is difficult to obtain the dy-
namic process of variables in the individual development
process. Secondly, this research only studies the direct rela-
tionship between social networks and household credit be-
haviors. -e mechanism of how social networks affect
household credit behaviors has not yet been explored. Future
research could analyze the influence mechanism in detail and
conduct empirical tests on it to understandmore specifically the
extent and path of the influence; finally, this study only con-
siders rural samples and does not consider the influence of
social networks on urban household credit behavior. Due to the
dual development of rural households and urban households,
their credit needs are different. Future research could also
conduct heterogeneous research on the relationship between
urban and rural family social networks and credit behavior.
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With the rapid development of 5G era, the number of messages on the network has increased sharply. 1e traditional opportunistic
networks algorithm has some shortcomings in processing data. Most traditional algorithms divide the nodes into communities and
then perform data transmission according to the divided communities. However, these algorithms do not consider enough nodes’
characteristics in the communities’ division, and two positively related nodes may divide into different communities.1erefore, how
to accurately divide the community is still a challenging issue. We propose an efficient data transmission strategy for community
detection (EDCD) algorithm. When dividing communities, we use mobile edge computing to combine network topology attributes
with social attributes. When forwarding the message, we select optimal relay node as transmission according to the coefficients of
channels. In the simulation experiment, we analyze the efficiency of the algorithm in four different real datasets.1e results show that
the algorithm has good performance in terms of delivery ratio and routing overhead.

1. Introduction

With the booming of information technology and the
popularization of wireless network equipment [1], people
have a growing demand for the network. As a fresh type of
self-organizing network [2], an opportunistic social network
has attracted researchers’ attention [3]. 1ere is no complete
end-to-end path between nodes in opportunistic social
networks [4]; it uses the encounter opportunities brought by
node movement to communicate hop by hop [5]. At present,
opportunistic social network has widespread use in various
fields, such as mobile phones [6], handheld electronic de-
vices [7], vehicular networks with mobile intelligent devices
on the road [8], wildlife tracking [9], and network trans-
mission in remote areas [10].

1e traditional social network method to deal with data
transmission faces significant challenges [11], which will
become an obstacle to the information exchange and sharing
[12]. To enhance data transmission in a 5G wireless network

[13], we should design a more convenient model to achieve
data forwarding flexibly [14]. 1e user terminal equipment
needs to transmit a large amount of data and needs to
calculate these intensive tasks [15]. To enhance wireless
devices’ computer ability, mobile edge computing (MEC) is
proposed [16–18]. Because the mobile edge server locates at
the edge of the wireless network and closer to the users, it can
efficiently provide the surrounding users’ services and in-
tegrate the concept of opportunistic social networks into
mobile edge computing, to reduce the consumption of
source nodes [19].

However, each node has many social attributes [20].
1ey represent the relationship among different users, and
the connections between nodes in the same community are
more than closer [21]. So, the network nodes can be divided
into communities by their different attributes to improve the
algorithm’s performance [22]. 1e existing algorithms do
not fully consider nodes’ characteristics, so there is a large
space for improvement in community detection accuracy
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and efficiency [23]. 1at is why it is necessary to propose an
efficient community detection algorithm.

Opportunistic social network uses the strategy of
“storing-carrying-forwarding” to handle the energy con-
sumption problem in the data transmission process [24].
Messages are forwarded through encounter opportunities
produced by node movement. In this paper, the network
topology attributes and social attributes are used to measure
the similarity between nodes, and the hierarchical clustering
method effectively divides the community [25]. In the
process of data transmission, if the mobile device does not
have a suitable transmission target, the message will occupy
a lot of cache, and the data transmission in the community is
likely to wait a long time and cause the delay in transmission
[26]. After dividing the community, we need to further
establish the weight distribution between nodes and com-
munity to reduce the time complexity and overhead cost and
construct a set of candidate relay nodes based on the re-
lationship between information forwarders and adjacent
nodes. From the perspective of minimizing bit error rate, the
channel coefficients of the two channels from the source
node to the relay node and the relay node to the destination
node are analyzed. 1is must select the optimal relay node
from the set of candidate relay nodes as transmission. In
summary, we propose an efficient data transmission strategy
for community detection in opportunistic social network
using mobile edge computing combined with network to-
pology and social attributes. 1e transmission strategy is
divided into two periods: the initialization period and the
routing period.

1e contributions of this research study are as follows:

(1) Initialization period: using network topology attri-
butes and social attributes to measure the similarity
between nodes, a community detection algorithm is
proposed through hierarchical clustering.

(2) Routing period: based on the relationship between
the message forwarder and the adjacent nodes, a set
of candidate relay nodes is constructed. By analyzing
the channel coefficients of the source node to the
relay node and the relay node to the destination
node, a method for selecting the optimal relay node
is proposed.

(3) Simulation results show that the algorithm EDCD
proposed in this paper has good performance such as
delivery ratio, routing overhead, and average end-to-
end delay in different real datasets.

2. Related Works

Many researchers have conducted research on routing and
forwarding algorithms in opportunistic social networks and
proposed very effective approaches in different application
scenarios in recent years. Many research methods have
focused on algorithm research. Routing algorithms can be
roughly dividing into two sorts: existing social-ignorant
algorithms and existing social-aware algorithms [27].

Existing social-ignorant algorithms mean that social
message relating to nodes will not make adaptable messaging

decisions in the process of data transmission. Vahdat and
Becker [28] proposed the epidemic routing algorithm. Ep-
idemic algorithm is essentially a flooding algorithm, and
each node forwards information to all its neighbors.
However, there are a lot of message copies in the network,
which will consume many network resources. Sisodiya et al.
[29] proposed a flood routing algorithm, that is, spray and
wait algorithm, which divides the information forwarding
process into two steps. 1e first step is to copy the message
and the transmission process is in the second step. It can
easily lead to ultratransmission delay and data redundancy.

Sharma et al. [30] proposed a routing protocol named
MLProph, which uses machine learning (ML) algorithms,
namely, decision trees and neural networks, to determine the
probability of successful message delivery, but this algorithm
has great limitations. Tang et al. [31] proposed a scheme
based on reinforcement learning (RL), which can apply to
opportunistic routing transmissions that require high reli-
ability and low latency. However, this opportunistic routing
scheme can only be used for specific scenarios and is not for
all networks. Wu et al. [32] proposed the algorithm that
adjusts the cache by analyzing the importance of message
propagation. 1is algorithm has a small routing overhead,
but to avoid deleting the cached data, the data shares by
adjacent nodes will cause data redundancy.

Social-aware algorithms refer to the social relationship
between nodes to measure the transmission relevance be-
tween nodes. Yan et al. [33] established an effective data
transmission strategy (ENPSR), which uses the priority of
nodes and social relationships in opportunistic social net-
works. Obtain the data transmission priority by measuring
the social attributes and historical information of the node.
1en use the forecast plan to determine the appropriate
message delivery decision. Wu and Chen [34] proposed an
optimal routing scheme for cooperative nodes based on
opportunistic network features. 1is scheme can use in
social networks. By reliability, availability, and weighting
factors are used as the weights of human activities to obtain
the optimal cooperative node, but the algorithm has a high
routing overhead. Drǎgan et al. [35] proposed that nodes
can be divided into several communities according to their
intimacy and the time together. 1is community detection
method does not fully consider all of the nodes in the
community.

Zeng et al. [36] proposed a social-based clustering and
routing scheme, in which each node selects the nodes with
close social relationships to form a local cluster, but this can
cause data redundancy issues. Liu et al. [37] proposed an
algorithm using node similarity (FCNS) based on fuzzy
routing and forwarding. 1is algorithm has good perfor-
mance in data transfer ratio and routing overhead but high
transmission delay. Niu et al. [38] proposed a predictive and
extended routing protocol, which uses Markov chain as a
node mobility model to realize the social characteristics of
nodes. It does not consider node communication between
different places, and nodes just upload and send message in
the same place.

Because the abovementioned traditional methods do not
fully consider node characteristics and other problems, this
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paper proposes a model that combined with the network
topology and social attributes to detect community and
analyze the channel coefficients of source node to relay node
and relay node to destination node to select optimal relay
node as information transmission in opportunistic social
networks. 1is model can effectively handle the challenge of
improving data transmission and has good performance of
low delay and low routing overhead.

3. Model Design

In opportunistic social networks, we can define the topo-
logical structure G � (V, E, w), where Vis the node of the
network and E is the edge set in the network reflecting the
relationship between the nodes. E � (m, n)|m ∈ V, n ∈ V{ },
m and n are nodes, and w is the weight of the edges of nodem

and node n. On the basis of the division of the community,
we make C � C1, C2, . . . , Cn{ }, which require more edges
between vertices in each community subgraph. We consider
that there will be differences between nodes and the number
of encounters between nodes to weight each edge.1is paper
proposes to measure the similarity between different nodes
in terms of network topology attributes and social attributes.
1e greater the similarity is between nodes, the more likely
they are to belong to the same community.

Firstly, we must reasonably define the similarity between
nodes. For a real social network, and considering the net-
work topology, we also need to consider the social attributes
between nodes.Wemust collect the data of the node, and the
process is shown in Figure 1. 1e nodes information col-
lection method is that the base station collects all node
information in the area within a period of time. When the
node has a transmission task, request the probability table of
the source node and the destination node from the base
station that has collected the information and use edge
computing to transmit decision information to reduce
node’s workload. Because many communities can usually
only share messages based on one or two nodes, there must
be enough cache to improve data transmission efficiency.
1e node requires obtaining the position, speed, and moving
direction of itself and the destination node. However, the
encounter of nodes in opportunistic social networks is
random. Combining the characteristics of node movement
to calculate the probability of node encounters, in this paper,
PEmn means the probability of nodes m and n meeting in a
period of time t, and the node meeting interval time obeys
the exponential distribution; then the probability of node m

and node n meeting within the sensing range is

PEmn(t) � 1 − e
− λmn(t)

, (1)

where m is the source node, n is the destination node, λmn �

(1/Δtmn) is the encounter strength of node m and node n,
and Δtmn is the average time between node m and node n:

Δtmn �
1
n



n

k�0
t
k+1
mn − t

k
mn , (2)

where tk
mn is the time of the kth encounter, and we define

t0mn � 0. In short, combine the formula to get

PEmn(t) � 1 − e
− λmn(t)

� 1 − exp
−n tinit − t0( 


n
k�0 t

k+1
mn − t

k
mn 

⎡⎢⎢⎣ ⎤⎥⎥⎦, (3)

where tr � tinit − to is the remaining time to live of the
message, tinit is the initial time to live of the message, and t0
is the current time the message has been alive.

Secondly, construct the encounter probability matrix.
1e number of encounters between nodes to a certain extent
only reflects the number of encounters of the node in a
period of time.

MT �

PE11 . . . PE1n

⋮ ⋱ ⋮

PEm1 · · · PEmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (4)

Use the number of encounters between nodes to weight
each edge. w � wmn|emn ∈ E is the set of edge weights,
where wmn is the number of encounters between two
nodes.MT � PEmn(t)  represents the n∗ n encounter ma-
trix of node m and node n in a period of time t.

wmn � PEmn(t) × 
n

on
wm,on, (5)

where wm,on represents the number of encounters the node
m has met with other nodes within a certain period of time.

In opportunistic social networks, network topology at-
tributes reflect the status of the network. It requires more
edges between the vertices in each community subgraph.

(1) 1e strength of nodes describes how close the node is
to the surrounding network, and the node strength is
equal to the degree of the node, that is, the number of
neighbor nodes. 1e defined formula is

ND(m,n) �
NCm − NCn




NCm + NCn



, (6)

where ND(m,n) is the node connection strength be-
tween nodem and node n.NCmis the set of neighbor
nodes connected to a node m in current times, and
NCn is the set of neighbor nodes connected to a node
n in current times. We have to consider that two
nodes may share a set of similar neighbor nodes, so
the higher the relationship between them, the higher
the probability of data transmission.

(2) 1e direct connection strength represents the in-
fluence of the direct connection between two nodes.
When there is an edge between two nodes, the edge
weight measures the strength of the connection
between them. We define the sum of the weights of
all edges adjacent to node m as s(m) � n∈θ(m)wmn,
where θ(m) is the set of neighbor nodes of m. For
any θ(m), there is a relationship between nodem and
node n. So the formula for direct connection strength
is as follows:

DC(m,n) �
wmn

s(m) + s(n) − wmn

, (7)
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where DC(m,n) is the strength of the direct connec-
tion between two nodes and is also the ratio of the
weight of the two nodes to the weight of their ad-
jacent edge.

(3) 1e indirect connection strength indicates the in-
fluence of the indirect connection between two
nodes; just as when node m and node n have a
common adjacent node p, then node m and node n

also have a certain chance to connect. 1e more
adjacent nodes that two nodes have in common, the
closer the two nodes are. So the formula for indirect
connection strength is as follows:

IC(m,n) � 
p∈s(m∩s(n))

wmp + wnp

s(m) + s(n) − wmn

, (8)

where wmp and wnp represent the connection
strength between node m and node n through node
p, and the indirect connection strength between
nodes is the sum of the strengths of all common
neighbor connections. 1at is to say, the more
common adjacent nodes the two nodes have, the
greater the indirect connection strength is.

In the network topology attributes, we classify the
possible relationships between two nodes into the following
four types, where we use SMDtp(m,n) to express topological
similarity between node m and node n.

(a) No direct and no indirect connection:

SMDtp(m,n) � αND(m,n). (9)

(b) Indirect but no direct connection:

SMDtp(m,n) � ηIC(m,n) + αND(m,n). (10)

(c) Direct but no indirect connection:

SMDtp(m,n) � φDC(m,n) + αND(m,n). (11)

(d) Direct and indirect connection:

SMDtp(m,n) � φDC(m,n) + ηIC(m,n) + αND(m,n), (12)

where α is the coefficient of the strength of node, φ is
the coefficient of the direct connection strength, and
η is the coefficient of the indirect connection
strength. 1e higher the topological similarity be-
tween nodes, the greater the chance of communi-
cation between nodes, which can improve data
transmission efficiency.

1e social attributes between nodes measure the social
similarity between two nodes.

(1) 1e geographic relevance of nodes: the node has
mobile characteristics; the mobile node’s trajectory
information is used to analyze the geographic lo-
cation correlation of the node. 1e trajectory
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Figure 1: Schematic diagram of community node information.

4 Complexity



information refers to the geographic location in-
formation of the sensing area. 1e sensing area is the
area where the node can transmit messages within a
certain range. Specifically, in the time period T, if the
nodes’ geographical locations are close, it means that
the probability of node information transmission is
high; that is to say, the probability of meeting in the
same area will also be increased. 1e geographical
correlation between nodes can be expressed as

GD(m,n) �


k
m�1 

k
n�1 A R

rm

m , R
rn
n( 

T
, (13)

where GD(m,n)is the geographic relevance of nodes,
A(Rrm

m , Rrn
n )represents the similarity function of

node m and noden at position A, Rrm
m represents rmth

trajectory information of node m, and Rrn
n represents

rnth trajectory information of node n.

A R
rm
m , R

rn
n(  � max E

rm
m , E

rn
n  − min Q

rm
m , Q

rn
n , (14)

where max Erm
m , Ern

n  takes the maximum value be-
tween Erm

m and Ern
n , Erm

m is the time when node m

enters the sensing area for the rmth time, and Ern
n is

the time when node n enters the sensing area for the
rnth time. min Qrm

m , Qrn
n  represents take the mini-

mum value between Qrm
m and Qrn

n , Qrm
m is the time

when node m quits the sensing area for the rmth

time, and Qrn
n is the time when node n quits the

sensing area for the rnth time.
(2) 1e interesting relevance of nodes: users with

common interests will visit the same business.
Naturally, mobile users with the same interests will
spend more time and energy communicating to-
gether. 1e information transmission between nodes
will be carried out between mobile users with the
same interest in the time period T. 1e interesting
relevance between nodes can be expressed as

IR(m,n) �


kn

k�1 T
k
m,n


kn−1
k�1 T

k−1
m,otn

, (15)

where IR(m,n) represents the interesting relevance
between node m and node n. Tk

m,n represents the
ratio of time occupied by node mand node n during
the kth transmission of information in time periodT.
Tk−1

m,otn represents the ratio of the time occupied by
node m and other nodes except node n in the k-1th
transmission information in time period T.

(3) 1e separating time relevance of nodes: two nodes
can make a connection and communicate. 1e av-
erage interval between two nodes can be defined as
the time interval when two nodes meet each other. If
there is no communication for a long time, the re-
lationship between the two nodes is not close
enough. Conversely, a shorter separation means that
the two nodes are closely related.1e separating time
relevance of nodes can be expressed as

AS(m,n) �
T

k
m,n − T

1
m,n

k × T
, (16)

where AS(m,n) represents the separate time relevance
of node m and node n to convey information. Tk

m,n is
the time of the kth transmission of information in the
time interval T. T1

m,n is the time of the first trans-
mission of information in the time interval T.

1rough the above calculation of social attribute values,
we can quantify the relationship between node m and node
n. SR(m,n) represents the similarity of social attributes as
follows:

SR(m,n) � βGD(m,n) + δ IR(m,n) + ρAS(m,n), (17)

where β is the coefficient of the geographic relevance of
nodes, δ is the coefficient of the interesting relevance of
nodes, and ρ is the coefficient of the separating time rele-
vance of nodes. 1e higher the node’s social attribute value,
the higher the closeness between the nodes and the higher
the probability of encountering communication, which will
improve the efficiency of information transfer between
nodes.

Node similarity is affected by the network topology and
social attributes. NS(m,n) represents the similarity between
node m and node n. Correspondingly, in this paper, we
define node similarity to be composed of network topology
and social attributes, and the node similarity formula is

NS(m,n) � ϕ SMDtp(m,n) +(1 − ϕ)SR(m,n). (18)

1rough the above description, we can know the rela-
tionship between nodes more accurately. 1e higher the
node similarity, the more frequent the communication
between nodes. Source node can accurately find the relay
node and then transmit information to the destination node
by establishing a community [39]. 1e information trans-
mission in this process is more efficient, and the time delay
reduces.

1e nodes within the same community are closely
connected. Community detection is essentially the clustering
of nodes with a tight structure in the network. 1is paper
uses a hierarchical clustering algorithm to divide the
community. Lead in modularity Q, which is used to measure
the degree of community division. 1e fast unfolding al-
gorithm considering data scale, running time, and other
aspects of the community division results is ideal. 1e al-
gorithm is stable and will continuously merge nodes to
construct new graphs, which significantly reduces the cal-
culation amount. 1e algorithm steps are as follows:

Step 1: initialize and calculate the node similarity; di-
vide each node into the community where the adjacent
node is located. As shown in Figure 2, the source node S

is in community one. We try to move the node S to
community two and community three. Calculate the
corresponding modularity value, and move the node S

to the corresponding community with the largest
change value. We lead in modularity Q to measure the
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degree of community division. 1e specific calculation
formula is as follows:

Q �  c
 in
2l

−
 tot
2l

 

2

, (19)

where Q is the modularity,  in represents the number
of connections within the community,  tot represents
the sum of degrees of all nodes in the community, and l

is the sum of weights in the network.
Step 2: select each node one by one, and calculate the
modularity gain divided into the community where the
adjacent point is located. ΔQ represents modularity
gain, and the calculation formula is as follows:

ΔQ �
 in + 2km,in

2l
−

 tot + km

2l
 

2
⎡⎣ ⎤⎦

−
 in
2l

−
 tot
2l

 

2

−
km

2l
 

2
⎡⎣ ⎤⎦,

(20)

where km,in is the sum of weights from nodem to the
community and km is the sum of the weights of node m.
After calculating the modularity gain, we have to de-
termine whether it is a positive number; if it is a positive
number, it will be divided into the corresponding
community; otherwise, no division will be made.
Step 3: repeat Step 2 until the node’s community no
longer changes.
Step 4: construct a new graph; each point in the new
graph is each community divided in Step 3; continue to
execute until the community structure does not change.

1is paper roughly divides the above algorithm steps
into two stages:

Stage 1: divide each node into the community where the
adjacent node is located so that the modularity value
becomes more immense.
Stage 2: the communities divided in the first stage are
aggregated into one point, and the network is recon-
structed until the structure of the network no longer
changes.

1is paper draws on the hierarchical clustering idea of
the fast unfolding algorithm. We use network topology
attributes and social attributes to express node similarity
and comprehensively calculate node similarity to update
network weights. In the first stage of node merging, we
form an initial community to merge and improve the
overall modularity and then calculate modularity gain; if
ΔQ is positive then the two communities are merged;
otherwise they will not be merged. 1e modularity gain is
calculated repeatedly, and the final division result is
output.

Nodes have the characteristics of random movement,
and it is vital to establish a community. In opportunistic
social network, many communities can usually deliver
messages based on only one or two nodes. If these nodes
do not have enough cache or overhead, data transmission
in the community is likely to wait a long time. 1erefore,
after we divide the community, we need to establish
further the weight distribution between the nodes and the
community reconstruction so as to reduce the time
complexity and overhead cost better. Below we will prove
the changes in the community of the source node during
the movement.

We define at time t, Q is the degree of modularity of the
community, Ewe is the total weight of weight, Ewec is total
weight of the edges of community c, Dm is the degree of
node m in community c, and ΔEwe is the increment of edge
weight.

∆Q3∆Q
2

∆Q1

S

S

S

S

Source node

Adjacent node

Communication node

S

Figure 2: Schematic diagram of nodes moving between communities.
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Q(t) �
Ewec

Ewe
−

D
2
m

4E
2
we

. (21)

Proposition 1. In opportunistic social networks, the weight
of the edge made by a node with other adjacent nodes in the
network increases; the community relevance also will increase.

Proof. With time t, the modularity in the community is
Q(t).

When the time increases to t + 1, the modularity change
in the community can be expressed as

Q(t + 1) �
Ewec + ΔEwe

Ewe + ΔEwe
−

Dm + 2ΔEwe( 
2

4 Ewe + ΔEwe( 
2,

Q(t + 1) − Q(t) �
Ewec + ΔEwe

Ewe + ΔEwe
−

Dm + 2ΔEwe( 
2

4 Ewe + ΔEwe( 
2 −

Ewec

Ewe
−

D
2
m

4E
2
we

 

�
4E

3
weEwec + 4E

2
weΔEweEwec + 4E

3
weΔEwe + 4E

2
weΔE

2
we  − E

2
weD

2
m + 4E

2
weΔE

2
we + 4E

2
weDmΔEwe 

4E
2
we Ewe + ΔEwe( 

2

−
4E

3
weEwec + 4EweΔEweEwec + 8E

2
weΔEweEwec  − D

2
mE

2
we + D

2
mΔE

2
we + 2D

2
mE

2
weΔE

2
we 

4E
2
we Ewe + ΔEwe( 

2
⎛⎝ ⎞⎠

≥
4E

3
weΔEwe − 6E

2
weDmΔEwe + 2E

2
weDmΔEwe − 2E

2
weDmΔEwe + DmΔEwe( 

2

4E
2
we Ewe + ΔEwe( 

2

� ΔEwe
4E

3
weΔEwe − 6E

2
weDm + 2E

2
weDm − 2E

2
weDmΔEwe + D

2
mΔEwe

4E
2
we Ewe + ΔEwe( 

2

� ΔEwe
2E

2
we − 2EweDm − DmΔEwe  × 2Ewe − Dm( 

4E
2
we Ewe + ΔEwe( 

2 .

(22)

We can get ΔEwe > 0, so we just need proof
(2E2

we − 2EweDm − DmΔEwe) × (2Ewe − Dm)> 0.
In other words,

2E
2
we − 2EweDm − DmΔEwe > 0,

2Ewe − Dm > 0,

⎧⎪⎨

⎪⎩

2E
2
we − 2EweDm − DmΔEwe > 0,

2Ewe − Dm > 0,

ΔEwe > 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0<ΔEwe < 2Ewe
Ewe

Dm

− 1 ,

2Ewe
Ewe

Dm

− 1 > 0,

Dm < 2Ewe,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0<ΔEwe < 2Ewe
Ewe

Dm

− 1 ,

Dm <Ewe.

⎧⎪⎪⎨

⎪⎪⎩
(23)

It is known that 2Q is the total of nodes in the network,
and no community in the network appears more than 2Q. In
short, we are aware that increasing the weight can increase
the community’s relevance in opportunistic social networks.
For this paper, the weight will affect the community’s rel-
evance in opportunistic social networks, and the proposition
holds. □

Proposition 2. If the weight of an edge of two communities
increases, node m is in community A, U−

commB will be in-
creased, and U+

commA will be decreased. 9e community
corresponding to the node m will change, and the weight of an
edge between the node and the community is ΔEwe(ΔEwe > 0);
if the weight of the edge can be changed, the result of the
community will also change.

Proof. Before the weight changes, for node m,
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U
+
commA � e

m
A −

Dm DA − Dm( 

2Ewe
,

U
−
commB � e

m
B −

DmDB

2Ewe
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(24)

After the weight changes, for node m,

U
−
commA � e

m
A −

Dm + ΔEwe(  DA − Dm( 

2 Ewe + ΔEwe( 
,

U
−
commB � e

m
B + ΔEwe(  −

Dm + ΔEwe(  DB + ΔEwe( 

2 Ewe + ΔEwe( 
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

U
−
commB − U

−
commB �

2EweΔEwe + DmDB

2Ewe
−

DmDB + ΔEweDB + ΔEweDm + ΔE2
we

2 Ewe + ΔEwe( 

≥
2EweΔEwe + DmDB

2 Ewe + ΔEwe( 
−

DmDB + ΔEweDB + ΔEweDm + ΔE2
we

2 Ewe + ΔEwe( 

�
2Ewe − DB − Dm − ΔEwe

2 Ewe + ΔEwe( 
· ΔEwe.

(25)

Because Ewe > 0, when 2Ewe �  di,

2Ewe > 2Ewe − DB − Dm − ΔEwe · U
−
commB − U

−
commB > 0.

(26)

All in all, if the weight of one side increases, then for
node m U−

commB increases. 1en,

U
+
commA − U

+
commA � ΔEwe DA − Dm( 

Dm − Ewe

2Ewe Ewe + ΔEwe( 
.

(27)

Because ΔEwe > 0, Ewe > 0, DA − Dm > 0, for all edges in
the network  Di >DmDm − Ewe < 0, U+

commA − U+
commA < 0.

If the weight of one side increases, then U+
commA

decreases.
If the weight of an edge of two communities increases,

node m is in community A, then U−
commB will increase and

U+
commA will decrease. □

Proposition 3. If node m and node n are connected, and one
of the nodes has one and only one edge, when the weight
between node m and node n drops, the community will not
divide.

Proof. Let us assume that the community is divided; then
the following three conditions must be met:

Ewe,m + Ewe,n <Ewe,

um

Ewe
−

D
2
i

4E
2
we

+
un

Ewe
−

D
2
j

4E
2
we
<

Di + Dj + wmn

Ewe
−

Di + Dj 
2

4E
2
we

,

wmn >
DiDj

2Ewe
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

As the weight changes, the formula can also be expressed
as

E
∗
we,m + E

∗
we,n >E

∗
we,

wmn <ΔEwe +
DiDj + DmΔEwe + ΔE2

we

2 Ewe + ΔEwe( 
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

DiDj

2Ewe
<wmn <

Di Dj + ΔEwe 

2 Ewe + ΔEwe( 
�

DiDj + DiΔEwe

2 Ewe + ΔEwe( 
.

(29)

So, it can be seen from the above proof and we conclude
that
(DiDj/2Ewe)<wmn <ΔEwe + ((DiDj + DmΔEwe +

ΔE2
we)/(2(Ewe + ΔEwe))) is false.
For a node in opportunistic social networks, if it has only

one edge connected to another node, the community will not
divide when the weight between the two nodes decreases.
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After community detection, we construct a set of can-
didate relay nodes according to the relationship between the
information forwarder and adjacent nodes. Select the op-
timal relay node from the set of candidate relay nodes to
undertake the transmission task. 1erefore, selecting one or
more relays among multiple relay nodes to participate in
transmission has become our concern. As shown in Figure 3,
when the community is established and transmitted between
each community, it is necessary to find a reliable relay node
to transmit information. To achieve higher efficiency,
construct a set of candidate relay nodes from the neighbor
nodes of the source node; from the perspective of mini-
mizing the bit error rate, this paper analyzes the channel
coefficients of the two segments of the source node to the
relay node and the relay node to the destination node and
chooses the AF protocol as the relay node’s forwarding
method, which is suitable for the information transmission
process of various channel qualities [40]. Calculate the sum
of the channel coefficients of the channel corresponding to
each relay node, and find the largest coefficient of the relay
node, which is the optimal relay node and will improve the
efficiency of information transmission.

Let us suppose there are a source node S, destination
node D, and relay nodes R1, R2, . . . , Rn, when transferring
information between communities. 1e communication
model is as shown in Figure 4. In this case, the channels from
the source node to the destination node and the source node
to each relay node are all Rayleigh fading channels, which
obey the Rayleigh distribution. We assume that the channel
coefficient from the source node to the destination node is
Cs,d, the channel coefficient from the source node to the nth
relay node is Cs,rn, and the channel coefficient from the nth
relay node to the destination node is Crn,d.

1e transmit power of the source node is P1, and the
transmission power of the relay node is P2. When there is a
direct transmission from the source node to the destination
node, the power P � P1 + P2. When the source node sends
information i to the destination node and the relay node is
with power P1, noise from the source node to destination
node is Vs, d and noise from the source node to the relay
node is Vs,r. So information received by the relay node and
the destination node is as follows:

RMs,d �
���
p1


Cs,d · i + Vs,d,

RMs,r �
���
p1


Cs,r · i + Vs,r.

(30)

In the AF protocol, when the relay node receives the
signal from the source node and forwards it to the desti-
nation node, it will amplify the received signal, and the
scaling factor is

χ �
1

������������

P1 Cs,r



2

+ N0

 . (31)

We can know that the signal from the relay node to the
destination node is χs,r, and then the information sent by the
relay node to the destination node is

RMr,d �
��
P2


Cr,d · χr,d  + Vr,d. (32)

1is paper’s focus on selecting the optimal relay node is
how to find an optimal relay node that makes the channel
coefficients of the source node to the relay node and the relay
node to the destination node larger.

1e channel coefficient matrix from the source node to
the relay node is A, and the channel coefficient matrix from
the relay node to the destination node is B. 1en,

A1×n � Cs,r1, Cs,r2, Cs,r3, . . . , Cs,rn ,

B1×n � Cr1,d, Cr2,d, Cr3,d, . . . , Crn,d .
(33)

We define a threshold for the number of candidate relay
nodes ψ and set ψ ≤ 100; we have to consider the following
situations:

Source node

Adjacent node

Optimal relay node

Communication area

Figure 3: Information transfer model between communities.

S

R1

D

R2

R3

Rn

Cr2, d

Cr1, dCs, r1

Cs, r2

Cs, r3

Cs, rn

Cr3, d

Crn, d

Cs, d

Figure 4: 1e communication model of the source node to the
destination node.

Complexity 9



(1) If n≥ψ, compare the channel coefficients of each
relay node corresponding to matrices A and B, find
the smaller of the two, and store the smaller value in
the matrix S.

S1×n � C1, C2, C3, . . . , Cn . (34)

Sort the matrix elements S from largest to smallest,
select the first m relay nodes with a larger Ci value
from them, and store them in the matrix T and
Ci � min Cs,ri, Cri,d , where Ci is the smaller value of
the channel coefficient of the two channels corre-
sponding to the relay node ri.

T1×n � r1, r2, r3, . . . , ri, . . . , rn , (35)

where ri is one of the first melements in the matrix
Safter sorting. 1e value of m largely depends on the
number of candidate relay nodes n, (m/n) the larger
the value, the lower the bit error rate. Bit error rate
refers to the index of the accuracy of data trans-
mission within a specified time.

SER �
SERte

SERT

∗ 100%, (36)

where SER is bit error rate, SERteis the bit errors in
transmission, and SERT is the total number of codes
transmitted. We add the two channel coefficients of
these m relay nodes, and the relay node with the
largest sum is the optimal relay node as follows:

R � ri|max Cs,ri + Cri,d , i � 1, 2, . . . , m . (37)

(2) Otherwise, when the number of candidate relay
nodes is less than the threshold, we must pay at-
tention to the accuracy of being selected as the
optimal relay node; calculate the sum of the channel
coefficients of the channel corresponding to each
relay node and the relay node with the largest sum,
which is the optimal relay node.

Based on the above definition, we propose an efficient
data transmission algorithm EDCD and the algorithm steps
are as follows:

Step 1: calculate the encounter probability of node m

and node n, construct the encounter probability matrix,
and use the number of encounters between nodes to
weight each edge.
Step 2: define node similarity, which is composed of
network topology attributes and social attributes.
Network topology attributes are composed of the
strength of node, the direct connection strength, and
the indirect connection strength. Social attributes are
composed of the geographic relevance of nodes, the
interesting relevance of nodes, and the separating time
relevance of nodes.
Step 3: use a hierarchical clustering algorithm to divide
the community and lead in the modularity Q. 1e
modularity is used tomeasure the degree of community

division. And the fast unfolding algorithm is used to
calculate the node similarity to update the network
weight comprehensively.
Step 4: from the perspective of minimizing the bit error
rate, after the community is divided into a multihop
wireless network, construct a set of candidate relay
nodes based on the relationship between the infor-
mation forwarder and adjacent nodes and select the
optimal relay node from the set of candidate relay
nodes to undertake the transmission task. Analyze the
channel coefficients of the channels from the source
node to the relay node and the relay node to the
destination node, and select the AF protocol as the relay
node forwarding method for routing and forwarding.

To enhance the understanding and readability of the
entire algorithm, the specific calculation flowchart of the
EDCD algorithm is shown in Figure 5. Algorithm 1 gives the
initialization and community establishment phase of the
proposed algorithm, and Algorithm 2 presents the routing
and forwarding phase of the proposed algorithm. □

4. Simulation and Analysis

To assess the performance of the EDCD, we use a simulation
tool called ONE (Opportunistic Network Environment) [41]
and we compare with the following four typical routing
algorithms.

Spray and wait [29]: this algorithm sprays the copies to
the network and waits for these nodes to reach the desti-
nation node. 1e number of copies of the algorithm will
affect performance, reduce the message delivery success rate,
and increase the delivery delay.

SCR (Social-based Clustering and Routing Scheme) [36]:
this algorithm is a useful measurement method of social
relations between nodes in mobile opportunistic network,
and is a novel social-based clustering and routing scheme.

SECM (status estimation and cache management) [42]:
the algorithm uses state estimation and cache management
methods to identify surrounding neighbors to evaluate the
transmission probability between nodes, to ensure that they
have high transmission, and to achieve the purpose of
adjusting the cache.

EIMST (effective information transmission based on
socialization nodes) [2]: the algorithm is based on social
nodes to achieve effective information transmission.
According to the defined stop time, when t< h , the node
forwards the message with the most excellent probability,
and when t> h , the node stops sending the message.

Download the real datasets from the network repository
to experiments. According to the data information required
for data transmission in opportunistic social networks, and
choose pages-government [43], wiki-elec [44], advogato
[45], and slashdot [46] four datasets for simulation exper-
iments. 1e characteristic information of the four experi-
mental datasets is shown in Table 1.

In the simulation experiment, we set the following
metrics according to the characteristics of data transmission.
1e EDCD algorithm and the other four algorithms run in
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the same simulation environment to compare their
performance.

(1) Delivery ratio: probability of choosing a suitable
node as the next-hop node, represented as follows:

Dnode �
Dreceive

Dsend
, (38)

whereDreceive is the number of messages received by
the destination node and Dsend is the total number of
sent messages.

(2) Routing overhead indicates the overhead between
nodes when transmitting information, represented
as follows:

Rd �
Rsum − Rsuc

Rsum
, (39)

whereRsumis the total time of the transmission be-
tween nodes and Rsucis the time to transmit a suc-
cessful message between nodes.

(3) Average end-to-end delay: express the delay in
selecting the optimal next hop.

Start

Calculate the encounter probability of
node m and node n

Constuct the encounter probability matrix
and each edge is weighted by the number of

encounters between nodes

Calculate node similarity
NS (m, n)

Calculate the network
topology attributes

Calculate the social
attributes

The strength of
nodes ND (m, n)

The direct
connection of

nodes DC (m, n)

The indirect
connection of nodes

IC (m, n)

The interesting
relevance of

nodes IR (m, n)

The geographic
relevance of

nodes GD (m, n)

The separating
time relevance

of nodes AS (m, n)

Compute the
modularity_gain 

Gain>best
modularity_gain

Best_community=
community

Modularity_gain>0

Community detection
C = {C1, C2, ..., Cn}

Calculate information
received by relay node and

destination node RMs, r; RMs, d
and scaling factor Χ

n ≥ v

Ci = min{Cs, ri, Cri, d}

Optimal relay node
R = {ri|max (Cs, ri + Cri, d),

i = 1, 2, 3..., m}

Optimal relay node
R = {ri|max (Cs, ri + Cri, d),

i = 1, 2, 3..., m}

End

N

Y

Y

N

Y

Figure 5: 1e process of EDCD algorithms.
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Dd �
Dsum

Dsuc
, (40)

where Dsum is the total delay of per node and Dsuc is
the total number of nodes successfully receiving
messages.

1e correlation between the time and delivery ratio in
four different real datasets is shown in Figures 6–9. Figure 6
shows the delivery ratio of spray and wait, SCR, SECM,
EIMST, and EDCD algorithms in pages-government
dataset. We can infer that when the simulation time is less
than one day, the advantages of the algorithm EDCD are
not apparent in the four real datasets. However, as the
simulation time increases, we can find that the transmis-
sion rate of the EDCD algorithm is always bigger than other
algorithms. EDCD algorithm divides the community by
node similarity, and the effective nodes in the community
carry out data transmission, so the data delivery ratio is
better than the other four algorithms. 1e relationship
between the delivery ratio and the simulation time in wiki-
elec dataset is shown in Figure 7. 1e SCR algorithms
deliver information to nodes, and the community by using
the flooding method leads to mass information missing.

1e delivery ratio of SECM is 0.65–0.78. EIMSTand EDCD
algorithm’s delivery ratio is higher than the other. EIMST
algorithm controls the time interval of delivery information
that improves the transmission and receiving of effective
information, and its delivery ratio reached 0.66–0.81. Due
to the adoption of the EDCD algorithm combining network
topology and social attributes, the algorithm’s transmission
rate is the highest among all algorithms, reaching
0.67–0.84.

1e correlation between the delivery ratio and simula-
tion time in advogato dataset is shown in Figure 8. We see
that the algorithm with the highest delivery rate is the EDCD
algorithm, reaching 0.85–0.88. 1e spray and wait algorithm
uses flooding to transmit information at community nodes,
a large amount of information is lost, and the delivery rate is
the lowest, only 0.67–0.70. Figure 9 shows the relationship
between time and delivery ratio in slashdot dataset. 1e
dataset with the largest number of nodes in the four datasets
is slashdot dataset. When the simulation time is less than one
and a half days, each dataset’s delivery ratio is rising sharply,
and the time is up to three days; only the EDCD and EIMST
algorithms’ delivery ratio is rising. 1is is because, in
slashdot dataset, the two algorithms quantify the social at-
tributes in 5G environment of nodes. On the whole, in the

Input: G � (V, E, w)ND(m,n)DC(m,n)IC(m,n)GD(m,n)IR(m,n),AS(m,n)

Output: C � C1, C2, . . . , Cn{ }

(1) Begin
(2) Initialize every node as a cluster;
(3) Calculate the encounter probability and times of node m and node n in a period of time t;
(4) SMDtp(m,n) Get Network topology (ND(m,n), DC(m,n), IC(m,n))
(5) SR(m,n) Get Social relationship (GD(m,n), IR(m,n), AS(m,n))
(6) NS(m,n) � SMDtp(m,n) + SR(m,n)//Compute the node similarity

First_phase:
(7) Initialize (self, nodes, edges):
(8) for (i� 0; i≤ n; i++)
(9) self.communities� {n1, n2, n3};
(10) partition� self.first_phase (network);
(11) q� q+ self.s_in[i]/2l-self.s_tot[i]/2l;
(12) End for
(13) Compute modularity_gain (self, node, c, k_i_in):
(14) return 2 ∗ k_m_in - self.s_tot[c] ∗ self.k_m[node]/self.m;
(15) If (gain> best modularity_gain)
(16) best_community� community;
(17) best_partition[best_community].append (node);
(18) self.communities[node]� best_community;
(19) End If

Second_phase:
(20) for (i� 0; i< partition.length; i++)
(21) Self.communities� (nodes, edges);
(22) In_order (nodes, edges);
(23) If (modularity_gain>0)
(24) return C� {C1, C2, ..., Cn};
(25) else
(26) return First_phase:
(27) End If
(28) End for
(29) END

ALGORITHM 1: Initialize community detection.
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Input: source node S, relay node R1, R2, . . . , Rn, destination node D; power of source node P1; power of relay node P2;
Output: optimal relay node R;

(1) Begin
(2) Power of Destination node P � P1 + P2;
(3) Calculate Information received by relay node and destination node RMs,r, RMs,d;
(4) Amplify the received signal and calculate Scaling factor χ;
(5) 1reshold of number of candidate relay nodes ψ;
(6) Function BER�AF_Simulation (max_SNR);
(7) for (snr� 0; snr≤max_SNR; snr++)
(8) for (i� 0; i≤ n; i++)
(9) V� 1/(10̂(snr/10)); //V is the variance and the noise energy is normalized
(10) sig� randsrc(1, N, [0 1]); //Generating binary input sequences
(11) sig_mod�QpskMapping(sig);//1e input binary sequence is QPSK modulated
(12) End for
(13) If (n>�ψ)
(14) Ci�min{Cs,ri, Cri,d};
(15) Optimal relay node R � ri|max(Cs,ri + Cri,d), i � 1, 2, . . . , m 

(16) else
(17) Optimal relay node R � ri|max(Cs,ri + Cri,d), i � 1, 2, . . . , m 

(18) End If
(19) End for
(20) END

ALGORITHM 2: Routing and forwarding.

Table 1: Characteristics of the experimental datasets.

Dataset Pages-government Wiki-elec Advogato Slashdot
Duration (days) 3.5 11 4 4
Message transmission rate (kbps) 250 250 250 250
Number of experimental devices 7100 8000 5200 70000
Buffer size (M) 5 5 5 5
TTL (time to live) 0.5 days 1day 60min 2days
Node initial energy (J) 200 200 200 200
1e sending frequency of a data packet(s) 35 30 35 25
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EDCD algorithm, the delivery ratio is 0.76 on average, which
is higher than the other algorithms.

1e correlation between the time and routing overhead
in four different real datasets is shown in Figures 10–13. 1e
comparison of the routing overhead between these five

different algorithms in pages-government dataset is shown
in Figure 10. 1e average routing overhead of the EDCD
algorithm is always kept to the lowest.1e algorithm uses the
node similarity to divide the community and uses the op-
timal relay node strategy to forward information. 1e
routing overhead of the EDCD algorithm is maintained
between 40 and 65.
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Figure 8: Comparison of algorithms delivery ratio in advogato
dataset.
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Figure 11 shows the association between routing over-
head and time in wiki-elec dataset. In the spray and wait
algorithm, redundant message group copies require a lot of
time and resources, which is the main reason for the vast
routing overhead. In the SCR algorithm, each node only
forwards a copy of the message to the node with the des-
tination node as a cluster member, ignoring the current
availability of the next-hop node, which will cause overhead.
In the SECM algorithm, because the node injects many
redundant data, the overhead will be large. In the EIMST
algorithm, information and buffer space can be effectively
managed, but it consumes some unavailable node resources.
In terms of routing overhead, EDCD always performs best
among these five algorithms. Figure 12 shows the rela-
tionship between time and routing overhead in advogato
dataset. Compared with other algorithms, EDCD algorithms
select the optimal relay node and set up the weight distri-
bution between nodes and community to reduce the
overhead cost. Regarding the spray and wait algorithms, a lot
of redundant information use lot of computing resources.
For SCR and SECM algorithms, the cooperation mechanism
is conducive to the reasonable allocation of computing re-
sources, so the cost of these two algorithms is in the middle
level. EIMST does not fully consider the transmission
preference of nodes, so its performance is worse than that of
EDCD algorithm.

1e relationship between routing overhead and time in
slashdot dataset is shown in Figure 13. From the chart, we
can see that the routing overhead increases sharply at first,
nearly stably by the time it reaches the third day.1e routing
overhead of the spray and wait algorithm increases dra-
matically; a large number of data copies are generated in

slashdot dataset with a large number of nodes, and these
need to be processed, so the routing overhead is higher than
other algorithms.

1e association between the time and average end-to-
end delay in four different real datasets is shown in
Figures 14–17. 1e relationship between the average end-to-
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Figure 12: Comparison of algorithms routing overhead in advo-
gato dataset.

140

100

120

80

60

40

20

0
1.0 1.5

Spray and wait

SCR

SECM

EIMST

EDCD

2.0 2.5

Time (day)

Slashdot dataset

Ro
ut

in
g 

ov
er

he
ad

3.0 3.5 4.0

Figure 13: Comparison of algorithms routing overhead in slashdot
dataset.
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end delay and time of each algorithm in pages-government
dataset is shown in Figure 14. Compared with the other four
algorithms, the EDCD algorithm has the lowest average end-
to-end delay.

Since the EDCD algorithm proposes a strategy for di-
viding communities by analyzing the comprehensive

characteristics of nodes, it can reduce inefficient nodes that
are not helpful to the transmission process, reducing the
average end-to-end delay. 1e spray and wait algorithm has
more message copies, which will cause corresponding de-
lays. 1e SCR algorithm effectively forwards the copy of the
message to the destination node, so the transmission delay is
lower than the spray and wait algorithm. SECM algorithm
will also increase the cache of node before data transmission,
so there will be a corresponding delay.

Figure 15 shows the association between routing over-
head and time in wiki-elec dataset. We can see that the
EIMSTalgorithm’s delay is higher than that in other datasets
but lower in the rest of the datasets. Because the EIMST
algorithm applies node based on information management,
there are more nodes in the wiki-elec dataset, and the delay
increases as the simulation time increases. In short, the
average end-to-end delay of the EDCD algorithm in wiki-
elec dataset is lower than the other four algorithms.

Figure 16 shows the relationship between average end-to-
end delay and time in advogato dataset. To be specific, spray
and wait algorithm’s maximum delay could reach 95 because
this method remarkably increased routing and message
forwarding delays.1e SCR and SECM algorithms have lower
delays than the spray and wait algorithm because both al-
gorithms effectively controlled a lot of message copies. Be-
sides, the SCR algorithm implemented community division
and information management. In contrast, the SECM algo-
rithm effectively utilized the cooperation mechanism between
nodes to utilize the nodes’ cache space reasonably to reduce
the delay in the message forwarding process.

1e average end-to-end delay of the EIMST algorithm
was also significantly lower than the other algorithms.
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Figure 15: Comparison of algorithms average end-to-end delay in
wiki-elec dataset.
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Figure 16: Comparison of algorithms average end-to-end delay in
advogato dataset.

120

110

100

90

80

70

60

50

40

30

20

10

0
1.0 1.5

Spray and wait

SCR

SECM

EIMST

EDCD

2.0 2.5

Time (day)

Slashdot dataset

Av
er

ag
e 

en
d-

to
-e

nd
 d

el
ay

 (s
)

3.0 3.5 4.0
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Figure 17 shows the correlation between the average end-to-
end delay and time in slashdot dataset. In a dataset with
many nodes, we can see in the figure that the average end-to-
end delay of the EIMSTalgorithm is significantly higher than
other datasets. 1at is why the EIMSTalgorithm implements
community detection. However, the effect is general when
processing large amounts of data. 1e algorithm EDCD
proposed in this paper has a lower latency in different real
datasets than other algorithms.

5. Conclusions

In this study, an effective data transmission scheme in
opportunistic social networks that uses mobile edge com-
puting combined with network topology attributes and
social attributes to measure node similarity to divide
communities and select the optimal relay node. 1is algo-
rithm is mainly based on the idea that the closeness between
nodes in the community is higher than that exterior in the
community and provides a method for selecting the optimal
relay node according to the sum of channel coefficients in
the process of transmitting information. 1e simulation
experiment results show that the strategy has good per-
formance in different real datasets such as delivery ratio,
routing overhead, and average end-to-end delay. 1e EDCD
algorithm can be used to the 5G data transmission scene and
can cope with the challenges of stability and continuity
required by data in the interactive process through efficient
community division and information transmission. In fu-
ture work, we will enhance the related performance of the
algorithm and will further study the security of data
transmission in opportunistic social networks.
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In this study, we sorted out the research hotspots in sports science by bibliometric method and also used social network analysis to
explore the relationship between knowledge networks and their scientific performance. We found 38 high-frequency keywords
with obvious curricular nature or classical direction of sports science research and 4 high-frequency research groups.+e topics of
hotspots covered the secondary disciplines of sports science: physical education and training, national traditional sports, sports
human science, and sports humanities and sociology. However, sports human science research is less; therefore, accelerating the
research of sports human science is the focus of future research. Meanwhile, we use social network structure analysis (i.e.,
centrality, clustering coefficient, PageRank, and structural holes) to study the relationship between knowledge elements in
knowledge networks and their scientific performance. In addition to betweenness centrality, the closeness centrality, clustering
coefficient, and structural holes of knowledge elements are significantly and positively related to their influence. In the relationship
between knowledge elements and productivity, betweenness centrality and closeness centrality show significant positive cor-
relations, and clustering coefficient and structural hole show significant negative correlations. +erefore, knowledge networks can
be used to predict the scientific performance of knowledge elements.

1. Introduction

In the context of the big data era, human beings produce
large-scale behavioral data, and the development of
computer technology enables the generated data to be
stored [1]. By collecting, cleaning, and mining data to
reveal the characteristics contained in the data, we can
better understand human behavior and social interaction
and provide new perspectives and methods for socio-
logical research. With the rapid growth in the number of
academic achievements of researchers, it is difficult for
researchers to explore the research hotspots in their
subject areas and the mechanisms underlying the impact

of knowledge themes, and knowledge graph is a biblio-
metric visualization method developed on the basis of
social network theory. It combines knowledge and
methods from disciplines such as graph theory and in-
formation visualization techniques. It is able to show the
knowledge development process and structural relation-
ships and helps to understand the research hotspots and
status quo of subject areas, etc. [2, 3]. For the investigation
of the intrinsic mechanisms of the influence of knowledge
topics, social networks provide a good research per-
spective, which helps us to understand the strengths and
weaknesses of the scientific research performance of
knowledge elements by network features.
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2. Data Collection and Measure

2.1. DataCollection. According to the Annual Report on the
Impact Factor of Chinese Academic Journals (2020 Edition),
developed and published by the China Research Center for
Scientific Bibliometric Evaluation and Tsinghua University
Library, ten journals entered Q1 area. +ey were “Sports
Science,” “Journal of Beijing Sport University,” “Journal of
Shanghai Sport Institute,” “Journal of Wuhan Sport Insti-
tute,” “Sports Journal,” “China Sports Science and Tech-
nology,” “Sports and Science,” “Sports Science Research,”
“Journal of Chengdu Sport Institute,” and “Sports Culture
Guide.” In 2018, Journal of Nanjing Sport Institute (Social
Science) was renamed “Sports Science Research.” Its paper
had been published only for three years, so the data of
“Sports Science Research” were discarded. In this paper, nine
journals were selected from 2000 to 2020 and the paper type
was academic journals, and the search time was December
11, 2020. +ere were 45,472 journal papers that met the
criteria, and 43465 papers remained after excluding those
with empty keywords. We filtered papers with 0 citations
when examining the impact of knowledge networks on
scientific performance.

2.2. Measure

2.2.1. Measure High-Frequency Keywords. Paper keywords
are the summary of the paper content, which can express the
research content of the paper more accurately. +rough the
statistics of the frequency of the occurrence of paper key-
words, it can reveal the research hotspots and evolution
trends in the subject field. Chu reveals that the research
hotspots in the field of knowledge management in the recent
ten years focus on knowledge management, knowledge
sharing, tacit knowledge, library, knowledge management,
systematic knowledge, knowledge economy, enterprise,
knowledge transfer, knowledge service, explicit knowledge,
and knowledge map through the word frequency statistics of
paper keywords [4]. Li and Jiang analyzed the hot research
topics of sports science in the recent five years, including
competitive sports, sports management, mass sports, school
sports, physical education, sports culture, sports history,
traditional national sports, sports economy, and sports in-
dustry [5]. Jiang et al. conducted keyword analysis based on
CSSCI database of sports humanities and sociology and
found that the research hotspots of sports humanities and
social sciences in the past five years were sports teaching,
sports culture, competitive sports, sports industry and
Olympics, with a decreasing trend in sports teaching re-
search and an increasing trend in sports culture research [6].
+is provides a reference for sports humanities and social
science researchers.

Donohue proposed a method to distinguish between
high- and low-frequency keywords [7]. +e dividing line
between high- and low-frequency keyword frequencies is
defined as follows:

TF �
−1 +

��������
1 + 8TF1



2
, (1)

where TF refers to term frequency and TF1 is the number of
keywords with a term frequency of 1.

2.2.2. Measuring Knowledge Network Features. Social net-
work analysis, also known as structural analysis, is a set of
norms and methods to analyze the relational structure of
social networks and their attributes [8–10], which helps us to
measure the importance of nodes using their positional
attributes. Common measures are centrality, clustering
coefficient, and structural holes [11–15]. Abbasi et al. found a
significant correlation between the attributes of authors in
collaborative networks and g-index [11]. +e papers are
sorted in descending order by the number of citations, and
when the cumulative number of citations is equal to the
square of the order number, the order number is the g-index
[15]. Yan and Ding found that the centrality of authors in co-
authorship networks was significantly correlated with cita-
tion counts [13]. Guan et al. demonstrated that structural
holes in knowledge networks are positively related to cita-
tion, and centrality has an inverted U-shaped relationship
with citation, but they did not focus on the impact of
knowledge networks on productivity [14]. Network features
and performance studies mostly focus on co-authorship
networks [11–13, 16–18], and fewer studies involve
knowledge networks [14], and the measurement metrics are
not comprehensive enough. In this paper, we use the cen-
trality, clustering coefficients, and structural holes of
knowledge network elements to explore their relationship
with scientific research performance (productivity and
impact).

(1) Centrality

(1) Degree centrality
Degree centrality is defined as the number of nodes
that are directly connected to a node [11]. For node i
in the network, its degree centrality is calculated as
follows:

DCi � 
n

j�1
xij(i≠ j), (2)

DCi is the degree of node i, n is the number of nodes
in the network, and j is all nodes in the network
except node i. When i is adjacent to j, xij � 1, and
when i is not adjacent to j, xij � 0.

(2) Betweenness centrality
+e idea of betweenness centrality: if a node is lo-
cated on multiple shortest paths of other nodes, then
the node is at the core of the network and has a large
betweenness centrality [11]. For node i in the net-
work, its betweenness centrality is calculated as
follows:
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BCi � 
dmn(i)

dmn

, (3)

BCi is the betweenness centrality of node i, dmn(i) is
the number of shortest paths of node m and node n
through node i, and dmn is the number of shortest
paths between node m and node n.

(3) Closeness centrality
Closeness centrality is the inverse of the cumulative
shortest path distance from a node to all other nodes
[11], which is calculated as follows:

CCi � 
n

j�1

1
d(i, j)

(i≠ j), (4)

CCi is the closeness centrality of node i, n is the
number of nodes in the network, j is all the nodes in
the network except node i, and d(i, j) is the distance
between node i and node j.

(2) Clustering Coefficient. Clustering coefficient is a coeffi-
cient used to describe the degree of clustering between nodes
in a graph, i.e., the degree of interconnection between
neighbors of a node.+e clustering coefficient is divided into
global clustering coefficient and local clustering coefficient
[19]. In this paper, we study the clustering coefficient of
nodes, i.e., local clustering coefficient. For an undirected
graph G� (V, E), V is the set of nodes and E is the set of
edges. For node i, define the set of neighboring nodes as Ni,
then the clustering coefficient of node i is

Ci �
2 j, k ∈ Ni; ejk ∈ E 




ki ki − 1( 
. (5)

Here, Ci is the clustering coefficient of node i, node j and
node k are the neighboring nodes of node i, ejk is the edge in
the undirected graph G, and ki(ki − 1) is the number of
possible connections in the Ni.

(3) Measuring PageRank. PageRank algorithm, also known
as network ranking algorithm, is used to measure the im-
portance of web pages [20, 21]. Yu and Lu used PageRank
algorithm to reveal the basic vocabulary within the discipline
[22]. Gu and Xu proposed LTWPR (located and TF-
weighted PageRank) algorithm based on PageRank algo-
rithm, which can extract keywords of text more accurately
[20]. +e SQT-PageRank core patent discovery method
proposed by Xuis is superior to the PageRank algorithm
[23]. In this study, paper keywords are used to calculate
ranking, that is, the text topic ranking algorithm TopicRank
(TR) [24]. TR is defined as follows:

TR ki(  �
1 − d

N
+ d∗ 

n

kj∈M ki( )

TR kj ∗Weight kj 

Degree kj 
, (6)

where TR(ki) is the TopicRank value of keyword i, d is the
damping factor, which is generally 0.85 by default, N is the

total number of keywords, M(ki) is the set of keywords
connected with keyword i, Degree (kj) is the degree of
keyword j, and Weight (kj) is the weight of edge (ki, kj).

(4) Structure Hole and Constraint. Burt proposed the
structure hole theory, which means that one or some in-
dividuals in a social network are directly connected to some
individuals but not to others, i.e., there is no direct rela-
tionship or the relationship is intermittent, and the network
as a whole appears as if there is a hole in the network
structure [25].

In structural hole theory, the “limit degree” of an in-
dividual is the ability of that individual to use the structural
hole in his or her own network. +e larger the value is, the
stronger the node’s constraint is. +us, nodes have access to
fewer sources of information, which is not conducive to
generating structural advantages. For a node’s structural
hole, it is obtained using 1-constraint. For node i and its
neighborhood Ni, the constraint of i is calculated as follows
[25]:

Constraint i � 
j∈Ni

pij + 
q

piqpqj
⎛⎝ ⎞⎠

2

, q≠ i, j, (7)

where j is the neighboring nodes of node i, q is the nodes
other than node i and j, pij represents the proportion of
direct links between nodes i and j to the total links of node i,
and piqpqj refers to the proportion of links of node i indirectly
connected to node j through node q to the total links of node
i.

2.2.3. Measuring Scientific Performance. +ere are two
common ways to measure scientific performance: produc-
tivity and impact [18, 26, 27]. We use the average citation
count to measure the impact of knowledge network ele-
ments, and the number of articles of knowledge network
elements is chosen as the productivity measure.

3. Data Statistics

Figure 1 shows the trend of the number of papers issued by
the Q1 area journals of sports science. From 2000 to 2020,
the number of papers issued by the Q1 area journals of sports
science in China was 45472. From the figure, we can find that
the annual numbers of paper showed a trend of rising and
then falling. Before 2007, it had an upward trend. In 2007, a
total of 2998 papers were published. +en, the number of
annual papers decline after 2007. A study was conducted
using the volume of articles published in 567 journals
(approximately 1.05 million papers) across 25 disciplines
included in the CSSCI during the period 2010–2019. It finds
that the number of C-journal papers in all disciplines de-
clined from 2010 to 2019. +e decline in sports science,
political science, economics, library, intelligence and liter-
ature, etc., is obvious. +e number of papers published in
sport science journals decreased by 43%, which was the
largest decrease among all subjects. +e decline in the
number of articles published in C-journal may be due to a
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shift in the journal’s strategy from pursuing high production
to high quality.

4. Analysis of Research Hotspots

With the development of social network research, social
network visualization software has gradually increased, such
as UCINET, CiteSpace, Pajek, and VOSviewer. +e ad-
vantage of VOSviewer is the “cooccurrence clustering,” i.e.,
the simultaneous occurrence of two things indicates their
relatedness to a certain extent. +e more the number of
simultaneous occurrence is, the greater the relatedness is
[28]. Run the VOSviewer software for cooccurrence of the
processed data, as shown in Figure 2. From 2000 to 2020, the
keywords with frequency greater than 150 were screened,
and the keyword pairs with cooccurrence frequency greater
than 3 were constructed to cooccurrence network.

Table 1 is the calculation of the dividing line formula of
high- and low-frequency keywords based on Donohue, and
the table of high-frequency keywords whose keyword fre-
quency exceeds the minimum threshold of 268. In the
keyword frequency statistics, we removed the keywords with
low specific reference (such as China, sports, research,
analysis, influence, etc.) and merged the synonyms (such as
2008 Olympic Games, 29th Olympic Games, and Beijing
Olympic Games; colleges and universities; and the Olympic
Movement and the Olympics)

4.1. Microperspective: Hotspots Analysis. Table 1 shows that
the research hot topics of sports science are competitive
sports, school sports, sports management, physical edu-
cation, mass sports, sports culture, national traditional
sports, sports industry, sports history, sports economy,
sports teaching, Olympic movement and Olympic Games,

national fitness, rat, college sports, animals experiment, etc.
+e high-frequency keywords of sports management,
physical education, national traditional sports, sports
history, and sports economy have obvious disciplinary
nature, while competitive sports, school sports, mass
sports, sports culture, sports industry, physical education,
and animal experiments are all classical directions of sports
science research in China. +e research hot groups are
college students, athletes, teenagers, and physical education
teachers. +e research hot programs include traditional
national sports of martial arts, competitive sports of
football, and table tennis.

Competitive sports is the keyword with the highest
frequency in the recent 20 years. Since the development of
competitive sports in China, competitive sports has always
been the important research direction of sports in China and
has become an absolute hotspot in the field of sports research
in China. As shown in Figure 3, the competitive sports
showed a trend of rising and then falling, with a rapid in-
crease around 2008. By analyzing the papers about com-
petitive sports in the past 20 years, the research on
competitive sports has become an absolute upsurge in this
Olympic cycle since the Beijing Olympic Games was held in
China. As time goes by, the popularity of competitive sports
has declined. +e research about competitive sports focuses
on the high-quality development of competitive sports in the
new era [29], technology-led competitive sports [30], and the
Winter Olympics [31, 32], and it is not limited to the study of
the development status and path of competitive sports in the
perspective of the Olympic Games.

Figure 4 shows the trend of keyword, mass sports. Mass
sports is also one of the research hotspots in the Q1 area of
sports science in China from 2000 to 2020. Before 2008,
there was less research on mass sports, and after 2008, it
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entered an upward phase, reaching its peak in 2014–2015. In
recent years, many Chinese scholars have focused their
research on mass sports, such as national fitness [33] and
leisure sports [34].+e research in this field is in line with the
characteristics of this era. However, it is different from
competitive sports. +e research focus of mass sports is still
in its initial stage, with the majority of qualitative research,
such as countermeasures research [33, 35] and development
research [34].

Figure 5 is the trend of keyword, sports management.
Sports management is one of the disciplines of sports sci-
ence. It applies management theories and methods to study
the coordination of sports organizations in order to achieve
the predetermined goals of sports [36], thus came into being
related research on sports management. To be specific,
sports management is an activity process in which managers
in sports organizations coordinate the activities of others
and play the role of various resources to achieve pre-
determined goals through the implementation of planning,

Figure 2: Keyword cooccurrence network.

Table 1: High-frequency keywords.

No. Keyword Frequency
1 Competitive sports 1853
2 School sports 1316
3 Sports management 1262
4 Physical education 1243
5 Mass sports 1240
6 Sports culture 1104
7 Traditional national sports 993
8 Colleges 962
9 Sports industry 924
10 College students 839
11 Athletes 808
12 Martial arts 797
13 Sports history 797
14 Sports economy 778
15 Sports teaching 741
16 Olympic movement 590
17 +e Olympic games 589
18 Football 585
19 National fitness 511
20 Beijing Olympic games 496
21 +e United States 471
22 Rat 459
23 Teenagers 446
24 Basketball 446
25 Excellent athletes 411
26 Sports training 387
27 Physical education curriculum 373
28 PE teachers 362
29 Women 343
30 Physical exercise 329

Table 1: Continued.

No. Keyword Frequency
31 Constitution 319
32 Sports sociology 299
33 Japan 297
34 Men 287
35 Culture 286
36 College sports 283
37 Animal experiments 280
38 Table Tennis 277
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organization, leadership, and control functions for the object
of sports management [36]. In sports management, mass
sports management, competitive sports management, and
school sports management are the main research contents
[37]. +e change trend of sports management is same as that
of mass sports and competitive sports. After 2008, the
number of its related studies increased rapidly and then
declined after 2013–2014. Compared with school sports,
there are more researches on mass sports and competitive
sports in sports management. +e research on competitive
sports in sports management focuses on the research on
management system [38, 39] and the research on devel-
opment [40, 41], which deeply analyzes the institutional
problems of competitive sports, optimizes the development
path of competitive sports, and promotes the vigorous de-
velopment of competitive sports. Research on mass sports in
sports management focuses on sports policies [42, 43],

community sports [44], and the elderly sports and the
disabled sports [45, 46]. From the perspective of manage-
ment, it analyzes how China develops mass sports and how
to give correct policy guidance to mass sports.

Figure 6 shows the trend of keyword, school sports and
physical education. As a keyword of high frequency, school
sports has always been one of the research key points in the
field of sports science. As an important branch of sports
science, school sports and its derivative keywords account
for almost half of the high-frequency keywords. As shown in
Figure 6, the emergence of school sports is bound to ac-
company the emergence of physical education, and they
complement each other and develop together. In the past 20
years, it has been found that the research on school sports
has a fluctuation. Many scholars’ researches on school sports
have mainly focused on teaching reform [47–49]. With the
continuous development of sports teaching reform research,
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Figure 3: +e trend of keyword, competitive sports.
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almost all aspects of school sports are covered from teaching
idea to teaching pattern.

4.2. Macroperspective: Cluster Analysis. According to the
clustering results of VOSviewer in Figure 2, it can be seen
that the research hotspots of sports journals in Q1 area of
China from 2000 to 2020 mainly focus on six categories: red
clustering belongs to the category of sports training; purple
clustering belongs to the category of competitive sports;
orange clustering belongs to the category of national tra-
ditional sports; sports medicine and sports biochemistry of
green clustering belong to the category of sports human
science; blue clustering belongs to the category of mass
sports and sports management; cyan clustering belongs to

the category of sports industry and sports economy; yellow
clustering belongs to the category of school sports and
physical education.

(1) Sports training of red clustering and physical edu-
cation of yellow clustering belong to physical edu-
cation and training. Physical education and training
is an interdisciplinary and comprehensive discipline
composed of traditional physical teaching theories
and methods and sports training, which mainly
research the system of basic theories and methods of
physical education and sports training [50]. As a
subdiscipline of physical education and training,
sports training is an important part of competitive
sports. Athletes are trained scientifically under the
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guidance of coaches to improve their competitive
level and sports results, so as to show their ability and
spirit in the competition and win glory for the
country. Physical education achieves the goal of
education by promoting people’s physical and
mental development through sports; its research
focuses on school sports and college physical
education.

(2) +e orange clustering belongs to national traditional
sports. Traditional sports is a kind of fitness and
entertainment activity with strong ethnic cultural
color. It mainly focuses on physical movement and
the understanding of the human body of various
nationalities and also a special education method
used by people to seek to enhance physical skills
training [51]. According to the clustering results of
VOSviewer, the research topics of national tradi-
tional sports are mainly composed of sports culture,
traditional sports, and the Olympic Games. +e
inheritance and internationalization of traditional
national sports have always been the focus of tra-
ditional sports research in China.
Fan and Yu studied the inheritance of traditional
martial arts and analyzed its current situation,
problems, and countermeasures [52]. Li and Guo
studied the inheritance and international dissemi-
nation of martial arts. +ey pointed out that martial
arts culture should give full play to its advantages and
be the pioneer in the process of international dis-
semination of Chinese martial arts and explore the
frontier position of the international promotion of
Chinese martial arts [53]. In addition to the research
on the inheritance and internationalization of
martial arts, the Chinese sports science has a lot of
researches on the Olympic-entering of the tradi-
tional national sport, martial arts. Its essence of those
researches is still the internationalization and in-
heritance of martial arts. Liu et al. deeply analyzed
the difficulty of Olympic-entering of martial arts
because of the low popularity of martial arts and the
esoteric martial arts culture [54]. Hong et al. pointed
out that the cultural differences between China and
Western countries and the degree of international
development made martial arts difficult to become
an official event in the Olympic Games [55]. As one
of the traditional sports programs, we should take
the cultural connotation as the core, promote its
traditional spirit, popularize the education of martial
arts, and move towards the forefront of the inter-
nationalization of national traditional sports.

(3) Green clustering belongs to sports human science.
Sports medicine and sports biochemistry are sub-
ordinate to the secondary disciplines of sports hu-
man science. Sports human science is a subject which
applies the theory and method of anatomy, physi-
ology, nutrition, and biochemistry to study the in-
fluence of sports on human body shape, structure,
and physiological function, as well as the law and

measure of health care in sports. As one of the
secondary disciplines of sports science, human
sports science has fewer hot topics compared with
physical education and training, sports humanities
and sociology, and national traditional sports from
the perspective of knowledge map of keywords
cooccurrence.

(4) +e purple, blue, and cyan clustering all belong to
sports humanities and sociology. Sports humanities
and sociology is a comprehensive discipline de-
veloped on the basis of the humanities and social
sciences, which studies the essential issues of sports,
such as the relationship between sports and human
beings, sports and society, and the basic laws,
through the theories and methods of the humanities
and social sciences [56]. +e main research direc-
tions of sports humanities and sociology include
competitive sports, school sports, social sports
(national fitness problem), sports industry, and
market, and sports management is also one of the
research directions of sports humanities and soci-
ology [57].

Competitive sports are a process of sports activities that
maximizes the potential of athletes in physical, psycholog-
ical, and intellectual aspects; while developing the body
comprehensively, the main purpose is to climb the peak of
sports technique and create excellent sports performance
[58]. Competitive sports is an important way to highlight the
national sports strength. Athletes as the main body of
competitive sports, its cultivation and training have always
been a hot topic [59, 60].

School sports is a discipline that combines sports with
education and cultivate teachers to follow the national
policy of all-round development of moral, intellectual,
physical, social, and aesthetic education. Based on the
characteristics of the students’ physical and mental de-
velopment, by means of proper physical exercises and
health knowledge, through the physical education cur-
riculum, physical exercise, sports competition, and so on,
school sports is a planned and organized education ac-
tivity, which dedicates to strengthen students’ physique
and cultivate students’ consciousness, interest, habit and
ability of lifetime sports, and help them become a socialist
builders and defenders with comprehensive development
in moral, intelligence, sports, aesthetics, and labour ed-
ucation [61]. Related concepts of physical education run
through the work of school sports; the research topics are
also centered on the two large pieces of education and
teaching. Education pays attention to process, teaching
focuses on results, and research focuses on teaching
mode, effect, and reform, promoting the development of
school sports to achieve the aim of students’ all-round
development. For example, Zhou et al. pointed out that
the close connection between teaching materials and
society and life should be strengthened in their research
on the reform of physical education content in univer-
sities, and that there should be not only competitive
programs but also fitness, entertainment, and traditional
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Chinese national sports, so as to realize a good transition
from school sports to social sports [62].

Sports Management and Mass Sports. Sports manage-
ment is a discipline that applies management theories and
methods to study the coordination of sports organizations to
achieve predetermined sports goals [37]. Mass sports refer to
sports activities with a wide range of contents and various
forms that are voluntarily participated by ordinary people
for the purpose of physical improvement, physical fitness,
entertainment, leisure, and social interaction and generally
do not seek to achieve high level of athletic performance
[63]. Research on mass sports in sports management focuses
on analyzing the realistic conditions and restrictive factors of
mass sports in China from the perspective of management,
so as to optimize the development path of mass sports in
China [42–46].

Sports Industry and Economy. Sports industry refers to the
collection of the same kind of economic activities and the
synthesis of the same kind of economic sectors that provide
sports products for the society. Although China’s sports
industry started late, it has developed rapidly. +e field and
scale of the industry have been expanded; the quality benefits
have also been improved significantly. On the basis of the
sound modernization system of sports industry, the high-
quality development of sports industry has become the focus
of research. Li and Liu analyzed the development concept,
topics context, and logical thinking of the sports industry
[64]. Guo and Ren analyzed the inner logic and basic
connotation of the high-quality development in the new era
and pointed out the path selection of high-quality devel-
opment of sports industry: promoting the supply-side
structural reform in sports industry, strengthening sports
market entity, perfecting construction of sports market
system, promoting the efficient integration of sports in-
dustry and other industries and the spatial distribution
optimization, and improving the system of development and
policy in sports industry [65].

To sum up, the research hotspots of Q1 area journals in
the past 20 years involve physical education and training,
sports humanities and sociology, sports human science, and
national traditional sports.

5. Analysis of the Relationship between
Knowledge Networks and Scientific
Performance Correlations

5.1. Descriptive Statistics of Variables. Table 2 is a de-
scriptive statistical table of variables. For the sample, the
mean value of the number of articles is 28.6, standard
deviation 85.7, minimum value 6, ad maximum value 2407.
+e mean value of citation counts is 21.7. +e mean values
of sample degree centrality, betweenness centrality, and
closeness centrality are 42.7, 2994.6, and 0.4, respectively.
+e mean value of PageRank for the sample is only 0.00024,
with a standard deviation of 0.00045. +e means of clus-
tering coefficient and structural holes are 0.23 and 0.945,
respectively.

5.2. Correlation Analysis of Independent Variables.
Table 3 shows the correlation test results of the independent
variables and the correlation coefficients between closeness
centrality and degree centrality; betweenness centrality and
degree centrality are high; closeness centrality and be-
tweenness centrality Pearson correlation coefficient is low,
only 0.3321. Leydesdorff measured degree centrality and
betweenness centrality in a network with sample size of 7379
and degree centrality and closeness centrality, and closeness
centrality and betweenness centrality correlation coefficients
were 0.509, 0.651, and 0.210, respectively. From the table, we
can also find that the correlation coefficients between
PageRank and three centralities are high, which is an ex-
pected result. +e PageRank uses the degree of the neigh-
boring nodes of the direct node to calculate and thus the two
show high correlation. From the variance inflation factor
(VIF) test, we can find that there is a serious problem of
multicollinearity in the model, so we removed the variables
degree centrality and PageRanks. After removing the vari-
ables and conducting the VIF test again, the VIF of all
variables is less than 5.

5.3. Associations between Knowledge Network and Research
Influence. Table 4 shows the multiple regression analysis of
knowledge network features and performance. From the
table, we can learn that only the correlation of betweenness
centrality and average citation counts is not significant, and
the rest of the results are significant at different levels. Al-
though the correlation of betweenness centrality and paper
counts is significant, the correlation coefficient was only
0.0032. In the multiple regression of knowledge network
features and impact, we can find that when a node is in the
core position of the network, i.e., when the closeness cen-
trality goes higher, its impact will increase. Similarly, when
the nodes of a knowledge network are clustered into groups
or in the structural hole position, they are conducive to the
higher citations and increased impact. In the multiple re-
gression of knowledge network features and productivity,
closeness centrality also shows a significant positive corre-
lation with productivity. Interestingly, clustering coefficients
and structural holes present different results from those in
the impact analysis. When knowledge network nodes cluster
into groups with other nodes, they instead reduce their
productivity, and when nodes are in structure holes, their

Table 2: Descriptive statistics of variables.

Variable Mean Std. dev. Min Max
Paper counts 28.64119 85.66474 6 2405
Average citation 21.68361 11.71496 2.5 148.25
Degree centrality 42.72149 68.7952 3 1537
Betweenness
centrality 2994.606 22082.97 0.723307 1012664

Closeness
centrality 0.4125856 0.038428 0.286623 0.3840

PageRanks 0.0002411 0.000454 0.000049 0.013906
Clustering 0.2286381 0.0823648 0 0.7
Structural holes 0.9457353 0.0335163 0.6375047 0.9974905
∗Obs� 4147.

Complexity 9



productivity decreases. +is may be due to the fact that the
nodes in the structure hole position are only associated with
a small number of nodes and are not hotspots.

6. Discussion and Conclusion

+e research in this paper is helpful to understand the re-
search status quo and development situation of the field and
provide decision-making and reference information for the
selection of thesis topics, research projects, and discipline
planning in sports science. +rough keywords frequency
analysis and social network analysis method, we can draw
the following conclusions:

First, through word frequency method, we find 38 re-
search hotspots of Q1 area journals of sports science in
China, such as competitive sports, school sports, sports
management, sports education, and mass sports. +ere are
four research focus groups: college students, athletes,
teenagers, and physical education teachers, and we found
three hot research programs: martial arts in traditional
national sports and football and table tennis in competitive
sports. +erefore, it is necessary to understand the current
situation of sports science and maintain the development of
physical education and training, sports humanities, and
sociology and national traditional sports. At the same time,
we need to accelerate the development of sports human
science, which is the focus of future research.

Secondly, the characteristics of knowledge network el-
ements were significantly associated with scientific research
performance, except for betweenness centrality, which was
not significantly related to average citation.
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*e quality of service (QoS) of a user in user-centric unmanned aerial vehicle group (UUAVG) is degraded by complex cochannel
interference; hence, a cooperative game power control (CGPC) algorithm in UUAVG is proposed. *e algorithm helps to
establish a downlink power control model of the UUAVG, construct a product of the signal to interference noise ratio function of
each user as a utility function of the cooperative game, and deduce the optimal power control scheme using the Lagrange function.
*is scheme reduces the interference of the service unmanned aerial vehicle (UAV) to edge users and improves the com-
munication quality of all the users as well as the throughput of the entire system. Simulation results show that the average
throughput of the CGPC algorithm improved by 10.32% compared with the traditional Stackelberg Game based Nonunified
Pricing Power Control (SGNPPC) algorithm. *is shows that the CGPC algorithm can effectively reduce the transmission power
of the cooperative UAV and enhance the capacity of the entire system, ensuring communication quality.

1. Introduction

With the rapidly increasing number of wireless devices and
growth of user traffic demand, improving the throughput of
a communication system has gained considerable attention
[1]. Wireless networks are effective solutions to improve
system throughput because a large number of unmanned
aerial vehicles (UAVs) groups can be deployed. *e user-
centric UAV group (UUAVG) can not only improve system
capacity but also achieve seamless coverage and enhance the
quality of service (QoS) of the system [2]. *e UUAVG
network organises a dynamic UAVG for each user; the
unmanned aerial vehicles group (UAVG) is composed of all
potential UAVs near a user, so that the user can perceive that
the network follows them [3]. UUAVG is defined as the
network architecture of serving user by the “decellular”

method [4]. When the user moves, the UAVG will dy-
namically add and delete UAV members according to the
user location to meet user requirements in the UAVG
network centre [5]. Compared with traditional cellular
network, UUAVG network structure can effectively improve
network coverage, reduce the interrupt probability by 30%,
and improve the spectrum efficiency by 5%–15% [6, 7].
Although the UUAVG improves the system throughput by
deploying a large number of UAVs, the cochannel inter-
ference problem is severe and reduces the QoS for the users.
*erefore, it is essential to realise methods to reduce this
cochannel interference.

At present, many scholars have studied the complex
interference problem of UUAVG, and power control is
regarded as the most effective interference suppression
method. In [8], an orthogonal frequency division
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multiplexing- (OFDM-) based UAVG communication link
resource allocation algorithm was introduced. *is algo-
rithm considers subcarrier and power allocations. It maxi-
mises the system capacity, while accounting for user fairness.
However, the algorithm is complicated and has a low
convergence speed. In [9], the local optimal solution is
obtained by joint optimisation of uplink cell association and
power allocation, which effectively improves the network
performance. In [10], aiming at the problem of UAV access
and base station bandwidth allocation, a hierarchical game
power control algorithm is proposed. *is algorithm can
effectively solve the problem of UAV access and base station
bandwidth allocation. Nash equilibrium is proved by theory,
but the problem is modeled as a noncooperative game,
sacrificing the overall performance of the system. In [11], a
power control algorithm based onmean field game and deep
reinforcement learning is proposed. *e algorithm first
transforms the power control problem into discrete mean
constant game and then uses neural network to solve the
optimal transmit power. Although this algorithm can ef-
fectively improve the energy efficiency of UAV, its com-
plexity is much higher than those of other algorithms. In
[12], a noncooperative game distributed power control al-
gorithmwas introduced, which could effectively improve the
system throughput and reduce cochannel interference;
however, the proposed algorithm cannot achieve optimal
system capacity. In [13], a power control algorithm based on
noncooperative game is proposed. *e algorithm adopts a
nonuniform pricing method and sets different prices for
different base stations. *e scheme can effectively improve
the system performance in UAVG network structure. Al-
though the above studies reduce interference to a certain
extent, they are not user-centric and cannot achieve optimal
system throughput.

To solve the above problems, a cooperative game power
control algorithm in UUAVG is proposed by this study.
First, the system model of the UUAVG downlink power
control is established. Considering the interference to user
QoS and service UAV to edge users, a new cooperative game
utility function is proposed, and the optimal power control
scheme is solved using the Lagrange function. *e simu-
lation results show that the cooperative game power control
(CGPC) algorithm can reduce the user transmitted power
and interuser interference and improve system throughput.

2. System Model

*e model of UUAVG downlink power control system is
shown in Figure 1. Assuming that there is a service user (SU)
in the model, the dynamic UAVG is formed with the SU as
the centre, and the coverage range of the UAVG available to
the SU is represented by the dotted circle. It is assumed that
there is only one service unmanned aerial vehicle (SUAV) in
the UAVG. Suppose that there are n cooperative unmanned
aerial vehicles (CUAV), denoted as CUAVi (i � 1, 2, . . . ,

i, . . . , j, . . . , N); in the coverage of the UAVG, assume that
there are n edge users (EU) at the same time, denoted as EUi

(i � 1, 2, . . . , i, . . . , j, . . . , N), and that they are far away
from the SUAV, with the service base station of EUi rep-
resented as CUAVi. Let the vertical height of the SUAV and
CUAV from the ground be H0. Owing to the scarcity of
spectrum availability and to improve frequency utilisation,
when deploying the UAVG, the downlink communication
frequencies of the SUAV and SU are the same as those of the
CUAVi and EUi. *erefore, the interference between the
SUAV and CUAV and those between the CUAVs are
inevitable.

For each user, they are in the center of the network, and
UAVs around the user are dynamically composed of UAVG.
Each user has a unique UAVG to provide services, but each
UAV may belong to a different UAVG at the same time.
*erefore, each UAV may be both a user’s SUAV and an-
other user’s CUAV at the same time. For users, if a UAVG is
the user’s own UAVG, it is called a service user of this
UAVG; otherwise, it is called an edge user of this UAVG.

Let pt and pi denote the transmitted power levels of
SUAV and CUAVi, and let ci denote the signal to inter-
ference noise ratio (SINR) of the corresponding EUi.

ci pi(  �
pihii


N
j�1,j≠ i pjhji + ptgsi + σ2

. (1)

*e downlink channel gain between CUAVi and EUi is
denoted as hii, the channel gain between CUAV and EUi is
denoted as hji, and the channel gain between SUAV and EUi
is denoted as gsi. *e power of the additive white Gaussian
noise on EUi is σ2. *e distance between CUAVi and EUi is
denoted as dii and that between SUAV and EUi is denoted as
rsi.

*e horizontal distance between CUAVi and EUi is
denoted as Dii and that between SUAV and EUi is denoted
asRsi. Using the triangle Pythagorean theorem, we can get dii

and rsi.
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Figure 1: Downlink power control system model of UUAVG.
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3. CGPC Algorithm

3.1. CGPC Game Elements. In the noncooperative game,
each participant will choose selfishness to maximise their
benefits, thereby causing interference to the other partici-
pants and reducing the benefits to other users. Meanwhile, a
cooperative game is meant to maximise the interests of the
collective and is a competition model in which the partic-
ipants seek to maximise their interests. *erefore, a coop-
erative game will bring more benefits to the system.

*e three basic elements of the cooperative game are the
participants, strategy set, and utility function. Participants in
the game are represented as I: the set of CUAVs partici-
pating in the game, where I � 1, 2, . . . , N{ }. *e strategy set
is represented as Ωi: decision of each participant can be
expressed as p1, p2, . . . , pi, . . . , pn , 0≤pi ≤pmax

CUAV (here,
pmax
CUAV represents the maximum allowable transmitted

power of the CUAV), and each decision is independent of
the others. *e utility function is given as Ui, which rep-
resents the preference of EUi for a certain strategy.

3.2. Utility Function. In the traditional cooperative game
algorithm, the utility function only considers the user SINR.
In this study, we consider not only the SINR of users but also
the influence of SUAV on EUi. A new utility function is
divided into two types according to whether the SINR of
users is greater than the threshold SINR:

Ui pi, ci(  �



m

i�1
gsi

ci − c
min
EU

ci

, ci ≥ c
min
EU ,

0, ci < c
min
EU .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

In the first case, when user ci ≥ cmin
EU , Ui(pi, ci)

� 
m
i�1 gsi(ci − cmin

EU /ci), where m is defined as the number of
ci ≥ cmin

EU in all UAVs, and cmin
EU is defined as the minimum

SINR required for EU communication. ci − cmin
EU guaranteed

communication QoS of EU. Only when ci ≥ cmin
EU can the

utility function be guaranteed to be positive. (ci − cmin
EU /ci)

can make the power change of user EUi smoother and
reduce the times of games. It can be observed from (3) that
the utility function EUi is related to gsi and cmin

EU . *e utility
function considers the SINR of EUi and the channel gain of
the SUAV and EUi. *e physical meaning of utility function
is to ensure the maximisation of (ci − cmin

EU /ci) of all EUi.
In the second case, when user ci < cmin

EU , ci cannot be
guaranteed the normal communication requirements of
EUi, so the utility function of EUi is defined as 0.

*e objective function of power control based on the
cooperative game in CGPC can be expressed as follows:

maxU pi, ci(  � gsi 

m

i�1

ci − c
min
EU

ci

,

s.t

0≤pi ≤p
max
CUAV,



m

j�1,j≠ i

hjipi ≤T,

ci ≥ c
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EU .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Here, T is the threshold value for which EUi can
withstand interference from the UAVG. In theory, we set
cmin
EU and determine the interference threshold T according

to the channel gain and transmit power from EUi to CUAV.
(pihii/T)≥ cmin

EU , if and only if ci � cmin
EU ; we can calculate the

threshold T � (pihii/cmin
EU ). *e physical meaning of power

control in CGPC indicates that the utility function of the EU
reaches the maximum when the interference from CUAV to
SU does not exceed the maximum interference threshold
that the SU can bear.

3.3. Nash Solution. Equation (4) can be further modified by
considering the logarithm of the objective function of (4)
and using the properties of logarithmic functions,
ln

N
i�1 ci � 

N
i�1 ln ci, as follows:

maxU pi, ci(  � gsi 
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i�1
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ci − c
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EU
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 ,

s.t
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j�1,j≠ i

hjipi ≤T,

ci ≥ c
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EU .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

*erefore, the problem of Ui(pi, ci) maximisation is
now transformed into the problem of ui(pi, ci) max-
imisation, and ui � ln Ui.

Theorem 1. Model equivalence theorem. Suppose that the
decision set for the utility function set has a one-to-one
mapping relationship that satisfies the concave function
characteristics; that is, ui � ln Ui satisfies the characteristics
of the concave function. 4us, it can be concluded that the
models in (4) and (5) are equivalent, and the same solution is
obtained.

Equation (5) is an optimisation problem with multiple
constraints, and the Lagrange factor λ, μi, ηi, εi is introduced
to construct a Lagrange function. Among them, Lagrange
factor is the limiting factor set when solving Lagrange
function. *rough Lagrange factor, the objective function

Complexity 3



and constraint conditions are connected together to con-
struct a new Lagrange function.

Therefore, Lagrange function can be expressed as follows:

L pi, ci(  � gsi 

m

i�1
ln

ci − c
min
EU

ci

  − λ 
m

j�1,j≠ i

hjipi − T⎛⎝ ⎞⎠

− μi ci − c
min
EU  − ηi p

max
CUAV − pi(  − εi 0 − pi( .

(6)

According to (6), the partial derivative of the Lagrange
function pi is calculated, and the optimal solution is

obtained by setting (zL(pi, ci)/zpi) � 0; so we can get pi as
follows:

pi �
c
min
EU
ci

pi +
gsi

μi zci/zpi(  − λ 
m
j�1,j≠ i hjipi − T  − ηi + εi( 

.

(7)

According to the SINR definition, (zci/zpi) � (ci/pi)

holds. *e fixed-point iterative method is used for iteration;
after k iterations, the transmitted power of CUAVi is as
follows:

p
(k+1)
i �

c
min
EU
ci

p
(k)
i +

gsi

μi ci/p
(k)
i  − λ 

m
j�1,j≠ i hjipi − T  − ηi + εi( 

. (8)

According to (8), the first term (cmin
EU /ci)p

(k)
i on the right is

consistent with the traditional SINR balancing algorithm [12],
and it is expressed that p

(k+1)
i will gradually stabilise when ci

approaches cmin
EU . *e second term (gsi/μi(ci/p

(k)
i ) − λ

(
m
j�1,j≠ i hjipi − T) − (ηi + εi)) is a fine-tuning term com-

prising the Lagrangian factors, channel gain, and current
SINR. *is proves the correctness of the algorithm. It not
only ensures that it is similar to the traditional SINR bal-
ancing algorithm but also makes fine-tuning on the basis of
the traditional SINR balancing algorithm. *e algorithm in
this paper is based on UAV transmit power polling, not on
time.

In this paper, the throughput of the system is charac-
terised by the sum of the average reachable rates of all users,
where the average reachable rate of each user can be
expressed as

Ri � B log2 1 + ci( , (9)

where Ri is the user reachable rate and the bandwidth is
B � 1Hz.*erefore, the system throughput of each iteration
can be expressed as follows:

S
(k)
t � 

N

i�1
R

(k)
i , (10)

where S
(k)
t is the throughput of the k-th iteration. R

(k)
i is the

user reachable rate of user i at the k-th iteration.

4. Performance Evaluation

In this section, we present verification of the feasibility of the
CGPC algorithm through simulations and calibrations for
the theoretical analysis results and simulation results.

4.1. Simulation Configuration and Parameters. According to
[11–13], the height of the UAVG is selected as H0 � 80m,
and the horizontal projection coverage area of the UAVG is
selected in a circular area of radius 300m, where the hor-
izontal distance from the SU to SUAV is set as [0, 100m],

and the horizontal distance from EU to SUAV is set as
(100, 300]. Suppose that there is one SUAV and four
CUAVs, namely, CUAV1, CUAV2, CUAV3, and CUAV4,
in this circular area. In the circular region, there is one SU
and four EU, namely, EU1, EU2, EU3, and EU4. *e dis-
tance relationship between the EUs and SUAV is expressed
as Rs1 ≤Rs2 ≤Rs3 ≤Rs4.

Suppose that the transmitted power of the SUAV is
30 dBm, and the initial transmitted power of the CUAV is
20 dBm. Assuming noise threshold T � 1 × 10− 10 W, the
Lagrange factors are obtained as λ � 1 × 1016 and μi � ηi �

εi � 10 [11–13].

4.2. Simulation Results and Analysis. Figure 2 illustrates the
curves for the CUAV transmitted power changing with the
number of iterations.*e abscissa in the figure is the number
of iterations, and the ordinate is the transmitted power from
the CUAV. It can be observed from the figure that the initial
transmitting power of CUAVs is 0.1W. With the increase of
iteration times, the transmitting power of CUAV decreases
gradually and reaches a stable state after many games. *e
attenuation rate of CUAV1 is the fastest and that of CUAV4
is the slowest. *is is due to the different distances between
EU and SU. *e distance between EU1 and SU is relatively
close, and the downlink communication power of CUAV1
and EU1 has a greater impact on SU. *e power attenuation
of CUAV1 is relatively large. *e distance between EU4 and
SU is relatively long, and the influence of CUAV 4 and EU4
downlink communication power on SU is relatively small.
*erefore, the power attenuation of CUAV 4 is relatively
small. *is is consistent with the result of formula (3).

Figure 3 presents a comparison of the CUAV trans-
mitted power for different algorithms. *e abscissa is the
distance between the EU and SUAV, and the ordinate is the
transmitted power from the CUAV. *e curves in the figure
represent the results of the K-G algorithm [12] and CGPC
algorithm. It can be observed that the transmitted power of
the CUAV increases with the distance between the EU and
SUAV. When the distance between EU and CUAV is close,
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the effect of the proposed algorithm is equivalent to that of
the traditional K-G algorithm. However, after 60 meters, it
obviously reflects the advantages of this algorithm, which
can effectively reduce the transmission power of CUAV.*is
is because the design of utility function considers not only
the user’s QoS but also the influence of different distance EU
on CUAV.*e farther the distance between EU and CUAV,
the more obvious the advantages of this algorithm. Com-
paring these two algorithms under the same conditions, the
transmitted power of the CUAV based on the CGPC al-
gorithm is observed to be lower than that of the K-G al-
gorithm, which reduces the cofrequency interference.

Figure 4 demonstrates the curves for the system average
throughput according to the number of CUAVs for different

algorithms; the abscissa is the number of CUAVs, and the
ordinate is the average throughput of the system. *e curves
represent results for the Stackelberg Game based Nonunified
Pricing Power Control (SGNPPC) algorithm [13] and CGPC
algorithm for the average system throughput. It can be
observed that the average throughput of the two systems
increases as the number of CUAVs increases. When the
number of CUAVs reaches 24, the average throughput of the
system is close to saturation. *ereafter, the system
throughput of the SGNPPC algorithm gradually decreases
with increase in the number of CUAVs; this is because more
interference is inserted with the increase in the number of
CUAVs; conversely, the throughput of the CGPC algorithm
increases with the increase in the number of CUAVs, but the
rate of increase is reduced. *is deceleration can be at-
tributed to the adoption of cooperative games to reduce the
interference between the CUAVs. Compared with the
SGNPPC algorithm, the average throughput of the CGPC
algorithm increased by 10.32%.

5. Conclusion

In this study, a CGPC algorithm is proposed in the scenario
of the UUAVG. *e algorithm considers not only the SINR
of the user but also the influence of the different distances
between the EU and SUAV on the EU. *e complex Nash
theorem utility function is transformed into an easily solved
optimisation problem using the principle of model equiv-
alence; further, the Lagrange function is constructed, and the
optimal transmitted power is obtained iteratively. *e
convergence of the algorithm is proven by simulation, and
the average throughput of the system is improved. In the
future work, we will consider the joint optimisation of
distributed power control and user rate control, as well as the
trajectory design and layout design of UAV.

Number of CUAV

14

15

16

17

18

19

20

21

22

A
ve

ra
ge

 sy
ste

m
 th

ro
ug

hp
ut

 (M
B·

S–1
)

5 10 15 20 25 30 35

SGNPPC algorithm
CGPC algorithm

Figure 4: Transmitted power for the system average throughput
CUAV for different algorithms.

10 12 14 16 18 20
Iteration times

Tr
an

sm
it 

po
w

er
 o

f C
U

A
V

 (W
)

CUAV1
CUAV2

CUAV3
CUAV4

0.1

0.09

0.08

0.07

0.06

0.05

0.04

0.03

0.02

0.01

0
0 2 4 6 8

Figure 2: Transmitted power fromCUAV for number of iterations.

Distance between EUi and CUAV i (m)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Tr
an

sm
it 

po
w

er
 o

f C
U

A
V

 (W
)

EU1 EU2

EU3

EU4

0 10 20 30 40 50 60 70 80

CGPC algorithm
K-G algorithm

Figure 3: Comparison of cooperative UAV transmitted power
under different algorithms.

Complexity 5



Data Availability

No data were used to support this study.

Conflicts of Interest

*e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

*is work was supported by the subproject of National Key
Research and Development Plan in 2020 (no.
2020YFC1511704), the National Natural Science Foundation
of China (Grant no. 61971048), Beijing Science and Tech-
nology Project (Grant no. Z191100001419012), and scientific
research level improvement project to promote the colleges
connotation development of Beijing Information Science &
Technology University in 2020 (no. 2020KYNH212).

References

[1] H. Menouar, I. Guvenc, K. Akkaya, A. S. Uluagac, A. Kadri,
and A. Tuncer, “UAV-enabled intelligent transportation
systems for the smart city: applications and challenges,” IEEE
Communications Magazine, vol. 55, no. 3, pp. 22–28, 2017.

[2] W. Huang, J. Peng, and H. Zhang, “User-centric intelligent
UAV swarm networks: performance analysis and design in-
sight,” IEEE Access, vol. 7, pp. 181469–181478, 2019.

[3] S. Chen, F. Qin, B. Hu, X. Li, and Z. Chen, “User-centric ultra-
dense networks for 5G: challenges, methodologies, and di-
rections,” IEEE Wireless Communications, vol. 23, no. 2,
pp. 78–85, 2016.

[4] R. Tang, J. Zhao, H. Qu et al., “User-centric joint admission
control and resource allocation for 5G D2D extreme mobile
broadband: a sequential convex programming approach,”
IEEE Communications Letters, vol. 7, 2017.

[5] P. Zhang and Y. Zhang, “Research on power control algorithm
of two-layer Stackelberg game in UUDN,” Computer Engi-
neering, vol. 46, no. 9, pp. 186–192, 2020, in Chinese.

[6] H. Zhang andW. Huang, “Tractable mobility model for multi-
connectivity in 5G user-centric ultra-dense networks,” IEEE
Access, vol. 6, pp. 43100–43112, 2018.

[7] S. Bhattacharya and T. Basart, “Game-theoretic analysis of an
aerial jamming attack on a UAV communication network,” in
Proceeding of the American Control Conference, pp. 818–823,
IEEE, Baltimore, MD, USA, July 2010.

[8] Q. Li, “Non-cooperative game power control in swarm UAV
networks,” Telecommunication Engineering, vol. 7, 2019, in
Chinese.

[9] W. Mei, Q. Wu, and R. Zhang, “Cellular-connected UAV:
uplink association, power control and interference coordi-
nation,” in Proceedings of the IEEE Global Communications
Conference, Abu Dhabi, UAE, December 2018.

[10] Y. Shi, M. Peng, and X. Cao, “A game theory approach for
joint access selection and resource allocation in UAV assisted
IoT communication networks,” IEEE Internet of 4ings
Journal, vol. 99, 2018.

[11] L. Li, Q. Cheng, K. Xue, C. Yang, and Z. Han, “Downlink
transmit power control in ultra-dense UAV network based on
mean field game and deep reinforcement learning,” IEEE
Transactions on Vehicular Technology, vol. 69, no. 12,
pp. 15594–15605, 2020.

[12] Z. R. Gajic and S. Koskie, “Newton iteration acceleration of
the Nash game algorithm for power control in 3G wireless
CDMA networks,” in Proceedings, ITCOM 2003, Conference
on Performance and Control of Next Generation of Commu-
nication Networks, no. 5, pp. 115–121, Orlando, FL, USA,
August 2003.

[13] C. M. XU and J. WU, “Non- unified pricing power control
based on the Stackelberg game in the ultra-dense network,”
Journal of Computer Applications, vol. 38, no. 08, pp. 2323–
2329, 2018, in Chinese.

6 Complexity


