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Recently wireless network interworking has become an
important area of research in academia and industry. This
is due to the huge diversity of wireless network types, which
range from wireless body area network (WBAN) covering
areas up to a few inches to wireless regional area networks
(WRANs) covering up to several miles. All these types
of networks have been developed separately with different
usage and applications scenarios, which make interworking
between them a challenging task.

The main challenges in wireless interworking of connect-
ing the cellular network with the other wireless networks
include issues like security, seamless handover, location and
emergency services, cooperation, and QoS. The developed
interworking mechanisms, that is, unlicensed mobile access
(UMA), IP Multimedia Subsystem (IMS), and Media inde-
pendent handover (MIH), due to the characteristics of
wireless channel, need to be analyzed and tested under
various circumstances.

The aim of this special issue in Journal of Computer
Systems, Networks, and Communications (JCSNC) is to
highlight the problems and emphasize and analyze the
solutions in this area, which can give a guideline to telecom
industry for new techniques and business opportunities.
Many researchers from different parts of the world and
different background have participated in the issue. The
accepted papers are diverse at different interworking lev-
els, spanning from network layer down to link level for
example, the paper entitled “Technology-integration frame-
work for fast and low cost handovers, case study: WiFi-
WiMAX network” by M. Kassab, et al.where the end-to-end

delay is optimized with minimum management signaling
cost.

On the other hand, in “WiFi and WiMAX secure deploy-
ments” by P. Trimintzios and G. Georgiou, the security
intrusion that may occur during handover is discussed. In
the paper “Seamless video session handover between WLANs”
by C. C. Monteiro, et al. an architecture for session proxy
(SP) with video streaming quality preservation has been
developed.

At the physical layer, the paper “Investigation of cooper-
ation technologies in heterogeneous wireless networks” by Z.
Sun and W. Wang discussed the radio access technology
(RAT) for various standards, where issues like multiradio
resource management (MRRM) and generic link layer (GLL)
were proposed. In the paper entitled “A multi-standard
frequency offset synchronization scheme for 802.11n, 802.16d,
LTE and DVB-T/H systems” by J. González-Bayón et al.
carrier frequency offset in OFDM systems is discussed where
common synchronization structure for all these systems is
proposed.

C. So-In et al. in “Capacity Evaluation for IEEE 802.16e
Mobile WiMAX” emphasize on the overhead of the WiMAX
protocol and its effect on the link capacity. Many applications
have been tested that is, Mobile TV and VOIP. In the same
area P. T. T. Pham and T. Wada’s paper “Effective scheme
of channel tracking and estimation for mobile WiMAX DL-
PUSC System” discussed the packet error rate (PER) and user
throughput in various channels.

K.-P. Lin and H.-Y. Wei discussed a new random walk
mobility model in “Paging and location management in IEEE
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802.16j multihop relay network”. The proposed model is
suitable for multihop relay network, where the handover
process is frequently performed.

Finally, “Multi mode flex-interleaver core for baseband
processor platform” by R. Asghar and D Liu introduces a new
flexible interleaver architecture supporting many standards
like WLAN, WiMAX, HSPA+, LTE, and DVB at the system
level. Both maximum flexibility and fast switchability were
examined during run time.

This special issue would not have come true without
the tight guidelines and support from the Editor-in-Chief
Professor Hsiao-Hwa Chen and Mariam Albert the editorial
staff in Hindawi Publishing Corporation.

Rashid A. Saeed
Ahmed A. M. Hassan Mabrouk

Amitava Mukherjee
Francisco Falcone

K. Daniel Wong
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The Next Generation Wireless Networks (NGWNs) are seemed to be heterogeneous networks based on the integration of several
wireless technologies. These networks are required to achieve performances equivalent to classic wireless networks by ensuring the
continuity of communications and the homogeneity of network management during horizontal and vertical handovers. This task is
even more important when management services, like security and quality of service (QoS), are deployed at access technology level.
In this paper, we propose a framework for heterogeneous wireless technology integration based on network architecture skeleton
and a handover management mechanism. This framework optimizes the layer-2 handover procedure to achieve performances
required by sensitive applications while ensuring the minimization of signaling overhead required for operated networks. As an
application example, we make use of this framework to propose a heterogeneous network based on WiFi and WiMAX technologies.
We present an application example of the framework using the specification of a WiFi-WiMAX network. We propose several
performance evaluations based on simulation tests based on this application. The latter confirm the efficiency of handover delay
optimization and the minimization of management signaling costs.

1. Introduction

The growth of wireless communication has been, in a few
years, important thanks to the advantages they offer such
as deployment flexibility and user mobility during com-
munications. Several wireless technologies have emerged.
These technologies have been designed independently and
intended to cover specific service types, user categories,
and usability domains. Among these technologies, there
is not one good and generic enough to replace all the
others; each technology has its own merit, advantages, and
development possibilities. For example, 3G technologies, for
example, UMTS and CDMA2000, propose network access
associated to telephony services. WMAN technologies, for
example, WiMAX and HyperMAN, are used to deploy
outdoor metropolitan networks. WLAN technologies, for
example, WiFi, have been developed to be an extension of
already existing wired LANs; they are also used to deploy
local public wireless networks. In addition, user categories

and usability domains have converged so that terminals and
communication means have evolved to integrate multiple
technologies.

The result of this evolution is a multitechnology environ-
ment that can be exploited to offer an enhanced connectivity
to users. The Next Generation Wireless Networks (NGWNs)
appear to be the integration of already existing and newly
developed wireless technologies that offers a heterogeneous
access to the same global core network. A multi-technology
terminal will be able to change its access technology each
time its environment changes. For example, it will be
connected to a WiFi access point when it is in the mall; it will
handover to the WiMAX when it will move to the street and
it will use UMTS in the train. This could be a great advance
depending on the adequate mechanisms which are available
to ensure a seamless mobility.

On the other hand, wireless technologies are no longer
limited to be a basic communication medium. They eval-
uate by integrating several management services such as
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user authentication, data exchange confidentiality, and QoS
management. However, the integration of these services at
the access technology level with specific designs will affect the
handover performances in NGWNs. In fact, the change of the
serving Point of Attachment (PoA) requires the renegotiation
of management services between the terminal and the
network in addition to the redirection of data traffic to the
new terminal location. As a result, the HO execution time
may increase significantly, which should induce significant
latency to exchanged data and even the break of the ongoing
session.

Public wireless networks have to guarantee a good level
of service while insuring the transparency of management
to users. The deployment of such networks using het-
erogeneous technologies will require a good connectivity
during handovers, by reducing latency, and the homogeneity
of management services such as authentication and QoS.
This is possible by deploying anticipation mechanisms that
reduce negotiation exchanges between the terminals and the
network, such as context transfer and proactive negotiation
[1], and accelerate the redirection data traffic during the
execution of the HO.

Researchers have been interested in this problem and sev-
eral papers have proposed models for efficient technology-
integration solutions that deal with network access provider
requirements. However, the mobility management offered
by these solutions does not ensure yet seamless handovers
during heterogeneous mobility. Indeed, most solutions offer
roaming possibilities based on the sharing of user databases.
At best, the integration architectures offer to graft one tech-
nology to another and to manage heterogeneous mobility
based on Mobile IP and extensions. These solutions enable
the optimization of the network reattachment (i.e., the layer-
3 HO) by limiting the heterogeneous handover to the re-
attachment to the new PoA (i.e., layer-2 HO). This does not
solve the connectivity disruption due to the re-establishment
of network services defined at the technology level. On the
other hand, the structure of these technology-integration
solutions is not suited to heterogeneous mobility. Indeed,
the organization of the PoAs in the core network is based
on the access technology they offer rather than the closeness
of radio coverage while the executed HOs will be based on
the latter closeness. As a consequence, the HO management
mechanisms based on exchanges between heterogeneous
entities will result in a nonnegligible overhead that could
disrupt the network performances.

In this work, we propose a technology-integration frame-
work that provides a new approach to deploy next generation
wireless networks. This framework offers a heterogeneous
access to a global network with optimized mobility perfor-
mances regarding HO execution time and signaling cost.
The idea is to optimize the layer-2 HO execution in a
heterogeneous and homogeneous mobility and to adapt
the network architecture so that this optimization yields
to a minimum signaling surplus. The framework defines a
network architecture skeleton and HO management mecha-
nisms. They tend to optimize the layer-2 HO execution while
ensuring the continuity of management services defined at
the technology-level. In addition, we propose an application

of this framework to an actual wireless network based
on the WiFi and WiMAX technologies. We make use of
this application to demonstrate the ability of the proposed
framework to enable the enhancement of HO performances
while ensuring a reduced signaling overhead.

This paper is organized as follows. In Section 2, we
propose an overview of solutions adopted for wireless tech-
nology integration. In Section 3, we detail the specification
of the technology-integration framework. We propose, in
Section 4, the specification of wireless network based on
the WiFi and WiMAX technologies. We demonstrate the
advantages offered by this architecture based on perfor-
mances evaluations in Section 5. We detail how the proposed
framework can get along with layer-3 mobility management
mechanisms in Section 6. We propose, in Section 7, a
discussion about heterogeneous technology integration. We
draw up main conclusions and propose future trends of our
work in Section 8.

2. Technology Integration in the Literature

Heterogeneous-technology integration has been studied by
several researches. Most studies focused on networks inte-
grating UMTS and data wireless technologies, that is, WiFi
[2–6] and WiMAX [7–9]. Two inter working architectures
have been proposed: loosely and tightly coupled architectures
[2, 10].

With loosely coupled architecture, the interconnected
technologies are considered as independent networks con-
cerning the handling of data traffic and the management
of network services such as authentication and QoS. Each
technology has a separate user subscription and profile
management systems. Roaming privileges are assigned to
subscriptions related to one network. This helps to minimize
session disruption based on the cooperation of account-
ing entities. The tightly coupled architecture proposes the
integration of wireless technologies in the same network
architecture. This integration may be performed in different
levels of the management architectures of the considered
technologies. User subscriptions and profiles are manage-
ment based on common centralized entities. In all cases,
user mobility is managed using Mobile IP and its extensions
[11].

The main advantage of loosely coupled architectures
is the few modifications to technologies and their core
network architectures. However, due to the high level of
integration, the mobility management mechanisms are not
able to optimize significantly the performance of layer-
3 handover. Thus, the roaming mechanisms are not able
to reduce sufficiently the session disruption to deal with
requirements of sensitive applications.

The tightly coupled architectures propose integration
at lower level of network architecture. The complexity of
the implementation increases, and more modifications must
be operated to technologies and core network architecture.
Nevertheless, the lower level of integration ensures a very
interesting enhancement of HO performances [4, 5]. This is
due to the fact that the inter-working takes place at a point of
the management architecture closer to the mobile terminal.
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The tightly coupled architecture can significantly
improve the performance of heterogeneous handovers. This
can be even more enhanced by using the ConteXt Transfer
Protocol (CXTP) [12] in addition to MIP. The CXTP
proposes a protocol to transfer mobile terminal contexts
between Access Routers managing the access control of
a wireless network. CXTP has been designed as a generic
protocol that can accommodate a wide range of services. The
context transfer can be reactive, during the HO execution,
or proactive from the serving AR to a possible target AR.
CXTP can be useful if some network services such as user
authentication and QoS are integrated to the layer-3 level in
wireless networks [13]. Consequently, several management
exchanges between a terminal and the Access Router (AR),
which controls the access to the network, are required during
the network entry. Thus, the CXTP enables the reduction of
exchanged messages between mobile terminal and target AR
during the HO execution.

However, the latter optimization limits only the effects
of sub network change during terminal mobility (layer-3
HO optimization). Indeed, all the negotiation exchanges
and the service establishment procedures defined at access-
technology level must be performed during heterogeneous
handover executions.

A solution could be the association of the tightly coupled
architectures to an optimization of the terminal to technol-
ogy association procedure. This optimization will take into
account the possible resemblances between the definition
of services and user profiles of technologies to prevent
the execution of the negotiations and procedures during
handover executions. This may be based on management
mechanisms like context transfer or proactive execution of
exchanges.

3. Technology-Integration Framework

This framework aims at defining an optimization of the
handover performances as part of a heterogeneous mobility.

We consider an operator network that offers a reliable
network access, to mobile terminals, based on several wireless
technologies. Network services, such as user authentication,
QoS management, and billing, have to work properly and
seamlessly while terminals are moving over the network.
We define the network architecture and the position of
management entities that are involved in the handover
management procedure.

The proposed framework specifies the skeleton of the
network architecture, the definition of mobility context
and the L2-HO management mechanisms. The latter pro-
poses the enhancement of L2-HO performances based on
mobility-context exchanges.

3.1. Network Architecture Skeleton. The global wireless net-
work is organized into access subnetworks, each one gathering
a set of PoAs. We do away with the classic organization
of wireless networks that separates each technology in an
autonomous network. PoAs can be gathered in access sub
networks based on the closeness of their wireless coverage

or based on common management requirements. It also
remains possible to gather PoAs offering the same wireless
access technology. We define new management entities: the
Layer 2 Access Managers (L2-Acc-Mgrs) that manage terminal
mobility over the network. To each access subnetwork is
associated an L2-Acc-Mgr. Figure 1 shows this architecture.

The L2-Acc-Mgr integrates several functions to manage
terminal mobility. It acts as a service proxy regarding
exchanges between terminals and core network entities
during the network entry procedure. For example, terminal
authentication is supported by the L2-Acc-Mgr that acts
as AAA-proxy between the terminal and the AAA server
in the core network. At the end of this procedure, the
L2-Acc-Mgr maintains the terminal authentication profile
(authentication keys) to use it for future purposes.

The L2-Acc-Mgr supports the Neighborhood manage-
ment function that maintains the PoAs’ neighborhood. It
provides a list of PoAs to which a terminal may move while
being associated with a particular PoA.

The L2-HO management function integrates the intel-
ligence related to the L2-HO management, that is, the
triggering of HO management exchanges, the execution of
exchanges and the management of terminal contexts.

3.2. L2-HO Management Mechanisms. During the network
entry, a terminal associates itself with the network and
activates a set of services and functionalities. The terminal
context includes the parameters negotiated during the net-
work entry and states related to network services used by
the terminal [1]. The acceleration of the establishment of
this context is required, at the time of handover, to reduce
the delay that results from the HO execution phase. The
establishment of the terminal context on the target PoA,
based on already available information, is the solution.

The nature of information elements included in the
terminal context defines how it can be exploited to perform a
context re-establishment. This defines values of information
elements to be established, when and how they will be
established, and the network entities that have to manage
these information elements [1]. Authors in [14] propose a
study that define the latter points based on the characteristics
of information elements and particularly:

(i) the scope of the information element,

(ii) the transferability of the information element,

(iii) and the stability of the information element value
over the time.

In the following part, we identify the network entities
that will manage the context establishment, the values to
be established, the mechanisms that establish contexts, and
finally when the establishment has to be performed (i.e.,
before, during, or after the HO execution), while taking
into account the network architecture decided upon and
the nature of information elements that may be included in
terminal contexts.

3.2.1. Management of Terminal Contexts. Regarding the
scope, a terminal context consists of global session and local



4 Journal of Computer Systems, Networks, and Communications

Layer 2 access
managers

Centralized
servers

Core network

Access
router

Access
router

Access
subnetwork

PoA

PoA

Layer 2 network entry exchanges

Access
subnetwork

PoA

Terminal

Figure 1: The L2-Acc-Mgr in the network architecture.

association information elements. The global session infor-
mation elements are related to the association established
between the terminal and the core network entities such as
AAA servers. The local association information elements are
related to the association established between the terminal
and the serving PoA. When a terminal executes a HO without
performing a new network entry, it maintains its global
session while re-establishing the local association with the new
serving PoA.

Then, a context information element is transferable
information when it remains valid while the terminal changes
its serving PoA. Such information element can be reused
with target PoA to avoid renegotiation during HO execution.
Other elements are nontransferable context information, their
current value, associated to a serving PoA, cannot be
exploited to avoid negotiations between the terminal and
target PoA to establish a new association. This type of infor-
mation has to be re-established through regular exchanges
during the HO execution. Finally, an information element
can be conditionally transferable if the value associated to the
serving AP is not valid for transfer; however, it can be used
to define a new value associated to target PoAs. It is possible
to define translation rules for this specific set of information
elements so as to enable their establishment while avoiding
negotiations during HO execution.

Based on these two classifications we define the content
of terminal contexts and the entities that have to manage
these contexts, following the recommendation proposed in
[1].

The L2-Acc-Mgr is the most entitled entity to manage the
greater part of the terminal context. First, the global session

information elements are held by the L2-Acc-Mgr thanks to
the service proxy function. Second, local information elements
that are conditionally transferable may require centralized
information related to the neighbor PoAs or the terminal to
be translated for re-establishment. The latter information is
held by the L2-Acc-Mgr, so it is the better able to manage
conditionally transferable local information elements. The
HO management function of the L2-Acc-Mgr is responsible
of managing the latter information elements, of the terminal
context.

The HO management function defines the values for
information elements to be established by the L2-Acc-Mgr.
The latter values will be derived based on the ones used
with the current association, cached information elements or
terminal accounting profile. A Translation function is defined
as a part of the HO management function. It is responsible
of defining values to be established for information elements
constituting the context terminal.

This case can be illustrated over a heterogeneous wireless
network offering access to multi-technology terminals. A
mobile terminal can switch between two PoAs offering
heterogeneous technologies. In this case, QoS parameters can
be transferred to re-establish the new association since the
two wireless technologies do not necessarily use the same
QoS representation. A QoS translation function can solve the
conformity problem as most QoS management mechanisms
have common bases.

The definition of new values for a context information
element may result into a synchronization problem between
the terminal and the network. Indeed, the terminal must
be able to integrate the translation subfunction used by the
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L2-Acc-Mgr to define the new information element value.
Therefore, the translation rules are defined so that both the
terminal and the L2-Acc-Mgr can compute a value that
corresponds to the new association without performing any
exchange.

The local information elements that have values valid
for different local associations (transferable information),
are managed by the PoAs. A serving PoA is responsible for
redistributing them to target PoAs and caching them.

Finally, there is a set of information elements that current
values cannot be exploited to avoid management exchanges
between a mobile terminal and the network to establish a
new association. We name this category: non transferable
context information. This type of information has to be re-
established through regular exchanges during the handover
execution. We can mention connection parameters used with
a terminal, for example, data rate. These parameters depend
on the position of the terminal in the cell and the serving
AP capacity, and so they have to be negotiated during the
association.

3.2.2. Context Establishment Exchanges. Two options are
available for context establishment: the context transfer and
the proactive negotiation [1].

The context transfer is an adequate establishment solu-
tion for transferable information elements. It is performed
between the entity managing the information element
and one or a set of PoAs. In the same way, condition-
ally transferable information element re-establishment can
be based on a context transfer mechanism. After being
translated, an information element is transferred to target
PoAs.

The context transfer is not the appropriate solution
for the re-establishment of non-transferable information
elements. An information element might require to be re-
established over standard exchanges or the involvement
of the terminal in the negotiation or generation process.
It remains possible to establish non transferable infor-
mation elements using proactive negotiations. The latter
are based on the standard exchanges usually performed
during the network entry procedure to generate information
elements.

The adequate time to perform a context establishment
depends on the stability of the information element value
during the time. There are static information elements
that values do not change during the local association and
dynamic information elements that values change during
a local association based on network conditions, terminal
behaviors, accounting constraints, and so forth. Proactive
context establishment can be performed with static infor-
mation elements so that it will be available immediately
at the HO execution. However, proactive establishment is
not excluded with dynamic context. This depends on the
frequency of information element update. If an information
element is known not to be frequently updated, it remains
possible to perform a conditional proactive establishment.
The information element shall be associated to a validity
condition. At the time of the handover, the information
element is used only if the validity condition is verified. In

other cases, the information element is established reactively
during HO execution based on its last update.

3.2.3. HO Establishment Exchanges. Regarding our speci-
fication, the context transfer is suitable for information
elements managed by the L2-Acc-Mgr. Proactive and reactive
exchanges are combined to manage static and dynamic infor-
mation elements. The exchange (a) of Figure 2 shows the
proactive establishment procedure involving the L2-Acc-Mgr
and two neighbor PoAs. The target PoA may execute a reac-
tive exchange to obtain values related to dynamic informa-
tion elements from the L2-Acc-Mgr as shown in Figure 2(b).

The establishment of local association information ele-
ments managed by serving PoA can be based on context
transfer and/or proactive negotiation. These mechanisms may
be combined to establish one or more information elements
in the same procedure or used as alternatives for the same
information element to define different procedures since
they have different properties [1]. Figure 3 shows exchanges
based on the two mechanisms.

The context transfer can be proactive and/or reactive. For
the proactive one, the establishment exchanges are initiated
by the serving PoA with a list of neighbor PoAs indicated by
the L2-Acc-Mgr. During HO execution, a target PoA may
require additional information elements from the serving
PoA. As such, it can engage reactive context transfers with
the previous serving PoA.

Proactive negotiations are engaged between the termi-
nal and neighbor PoAs through the current association
(established with the serving PoA). It is mostly used for
information elements managed by PoAs that cannot be
established through context transfer.

The L2-Acc-Mgr is responsible of managing L2-HO
management exchanges with entities associated to its access
subnetwork (i.e., PoAs and terminals) and L2-Acc-Mgrs
from other access subnetworks. Consequently, the L2-HO
management exchanges are limited to the access subnetwork
during intrasubnet mobility. Intersubnetworks exchanges are
relayed by L2-Acc-Mgrs during inter-subnetwork mobility.
A target L2-Acc-Mgr converses with the serving L2-Acc-
Mgr for centralized establishment exchanges as shown in
Figure 4.

In a nonoptimized architecture, the HO management
exchanges between PoAs are routed through the core net-
work from one access subnetwork to another during inter-
subnet mobility. The HO management exchanges between
PoAs and centralized entities, during an intra-subnet mobil-
ity event, are engaged through the core network while
the terminal mobility is restricted to the access network.
Thus, the use of L2-Acc-Mgrs restricts as much as possible
the HO management operations to intra-access subnetwork
exchanges. This may ensure the efficiency of these exchanges
and reduce the signaling overhead over the core network.

4. WiFi-WiMAX Network

As an application of the technology-integration framework,
we propose the integration of the WiFi and WiMAX
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technologies in a heterogeneous wireless network. This
network offers to terminals a wireless connectivity adapted
to their location. The WiMAX is deployed for an outdoor
access and the WiFi in building for indoor access. Terminals
will roam from one technology to another according to
their movements while being attached to the same global
network.

4.1. WiFi-WiMAX Integration in the Literature. Some
researches were interested in the collaboration between
WiFi and WiMAX technologies. Most of these researches
have proposed to use the WiMAX technologies as backhaul
support for WiFi hotspot [7, 15, 16]. Therefore, the designed
networks did not fall within the category of 4G networks, and
the two technologies do not cooperate to offer the wireless
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access to mobile users. More recent research studies were
interested in the inter-working of the WiFi and the WiMAX
as access technologies in the same heterogeneous network.
However, the majority of these studies were limited to the
enhancement of the HO decision mechanism between the
two technologies and did not discuss the problems related to
the integration and the collaboration of these technologies in
the same network architecture [17–19].

In [20], authors were interested in inter-working of
the WiFi and the WiMAX technologies. They proposed a
solution to ensure a continuity of QoS management through
the heterogeneous wireless access. The solution proposes a
mapping between the QoS management parameters of each
technology to ensure seamless change of technologies. To
fix the context of their work, authors tried to define an
interconnection architecture for the network. They proposed
the interconnection of separate WiFi and WiMAX access
networks through a core network and to manage the layer-
3 HO using Mobile IP. However, no additional management
arrangements were proposed (e.g., collaboration between
QoS accounting, context transfer between BSs and APs) to
enable the use of the QoS mapping through the deployed
access network.

Thus, at the best of our knowledge, there is no serious
work that offers a design of a heterogeneous network
integrating the WiFi and the WiMAX technologies.

4.2. Technologies’ Overview. We propose an overview of
the WiFi [21] and WiMAX technologies [22]. We focus
particularly on the network architecture and the layer-2
network service defined by each technology and the manners
in which they interact with mobility management.

4.2.1. WiFi. The WiFi technology is based on the IEEE
802.11 standard that defines the PHY and MAC layers for
the wireless medium. This standard has been completed by
several extensions that define services such as the QoS man-
agement and user authentication. The proposed specification
is limited to the management of these services through the
wireless part of the network and has not defined operations
that involve centralized entities.

User authentication is proposed by IEEE 802.11i exten-
sion [23] that defines a robust securing mechanism offering
a privacy equivalent to wired network. It proposes a complete
security framework defining the security architecture, the key
hierarchy, and the cryptographic mechanisms. The 802.11i
authentication is based on an authentication key hierarchy
and key generation exchanges. They establish mutual authen-
tication between peers and generate cryptographic suite to
secure data exchanges.

The basic IEEE 802.11 standard offered only a best effort
service to an application flow. The QoS management for
the WiFi technology has been defined by the IEEE 802.11e
extension [24]. Two operation modes have been defined:

(i) a per-packet QoS management, the prioritized QoS,
based on priorities associated to transmission queues
with different channel access priorities,

Table 1: User priority to traffic class mapping.

User Priority Traffic Type Description

1 Background Bulk transfers, games, etc.

2 Spare

0 Best Effort Ordinary LAN priority

3 Excellent Effort Best Effort for important users

4 Controlled Load Some important applications

5 Video Less then 100 millisecond delay

6 Voice less than 10 millisecond delay

7 Network Control High requirements

(ii) a per-flow QoS management, the parameterized QoS,
based on QoS parameters associated to virtual traffic
stream. The latter are a set of data packets to be
transferred in accordance with the QoS requirements
of an application flow.

The WiFi equipments and deployed networks are fol-
lowed by particular evolution. Indeed, the QoS management
proposed by IEEE 802.11e was not adopted in network
deployments. The enhancements of the communication
performances were based on the evolution of the PHY layer
performances.

With the WiFi-WiMAX integration, the WiFi technology
will coexist with the WiMAX technology, which offers a
strong service differentiation between categories of data
traffics based on user profiling (c.f. the next subsection). So
as to offer a homogenous network access service to users over
the network, we propose to adopt a QoS-enabled WiFi access
in our specification. We consider the Parameterized QoS as
it most closely matches the QoS management defined by
WiMAX [25].

The Parameterized QoS proposes a QoS management
based on virtual connections: the Traffic Streams (TSs). The
latter are sets of data packets to be transferred in accordance
with the QoS requirements of an application flow. A terminal
specifies TS requirements to the Access Point (AP) using
the admission control exchange. The requirements can be
data rate, packet size, service interval, and so forth. An AP
may accept or reject new Traffic Specification requests based
on the network conditions, terminal profile, and so forth.
The traffic differentiation is based on traffic specification
(TSPEC) associated to TSs. The TSPEC element contains a
set of QoS parameters that define the characteristics and the
QoS expectations of a traffic flow. In addition User Priorities
(UP) are used to indicate the traffic class of the TS. Table 1
presents the mapping between UP values and traffic class.

The WiFi technology was developed to be an extension
of wired networks and not as an operator technology such as
WiMAX or UMTS. Thus, the IEEE 802.11 standard and its
extensions have not specified the core network architectures
and mechanisms. The deployment of RSN security and
parameterized QoS requires an AAA server that manages the
identities and the profiles of authorized users.

The negotiations defined by the WiFi authentication
and the parameterized QoS, during the network entry,
require considerable time, which turns into a connection
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interruption during a handover. The authentication process
can last up to 1 s [26]. Several solutions are available to
ensure reduced authentication delays during horizontal HO
less than 25 milliseconds (ms) [27]. However, these solutions
are not effective for a heterogeneous HO management, which
will be the current architecture results to a new network entry
for the target technology.

4.2.2. WiMAX. The WiMAX technology offers a last mile
wireless broadband access as an alternative to cable and DSL.
It defines the physical layer design and the wireless medium
access mechanism and network services such as the QoS
management, mobility management, user authentication,
and accounting for wireless part of the network based on
the IEEE 80216 standards [28, 29]. In addition, an end-to-
end network specification is proposed by the WiMAX forum
[30–33]. It includes the core network architecture reference
models, protocols for end-to-end aspects, procedures for
QoS management, and user authentication.

The reference model defines a logical modeling of the
network architecture. The Access Service network (ASN)
is defined as a set of network functions providing radio
access to mobile stations. The Connectivity Service Network
(CSN) is a set of network functions that provides IP con-
nectivity services to Mobile Stations such as IP parameters
allocation, Policy and Admission Control, and Inter-ASN

mobility management. CSN includes network elements such
as routers, AAA proxy/servers, and user databases. The QoS
management is defined by the NWG specification [30–33]
and the IEEE 802.16e-2005 standard [29]. It defines the
data traffic differentiation mechanism over the wireless link
and associated management functions included in the core
network entities, that is, ANS-GWs and Authorization and
Accounting servers.

A terminal is associated with a number of service
flows characterized by QoS parameters. This information
is provisioned in a subscriber management system or in a
policy server, typically a AAA server. A service flow is a MAC
transport service that provides unidirectional transport of
packets (uplink or downlink). IEEE 802.16 specifies five Data
Delivery services in order to meet the QoS requirement of
multimedia applications: Unsolicited Grant service (UGS),
Real-Time Polling Service (rtPS), Non-Real Time Polling
Service (nrtPS), Extended Real-Time Variable Rate (ERT-VR)
service, and Best Effort (BE). Each Data Delivery Service
is associated with a predefined set of QoS-related service
flow parameters. The QoS profile, which is a set resource-
access authorizations and preprovisioned service flows, is
downloaded from the AAA server to the ASN-GW at
the network entry as a part of the authentication and
authorization procedure. Service flows creation is initiated
based on negotiation exchanges engaged by the terminal, the
BS, and the ASN-GW.
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Security in WiMAX network is based on Key manage-
ment protocol (PKM). The latter defines mutual authen-
tication exchanges between the terminal and the network
entities, that is, the BSs and the ANS-GWs. These exchanges
result in the generation of a hierarchical sequence of
authentication keys. Each key is related to the authentication
of the terminal with a level of the access network: BS, ASN-
GW, and AAA server. After the authentication, the terminal
negotiates with the serving BS a cryptographic suite for each
provisioned service flows.

The WiMAX network entry procedure requires, as with
WiFi, several exchanges for the authentication and the
establishment of provisioned service flows. The technology
defines an HO management mechanism based on proactive
and reactive terminal context transfers from the ASN-GW
and the serving BS to target BSs while attempting to ensure
minimal delay and data loss during the HO procedure. The
terminal context includes authentication parameters, service
flow parameters (QoS information, cryptographic informa-
tion, classification rules, etc.), and PHY capabilities of the
terminal. Having these information elements, a target BS will
be able to associate the terminal during the HO procedure
with the minimum of negotiation exchanges. However, such
as the HO management mechanism defined for the WiFi, this
optimization is restricted to horizontal HOs.

4.3. WiFi-WiMAX Integration

4.3.1. Network Architecture. We propose a flexible deploy-
ment schema for the network architecture. The access
subnetworks may offer a homogeneous deployment that
gathers PoAs offering the same technology: WiMAX subnet-
works including Base Stations (BSs) and WiFi subnetworks
including Access Points (APs). It is also possible to offer
a heterogeneous deployment that gathers PoAs according
to the wireless coverage neighborhood apart from their

technologies. In all types of deployment, a mobile terminal
may execute vertical HOs (BS to AP and AP to BS) and
horizontal HOs (AP to AP and BS to BS). Figure 5 shows the
two deployments.

4.3.2. The L2-Acc-Mgr. L2-Acc-Mgrs, associated to access
subnetworks, manage the L2-HO for both vertical and hori-
zontal HOs. They support WiFi and WiMAX specific functions
that manage authentication and accounting exchanges with
terminals during network entries. An L2-Acc-Mgr acts as an
ASN-GW for the WiMAX terminals and as an AAA proxy
for the WiFi terminal during the network entries. These
functions allow the L2-Acc-mgr to support layer-2 service
proxy function.

This specification defines management exchanges bet-
ween L2-Acc-Mgr and PoAs (APs and BSs), the intelligence
related the triggering of exchanges, and the management of
context information elements. We limit the description of
the neighborhood management function to the definition of
Recommended PoA lists. The actual content is to be defined
by the network operator that can define the neighborhood
management function based on wireless cell load, network
topology, PoA geographic neighborhood, link status, and
mobility behaviors.

The translation functions define the information element
values to be established during HO procedures for both
vertical and horizontal HOs. This specification considers the
user authentication, the QoS management and WiMAX PHY
layer enhancement as the services to be managed during the
L2-HO preparation procedure. In the next subsection, we
detail the specification of this function.

4.3.3. Terminal Context Translation. For horizontal HOs, the
translation function provides context information elements
based on the ones used during actual association. The
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Table 2: QoS mapping between IEEE 802.11e and IEEE 802.16e-
2005 classes.

802.16e-2005
Data Delivery
service

802.11e UPs Application

UGS 6,7 Voice

ERT-VR 5 Voice with silence
suppression

RT-VR 4 Video

NRT-VR 3 FTP

BE 1,2,0 Email,Web

computation is based on what is defined by each technology
for internal HO optimization.

When the context establishment is executed to prepare
a vertical HO (serving PoA and target PoA with differ-
ent technologies), the computation of values of context
information elements is less obvious than with horizontal
HOs. However, we have found a similitude between the
QoS and authentication management of WiMAX and WiFi.
Therefore, we define a mapping between the terminal context
of the WiFi and WiMAX that enables the translation function
to define values for WiFi context information-elements
(resp., for WiMAX context information-elements) based on
values related to a WiMAX association (resp., for WiFi
association).

(a) QoS Information Elements. Regarding QoS management,
the traffic differentiation defined by IEEE 802.11e parame-
terized QoS mechanism and the WiMAX QoS management
are very similar, particularly Traffic Stream and Service Flow
concepts.

We specify an association between User Priorities used in
IEEE 802.11e and IEEE 802.16e-2005 Data Delivery services.
These two types of information are used to characterize in
each technology the class of the traffic flow. We suggest
the static association between class of services of both
technologies shown in Table 2. Classes are mapped according
to the key QoS requirement for each Data Delivery Service.
As shown in the mapping table, more than one User Priority
correspond to UGS and BE data delivery service. Therefore,
when the IEEE 802.16e-2005 is the serving technology, we
propose to map Service Flows with data delivery service
corresponding to UGS into TSs with UP equal to 6 and those
with data delivery service corresponding to BE into TSs with
UP equal to 1.

In addition, we propose a mapping between QoS param-
eters associated to each IEEE 802.16e-2005 Data Delivery ser-
vice and IEEE 802.11e QoS parameters defined in the TSPEC
information element. The IEEE 802.16e-2005 defines specific
QoS parameters for each Data Delivery Service. However,
IEEE 802.11e defines a list of parameters used for QoS
characterization that may be more extensive than needed
or available for any particular instance of parameterized
traffic. The specification does not define a correspondence
between traffic categories (defined using UPs) and possible
lists of associated parameters. To be able to ensure a

mapping between QoS parameters, we propose to consider
the matching defined by the IEEE 802.16e-2005 between
Scheduling services and QoS parameters as a reference in
the translation procedure. The parameters associated to a
traffic flow depend on the traffic class associated to it in both
IEEE 802.11 and IEEE 802.16e-2005. We propose a static
translation procedure between QoS parameters to be used by
the Translation Function. The translation process depends
on the QoS information related to the current terminal
association, that is, the serving technology.

(i) Terminal associated to a IEEE 802.11 PoA: in this
case, the Parameter Translation Function translates
the TSPEC list into an SF info list.

Firstly, the UP related to the TS is translated into
a Data Delivery Service in accordance to mapping
proposed in Table 2. The retained Data Delivery
Service indicates the IEEE 802.11e QoS parameters
to be determined using the translation. Secondly,
the Parameter Translation Function defines values
related to the Data Delivery Service parameters based
on the mapping in Table 3.

(ii) Terminal associated to IEEE 802.16 PoA: in this case,
the Parameter Translation Function translates the SF
info list into a TSPEC list.

SF info includes the Data Delivery Service and
related QoS parameters. The Parameter Translation
Function translates the Data Delivery Service into
a UP based on mapping defined in Table 2. Then,
it defines which parameters to be included in the
TSPEC and their values.

Table 3 presents the mapping used to compute IEEE
802.16e-2005 QoS parameters based on the IEEE 802.11e
parameters.

We now discuss some translation choices and difference
with mapping used in the reverse translation (i.e., from
802.16e-2005 parameters to 802.11e ones).

(a) Unsolicited Grant Interval parameter indicates the
nominal interval between successive grant oppor-
tunities for UGS and ERT-VR flows. Unsolicited
Polling Interval parameter indicates the same QoS
characteristic for RT-VR flows. These parameters do
not have an equivalent in 802.11e QoS parameters.
However, the TSPEC include Maximum Service
Interval and Minimum Service Interval that defines,
respectively, maximum and minimum of the interval
between the start of two successive transmission
opportunities. Thus, we use these two parameters
to define a mean value corresponding to the IEEE
802.16e-2005 parameter: (MinimumServiceInterval
+ MaximumServiceInterval)/2. When the current
serving technology is the 802.16e-2005, we may
allocate the same value to Maximum and Minimum
Service Interval 802.11 parameters. This value tallies
to Unsolicited Grant Interval or Unsolicited Polling
Interval value depending on Data Delivery Service.
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(b) The correspondence between Traffic Priority and
User Priority is defined only for mapping from 802.11
specification to the 802.16 one. In the reverse case, the
value of the User Priority parameter is obtained based
on the Data Delivery Service as previously indicated.

(c) The Tolerated Jitter parameter do not have an
equivalent in 802.11e QoS specification. However, we
propose to compute a corresponding value based on
available parameters. The jitter value is defined as J =
max(D) − min(D) where D is the delay imposed to
exchanged data packets. We have D = Dl +Dn, where
Dl is local delay due to buffering and scheduling and
Dn is the network delay due to the transmission of the
packet. We suppose that Dl is negligible compared to
Dn, and thus the latter equation will beD = Dn. Thus,
max(D) corresponds to the Delay Bound 802.11
parameter. Additionally, min(D) can be computed
based on the data rate perceived by the 802.11 station.
The Parameter Translation Function can obtain a
Mean Data Rate value based on information gathered
by the L2-Acc-Mgr about mobile connectivity and
cell states.

(b) Authentication Information Elements. The authentication
procedures defined by the WiFi and the WiMAX are both
based on negotiation exchanges that result to the generation
of hierarchical sequences of authentication keys. The two
key sequences are similar and have a common root key, the
Master Session Key (MSK), negotiated between the AAA
server, and the terminal for WiFi and WiMAX. Thus, it
is possible to define a mapping between levels of two key
sequences.

The WiMAX authentication procedure results to the
establishment of the MSK transferred from the AAA server

to the authenticator. The authenticator computes a Pairwise
Master Key (PMK) and an Authorization Key (AK); it
transfers the AK to the Base Station. A 3-way-handshake
exchange is performed between the terminal and the BS
based on the AK. The exchange results in the generation of
Traffic Encryption Keys (TEK).

The IEEE 802.11i authentication results to an MSK
negotiated between the terminal and the AAA server. The
latter generates a PMK key, based on the identity of the
serving AP, that it transfers to the AP. This key is used to
perform the 4-way-handshake between the terminal and the
serving AP. This exchange computes the Pairwise Transient
Key (PTK) used to secure data transfer.

Conforming to the WiMAX specification, the AK is
generated by the L2-Acc-Mgr, which acts as an ASN-GW,
and delivered to the BS. Similarly, the 802.11 PMK is
generated by the L2-Acc-Mgr (the 802.11 AAA proxy) and
delivered to the AP. The 802.16 AK and the 802.11 PMK
have the same functionality in authentication procedures. We
consider these two keys as the starting point to define the
inter technology translation for security parameters.

When the terminal is associated with a BS, it shares
an 802.16 PMK with the L2-Acc-Mgr. This key is used to
compute the AK that the L2-Acc-Mgr transfers to the BS.
During the HO preparation procedure, the L2-Acc-Mgr uses
the 802.16 PMK to generate keys for target PoAs. 802.16 AKs
are generated for BSs, and 802.11 PMK are generated for APs.
Figure 6 details related exchanges.

When the terminal is associated with an 802.11 AP, it
shares an 802.11 PMK with the L2-Acc-Mg.During the HO
preparation procedure, the L2-Acc-Mgr uses the 802.11 PMK
to generate keys for target PoAs. 802.16 AKs are generated for
BSs, and 802.11 PMK are generated for APs. Figure 7 details
related exchanges.
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Table 3: QoS mapping between IEEE 802.11e and IEEE 802.16e-2005 classes.

IEEE 802.16e-2005 parameter IEEE 802.11e parameter Description

Maximum Sustained Traffic Rate Peak Data Rate The peak information rate in bit per second

Maximum Latency Delay Bound The latency period starting at the arrival of a packet at the MAC till
its successful transmission to the destination

Minimum reserved Traffic rate Minimum Data Rate The minimum data rate required by the traffic flow

Maximum Traffic Burst Burst Size The maximum continuous burst the system should accommodate for
the traffic flow

SDU size Nominal MSDU size Number of bytes in a fixed size packet

Unsolicited Polling Interval (a) The maximum nominal interval between successive polling grant
opportunities for the traffic flow

Unsolicited Grant Interval (a) The nominal interval between successive grant opportunities for the
traffic flow

Traffic Priority User Priority (b) The priority among two IEEE 802.16e-2005 service flows identical in
all QoS parameters.

Tolerated Jitter (c) The maximum delay variation (jitter) (in milliseconds)

(c) WiMAX PHY Information Elements. The WiMAX tech-
nology defines parameters related to PHY-layer capabilities
of terminal. These parameters have no equivalent in the WiFi
specification. Thus, we maintain a caching mechanism for
PHY-layer capabilities managed by the translation function.
PHY-layer capabilities of terminals are maintained during
the ongoing session. When preparing an HO with target BSs,
if a terminal has never been attached to a BS in previous
associations, the L2-Acc-Mgr sends an HO-Req to target
BSs without these parameters. Additionally, it indicates to
the terminal, in the recommended Candidate PoA List, to
execute proactive exchanges to negotiate these parameters
with target BSs.

4.3.4. Context Establishment Procedure. The L2-HO opti-
mization is based on the establishment of terminal contexts
on target PoAs to avoid their re-negotiation and conse-
quently reduce the HO delay. The context establishment
procedure is mainly proactive. The neighborhood man-
agement function provides the Recommended PoA List to
which the establishment is initiated. The QoS parameters,
the authentication keys, and the WiMAX PHY profiles are
established based on a context transfer managed by the L2-
Acc-Mgr. The cryptographic suites are established based on
a context transfer between the serving PoA and target PoAs
(preparation of a horizontal HO) or proactive negotiation
between the terminal and target PoAs (preparation of a
vertical HO). The translation function computes values for
the information elements to be established based on the
available terminal context.

In addition to proactive establishment, the specifica-
tion defines reactive establishment exchanges that may be
engaged by the target PoA during the HO execution.

Figure 8 shows an example of the proactive phase of the
context establishment procedure. The terminal is associated
with a serving AP. The context establishment is performed
with an AP and a BS. When a mobile terminal associates itself
through an AP, the context establishment is started using an

HO-Request, which includes QoS information elements sent
by the serving AP to the L2-Acc-Mgr. The translation func-
tion builds the contexts related to PoAs in the Recommended
PoA List. The HO management function initiates context
transfer to PoAs using HO Request messages that includes
terminal contexts. Based on target PoA responses, which
indicates the support of terminal requirements, the HO
management function builds the PoA List that is forwarded
to the serving AP. The serving AP transfers the list to
the terminal. The cryptographic suites are established, with
available PoAs, using a context transfer with target APs and a
proactive negotiation with the target BSs.

The previous example describes a preparation procedure
performed with target PoAs in the same access network as the
serving PoA. The HO messages are exchanged between PoAs,
and the L2-Acc-Mgr managing the subnetwork and context
messages are exchanged between involved PoAs. When a
target PoA is located in an access network different from the
serving PoA one, the HO management exchanges are relayed
between the serving L2-Acc-Mgr and the target L2-Acc-Mgr
to reach the involved entities. The serving L2-Acc-Mgr is the
manager of the preparation procedure while the target L2-
Acc-Mgr relays the messages between the latter entity and the
target PoA. Figure 9 shows the exchange.

Regarding context transfers between PoAs and proactive
negotiations between the terminal and the target PoAs, we
make the choice not to execute these exchanges during the
inter-subnet preparation procedure. Therefore, the prepa-
ration will be limited to centralized exchanges performed
between the L2-Acc-Mgr and the PoAs. This is justified by
results we have obtained in work related to HO preparation
mechanisms proposed for the IEEE 802.11 networks regard-
ing velocity support and signaling cost [34]. The evaluation
has shown that exchanges performed between PoAs and
particularly proactive negotiations are not adapted to inter-
subnet mobility. In fact, they increase the signaling cost of
the preparation procedure and reduce the HO performance
in high mobility environments.
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4.3.5. HO Execution Optimization. The HO preparation
procedure, presented in previous sections, establishes a set of
context information elements and parameters in target PoAs.
The exchanges engaged during the HO execution depend on
the information elements that were established proactively
during the HO preparation procedure or requested reactively
during the HO execution. We present in the following para-
graphs possible HO execution scenarios for both WiMAX
and WiFi technologies. We consider optimal scenarios where
target PoAs were able to acquire all context information
elements.

The establishment of the terminal context results in an
important optimization of the L2-HO execution procedure
for both vertical and horizontal HOs. The terminal no
longer needs to reauthenticate itself and to renegotiate QoS
parameters and PHY profile (when the WiMAX is the target
technology) during the L2-HO execution.

Figure 10 presents a regular WiFi network entry that
may be executed during a first network association and
an optimized reassociation procedure that may be executed
during HO with an AP. In the first case, the terminal
performs a regular 802.11i authentication (2, 3, 4, and 5),
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including exchanges with the AAA server, and the 802.11e
traffic streams’ establishment (6).

During a HO preparation, a target AP may acquire the
Traffic Stream (TS) list and the PMK during the first phase
of the procedure based on exchanges performed with the
serving L2-Acc-Mgr. The target AP acquires also the PTK
based on a context transfer or computes this key with a
proactive negotiation performed with the AP. Therefore, in
the second case of Figure 10, the terminal starts the HO
execution with the legal IEEE 802.11 re-association and
authentication. Over Authentication Req/Resp, the terminal
and the target AP inform each other about the preestablished
keys. Then, they engage a key-handshake to exchange the
Group Temporal Key (GTK). If this part of the authenti-
cation exchange succeeds, the new serving AP sends to the
terminal the TS List (including TSPECs), and the latter can
start data exchange.

Figure 11 presents a regular WiMAX network entry
that is executed during a first network association and an
optimized re-association procedure that have to be executed
during an HO with a BS. In the first case, the terminal
performs all steps of regular WiMAX association: synchro-
nization (1), ranging (2), basic capabilities negotiation (3),
authentication (4,5, and 6), cryptographic key negotiation
(7,8), and connection establishment (10,11) [29].

During handover preparation, a target BS may acquire
proactively the authentication key AK, the encryption key
list TEK list, the SF list, and the WiMAX PHY capabilities
of the terminal. So in the second case of Figure 11, The
HO execution starts with a Ranging exchange between the
terminal and the target BS. The Ranging Response (RNG-
Rsp) indicates the re-entry steps that are omitted thanks
to the availability of terminal context information elements
obtained during HO execution. Then, the target BS sends an
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(8) Key-request
(8) Key-reply

(9) Reg-Req
(9) Reg-Rsp

(11) Connection
establishment

(10) Data path
establishment

Regular WiMAX network entry

Figure 11: Association versus Re-association with a WiMAX Base station.

unsolicited Registration Response (REG-Rsp) that includes
information about connections. Finally, the terminal sends a
Bandwidth Request header with zero BR field to the target
BS that regards this message as a confirmation of successful
re-entry registration.

As shown in Figures 10 and 11, the handover execution is
significantly reduced for both WiFi and WiMAX.

5. Performance Evaluation

In this section, we evaluate the performances of the L2-HO
management for WiFi-WiMAX network. This evaluation
requires the definition of parameters and metrics that will
constitute the reference of the evaluation. The evaluation
criteria will highlight both the contributions of new mech-
anisms and the limits of their application.

5.1. Handover Delay. The most obvious criterion that must
be evaluated is the HO delay. The latter is defined as the
time during which the station is not connected to any PoA.
Therefore, the HO delay includes the time required to detect
the need to perform a handover, to choose a target PoA, and
to perform re-association exchanges.

We adopt the network simulator SimulX [35] that
supports features that enable the design and the evalu-
ation of future communication protocols like cross-layer
interactions, multi-interface inter-working in terminals, and
heterogeneous network environments. We have integrated
to SimulX the IEEE 802.11 architecture [14] and the
WiMAX architecture [36]. Both have been validated through
simulation tests that result in well-known performances of

Table 4: Handover delay.

Target technology Opt. HO (ms) Non-opt. HO (ms)

WiFi 24, 67 1000

WiMAX 23, 16 700

both technologies. The WiFi-WiMAX architecture and the
L2-HO optimization mechanism proposed in this researches
have been implemented in the simulator based on the latter
architectures [25].

In the first scenario, we evaluate the HO delay performed
when we use the L2-HO optimization mechanism. We
consider a wireless network with a single access subnetwork
that includes all the PoAs (two BSs and two APs). A terminal
moves with a straight path to cross the wireless coverage
of all PoAs of the network. We measure the delay involved
by the executed L2-HOs. To show the contribution of L2-
HO optimization mechanism, we can compare the inter-
technology HO delay to the network entry delay of the
WiFi and WiMAX technologies, which correspond to non-
optimized HOs.

Table 4 lists HO delay values obtained with different
types of HOs. The delay due to non-optimized HOs is eval-
uated to 700 ms when the WiMAX is the target technology
and 1000 ms when the WiFi is the target technology. Let’s
note that the WiFi handover delay is larger than the WiMAX
handover delay although that nonoptimization handover
execution of WiMAX seems to engage even more exchanges
than the WiFi handover execution (c.f. Figures 10 and 11).
Actually, the detection and the search phases contribute
largely to the delay induced to traffic during the handover
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procedure of WiFi. However, these phases are well optimized
in handover procedure of WiMAX. For example, there is no
search phase at the time of HO as the serving BS sends a
recommended neighbor list to terminal. As a consequence,
the overall HO delay of WiFi network entry during HO is
larger that of the WiMAX.

The L2-HO management mechanisms ensure a uni-
form execution time for both intratechnology and inter-
technology HOs limited to a mean value of 24,63 ms. This
is obtained thanks to the context establishment mechanism
that ensures the same optimization of the HO execution
regardless of the target PoA type.

In a second phase of this evaluation, we study the effect
of wireless cell conditions on the performances of the L2-
HO optimization performances. We consider a network
topology integrating six BSs with six APs in each WiMAX
cell. The PoAs are attached to two access subnetworks: a WiFi
subnetwork and a WiMAX subnetwork relayed through a
core network, which hosts also the AAA server. A terminal
moves with a straight path and a velocity of 10 m/s. We
measure the HO delay for WiFi to WiMAX and WiMAX to
WiMAX handovers.

In WiFi networks, the performance of terminal exchanges
depends on the cell load because of the contention-based
medium access [27]. In a previous research, we were
interested in the evaluation of HO performances in WiFi
networks. We showed that the wireless cell load has non-
negligible effects on the HO execution performances. We
evaluated a management mechanism that ensures the same
optimization of HO execution for WiFi terminals. Results
demonstrated that such optimization ensures a limited
execution time (lower than 50 ms) even with high loads.

The performance of WiMAX wireless access is not
sensitive to the cell load as the medium access is managed by
the BS that allows transmission opportunities to the medium
modeled by transmission frame [28]. However, two param-
eters can have an influence on the performances of HO exe-
cution: the IEEE 802.16 frame duration and the contention-
based transmission period defined for network entry.

The duration of the IEEE 802.16 frame, which is config-
urable, has an effect on the delay between two transmission
opportunities for one terminal, which impacts on the delays
for exchange between the terminals and the BS. In a previous
research, we have evaluated the variation of the regular
WiMAX network entry as a function of the frame duration.
Results have shown that the network entry duration vary
from 700 ms to 1 s with frame duration that varies from 3 ms
to 12 ms.

We evaluate the effect of the frame duration of the
optimized WiMAX handover. Figure 12 plots the delay due
to optimized WiMAX handover as a function of the 802.16
frame duration. This curve shows that the handover delay
increases when the lEEE 802.16 frame duration increases.
However, even with frame duration of 12 ms the handover
delay remains reasonable and does not exceed the value of
50 ms (tolerable threshold of real-time applications).

The second parameter considered for WiMAX cells is
the contention-based transmission period. It is used by a
terminal that starts an HO procedure or an association
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Figure 12: Effect of the 802.16 frame duration on optimized HO
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Figure 13: Effect of number of terminals on optimized HO
performances.

procedure with a BS. This period has a limited duration
during a single frame. The exchanges over it will be impeded
by the number of terminals trying to communicate.

To evaluate the effect of the number of terminals
executing a network entry on the HO delay, we define a
simulation scenario that varies the number of terminals
executing HOs in the same contention-based transmission
period of a cell, and we measure the average of HO delays.
The simulation scenario defines a set of terminal moving
at the same velocity, over similar trajectories, and neighbor
starting points. The network topology includes six BSs with
six APs in each WiMAX cell.

Figure 13 plots the evolution of the HO delay as a
function of the number of terminals. The curves show an
increase of the HO execution time (WiMAX to WiMAX HOs
and WiFi to WiMAX HOs) with the increase of the number
of terminals. This parameter exceeds 50 ms as soon as the
number of terminals that try to associate exceeds 5.
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5.2. Signaling Cost. We propose to evaluate the signaling
overhead of the HO management mechanism associated to
the WiFi-WiMAX integration network. This evaluation aims
to compare the new architecture with alternative network
deployments under the same conditions.

We consider a realistic deployment of the WiMAX and
WiFi technologies over a city. The WiMAX is used to offer an
outdoor access while the WiFi is used to offer indoor accesses.
As shown in Figure 14, the WiMAX access is offered to user
over a continuous coverage. The WiFi access is offered via
scattered areas over the WiMAX coverage.

We compare the performances of the integration archi-
tecture (optimized architecture) to an architecture that
does not integrate an L2-Acc-Mgr (non-optimized archi-
tecture). In the latter architecture, we suppose that the
HO management functions, for example, neighborhood
management and context establishment, are supported by
centralized network servers. In addition, we evaluate the
influence of the design of access subnetworks (homogeneous
deployment versus heterogeneous deployment) on the HO
management signaling cost performances. Four network
architectures are considered: non-optimized architecture
with homogeneous deployment, non-optimized architecture
with heterogeneous deployment, optimized architecture
with homogeneous deployment, and optimized architecture
with heterogeneous deployment.

The signaling cost of a management mechanism is the
transmission cost of management messages over the network
links. We define a signaling cost formula that models the
signaling overhead generated by one HO. This formula takes
into account the proactive exchanges with neighbor PoAs
during the HO preparation and the execution exchanges with
a target PoA at the time of HO as shown in (1):

SHO = SHOpreparation + SHOexecution. (1)

We consider three types of network links: the local
links (between entities in the same access subnetwork), the
core network links, and the wireless links. To each link we
associate a weight that models the cost of transmitting of
one byte over this link. These weights allow to quantify
link transmission costs relatively rather than define absolute
values. A signaling cost formula is the sum of subformulas
that are products of the messages’ size into the crossed links’
weight.

The sub-formula SHOpreparation of (1) (resp., SHOexecution)
is different as the HO preparation is engaged from a serving
AP or a serving BS (resp., the HO execution is engaged with
a target AP or a target BS).

We make use of the VanetMobiSim software to emulate
the terminal mobility over the considered wireless deploy-
ment [37]. This software offers the list of executed HOs
considering a wireless deployment and a mobility model. The
combination of the signaling cost formulas and the mobility
statistics allow us to evaluate the signaling cost average
of the HO management over the considered deployment
[25]. We assume a mix of three types of mobility model:
walking users, slow cars, and fast cars. We consider one
hop neighborhood definition. The Recommended PoA list

WiFi AP coverage

WiMAX BS coverage

Figure 14: WiFi-WiMAX wireless coverage.
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Figure 15: Basic configuration signaling cost.

integrates PoAs whose coverage areas are tangent to the
serving PoA one.

In a first evaluation, we consider an arbitrary configu-
ration with fixed value for link weight. These values indicate
that the transmission cost of a management message over the
core links is twice the transmission cost over the local links.
The transmission cost over the wireless links is fourfold the
transmission cost over local links. With this configuration,
Figure 15 plots the measured HO signaling costs related to
network architectures.

Both the optimized architecture and the heterogeneous
deployment reduce the signaling cost of an HO. Particularly,
a combination of these strategies in the same network offers a
significant reduction of the HO signaling cost. The optimized
architecture allows the confining of establishment exchanges
at best to an access network and at worst to a connection
between two L2-Acc-Mgrs. As a result, there is no more
exchanges with centralized servers for HO management. On
the other hand, the heterogeneous deployment allows to
gather neighbor PoAs in the same access network. The use
of the latter deployment with a non-optimized architecture
enables to reduce inter-PoAs exchanges to the intra-access
networks exchanges, which reduces significantly the HO
management signaling cost. With an optimized architecture,
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the heterogeneous deployment enables, as well, to confine
centralized exchanges to into one access network.

In a second step, we study the effect of architecture
parameters on the HO management signaling cost. We con-
sider the core-link weight and the neighborhood definition.

Figure 16 plots the evolution of the handover signaling
cost as a function of the core-link weight. Both the optimized
architecture and the heterogeneous deployment reduce the
effect of core link cost on the HO signaling cost. The com-
bination of an optimized architecture and a heterogeneous
deployment offers the better optimization. These results
confirm that the design of a network architecture based
on this combination reduces the consumption of the core
network resources by HO management signaling overhead.
In fact, the signaling exchanges related to a mobile terminal
will be enclosed in the wireless cells and access subnetworks
in its mobility areas. Thus, the proposed designs ensure the
enhancement of HO performances while reducing the core
network resources.

The enlargement of neighborhood definition is impor-
tant to ensure a better mobility support. Indeed, a multiple-
hop neighborhood should ensure a good support of fast
moving terminals. However, this neighborhood definition
may result to an increase of the signaling cost of HOs.
To study the effect of the neighbor list size, we assume
a second neighborhood definition including PoAs that are
reachable within two hops. The neighbors of an AP are the
APs that surround within two hops and the BS that covers
the area if it is reachable by a terminal on two hops. The
neighbors of a BS are the APs on its coverage zone reachable
at most with two hops and the BSs in its immediate wireless
neighborhood.

We compare the HO signaling costs of this neighborhood
definition to those obtained with the one-hop neighborhood
definition proposed in the basic network configuration. The
results are shown in Figure 17. Both the optimized archi-
tecture and the heterogeneous deployment reduce the effect
of the growth of the neighbor-list size on the HO signaling
cost. As in the previous evaluation, the combination of
these network designs offers the better results regarding HO
management signaling cost. This combination allows the
operator to design wireless network with better mobility
support without increasing the HO management signaling
overhead.

6. Interaction with Layer-3 Handover
Management Mechanisms

In this study, we are interested in optimization of HO
performances in heterogeneous networks. Our proposals
have been limited to the management of layer-2 handovers
(L2-HO). Thus, it seemed interesting to study the interaction
of this framework with additional HO management mech-
anisms, proposed in the literature, that may be deployed
in heterogeneous networks. We consider in particular the
mobility management based on FMIPv6 and the Media
Independent Handover (MIH) mechanism proposed by the
IEEE 802.21 standard to optimize vertical HOs.
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Figure 16: Core Link weight effect on HO signaling cost.
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6.1. Collaboration with FMIP. The Fast handover for Mobile
IPv6 (FMIPv6) [38] proposes an improvement to the MIPv6
that reduces the layer-3 handover latency. FMIPv6 defines
a collaboration between access routers (ARs) to accelerate
the acquisition of link configuration parameters and the for-
warding of data traffic when a terminal executes a handover
from a previous AR (PAR) to a new AR (NAR). It enables
the mobile terminal to learn the IPv6 link configuration
parameters (IP subnet) related to links, that it detects, before
it starts effectively the HO execution. The terminal may
request information, about all wireless links, to the current
router. The reply can be received on the old link or on
the new link (reactive HO). During the HO execution, the
terminal sends a message to the NAR to inform it about the
movement.

The framework, proposed in this research, enables two
possible configurations regarding L3-HOs. In the first case,
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access subnetworks offers heterogeneous access technologies,
which allow having several technologies on the same IP
subnetwork (with the same prefix). This approach avoids
the need to define a relation between the L2-HO mecha-
nisms and a possible L3-HO, since the latter is no longer
necessary. With the other possible configuration, each access
subnetwork offers a single access technology, that is, WiFi
access subnetworks and WiMAX access subnetworks. With
this architecture, a vertical HO leads to a L2-HO associated to
an L3-HO. Therefore, in addition to the L2-HO management
mechanism we have defined, there is a need to ensure a
management of the L3-HO. This can be possible by defining
an interaction between the latter mechanism and FMIPv6.
The L2-HO management mechanism defines the reception
of neighboring PoAs list with which the HO preparation
has been performed. This list may be used, by the FMIPv6
module, to engage the management procedure defined pre-
viously with ARs attached to PoAs in the list. Upon receiving
an indication of the imminent HO execution, the terminal
knows its next AR; so it can prepare the configuration of its
interface with new IP parameters and wait for the indication
of the L2-HO handover execution success. The latter HO
execution is optimized thanks to the preparation procedure
of the L2-HO management mechanism. The link availability
indication may also be used to trigger the preparation of
following handovers.

6.2. Collaboration with the MIH. The Media Independent
Handover (MIH), proposed by the IEEE 802.21 [39], defines
tools to manage multiple interfaces in the same terminal.
Particularly, it manages exchange of information elements
between the terminal and the network to enhance the
decision and search phases of the handover procedure. It
also helps the preparation of the HO execution between
heterogeneous technologies. For example, the MIH provides
to upper layers, link-layer triggers based on reactive and
predictive local link state changes and network information
(load balancing information, operator preferences) that
enhance the HO detection. It also supports the transfer
of global network information (list of available networks,
neighbor maps and higher layer network services) from
network servers to the terminal to help it on the HO
preparation procedure. However, the handover execution
optimization is not part of the MIH functions.

The mechanisms, proposed by the MIH, are complemen-
tary to the solution we have proposed. Indeed, it is possible
to make use of the MIH with our solution. Its role will be
to manage exchanges between the terminal and the network
entities during the HO preparation procedure and to interact
with heterogeneous interfaces for the optimization of HO
execution based on context information elements established
proactively.

In the integration example we have proposed in IV, we
use mechanisms offered by WiFi and WiMAX to perform
actions related to the heterogeneous HO management.
The IEEE 802.21 proposes media-dependent interfaces and
primitives to be used with the WiFi and the WiMAX
technologies. This will make easier the integration of the

MIH to the specification we have proposed. MIH functions
can be used, for example to, transfer the Recommended PoA
list to the terminal during HO preparation.

7. Discussions about Heterogeneous
Technology Integration

It is obvious that the mobility management in the het-
erogeneous wireless networks is more complex than classic
wireless networks. Indeed, the more we try to optimize
the HO at a low level (to ensure better performances), the
more proposed solutions are dependent on the specificities
of technologies. This makes difficult the optimization of
the L2-HO between heterogeneous technologies, particularly
when their designs are based on different principles, for
example, the network accesses (connected mode or shared
access mode), core network organization, and so forth. In
this research, we have been able, as well, to propose a
layer-2 handover optimization solution based on general
and technology-agnostic framework. This framework offers
mechanisms that optimize the L2-HO delay independently of
the engaged mobility type (homogeneous or heterogeneous),
which is a novel idea.

Another interesting point related to this framework is
the ability of the proposed architecture to facilitate the
extension of heterogeneous networks based on additional
technologies. In fact, the location of HO management
functions at L2-Acc-Mgr allows avoiding the modification
of technology specific network entities, for example, PoAs,
and functions, for example, authentication and accounting
during these possible extensions. Modifications are restricted
to the adaptation of the L2-Acc-Mgr and their functions.
Let us consider the extension of the WiFi-WiMAX network,
we have proposed in Section 4, based on a UMTS access.
This will require, first, to define the possible associations
between the QoS and security parameters in UMTS, WiFi,
and WiMAX to include adequate translation rules at the
Translation function. Second, we have to define at UMTS
core network entities that manage terminal active contexts,
for example, Radio Network Controllers (RNCs) or Serving
GPRS Support Node (SGNC), a context exchange with
L2-Acc-Mgrs. Therefore, the latter will be able to execute
translation rules and to engage context establishment over
WiMAX BSs and/or WiFi AP.

Based on this framework, it is possible to propose a
new organization of heterogeneous networks where hetero-
geneous PoAs are gathered in the same access subnetwork
based on the neighbor of their wireless coverage. Although,
this organization remains far from current deployments’
organization, it is very interesting to consider these aspects
for future network deployments as we have demonstrated
that such a configuration enables optimized heterogeneous
HOs with very low singling overhead, which is not the
case with classic network configuration. At least, network
providers have to retain that with the growth of heteroge-
neous mobility there is a need to consider wireless coverage
neighborhood between heterogeneous PoAs to ensure a
reasonable signaling overhead above the core network.
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Finally, we return to the fact that the use of this
framework remains interesting with classic architectures and
that this configuration does not have as many constraints as
is believed. In fact, we can use this framework to propose the
interconnection of local and restricted wireless networks, for
example, a WiFi hotspot or a private WLAN, to a larger net-
work such as a WWAN or a WMAN. The L2-Acc-Mgrs will
connect the hotspot to the core network router of the WWAN
that manages PoAs with coverage close to the hotspot.

8. Conclusion

In this work, we have been interested in the integration of
heterogeneous wireless technologies in the same network.
We have defined a technology-integration framework that
defines an optimization of both horizontal and vertical HOs
based on context establishment mechanisms in heteroge-
neous environments. We have proposed an application of
this general framework to the deployment of a WiFi-WiMAX
network. This application demonstrates the utility of this
framework based on a practical network deployment and
enables the performance of evaluation tests. The latter shows
an efficient optimization of handover delays associated to a
minimization of management signaling costs.

We have shown the interest for network access providers
to upside the conventional network architecture by merging
the backbones of heterogeneous wireless access networks.
Thus, PoAs will be gathered based on the closeness of wireless
coverage, which ensures an efficient optimization of HO
performances with minor signaling overhead. Such network
deployments are more adapted to Next Generation Wireless
Networks where vertical HOs will be more frequent and
trivialized.

In future work, we are interested in proposing an
application of this framework for the deployment of com-
munication systems for transport context and especially rail
transport. The latter are required to operate in extremely
varied environments, such as urban and suburban environ-
ments, countryside, sparsely or very low populated, tunnels,
and railway stations. In addition, transport systems have very
high constraints regarding transmission delays, robustness,
and reliability. On the other hand, the fact that trajectories
are easily predictable offers interesting perspectives for the
context management, which raises the interest of adapting
our solution to this particular context.
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Wireless Broadband offers incredibly fast, “always on” Internet similar to ADSL and sets the user free from the fixed access areas. In
order to achieve these features standardisation was achieved for Wireless LAN (WLANs) and Wireless Metropolitan Area Networks
(WMANs) with the advent of IEEE802.11 and IEEE802.16 family of standards, respectively. One serious concern in the rapidly
developing wireless networking market has been the security of the deployments since the information is delivered freely in the
air and therefore privacy and integrity of the transmitted information, along with the user-authentication procedures, become a
very important issue. In this article, we present the security characteristics for the WiFi and the WiMAX networks. We thoroughly
present the security mechanisms along with a threat analysis for both IEEE 802.11 and the 802.16 as well as their amendments. We
summarise in a comparative manner the security characteristics and the possible residual threats for both standards. Finally focus
on the necessary actions and configurations that are needed in order to deploy WiFi and WiMAX with increased levels of security
and privacy.

1. Introduction

In 1997, the initial form of the 802.11 protocol was presented
[1]. Since then, various amended protocols have been added.
The reason was the demand for higher data rates, different
modulations and frequency transmissions, improved Quality
of Service (QoS), enhanced security and authentication
mechanisms. When the technology was brought to the
market, there were concerns if products from different ven-
dors could meet interoperability.

This issue was addressed with the formation of an indus-
try consortium named Wireless Fidelity Alliance (WiFi).
WiFi Alliance implemented a test suite to certify interop-
erability for the adopted 802.11b products. The 802.11b
protocol [2], an amendment of the initial 802.11, operates in
the ISM band with data rates up to 11 Mbps, in infrastructure
and in ad-hoc mode for client-to-client connections.

Later on, the IEEE 802.11g was introduced and certified
as a continuity and extension of the 802.11b. 802.11g ope-
rates in the same frequency range with data rates up to
54 Mbps [3], providing compatibility with 802.11b devices.
The higher data rates achieved with the usage of a wider

range of modulation options. Another important amend-
ment was the IEEE 802.11i protocol [4], in which, newer
and stronger security and authentication mechanisms were
added in order to address security deficiencies that were
presented in WiFi.

After the commercial success of the standard-based
equipment and the thriving demand for broadband wireless
access, the vision of networks covering larger areas and
extended services was the next undertake of the IEEE. As a
consequence in 2001, the 802.16 standard was introduced;
initially its scope was to solve the “last mile” problem.
While the 802.11 protocol offers service for few hundred
meters range and only for a few users, the new IEEE 802.16
standard was designed for deploying Wireless Metropolitan
Area Networks (WMAN) and thereby it can provide services
to hundreds or thousands of users, in a point-to-point (PP)
or point-to-multipoint (PMP) setting.

In June 2004, the standard was ratified under the
title “IEEE 802.16-2004 Standard for Local and Metropoli-
tan Area Networks Part 16: Air Interface for Fixed and
Broadband Wireless Access Systems” [5]. This protocol
was an amendment of the earliest version 802.16-2001
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with the integration of the 802.16a-2003 and the 802.16c-
2002 standards. In 2005, the IEEE introduced the 802.16e-
2005 amendment and the 802.16-2004 Corrigendum [6],
which provide mobility along with enhanced security and
authentication mechanisms. The initial specification was for
fixed users, designed to operate in the 10–66 GHz frequency
range. The new modifications for fixed and nomadic users
include mesh and Non-Line-Of-Sight (NLOS) by adding
coverage in the 2–11 GHz range.

The inherent QoS parameters in the standard include
minimum traffic rate, maximum latency and tolerated jitter,
helping thus the usage of low-tolerant services such voice and
streaming video. Additionally, the standard provides services
to support both Asynchronous Transfer Mode (ATM) and
packet services. ATM is important because of its role in
telecom carrier infrastructure since it is often used to support
Digital Subscriber Line (DSL) services. ATM is also widely
used to support voice transmissions. The packet operation in
the 802.16 standard supports the IPv4, IPv6, Ethernet, and
Virtual LAN (VLAN) services.

The IEEE 802.16 currently employs the most sophis-
ticated technology solutions in the wireless world, and
correspondingly it guarantees performance in terms of
covered area, bit-rate, and QoS. In order to spread the use
of the 802.16 standard solutions, verify the interoperability
of 802.16 devices built by different manufacturers and certify
interoperable devices, an analogous to WiFi consortium
of wireless device manufacturers was created named as
Worldwide Interoperability for Microwave Access (WiMAX)
[7]. As wireless broadband technology has become very
popular, the introduction of WiMAX will increase the
demand for wireless broadband access in the fixed and the
mobile devices. This development makes wireless security a
very serious concern.

Although the functional characteristics of the 802.11 and
the 802.16 are different, they do have some similarities in
their architecture structure. One of them, the basis of the
protocol functionality, is the mechanism of the Wireless
Medium Access Control (MAC) and the Physical Layer
(PHY) specification. The similarity in the structure of the
MAC and the PHY layer will derive substantial results from
the comparison of the two standards.

This article is organized as follows. In Sections 2 and 2.1
we provide a thorough description of the security mecha-
nisms for the IEEE 802.11, the 802.16 and their amendments.
Section 2.2 we summarise the security overview for WiFi
and WiMAX is provided. In Section 3, we analyse the
residual threats for the two standards. Due to the fact
that the 802.11 protocol has many years of operation, an
analytical description of the already known vulnerabilities
is provided. On the other hand, the security mechanisms of
the IEEE 802.16 and its amendments have not been tested
in actual conditions for a substantial amount of time, as
it is a relatively new technology, not deployed widely to
determine possible serious threats and vulnerability issues.
Therefore, the IEEE 802.16 threat analysis will be based
on the already registered threats from the 802.11 and any
possible operational weaknesses that might come up after
the scrutinized analysis of the 802.16 security mechanisms.

Section 3.1 summarizes in a nutshell the possible threats for
both standards along with their amendments and Section 3.2
of this article we provide guidelines for usage and deploy-
ment of infrastructure design and optimal configuration for
WiFi and WiMAX. Finally, in Section 5.1 we conclude and
discuss the related open research challenges and the work
that should be done in the future.

2. WiFi Security Mechanisms

Every security mechanism for wireless transmission is built
to provide three basic functions: (i) Authentication to verify
the identity of the authorized communicating client stations;
(ii) confidentiality (Privacy) to secure that the wirelessly
conveyed information will remain private and protected;
(iii) integrity to secure that the transmitted MPDU from
a source will arrive at its destination intact, without being
modified. Authentication operates at the Link Level between
WiFi stations. Confidentiality and Integrity is implemented
in the MAC security sublayer, just a level higher from the
PHY layer.

2.1. Wired Equivalent Privacy (WEP). The first security
mechanism was the Wired Equivalent Privacy or Wireless
Encryption Protocol (WEP). WEP has the following func-
tions to implement the aforementioned security functions.

2.1.1. Confidentiality (Privacy). WEP uses the RC4 encryp-
tion algorithm. RC4 is a stream cipher that operates by
expanding a short key into an infinite pseudo-random key
stream. The station XORs the key stream with the plaintext
and produces the cipher text. The first definition was the
WEP-40 due to the use of a 40-bit shared key. Many vendors
increased the key size to 104 bits providing the WEP-104.

To avoid encrypting two texts with the same key-stream,
an Initialization Vector (IV) is used to enhance the shared
secret key and create a different key (WEP seed) for each
packet. The IV field is 32 bits long and contains three
subfields. The first contains the 24 bit IV, the second a 2-bit
Key Identifier and the third a 6-bit Pad subfield. The 24-bit
IV size gives a total of 64 or 124 bits key. The encryption-
decryption task remains the same despite the key size (see
Figure 1). RC4 receives the payload concatenated with the
Integrity Check Value (ICV) (Analysis for the WEP-ICV
follows in “WEP Integrity” session) at the end, and encrypts
it with the 64 or the 124 bit key described earlier. At its
destination the message firstly gets decrypted. The receiver
with the shared key that it possesses and with the IV from
the received MPDU will decrypt the encrypted payload and
ICV.

2.1.2. Integrity. To ensure the integrity of the MPDU data,
WEP uses the Integrity Check Value (ICV) mechanism. ICV
implements a 32 bit Cyclic Redundancy Check (CRC-32).
For each transmitted MPDU payload, the CRC checksum is
computed and concatenated at the end of the MPDU. Both
the payload and the ICV are encrypted with the RC4 cipher.
At its destination the message is decrypted and the CRC
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of the arrived payload is computed. If the CRC, which was
produced by the source and it was sent with the message,
is the same with the recomputed CRC, the message is valid
and is forwarded to the Link Layer; otherwise, the message
indicates integrity violation and it is discarded.

2.1.3. Authentication. WEP has two types of authentication:
Open and Shared key. Open authentication actually is a non-
authentication procedure since the AP accepts every station
without identity verification. Thus, the station in a two-
message exchange with the AP provides its identity and the
request to authenticate. The AP responds with a message
confirming successful authentication.

Shared key authentication (see Figure 2) requires the
knowledge of a secret key to join the network. The key
knowledge implies that the station is a trustful entity, and
therefore authorized. The way that the key is obtained from a
client station is not an issue for WEP. Another secure way
must be implemented to ensure that only trusted entities
will have this key. If the station possesses the key, it begins
a four-way message exchange to achieve authentication. The
first message from a station declares its MAC address and the
authentication request. AP replies with a generated string,
fixed at 128 octets, as a challenge text. The third message from
station will send this challenge back to AP encrypted with an
RC4 encryption, along with the ICV. The AP de-encapsulates



4 Journal of Computer Systems, Networks, and Communications

MAC
header

IV/keyID
4 octets

Extended IV
4 octets

Data (PDU) >= 1 octets MIC
8 octets

ICV
4 octets

FCS
4 octets

TSC1
WEP
seed TSC0 Rsvd

Ext
IV

Key
ID TSC2 TSC3 TSC4 TSC5

Expanded IV 16
b0 b4 b5 b6 b7

IV 32

Encrypted frames

Figure 3: WPA MPDU Format.

the encrypted frame, checks the decrypted ICV, and if it is
successful, the AP compares the received decrypted challenge
text with the 128-byte message that was sent from it with the
second message. If the two texts are the same, AP sends the
last message for successful authentication. In any other case
where ICV does not match or the challenge comparison is
different, the AP notifies for unsuccessful authentication and
rejects the station.

2.2. WiFi Protected Access (WPA). It was proved that WEP
does not provide adequate security. Some of the WEP
weaknesses are the following

(i) RC4 has a weak key schedule [8].

(ii) The cryptographic key and the IV are short and
cannot be automatically and frequently updated.

(iii) CRC-32 is not capable of providing integrity as linear
codes are susceptible to attacks on data integrity.

For the aforementioned reasons WiFi introduced the WiFi
Protected Access (WPA) to enhance WEP. WPA is a part
of the 802.11i standard, and it is designed to allow legacy
equipment with WEP security to upgrade their firmware.
WPA uses the Temporal Key Integrity Protocol (TKIP)
for confidentiality and integrity while for authentication
it additionally uses the 802.1X authentication protocol
mechanism.

2.2.1. TKIP Confidentiality. TKIP like WEP uses the RC4
cipher for encryption-decryption. To reinforce security,
TKIP doubles the IV field to 48 bits. This 48-bit field is
used as a per-MPDU TKIP Sequence Counter (TSC), to
create a packet sequence during transmission. If the receiver
detects that a MPDU does not follow the increasing reception
sequence, it drops the packet. This mechanism enhances
security to replay attacks. The key mixing function is more
complicated and it strengthens encryption. It generates a
unique encryption key for each MPDU frame by combining
the Temporal Key (TK), the Transmit Address (TA), and
the TSC for the WEP seed. The WEP seed, which produced

from the aforementioned parameters, operates just like the
WEP IV, and with the RC4 key it creates the key stream.
The encrypted parts of the MPDU are the payload, the MIC
(analysis of MIC follows in TKIP Integrity) and the ICV (see
Figure 3).

When the message arrives at its destination, the TSC
number is checked to verify that the packet follows the
increasing reception sequence. If so, the key forms the RC4
key-stream and decrypts the encrypted parts. The next step
is the ICV check; if it is successful, the WPA integrity check
follows.

2.2.2. TKIP Integrity. TKIP uses the Message Integrity Code
(MIC) called “Michael”. MIC enhances security against
forgery attacks compared to the ICV usage in WEP. This
time MIC is applied to MSDUs, and the MIC comparison
is implemented in the MSDU-level as well. The reason is
the increase of the implementation flexibility with re-existing
WEP hardware. Michael with a 64-bit key is implemented
on the MSDU Sender and Destination Address (SA, DA), the
MSDU Priority, and the MSDU payload. MIC is 64-bit long
and it is placed at the end of the MSDU payload. Knowing
that a MSDU could be partitioned into more than one
MPDU, the integrity check for each MPDU takes place with
ICV. Then, with the concatenation of all the MSDU parts,
each MSDU is checked with Michael. If the comparison of
the decrypted MIC from the arrived MPDU, and the MIC
which is created from the receiver, are the same, the message
is valid. If not, the MSDU is discarded and measures are
taking place.

2.2.3. Authentication. WPA uses the authentication meth-
ods described in WEP. Additionally, the 802.11i standard
introduces the 802.1X authentication mechanism which is
implemented when the WPA suite is used. A thorough
analysis of the 801.1X authentication along with the Exten-
sible Authentication Protocol (EAP) requires firstly the
description of the Confidentiality-Integrity mechanisms of
WPA2. Thus, the 802.1 X/EAP authentication mechanisms
will be described in then WPA2 entity.



Journal of Computer Systems, Networks, and Communications 5

MAC
header

CCMP header—8 octets Data (PDU)>= 1 octets MIC
8 octets

FCS
4 octets

PN0 PN1 Rsvd Rsvd
Ext
IV

Key
ID PN2 PN3 PN4 PN5

b0 b4 b5 b6 b7

Key ID octet

Encrypted frames

Figure 4: WPA2 MPDU Format.

Station

Authentication request

EAPOL key transfer

After the successful key exchange
the AP allows communication

through the controlled port

AP

Request dispatch to server from AP

Confirmation of a successful
authentication and key

dispatch to AP

Authentication server

Server checks if station’s
authentication data are valid

Figure 5: WPA2 Authentication procedure.

2.3. WPA2. The WPA2 name was given for the IEEE 802.11i
from the WiFi Alliance. It was designed to provide stronger
security with new mechanisms and hardware devices without
the WEP bindings. Attention was given so that WPA
devices could be associated with WPA2 access points. The
security in 802.11i defines the Robust Security Network
Association (RSNA), which is the indicator of the modern
secured wireless communication implementation in WiFi,
and separates security into two important modes: the pre-
RSNA with WEP and WPA and to RSNA with WPA2 as
described in this section.

2.3.1. Confidentiality. WPA2 uses the Counter-Mode/Cipher
Block Chaining (CBC)-MAC Protocol (CCMP) for confi-
dentiality as well as integrity. For data confidentiality CCMP
uses AES in counter mode with 128 bit key and 128 bit block
size. The encrypted parts of the MPDU are the payload and
the MIC field (see Figure 4).

2.3.2. Integrity. CCM-MAC operations expand the original
MPDU size by 16 octets—8 octets for the CCMP Header field

and 8 octets for the MIC field. CCM requires a fresh temporal
key for every session and a unique nonce value for each
frame, protected by a given temporal key. For this purpose,
a 48-bit packet number is used. CCM does not use the WEP
ICV anymore. Leaving aside the integrity protection of the
MPDU, CCM protects some Additional Authentication Data
(AAD). The AAD is constructed from the MPDU header
and it includes subfields from MAC frame control, addresses
from source and destination fields, Sequence Control (SC),
QoS control field, and therefore provides enhanced integrity
protection.

2.3.3. Authentication. For authentication WPA2 provides the
strong 802.1X method, which transmits key information
between authenticator and supplicant. IEEE 802.1X has three
main entities: The Supplicant (WS), the Authenticator (AP)
and the Authentication server. The authenticator does not do
the authentication; the Authentication server does this task
through the authenticator. Between the supplicant and the
authenticator the 802.1X protocol is implemented; between
the authenticator and the authentication server the protocol
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is not defined. Nevertheless, RADIUS is typically used. The
EAP method used (de facto the EAP-TLS is used [9]) by IEEE
802.1X will support mutual authentication, as the station
needs assurance that the AP is a legitimate AP.

The initial traffic for authentication (see Figure 5) takes
place between the supplicant and the authentication server
through the uncontrolled port. Once the authentication
server authenticates the supplicant, it informs the authenti-
cator for the successful authentication and it passes keying
material to the authenticator. Key material exchange between
the supplicant and the authenticator is implemented with the
Extensible Authentication Protocol over LANs (EAPOL). If
all exchanges are successful the Authenticator allows traffic
through the controlled port.

2.3.4. Key Derivation and Management. Due to the fact that
the 802.11i has more than one confidentiality protocols, the
AP uses a ciphersuite to notify for all the data-confidentiality
protocols allowed to be used (e.g., CCMP or TKIP). The
client then chooses the parameters and it sends the choices
back to the AP. The chosen parameters must match the
available options from the list; if not, the AP will deny the
association by sending a proper message. Right after the
cipher suite is chosen, the key exchange is taking place. A
key hierarchy is implemented to create keys for the EAPOL
handshaking and the WPA2 security mechanisms. There are
two key hierarchies in the 802.11i standard.

(i) Pairwise Key Hierarchy for Unicast Traffic Protec-
tion. The first key of the hierarchy is the 256 bit
Pairwise Master Key (PMK). The PMK derivation
depends on the authentication method used. If the
802.1X method is used, the PMK is derived from
server and the first 256 bits of the Authentication,
Authorization, and Accounting (AAA) key. If a pre-
shared key is used, the password is used to create the
PMK. The Pairwise key hierarchy generates the Pair-
wise Transient Key (PTK) from PMK. Some of the
parameters are the source and the transmit address,
plus, nonce from the client and the authenticator.
From PTK three keys are derived. (i) The 128 bit
EAPOL Key Confirmation Key (KCK), which is used
for data origin authenticity in the authentication
procedure that follows with HMAC-MD5, or SHA-1
algorithm. (ii) The 128 bit EAPOL Key Encryption
Key (KEK), which provides traffic key confidentiality
during authentication handshaking with RC4, or AES
with Key Wrap. (iii) The 256 bit for TKIP or the 128
bit Temporal Key (TK) for AES-CCMP; it is used for
WPA2 confidentiality.

(ii) Group Key Hierarchy for Multicast and Broadcast
Traffic Protection. The first key created is the Group
Master Key (GMK), which is a random number,
which AP can periodically reinitialize it. The key
which is derived from GMK is created with a pseu-
dorandom function with parameters from GMK, the
authenticator MAC address and a nonce from the
authenticator, called Group Temporal Key (GTK). Its

length is 256 bit with TKIP, and 128 bit for CCMP.
The temporal key derived from GTK is 256 bit with
TKIP, and 128 bit for CCMP and it is used for
confidentiality.

Two are the EAPOL-key exchanges in the 802.11i standard:
the 4-way and the group handshake.

The supplicant and the authenticator use this handshake
to confirm the existence of the PMK, verify the selection
of the cipher suite, and derive a fresh Pairwise Transient
Key (PTK) for the following data session [10]. The 4-
way handshake is comprised of 4 messages between the
supplicant and the authenticator [11] (see Figure 6).

(i) Message 1. The authenticator sends a nonce (ANonce)
to supplicant.

(ii) Message 2. The Supplicant creates its own nonce
(SNonce) and sends it to authenticator. With ANonce
and SNonce available, the supplicant calculates the
PTK. The supplicant also sends the security param-
eters that it used during association, and the message
is authenticated and verified with KCK from authen-
ticator.

(iii) Message 3. The authenticator sends the GTK enc-
rypted with KEK and the security parameters that
sent out with its beacons. The message then is
authenticated with KCK from supplicant to verify
that the information sent from authenticator is valid.

(iv) Message 4. With this message, PTKs are ready to be
used from WPA2 confidentiality protocol.

With the Group key handshake, a 4-way handshake precedes
this procedure and includes the GTK conveyance in Message
3. The group key handshake updates the GTK.

(i) Message 1. The authenticator sends to the supplicant
the GTK encrypted using the KEK and the message is
subject to an authentication check.

(ii) Message 2. With this message, the group temporal
keys (GTKs) are ready to be used from the WPA2
confidentiality protocol.

When clients roam between access points the result is a
decrease in system performance as the load to authentication
server is increased. A convenient way of the WPA2 to
effectively resolve this issue is the key caching. With key
caching the client station and the access point retain the
security association when the client station roams to another
access point. When a client returns to an access point, it sends
the key name in the association request from AP. The client
can send more than one key name in the association request.
If the access point sends a success in the association response,
then the client and access point proceed directly to the 4-way
handshake.

After the thorough analysis of the WPA2, it must be
stressed that many modern hardware devices use AES-
CCMP in the WPA security, besides the TKIP option,
combined with shared-key authentication, instead of the
802.1X authentication that WPA2 uses. This case resembles



Journal of Computer Systems, Networks, and Communications 7

Station

With the AP-nonce and the
creation of the station’s nonce
(S-nonce), along with PMK, the
PTK is created. The KCK, KEK and
TK are derived from PTK

After the GTK dispatch, the keys
are set for establishing secured
communication

Station and AP possess PKM

AP-nonce dispatch from AP to station

PTK dispatch along with the security parameters.
The message is authenticated with KCK

GTK dispatch (Encrypted with KEK). The
message is authenticated with KCK

AP

AP creates KCK, KEK, TK
from PTK. Afterwards, GTK
creation from AP

Figure 6: EAPOL key material exchange.

with WPA2 security and it should be referred as such, for the
following two reasons.

(1) Although WPA is a part of the 802.11i standard,
it is designed to allow legacy equipment with WEP
security to upgrade their firmware.

(2) The AES-CCMP implementation in the 802.11i
standard defines the Robust Security Network Asso-
ciation (RSNA), and indicates the modern secured
wireless communication implementation in WiFi.

3. WiMAX Security Mechanisms

Security in 802.16/e was thoroughly designed as an impor-
tant part of the standard architecture due to the additional
possible weaknesses that wireless communication endures,
especially now where the specific network deployment is to
cover much larger areas. The security protocol is applied
in the privacy sublayer which is positioned at the bottom
of the MAC layer, and it provides mechanisms to ensure
confidentiality, integrity and client authentication with the
implementation of a Key Management Protocol (PKM).
PKM provides also secure key distribution between BS and
SS. The security information set (keys and cryptographic
suites) between BS and SS is defined with the implemen-
tation of the Security Association (SA). The information
included in a SA varies according to the suite it is used. The
SA maintains the security state relevant to a connection [12].
SA is identified using a 16-bit SA identifier (SAID). There are
three SA types.

(i) Primary SA. Each SS entering the network establishes
an exclusive Primary SA with its BS. SS’s SAID will be
equal to the basic Connection ID (CID). The task of
the Primary SA is to map the Secondary Management
Connection.

(ii) Static SA. Static SAs are provisioned from the BS
and they are created during the initialization process
of a SS. For the basic unicast service a Static SA is

created. If a SS has subscribed to additional services,
additional SAs are created respectively. Static SAs can
be shared by multiple SSs (multicasting).

(iii) Dynamic SA. A Dynamic SA is created and termi-
nated on the fly, in response to the initiation and
termination of specific service flows. Like Static SAs,
Dynamic SAs can be shared by multiple SSs.

Primary and Basic Management connections are not mapped
to a SA, while all transport connections are mapped to an
existing SA. The BS ensures that each SS has access only to
authorized SAs. Key synchronization between SS and BS is
regulated from PKM.

3.1. Security Mechanisms in 802.16. The PKM protocol
is used by the SS for authentication, traffic key material
derivation by the BS, periodic reauthorization, and key
refresh.

3.1.1. Authentication. The SS authentication is controlled
from the Authorization Finite State Machine (FSM) (see
Figure 13). The state machine consists of six stages (Start,
Authorize wait, Authorized, Reauthorize Wait, Authorize
Reject Wait and Silent), and eight distinct events (Communi-
cation Established, Timeout, Authorization Grace Timeout,
Reauthorize, Authorization Reply, Authorization Invalid,
Permanent Authorization Reject, Authorization Reject). In
the authentication procedure the BS handles the following
tasks.

(i) Authenticates the identity of a SS,

(ii) Assigns to the authenticated SS the SAIDs and the
properties of Primary, and Static SAs key informa-
tion,

(iii) Provides to the authenticated SS the shared secret,
a 160-bit Authorization Key (AK) to initiate the
following key management process.

The authorization process (see Figure 7) begins with
the Authentication Information message from SS to BS.
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The message contains the X.509 certificate which is bound
with SS’s MAC address. The certificate is issued by the
manufacturer or an external authority for the SS. The X.509
authentication service is part of the X.500 series of recom-
mendations that define a directory service. The directory is,
in effect, a server or distributed set of servers that maintain
a database of information about users. The core of X.509
is the public key cryptography and the digital signatures,
and since the standard does not dictate a specific algorithm,
RSA (asymmetric cryptography) is recommended [13]. The
scheme is complete with the existence of a Certificate
Authority (CA). CA issues certificates and binds each entity
with a private-public key pair [14]. It is imperative that both
parties entrust the CA. In 802.16 authentication, the issuer is
the manufacturer or another trusted entity.

The X.509 v.3 for the 802.16 standard contains the
following information:

(i) version of the X.509 certificate,

(ii) the unique Certificate serial number which the CA
issues,

(iii) certificate signature. Public Key Cryptography Stan-
dard (PKCS) #1 with RSA cipher and SHA-1 hashing
algorithm,

(iv) certificate (CA) issuer,

(v) certificate validity period,

(vi) certificate subject, which indentifies the entity whose
public key is certified,

(vii) subject’s public key, which provides the certificate
holder’s public key, identifies how the public key is
used, and it is restricted to RSA encryption. The key
size is at least 1024 bit and 2048 bit maximum,

(viii) the certificate issuer unique ID; Optional field to
allow reuse of issuer name over time,

(ix) the certificate subject unique ID; Optional field to
allow reuse of subject name over time,

(x) certificate extensions,

(xi) signature algorithm (PKCS#1),

(xii) signature value which is the digital signature of the
Abstract Syntax Notation 1 Distinguished Encoding
Rules (ASN.1 DER) encoding of the rest of the
certificate.

The first message that SS sends is informative and it provides
a mechanism for the BS to obtain information for the
certificate of the SS. However, the BS may choose to ignore
it. In the second message (Authorization Request) that is
sent right after the first one, the SS requests authorization.
The message includes (i) the X.509 certificate, (ii) the list
of the cryptographic suite identifiers, each implementing a
pair of packet data encryption and authentication algorithms
that SS supports, (iii) the SS’s Basic CID, which is the first
static CID that BS assigns to SS during initial ranging. As
mentioned earlier, the primary SAID is equal to the Basic
CID.

When the BS receives the message, it authorizes the SS
via the X.509 certificate, it checks for basic unicast services
and other possible additional services the SS has subscribed
for, and finally, it determines the cryptographic suite from
the SS’s list of the second message. Then, with a random
or pseudo-random function, the BS generates the AK and
encrypts it with the SS’s public key. The encrypted AK is sent
from the BS in an Authorization Reply message along with:

(i) A 4-bit key sequence number that distinguishes
successive generations of AKs.

(ii) The SAIDs of the single primary and static SAs the
SS is authorized to obtain key material for. The
authorization reply does not identify any Dynamic
SAs.

When the SS receives the message, it decrypts the AK with
its private key, reads the defined cipher suite and the SAIDs,
and then proceeds to key exchange with the BS. The AK
remains active until it expires according to the predefined
lifetime set by the BS. The SS periodically refreshes the AK
by issuing authorization requests. The BS is able to support
two active AKs simultaneously for each SS. Those keys must
have overlapping times. Additionally, BS is always ready to
send an AK to a SS upon request. The AK transition period
begins when the BS receives an authorization message from
a SS and the BS has a single active AK for that SS. Right after
the BS receives the message, it activates the second AK which
has a sequence number increased by one from the older AK,
and it sends it to the SS. The lifetime of the second AK is
the remaining lifetime of the older AK, plus the predefined
AK lifetime. The lifetime ranges from one day to 70 days,
with a default value of 7 days. If the SS does not reauthorize
itself before the expiration of the current AK key, the BS
does not create the sequentially next AK and considers the
SS unauthorized.

3.1.2. Key Derivation and Management. With the AK deliv-
ered to SS, a key derivation will proceed to create the
necessary traffic key material to implement the security
mechanisms. From AK three keys will be derived.

(i) The Key Encryption Key (KEK). KEK is responsible
for the encryption of the Temporal Encryption Key
(TEK), that BS sends to each SS. TEKs are used for
the MPDU encryption to ensure confidentiality.

(ii) The Downlink Hash function-based Message Au-
thentication Code (HMAC KEY D). For the BS, the
HMAC KEY D is used to calculate the HMAC digest
for some of the management messages that it sends
to SS, while for the SS it is used to verify the HMAC-
Digest from the aforementioned received messages.

(iii) The Uplink Hash function-based Authentication
Code (HMAC KEY U). For the SS, the HMAC
KEY U is used to calculate the HMAC-Digest for
some management messages that it sends to the BS,
while the BS uses it to verify the HMAC-Digest of the
management messages sent from the SS.
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The BS is responsible to keep the keying information for
every SS that joins the network. After key derivation the SS
starts a separate TEK state machine for each of the SAIDs
(the single primary and any static SA that the BS has assigned
to SS). The TEK state machine (see Figure 8) consists of
six stages (Start, Operational Wait, Operational Reauthorize
Wait, Operational, Rekey Wait, Rekey, Reauthorize Wait),
and nine events (Stop, Authorized, Authorization Pend-
ing, Authorization Complete, TEK Invalid, Timeout, TEK

Refresh Timeout, Key Reply, Key Reject). Its task is to manage
key material associated with the respective SAID. Each
TEK state machine operates with a key request scheduling
algorithm to refresh key material for their respective SAID.
The BS always keeps two sets of active TEKs along with
their respective 64-bit IV for each SAID. For TEK and
IV generation, the BS uses a random or a pseudorandom
function. The lifetime for each TEK is between 30 minutes to
7 days, with the default value set to 12 hours. The two TEKs
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have overlapping lifetimes, just like the AK keys, and the
sequence number of the newer is the older number plus one.
Each new TEK becomes active halfway through the lifetime
of its successor. For each SAID, the BS uses the older of the
two active TEKs for encryption of the downlink traffic, while
for the uplink traffic uses the older or the newer.

The PKM protocol for the TEK refresh procedure uses
the SA-TEK 3-way handshake (see Figure 9) [12].

(i) Message 1. This message is optional, and BS uses it only
when it wants to force a re-key of an SA, or create a new one.
In this message the BS sends the key sequence number, its
SAID and the digest of this message with the HMAC KEY D.

(ii) Message 2. If BS does not force re-keying, message 2 is
the first message that the SS sends to re-key each SA. In this
message, the SS sends to BS the key sequence number, its
SAID, and the digest of the message with the HMAC KEY U.

(iii) Message 3. The BS receives the second message, verifies
the digest with HMAC KEY U and if is successful, it sends
back the key sequence number, the SAID, the old and the new
TEK with their parameters, along with the message digest.
The BS encrypts the old and the new TEK with KEK and
sends it to SS.

For the Mesh Mode, each node after authorization starts
for each of its neighbors a separate TEK state machine
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for each of the SAIDs identified during the authentication
procedure. The node has the task to maintain the two active
TEKs for each SAID between itself and all the other nodes
that it initiated the TEK exchange with. The TEK state
machine is responsible to maintain keying material. The
neighbor replies to the Key Request message with a Key Reply
message. The message contains the BS’s active TEK for a
specific SAID and it is encrypted with the node’s public key.

3.1.3. Confidentiality. Confidentiality includes data and TEK
Encryption.

Data Encryption. In data encryption the encrypted frames
are the MPDU payload along with the 64-bit ICV of the
payload (see Figure 10). The ICV is added right after the
PDU. At the front, a 32-bit Packet Number (PN) is appended.
For the sake of uniqueness, there are separate ranges of values
for the uplink and the downlink [15]. According to the TEK
length, two encryption methods are implemented.

(i) DES in Cipher Block Chaining (CBC) mode, when
TEK is 64 bit. DES in CBC mode uses a 56-bit key
with a 64-bit block encryption along with the 64-
bit IV. The function actually expects the 64-bit TEK
key, but only the 56 bits are used [13]. With the
DES-CBC mode, each encrypted ciphertext block is
XORed with the next plaintext block to be encrypted,
and therefore, it makes the blocks dependent on all
the previous blocks. Consequently, in order to find
the plaintext of a particular block, the ciphertext, the
key, and the ciphertext of the previous block must
be known. The first encrypted block has no previous
ciphertext, and so the plaintext is XORed with the IV.
This mode of operation improves security from the
regular DES.

(ii) AES in CCM mode when TEK is 128-bit. The AES in
CCM mode uses a 128-bit key and 128-bit block size.
The key-PN combination will not be used more than
once. The reason is that two sent packets encoded
with the same key-PN combination eliminate the
security guarantees of the CCM mode. For this
reason, and only in the AES-CCM mode, when more
than half of the available numbers of the 32-bit PN
have been exhausted, the SS schedules a new Key
Request, to obtain new key material and avoid this
incident.

TEK Encryption. The TEK encryption is again dependent on
its key-size. If the size of the TEK is 64-bit, the 112-bit 3-
DES is used. The keying material of 3-DES consists of two
distinct DES keys. The 64 most significant bits of the KEK
are used in the encryption. If the TEK size is 128-bit, the
128-bit AES in ECB mode will be used with a 128-bit KEK.
Another encryption method for the 128-bit TEK is the RSA
encryption with the SS’s public key.

3.1.4. Integrity. For data traffic integrity, ICV is calculated
from two modes:

(i) CBC mode. The downlink CBC IV is initialized as the
XOR of the IV included in the TEK’s SAID, and the

content of the PHY synchronization field of the latest
DL MAP. The uplink CBC IV is initialized as the XOR
of the IV included in the TEK’s SAID, and the content
of the PHY synchronization field of the DL MAP that
is in effect when the UL MAP is created.

(ii) CCM mode. The CCM provides data integrity and
data origin authentication for some data outside the
payload. The ICV is computed from the ESP header,
the Payload, and the ESP trailer fields, which is
significantly smaller than the CCM-imposed limit.
The ESP payload is composed from the IV, the
encrypted payload and the Authentication data as it is
defined in the RFC 4309 (“Using Advanced Encryp-
tion Standard CCM Mode with IPsec Encapsulating
Security Payload”).

For the management messages integrity, two 160-bit keys
(HMAC KEY D, HMAC KEY U) are used to create the
HMAC digest for integrity protection and authentication,
by implementing the Secure Hash Algorithm (SHA-1).
The digest is calculated over the entire MAC management
message, except from the HMAC digests and the HMAC
tupple attributes. The HMAC Sequence number in the
HMAC tupple is the AK sequence number from which the
HMAC KEY has been derived.

3.2. Security Mechanisms in 802.16e. Although IEEE 802.16-
2004 has a strong security protocol, the introduction of the
802.16e corrigendum with its mobility services has enhanced
and corrected weaknesses appearing in the 802.16 standard.
Due to mobility features introduced with 802.16e, the SS
becomes a Mobile Station (MS) as well.

3.2.1. Authentication. With the 802.16e standard, the PKM
protocol besides the unilateral authentication of the SS,
it can implement mutual authentication for BS and SS.
Two methods are used for authentication (see Figure 11):
The known X.509 digital certificate with RSA public key
encryption as described in the 802.16 authentication, and the
EAP method. EAP is a generic authentication protocol and
thereby it has to use a particular credential for authentication
selected by the operator. Two are the credential types:
The X.509 digital certificate of EAP-TLS, and a Subscriber
Identity Module for EAP-SIM. The EAP methods are not part
of the protocol, but they must fulfill some mandatory criteria
(Generation of Symmetric Keying Material, Key strength,
Mutual Authentication Support, Share State Equivalence,
Resistance to Dictionary attacks, Protection of Man in the
Middle attacks) as defined in RFC 4017.

The new feature in 802.16e is the implementation of
two Privacy Key Management protocols PKM v.1, and PKM
v.2. The difference between the two versions is that PKM
v.2 implements more enhanced security features than PKM
v.1 does. For both versions, the Authorization Finite State
Machine (FSM) remains as described in 802.16 standard.

3.2.2. PKM v.1 Authentication. Authentication with PKM v.1
is the same as described in the 802.16 standard, and it is
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unilateral (only SS is authenticated). The procedure uses
X.509 v.3 digital certificates with RSA public key encryption
for authorization and the following SAID allocation for the
single primary, and any static SAs the SS is subscribed for,
along with the AK derivation. For the SS’s X.509 certificate,
the Certificate Issuer Unique ID and the Certificate Subject
Unique ID fields are omitted. The EAP in PKM v.1 is
optional and applicable only if specifically required. As noted
in “Authentication, Authorization, and Accounting (AAA)
Key Management Requirements (RFC4017)”: EAP selects
one end-to-end authentication mechanism. The mechanisms
defined in [RFC3748] only support unilateral authentica-
tion, and they do not support mutual authentication or
key derivation. As a result, these mechanisms do not fulfil
the security requirements for many deployment scenarios,
including Wireless LAN authentication [RFC4017]. To ensure
adequate security and interoperability, EAP applications need
to specify mandatory-to-implement algorithms. IEEE 802.16e
does not specify a mandatory-to-implement EAP method,
nor does it specify the required security properties of EAP
methods are to be used. The specification as it stands permits
implementations to use the EAP MD5-Challenge, which does
not generate keys and is vulnerable to dictionary attacks [16].

3.2.3. PKM v.2 Authentication. In PKMv2, RSA and EAP can
be used in different deployments such as RSA, RSA-EAP,
EAP and EAP-EAP. With two authentication schemes, there
are two sources possible for keying material derivation. The
RSA based authentication initially creates the pre-Primary
AK (pre-PAK), and the EAP creates the Master Session Key
(MSK), both for key derivation and management.

The enhancement in the protocol is the mutual authen-
tication between BS and SS. With mutual authentication, the
BS presents its own certificate to each SS joins the network.
This certificate presents the following.

(i) Country Name (Country of operation)

(ii) Organization Name (Name of infrastructure opera-
tor)

(iii) Organizational Unit Name (Wireless MAN)

(iv) Common Name (Serial number)

(v) Common Name (The operator defined BS ID).

Like in PKM v.1, the Certificate Issuer Unique ID and the
Certificate Subject Unique ID of the SS’s X.509 certificate
fields are omitted.

Mutual authentication is performed in two schemes.
In the first only the mutual authentication is used, while
in the second, mutual authentication is followed by EAP
authentication. In the latter case, the mutual authentication
is implemented only for initial network entry, while EAP is
implemented in the re-entry authentication.

The authorization process (see Figure 12) begins again
like in 802.16 with the Authentication Information message
from SS to BS. Right after, the SS sends the Authorization
Request message consisted of: (i) the SS’s X.509 certificate,
(ii) the list of the cryptographic suite identifiers, each imple-
menting a pair of packet data encryption and authentication
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SA control

RSA based
authentication

PKM control management

Traffic data encryption /
authentication processing

Control message processing

Message authentication
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Figure 11: 802.16e security sublayer.

algorithms that SS supports, (iii) the SS’s Basic CID, which is
the first static CID that the BS assigns to the SS during initial
ranging, (iv) A 64-bit random number generated in the SS
(SSNonce).

Again, when the BS receives the message, it validates the
SS’s identity with the X.509 certificate, it checks for basic
unicast services and possibly additional statically services
the SS is subscribed for, and finally, it determines the
cryptographic suite from SS’s list from the second message.
Then, the BS generates the pre-PAK and encrypts it with the
SS’s public key. The encrypted pre-PAK is sent from BS in an
Authorization Reply message along with the following.

(i) The BS’s certificate.

(ii) A 4-bit key PAK sequence number that distinguishes
successive generations of AKs.

(iii) The lifetime of PAK

(iv) The SAIDs of the single primary and static SAs the SS
is authorized to obtain key material for.

(v) The 64-bit SSNonce.

(vi) A 64-bit random number (BSNonce) generated in the
BS to ensure along with SS’s nonce the liveness of the
message for replay attacks prevention.

(vii) An RSA signature for every attribute in the authoriza-
tion reply message to ensure message integrity.

When the SS receives the message; it decrypts the pre-
PAK with its private key, reads the defined cipher suite and
the SAIDs, and proceeds to key exchange with BS.

3.2.4. PKM v.2 Key Derivation and Management. In 802.16
with PKM, the AK derived from BS right after the Autho-
rization Request from SS; the same is implemented with
PKM v.1. In PKM v.2 the different authentication schemes
(RSA, RSA-EAP, EAP, EAP-EAP) use different key material to
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construct the 160-bit AK. All the key derivations though, are
based on the Dot16KF algorithm, a CTR mode construction
that can be used for the creation of an arbitrary amount
of keying material from source keying material. If RSA
authentication is used, the initial key material is the 256-
bit pre-PAK sent from BS to SS. If EAP is used, the key
transferred to 802.16e layer is the 512-bit Master Session Key
(MSK), which is known to the AAA server, the Authenticator,
and the SS. For every authentication scheme, the AK will
derive with the following way.

(i) RSA Authentication Only. From pre-PAK, the SS’s MAC
address and the BSID, two 160-bit keys are generated. The
PAK and the EAP Integrity Key (EIK). With the two new keys
along with SS’s MAC address and the BSID, the AK is derived
(see Figure 13).

(ii) EAP Authentication Only. From MSK, the 160-bit Pair-
wise Master Key (PMK) is derived, and optionally the EIK

with a MSK truncation to 320 bits. From PKM, the SS’s
MAC address and the BSID, the AK is derived. During
authentication the BS will provide to SS the respective 4-bit
PMK sequence number, as it happens with PAK and RSA.
The SS caches the PMK upon successful authentication, as
the Authenticator does upon its receipt via the AAA protocol.
When a new PMK is cached for an SS, the authenticator
deletes the old PMK which was used for the specific SS (see
Figure 14).

(i) RSA-EAP Authentication. With the RSA encryption as it
was described before, the PAK and the EIK are derived. From
EAP in a similar way as before, the PMK is generated. From
PAK XORed with PMK, the SS’s MAC address and the BSID,
the AK is finally created (see Figure 15).

(ii) EAP-EAP Authentication. From the first EAP authentica-
tion, two keys are generated; the PMK-1 and the EIK. From
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the second EAP authentication, only the second PMK-2 is
created. With PMK-1 XORed with PMK-2, the SS’s MAC
address and the BSID the AK is derived (see Figure 16).

Like in 802.16, the SS periodically refresh its AK by
reissuing Authorization Requests to the BS, and both SS and
BS hold simultaneously two active AK’s with overlapping
times. The only enhancement in PKM v.2 for the AK is the
introduction of a 64-bit ID for each AK (AKID). The AKID
is created from AK, AK sequence number, the SS’s MAC
address and the BSID.

After the AK generation as described in 802.16, three
keys are created. One of the three keys is the 128-bit KEK
for TEK encryption during the SA-TEK 3-way handshake.
The other two keys, the downlink message authentication
key and the uplink authentication key will derive according
to the used MAC mode. With PKM v.2 two MACs can
be implemented. The known from 802.16 HMAC and the
new Cipher based MAC (CMAC). In the latter case, the
calculated hash value is derived from the CMAC algorithm
with AES. The value is calculated over a field that contains:
(i) the 64-bit AKID, (ii) the 32-bit CMAC packet number
counter, (iii) the 16-bit connection ID, (iv) a 16-bit zero
padding for the header alignment with the AES block
size, and (v) the entire MAC management message. With
CMAC the downlink authentication key CMAC KEY D is
used to authenticate management messages in the downlink
direction, while the respective CMAC KEY U is used to
authenticate management messages in the uplink direction.
Therefore, from AK and the implemented MAC, two options
are available.

(i) AK with HMAC: In this case the derived keys are:
the 128-bit KEK, the 160-bit HMAC KEY U and the
160-bit HMAC KEY D,

(ii) AK with CMAC: In this case the derived keys are
the 128-bit KEK, the 128-bit CMAC KEY U. and the
128-bit CMAC KEY D.

It must be stressed that if only EAP authentication is
used, the EIK will be used instead of the AK to generate the
aforementioned keys.

The TEK state machine remains the same as described in
802.16 managing key material associated with the respective
SAID, but due to the supported multicast features TEK
consists of an additional state (Multicast and Broadcast
Rekey Interim Wait), and two more events (Group- KEK
Updated and GTEK Updated) to the rest described in 802.16.
The difference is that the PKM v.2 implements an enhanced
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Figure 15: AK derivation with RSA-EAP authentication.

SA-TEK 3-way handshake, which operates in the following
way (see Figure 17).

(i) Message 1. During the initial network entry or a reautho-
rization, the BS sends a SA-TEK challenge, which includes a
random number (BS-Nonce), to the SS with HMAC/CMAC
protection. If the BS does not receive a SA-TEK Request
message within a certain period of time, it resends the SA-
TEK challenge. If again for a certain number of times the
BS does not receive a SA-TEK Request, it starts another full
authentication procedure or it drops the SS.

(ii) Message 2. The SS sends the SA-TEK request along with
the random number from the SA-TEK challenge, protected
with the HMAC/CMAC. In case where the SS does not
receive a SA-TEK Response from the BS, it transmits the
message again for a specific number of times. If again receives
no Response, it fully initiates the authentication procedure.

(iii) Message 3. When the BS receives the SA-TEK Request
from the SS, it performs a number of checks before sending
the SA-TEK Response message: (i) confirms that the AKID
corresponds to the current AK. If it does not correspond, the
BS ignores the message; (ii) verifies the HMAC/CMAC. If it
is invalid, the BS ignores the message; (iii) verifies that the
BSNonce received from SS with the SA-TEK Request matches
with the sent random number in the first message. This
process adds freshness to the messages and therefore prevents
replay attacks. If the number is different, the BS ignores
the message; (iv) checks the SS’s security parameters, and if
they do not match it reports it to the higher layers. If the
validation is successful the BS sends the SA-TEK Response
message protected with HMAC/CMAC. For unicast SAs, the
BS for each SAID sends the TEK, the TEK’s lifetime, the
TEK’s sequence number, and the 64-bit CBC IV, encrypted
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SS’ MAC address, BSID)

AK (160 bits)

Figure 16: AK derivation with EAP-EAP authentication.

with KEK. In case of group or multicast SAs, the BS for
a specific GSAID sends the GTEK, the GKEK, the GTEK
remaining lifetime, the GTEK’s sequence number and the
CBC IV, encrypted with KEK.

When the SS receives the SA-TEK Response message it
verifies the HMAC/CMAC digest. If it is valid the SS installs
the TEK and its parameters, otherwise, the SS ignores the
message.

3.2.5. Multicasting Key Derivation. In multicasting, the key
derivation starts with the random generation of the 128-
bit Group KEK (GKEK) from the BS and the 64-bit GKEK
ID. The key encrypted with KEK is transmitted to SS.
There is one GKEK per Group Security Association (GSA)
and it is used to encrypt the Group TEK (GTEK) sent in
multicast messages to the SSs join the group. GTEK is used to
encrypt multicast data packets and it is randomly generated
from the BS. GKEK generates the CMAC KEY GD for the
authentication of multicast messages. The GSA contains
keying material and it is used to secure multicast groups. It is
defined separately from SAs because they offer lower security,
since each of the members joining the group share the keying
material and consecutively can forge traffic as if it came from
any other member of the group.

3.2.6. Confidentiality with PKM v.2. The length of the TEK
an the KEK keys must be either 64 or 128 bits. If the SA
implements a cipher suite with a block size of 128 bits, the
TEK and the KEK are 128-bit long. Otherwise the length is
64 bits.

Data Encryption. In data encryption, the encrypted frames
are the MPDU payload along with the 64-bit Ciphertext Mes-
sage Authentication Code (see Figure 18). The Ciphertext
MAC is added right after the PDU, while at the front, the 32-
bit Packet Number (PN) is appended. Again, for the PN there
are separate ranges of values for the uplink and the downlink.
According to the TEK length, three encryption methods are
implemented.

(i) DES in Cipher Block Chaining (CBC) mode using a
56-bit key with 64-bit block encryption along with
the 64-bit IV,

(ii) AES in CCM mode with 128-bit key and 128-bit
block size,

(iii) AES in CBC mode with 128-bit TEK key and 128-bit
block size.

TEK Encryption. The KEK is used for the encryption of the
TEK. If it is to encrypt a 128-bit TEK, the 128-bit of the KEK
are used directly, otherwise, if TEK is 64-bit long the KEK
splits in two 64-bit DES keys. The TEK encryption methods
are

(i) 3-DES for 64-bit TEK encryption

(ii) AES in ECB mode for 128-bit TEK encryption

(iii) RSA with SS’s public key for 128-bit TEK encryption

(iv) AES Key Wrap for 128-bit TEK encryption. The AES
Key Wrap is designed to encrypt key data, and the
algorithm accepts both the ciphertext and the ICV, as
it is defined in the RFC 3394 (“Advanced Encryption
Standard Key Wrap Algorithm”).

Group KEK Encryption. The GKEK is encrypted with KEK
and the encryption methods are the aforementioned meth-
ods used for the TEK.

3.2.7. Integrity with PKM v.2. For the MPDU payload
integrity, the ICV can be derived from three modes.

(i) DES-CBC mode. The downlink CBC IV now is
initialized as the XOR of the IV included in the TEK’s
SAID, and the content of the PHY synchronization
field of the current frame number. The uplink CBC
IV is initialized as the XOR of the IV included
in the TEK’s SAID, and the content of the PHY
synchronization field of the Frame Number of the
frame where the relevant UL MAP was transmitted.

(ii) AES-CCM mode. The integrity procedure of the
AES-CCM is the same as it was described for the
801.16 and the PKM protocol.

(iii) AES-CBC mode. The CBC IV created with the XOR
of: (i) the CBC IV parameter included in the TEK
keying information, (ii) the 128-bit concatenation of
the 48-bit MPDU header, (iii) the PHY synchroniza-
tion value of the MPA that the data transmission
occurs, (iv) the 48-bit MAC address and the Zero hit
counter.

For management message integrity protection and authenti-
cation two MAC modes are implemented.

(i) The HMAC digest with the Secure Hash Algorithm
(SHA-1). In PKM v.2 the short-HMAC calculation
include the HMAC packet number concatenated after
the MAC management message. The HMAC packet
number is the AK sequence number.
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Figure 17: SA-TEK 3-way handshake with PKM v.2.
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Figure 18: MAC 802.16e encryption frames.

(ii) The CMAC value is implemented as it was described
earlier in the PKM v.2 Key derivation and manage-
ment entity.

4. WiFi-WiMAX Security Comparison

In this section we present a summary of the security mech-
anisms for authentication, key derivation and management,
confidentiality, and integrity procedures applied in WiFi and
WiMAX networks.

From the security description in sections WiFi and
WiMAX, and with the aid of the following Table 1, it is easy
to conclude that WiMAX security is much stronger than it
is in WiFi. One of the reasons of course is the large areas

that WiMAX covers, and therefore, such conditions demand
secure operational conditions of the network, which requires
strong security mechanisms.

On the other hand WiFi undoubtedly covers small areas
comparing to WiMAX but many WiFi network deployments
in companies, industries, agencies and in many cases
domestic users, handle valuable confidential information
that cannot be compromised. In this case, WiFi security is
demanded to be as strong in performance as it happens with
the WiMAX mechanisms. Having said that, it is apparent that
WEP and WPA security, with RC4 encryption and shared-
key authentication, is not adequate to provide guaranteed
confidentiality, integrity and secure user-authentication.
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Table 1: WiFi and WiMAX security comparison.

(a)

IEEE Protocol WiFi

WEP WPA WPA2

A
u

th
en

ti
ca

ti
on

Method

Open System
Authentication

802.1X authentication 802.11X authentication with (RADIUS)
server. The EAP method used by IEEE
802.1X will support mutual
authentication, as the STA needs
assurance that the AP is legitimate.

Shared Key
Authentication

Shared Key Authentication

K
ey

D
er

iv
at

io
n

an
d

M
an

ag
em

en
t

Key Management
and short description

The keys from traffic
encryption are consisted
of the concatenation of
the 40 bit shared key and
the 24 bit IV for a 64 bit
key. Most of the vendors
use a 104 bit shared key
concatenated with the
24 bit IV to create a
124 bit key

TKIP. The 48-bit IV field is
used as MPDU TKIP
Sequence Counter (TSC).
TKIP uses key mixing
consisted of the Temporal Key
(TK), the Transmit Address
(TA), and the TSC for the
WEP seed. The WEP seed
produced from
the aforementioned
parameters operates just like
the WEP IV. Therefore,
assures that every data packet
is sent with its own unique
encryption key

Pairwise key hierarchy for unicast traffic
protection. The first key is the 256 bit
PMK. PMK derivation depends on the
authentication method. If 802.1X is used,
the PMK derives from server and the first
256 bits AAA key. If pre-shared key is
used, the password is used to create the
PMK. PMK generates the PTK from
PMK. From PTK three keys are derived.
(I) The 128 bit EAPOL KCK, for data
origin authenticity in the authentication
procedure. (II) The 128 bit EAPOL KEK.
(III) The 256 bit for TKIP or 128 bit for
AES-CCMP Temporal Key (TK) for
WPA2 traffic confidentiality. Group key
hierarchy for multicast and broadcast
traffic protection. The first key created is
the GMK. The key GTK. Its length is
256 bit with TKIP, and 128 bit for CCMP.
The TK derived from GTK is 256 bit with
TKIP, and 128 bit for CCMP and it is
used for confidentiality

C
on

fi
de

n
ti

al
it

y Traffic Key Encryption
Algorithm

None None

TK encryption: (I) RC4 with 128-bit
KEK. (II) With AES Key Wrap with
128 bit KEK.

Cipher Algorithms for
traffic Data and Key size

RC4 with 64 bit key
(WEP-40)

RC4 with 256-bit key. AES-CCM with 128 bit TK

RC4 with 128 bit key
(WEP-104)

Encrypted Frames MPDU + ICV MPDU + MIC + ICV MPDU + MIC

In
te

gr
it

y Integrity Algorithm 32 bit ICV with CRC-32
(i) 64 bit Michael MIC. (i) 64 bit CCM MIC for traffic messages

(ii) 32 bit ICV (ii-a) HMAC-MD5 with KCK,

(ii-b) HMAC-SHA1 with 128 bit KCK for
EAPOL 4-way handshake.

Protected Frames MPDU

[Michael MIC]: MSDU
Sender and Destination
Address (SA, DA), the MSDU
Priority, and the MSDU
payload

[MIC]: MPDU+ Additional
Authentication Data (AAD). The AAD is
comprised of the MPDU header, subfields
from MAC frame control, addresses from
source and destination fields, Sequence
Control (SC), QoS control field.

[ICV]: MPDU
[HMAC]: EAPOL 4-way handshake
messages
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(b)

IEEE Protocol WiMAX

802.16 802.16e

A
u

th
en

ti
ca

ti
on

Method
Privacy Key Management Protocol (PKM). Only
SS authentication with X.509 version 3 and RSA
public-key cryptography

2 PKM versions. V.1 is the 802.16 PKM, and V.2 is
more enhanced with mutual authentication option
(BS presents its certificate to SS). Two authentication
schemes can be used separately or combined: RSA,
EAP, RSA-EAP, EAP after EAP authentication. For
RSA, client authentication with X.509 v.3 certificates.
EAP uses credentials: X509 certificate for EAP-TLS,
or Subscriber Identity Module for EAP-SIM.

K
ey

D
er

iv
at

io
n

an
d

M
an

ag
em

en
t

Key Management
and short description

After Certificate approval, BS sends authorization
reply with Authorization Key (AK) encrypted
with client’s Public Key, and the Security
Association set Identity (SAID). From AK derives
KEK, HMAC KEY U, HMAC KEY D, (U for
uplink and D for downlink). The last two keys
used for the HMAC digest for management
messages. For every SAID, a TEK state machine is
responsible for key material usage. TEK sends
periodically messages for key content refresh.
TEK key material is used for uplink and downlink
encryption. BS maintains 2 sets of active AKs and
TEKs, old and new for each SAID. There is a 4-bit
AK sequence number increased by one for each
new AK. Additionally a 32-bit packet number
(PN). Both prevent replay attacks

AK in PKM v.2 operates as in PKM. In PKM v.2,
there two key material primary sources. For RSA, BS’
initial key material is the 256-bit pre-PAK (primary
authorization key). Pre-PAK gives 160 bit PAK and
160 bit EIK (EAP Integrity Key). PAK+EIK+SS MAC
address + BSID generate AK. For EAP only, the
initial key is the 512-bit Master Session Key (MSK)
and generates the 160 bit Pairwise Master Key
(PMK) and optionally the 160 bit EIK with MSK
truncation to 320 bits. From PMK+SS’ MAC address
+ BSID AK derives. For RSA-EAP, PAK and EIK
derive from RSA and PMK from EAP. AK is
generated from PAK XOR PMK+ SS’ MAC address +
BSID. For EAP after EAP, PMK1 and EIK derive and
from 2nd EAP PMK2 derives. PMK1 XOR
PMK2+SS’ MAC address and BSID, the AK derives.
From AK 3 keys derive: One is the 128-bit KEK and
the other two are: (I) The 160 bit HMAC KEY U
and HMAC KEY D, if HMAC is used, and (II) The
128 bit CMAC KEY U and CMAC KEY D, if CMAC
is used. If EAP only is used, the three
aforementioned keys will derive from EIK. All key
derivations are based on the Dot16KF algorithm

C
on

fi
de

n
ti

al
it

y Traffic Key Encryption
Algorithm

(i)112 bit 3-DES with 64 bit KEK, if TEK is 64 bits. (i) 112 bit 3-DES with 64 bit KEK, if TEK is 64 bits.

(ii) AES in ECB mode with 128 bit KEK, if TEK is
128 bits.

(ii) AES in ECB mode with 128 bit KEK, if TEK is
128 bits.

(iii) RSA encryption with SS’s public key if TEK is
128 bits.

(iii) RSA with SS’s public key if TEK is 128 bits.

(iv) AES Key Wrap with 128-bit KEK for 128-bit
TEK encryption.

Cipher Algorithms for
traffic Data and Key size

(i) DES- CBC with 56 bit TEK and 64 bit block
encryption along with 64 bit IV.

(i) DES in CBC mode.

(ii) AES in CCM mode with 128 bit TEK.

(ii) AES in CCM mode.

(iii) AES in CBC mode with 128 bit TEK.

Encrypted Frames MPDU + ICV MPDU + MAC (Message Authentication Code)

In
te

gr
it

y Integrity Algorithm

(i) DES-CBC mode for 64 bit ICV. (i) DES-CBC mode for 64 bit MAC.

(ii) AES-CCM mode for 64 bit ICV. (ii) AES-CCM mode for 64 bit MAC.

(iii) SHA-1 for HMAC. (iii) AES-CBC mode for 64 bit MAC.

(iv) SHA-1 for HMAC Digest.

(v) AES-CMAC value.

Protected Frames
[ICV]: MPDU + additional packet information. [MAC]: MPDU = additional packet information.

[HMAC]: Management messages. [HMAC]: Management messages.

[CMAC]: Management messages + additional
information.
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On the other hand, the Robust Security Network
Association (RSNA) with the 802.11i and the WPA2 does
provide a secure wireless network operation, and it is the
only security mechanism in WiFi that operates with AES
encryption, CCMP integrity mechanisms, key derivation and
management with EAPOL, and secured user-authentication
with the 802.1X protocol, that resembles with the strong
mechanisms that WiMAX uses.

5. Threat Model for WiFi and WiMAX Networks

Wireless networks face potentially more threats due to the
lack of physical infrastructure. Some of the consequences
of these attacks include the loss of proprietary information,
legal and recovery costs, and the loss of network service.
Network security attacks are typically divided into passive
and active attacks [17].

In passive attacks an unauthorized entity monitors the
traffic, but does not modify its content. Passive attacks are
divided in two categories.

(1) eavesdropping, where the adversary monitors the
transmissions between a station/SS and an AP/BS,

(2) traffic analysis where the adversary listens into the
transmission in order to obtain information from the
transmitted packet-flow.

In active attacks, the adversary proceeds to actions in
order to achieve his malicious intentions, using sometimes
information obtained from earlier passive attacks. Active
attacks can be divided in four categories.

(1) Masquerading (Spoofing). This type of attack is actu-
ally a man-in-the-middle attack, where an adversary
places himself between two parties and manipulates
the communication between them. There are two
types of spoofing: AP/BS, and MAC address spoofing.
In the first, the adversary pretends to be a legitimate
AP/BS and tricks users to join the rogue AP/BS
network and therefore gains access to information,
possible valuable for malicious purposes. With MAC
address spoofing, where the MAC address is used to
authenticate a station/SS, an adversary can replicate
the address of a user.

(2) Replay attacks. With this attack an adversary
reuses valid transmitted packets that he has inter-
cepted, without modifying the message during re-
transmission.

(3) Message modification attacks, where the adversary
tampers the content of legitimate messages.

(4) Denial-of-Service (DoS), where the adversary pre-
vents the normal network operation with various
ways in PHY and in MAC layer. In PHY layer the
attack methods are: (i) jamming, where a device
emits electromagnetic energy on the network’s fre-
quencies. The energy makes the frequencies unusable
by the network, causing a denial of service. (ii)
Scrambling, which is similar to jamming but it is

applied for short intervals of time and targeted to
specific frames or parts of frames, usually control
or management messages, in order to disturb the
normal network operation [15]. In MAC layer the
attack is implemented with the transmission of
messages, aiming to decrease the network efficiency.

5.1. WiFi Threat Analysis. The operation of WiFi for almost
a decade has revealed various serious security weaknesses
like cryptographic vulnerabilities, network exploitations and
denial of service attacks, which easily can compromise the
wireless network security.

5.1.1. Passive Attacks. The passive attacks in WiFi networks
can provide valuable information to adversaries. With
eavesdropping, it is possible to gain information about
the parties’ identity and the time they communicate. With
traffic analysis it is possible to analyze traffic patterns and
determine the content of communication, as short bursts of
activity could mean instant messaging and steady streaming
could reveal video conferencing. Additionally monitoring
and traffic analysis is the first step to proceed and break
cryptographic keys and thereby compromise the network
confidentiality and the authentication procedures. Passive
attacks, due to the characteristics of the wireless network, are
applicable to all WiFi schemes, namely WEP/WPA/WPA2,
since all packet traffic can be sniffed and stored.

5.1.2. Active Attacks

Key Cracking. As mentioned earlier, traffic analysis is the
first step to cryptographic keys cracking. Indeed, the IV
portion of the RC4 key is not encrypted, which allows
an eavesdropper by analyzing a relatively small amount of
network traffic to recover the key having the IV value known
with the advantage of the small 24-bit IV key space, and a
weakness in the way WEP implements the RC4 algorithm.
Thus, if two messages have the same IV, and the plaintext
of either message is known, it is relatively easy for an
adversary to determine the plaintext of the second message
[8]. Additionally, many messages contain common protocol
headers or other easily guessable contents, and therefore, it
is possible to identify the original plaintext contents with
minimal effort. Even traffic with sequentially increasing
IV values is susceptible to attack. There are 16.777.216
million possible IV values; on a busy WLAN, the entire IV
space may be exhausted in a few hours. When the IV is
chosen randomly, which represents the best possible generic
IV selection algorithm, by the birthday paradox two IVs
already have a 50% chance of colliding after about 212frames
[18, 19]. As analyzed before, the use of stream ciphers
is dangerous and therefore WEP and WAP face a serious
threat. With the implementation of AES-CCM with 128-
bit key in WPA2, the traffic data confidentiality is well
secured. Shared key authentication in WEP and WPA can
be breached quite easily. One way is a man in the middle
attack where an adversary eavesdrops, captures and views
the clear-text challenge value and the encrypted response.
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Then he can analyze with off-line brute-force or dictionary
attacks the clear-text and the encrypted challenge and thus
determine the WEP key stream. Moreover, authentication
attack can be achieved by injecting properly encrypted WEP
messages without the key [18]. Another problem with shared
key authentication is that all devices have to use the same
WEP key because WEP does not support key management
as WPA and WPA2 when they use 802.1X authentication
with EAPOL 4-way handshake. Therefore, if the key is
compromised, it needs immediately to be replaced from all
stations.

Masquerading: Spoofing. Another way to surpass authenti-
cation is the MAC address spoofing [10]. Even if the 48-
bit address is large enough to prevent brute force guessing,
methods for MAC address filtering and the fact that the
address is broadcasted freely in the wireless network, makes
it easy for an adversary to obtain it by sniffing the victim’s
communication. With various programs available to change
the MAC address in a PC network adapter within minutes,
even if the value in the hardware is encoded and cannot be
changed, the firmware value can be altered [20]. Moreover,
due to the fact that the AP is not authenticated to the
station, an adversary can masquerade a legitimate AP and
spoof a station to join the malicious network. The 802.1X
supports mutual authentication and therefore the station
is secured that the AP is legitimate. On the other hand,
802.1X with EAP-TLS prevents an adversary from forging,
modifying, and replaying authentication packets, provided
mutual authentication is used. Nevertheless, during the 4-
way handshake a session hijacking is possible after the 3rd
message sent from AP for successful EAP. At this point,
the adversary sends a disassociation management frame to
the station-victim to get disassociated, while the 802.1X
state machine of the authenticator still remains in the
authenticated state. The consequence of this is the network
access gaining from the adversary using the MAC address
of the authenticated supplicant [21]. Besides that, 802.1X
authentication is a very strong authentication mechanism
and undoubtedly is preferred in WLANs.

Replay Attacks. WEP does not provide protection against
replay attacks because it does not include features such as an
incrementing counter, nonce, timestamps that could detect
replayed messages immediately. In WPA/WPA2 the 48-bit
unique number for each packet is sufficient to prevent replay
attacks.

Message Modification. Except from the confidentiality
breaching of the implemented algorithms, the integrity
algorithm, the CRC-32 can be tampered with bit flipping
attacks, since an adversary knows which CRC-32-bit will
have to change when message bits are altered even if the
CRC-32 ICV is encrypted, because a property of stream
ciphers, such as WEP’s RC4, is that bit flipping survives
the encryption process, as the same bits flip whether or not
encryption is used [22]. Michael MIC on the other hand
prevents an adversary from inserting modified messages.

Even if the adversary intercepts a packet and forwards it
to the victim-station later with a valid encrypted MIC,
the station will check that the PN is out-of-order and the
packet will be discarded. With CCM the integrity of the
message is much more secured because besides the payload,
CCM authenticates Additional Authentication Data (AAD)
as MAC frame control, Sequence Control (SC), addresses
from source and destination fields, making thus the message
modification impossible, even in the fields sent clear in
the air. Additionally message authentication in EAPOL
4-way handshake provides a secure way to key distribution.
Although 802.11i protects data frames, it does not offer
integrity protection to control or management messages. An
attacker can exploit the fact that management frames are
not authenticated, and thereby, he can use such messages
to destabilize the normal network operation. A message
modification threat concerning all WiFi schemes is the IP
redirection attack. In this attack the AP acts a router with
internet connectivity, which is usually the case, and the
adversary all it has to do is to sniff an encrypted packet off
the air [18], modify it by giving it a new IP destination, and
redirect it to an address belongs to him. Later on, the AP will
decrypt and send the packet to the new malicious destina-
tion, where the adversary can read the packet in the clear.

DoS Attacks. DoS attacks in WiFi can cause serious implica-
tions in the network efficiency. In the PHY layer, jamming
can affect the network operation not only intentionally by an
adversary, but from other WLANs transmitting in the same
frequency, which is something possible since channels in the
ISM band are very few. In the MAC layer, the availability
can be suspended with flooding attack, where the adversary
takes advantage of the CSMA/CA mechanism by constantly
transmitting many short-length packets in a fast rate. The
effect of this effort is that each station within the network
range assumes that the medium is busy and, therefore, each
station listens to the medium and waits patiently for its
turn to transmit for as long the adversary uses this attack.
The implementation of this attack can be achieved easily
[23] by placing a wireless network interface card into a
test mode where it continuously transmits a test pattern.
Another DoS threat is the De-authentication attack, where
the adversary, as a legitimate AP, uses the deauthentication
message to all stations ordering them to quit the network.
The attack is successful since the AP address has been found,
which is easy as it is transmitted in the clear, and the
adversary has only to listen to the medium and obtain it
[24]. With the address available, the adversary transmits the
de-authentication message as a legitimate AP. Consequently,
every station gets misled and stops communication with
the network, having again to repeat the authentication
procedure. Another threat is packet removal by an adversary
and thus prevention from reaching its destination. This
can be done if the adversary interferes in the reception
process by causing CRC errors so that the receiver drops
the packet. Additionally, if the adversary uses a bidirectional
antenna, he can delete the packet on the receiver’s side, and
simultaneously using another antenna to receive the packet
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for himself if he wants so [10]. The aforementioned DoS
attacks can be implemented in every WiFi scheme.

5.2. WiMAX Threat Analysis. The security in IEEE 802.16-
2004 and 802.16e standards is one of the most important
issues in the protocol architecture. The implementation of
strong and efficient mechanisms makes the WiMAX security
very efficient. Nevertheless, in this short period of their
existence, various weaknesses have emerged. Some of the
possible threats are similar to the ones that WiFi faced; this
observation stresses on the importance of the WiFi threat
analysis and the prevention measures that can be taken for
WiMAX. Of course, threats in WiFi did not appear right
after the introduction of the standards; it took a long period
of efforts and computing time from hackers, Government
Agencies, Universities, and Research Institutions to reveal the
security vulnerabilities issues. This is very important because
WiMAX is new and not sufficiently operated to reveal the
actual weaknesses it might face, making thus the threat
analysis evaluation based on WiFi attacks and estimated
vulnerabilities from the new mechanisms of the standard.

5.2.1. Passive Attacks. As mentioned earlier, passive attacks
are achievable in a wireless network during packet transmis-
sion. Eavesdropping and traffic analysis threats can be used
to determine the behavior of an entity about the transmitting
times. Moreover, due to the fact that management messages
are sent in the clear, they can provide valuable information
about the location of the SS at a certain period of time [15].
Additionally monitoring and traffic analysis is necessary to
proceed with cryptographic keys cracking to compromise the
confidentiality and authentication mechanisms.

5.2.2. Active Attacks

Key Cracking. Cryptographic immunity in WiMAX is based
on the fact that the AK remains secret between the BS and the
SS. If this is not the case, security is breached. Therefore, the
AK generation mechanism and the AK generation material
are two important issues. The AK creation according to
the standard is assumed to be random with the usage of a
uniform probability distribution; if this is the case, it must be
explicitly defined. Another important matter is the key mate-
rial used for the AK generation. The standard defines the
BS responsible for the AK creation. The potential problem
is if the random number generator appears specific bias to
expose the AK. The same issue appears with TEK generation,
as the standard fails to specify that the TEK is created using
a uniform probability distribution and a cryptographic-
quality random number generator [12]. TEK’s lifetime is
important if the usage period is approaching its maximum
value (7 days) and the DES-CBC cipher is implemented. In
1998, the Electronic Frontier Foundation [13, 25] broke a
DES encryption in less than three days period, using a DES
cracker-machine with a structure costing less than 250.000$.
It is obvious that after a decade where computation efficiency
is enormous and the hardware costs are constantly decreased,
the DES cipher should be considered weak. DES uses a

64-bit block size. One theorem [12] describes that a CBC
mode using a block cipher with an n-bit block cipher loses
its security after operating on 2n/2 blocks with the same
encryption key. Therefore, with n = 64, the maximum safely
protected 64-bit blocks are 232. With an average throughput
of 10 Mbps the 232 blocks are produced within 7.6 hours
approximately and thereby if TEK’s lifetime is at the default
value, namely 12 hours, the security can be compromised.
Furthermore, the CBC mode requires a random IV to ensure
security but the standard uses a predictable IV [12]. On
the other hand, AES with key size of 128 bits, and the
consideration of the current and the projected technology,
makes brute-force attacks impractical [13]; thereby, the usage
of AES-CCM and additionally the AES-CBC for the 802.16e,
makes data traffic secured. Nevertheless, AES-CCM faces
a potential threat when the key-PN combination is used
more than once; the reason is that two packets encoded
with the same key-PN combination eliminate the security
guarantees of the CCM mode. To prevent this, the new key
request as described in the standard, demands renewal when
more than half of the available numbers of the 32-bit PN
have been exhausted. Finally, TEK encryption is well secured
with all encryption schemes. Considering though energy
consumption, the RSA encryption of TEK with SS’s public
key and the calculating cost, makes this scheme useful only
if for some reason the KEKs cannot be usable for a period of
time.

Masquerading: Spoofing. In case of unilateral and not mutual
authentication, a rogue BS can masquerade a legitimate
BS and spoof a number of SSs by using the BS’s address,
stolen over the air by intercepting management messages.
Nevertheless, since the adversary has to transmit during the
legitimate transmission, the procedure is more difficult due
to the time division model [15]. Moreover, the signal of the
rogue BS must be stronger from that of the legitimate BS. If
this is done, the adversary waits until a time slot is allocated
to the legitimate BS and commences the attack. As in WiFi,
the threat of MAC address spoofing is viable. As it is defined
in the standard, each SS has a 48-bit MAC address burned
into the firmware and it is used as verification element during
authentication procedure from the BS. Currently all 802.16
based network equipment is in the form of standalone units,
where MAC address modifications require changes at the
firmware level which is difficult unless aid if provided from
the manufacturer [20]. Unfortunately this will change since
one of the WiMAX Forum members, Intel, announced that
it plans to sell IEEE 802.16 compliant chipsets inside laptops
[26]. If this is to be implemented, spoofing a MAC address
will be easy for WiMAX as it is for WiFi.

Replay Attacks. The PKM v.1 authentication protocol is
susceptible to replay attacks since the first and the second
message from the SS, and the third message from the BS,
do not provide any freshness with nonce or time-stamping,
nor implement any message authentication scheme. If the
adversary replays any of the three messages the receiver,
either the BS or the SS, cannot determine who really the



22 Journal of Computer Systems, Networks, and Communications

sender is. Despite the fact that replay authentication messages
attacks cannot expose the strongly encrypted AK, it can lead
though to a severe result. The reason is that if BS has a
timeout value to reject authorization requests (Auth-REQ)
from the same SS within a certain period of time, the rightful
request from the victim SS will be ignored and thereby leads
to Denial of Service (DoS). In case where the BS accepts the
requests, a new AK generation will take place continuously
leading to exhaustion of the BS’s capabilities [27]. In PKM
v.2 RSA authentication, the BSNonce along with the SSNonce
from the second message ensure freshness against replay
attacks on the third message. Nevertheless, a replay attack on
the second message just as described before in PKM v.1 is
possible since the BS cannot realize that the SSNonce is not
fresh. A replay attack can appear in both PKM SA-TEK 3-
way handshake versions. In PKM v.1, a request message sent
from a SS at an earlier time can be constantly replayed by an
adversary, forcing the BS to reply with new TEK key material,
exhausting thus the BS’s capabilities. Nevertheless, message
replay attack cannot succeed anytime. The threat is successful
only if the used for the replay attack intercepted message
had the same AK during the actual time of the attack. That
is, each message is authenticated with an HMAC digest; if
the HMAC KEY U used for the digest during the message
creation, derived from a different AK than the current, the
digest would not match and the message would be discarded,
leading thus to a failed replay attack. Unfortunately, AK’s
lifetime ranges between 1 to 70 days with default value the
7 days, making thus the attack very possible for a long period
of time. In PKM v.2 the replay attack cannot succeed because
of the BSNonce in the SA-TEK challenge message. Since
the fact that the BS sends SA-TEK challenges with different
nonce, the adversary cannot succeed if he replays the SA-
TEK request message, because the BSNonce in the replayed
message is not longer valid and thereby, the message will be
discarded from the BS. The data traffic is also secure from
replay attacks, since each packet has a 32-bit number (PN)
preventing from repeated packet numbers.

Message Modification. Authentication and integrity protec-
tion in each MPDU payload with DES-CBC, AES-CCM,
and additionally AES-CBC for PKM v.2 makes message
modification a failed attack. Moreover, management message
authentication with HMAC and CMAC is secured to modi-
fication. Another weak point appears in the third message
sent by the BS in PKM v.1 authentication procedure where
message integrity mechanism does not exist. A man in the
middle attack is possible to intercept and modify the third
message, causing a serious DoS attack. Since that the message
does not have any integrity mechanism the adversary can
modify the encrypted AK and send it to the victim SS. The
SS will decrypt a different AK from the initial legitimate
key generated from BS. The usage of the wrong AK key
from the SS will lead to the creation of non-legitimate KEK,
HMAC KEY D, HMAC KEY U keys, and consecutively to
the decryption from the SS of the TEK sent from the BS
with a wrong KEK. As a consequence, the communication
between SS and BS will be impossible, since all management

messages sent from SS will have different HMAC digests and
they will be discarded from BS and vice versa, and moreover,
the data traffic encryption-decryption procedure with TEK
will lead to the impossible revelation of the plaintext. The
problem is fixed in PKM v.2 since the BS uses RSA signature
to ensure the integrity of the message and thereby any
modification on the encrypted AK will be known to the
SS, since the signature comparison from the BS and the
signature of the modified message from SS will be different,
and therefore the message will be discarded. Leaving aside
the secure message authentication implemented in WiMAX,
replay and message injection attacks face another difficulty—
the timing and the synchronization to inject a message.
The adversary has to find an open slot in the schedule
and get prepared for his transmission. Even if the adversary
knows the propagation delay as a part of the initialization
procedure, when he has to inject the message from a
BS, he does not know how much propagation delay will
meet. Moreover, the adversary has to surpass the stateful
characteristic of the WiMAX MAC layer. MAC accepts
messages only at certain times, and thereby, it will not
respond to messages exceeding this period of time [20].
Therefore, the aforementioned difficulties make replay and
message injection a very difficult task to do.

DoS Attacks. WiMAX like every wireless network is sus-
ceptible to jamming and scrambling. Nevertheless jamming
can be detected quite easily and cannot affect the network
severely. Scrambling as mentioned, targets selective control
or management messages in order to destabilize the normal
network operation, especially when they are time sensitive
messages such as channel measurement report requests or
responses, which are not delay tolerant. Moreover slots of
data traffic can be scrambled, forcing the victim-users to
retransmit. Scrambling though needs to surpass important
technical difficulties to be successful. The reason is that
the adversary must interpret control information and send
noise during specific intervals [15]. As shown in WiFi, a
deauthentication attack leads to serious DoS. In WiMAX
the corresponding message is the Reset Command (RES-
CMD) message, where the SS upon receiving this message
begins complete reset. An exploitation of this message by
an adversary is not possible since the specific management
message is authenticated, and thus, a serious DoS attack
is prevented. Nevertheless, through the authorization state
machine and the Auth Invalid message, a similar DoS attack
is possible. The Auth Invalid message can be exploited by an
adversary for the flowing reasons.

(i) It is not authenticated and thus can be easily created.

(ii) The message will be accepted from the SS at anytime.

(iii) The message does not utilize the PKM Identifier serial
number, and therefore the SS will not discard it as a
message with an unmatched Identifier field.

Thereby, if the adversary attacks with this message, it causes
a SS transition from the Authorized state to the Reauth Wait
state. When the Reauth Wait timer expires, a Reauth Request
is sent by the SS, requesting another chance to rejoin the
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Table 2: WiFi and WiMAX threat analysis comparative overview.

(a)

IEEE Protocol WiFi

WEP WPA WPA2

Pa
ss

iv
e

at
ta

ck
s

Eavesdropping
Cannot be avoided. Cannot be avoided. Cannot be avoided.

(i) Traffic patterns can determine
the content of communication
(Video conferencing, Instant
messaging)

(i) Traffic patterns can determine
the content of communication
(Video conferencing, Instant
messaging)

(i) Traffic patterns can determine
the content of communication
(Video conferencing, Instant
messaging)

(ii) Station’s and AP’s MAC
address interception

(ii) Station’s and AP’s MAC
address interception

(ii) Station’s and AP’s MAC
address interception

Traffic analysis Cannot be avoided Cannot be avoided Cannot be avoided

A
ct

iv
e

at
ta

ck
s

Key cracking RC4 key cracking very possible RC4 key cracking very possible
AES provides safety—No key
cracking possible

User-
Authentication
Breaching

(i) Shared key authentication weak
due to RC4 (Brute force,
dictionary attacks)

(i) Shared key authentication weak
due to RC4

(i) Firmware change leads to
authentication breaching

(ii) Firmware change leads to
authentication breaching

(ii) Firmware change leads to
authentication breaching

(ii) 802.1X very secure

(iii) 802.1X very secure

Masquerading
(Spoofing)

(i) Station masquerading (i) Station masquerading
802.1X authentication very strong
but session hijacking is possible
after the 3rd message from the AP
for successful EAP

(ii) AP masquerading (ii) AP masquerading (When
802.1X is not used)

Replay attacks
Yes, no mechanism to prevent
replay attacks

48-bit TKIP sequence counter
(TSC) to prevent replay attacks

48-bit packet counter to prevent
replay attacks

Message
modification
attacks

CRC-32 weak to prevent such
attacks

(i) CRC-32 weak to prevent such
attacks

CCMP provides safety in
modification attacks

(ii) MIC prevents such attacks on
MSDU

DoS attacks
(PHY layer)

Jamming Jamming Jamming

DoS attacks
(MAC layer)

(i) Network block with CSMA/CA
exploitation

(i) Network block with CSMA/CA
exploitation

(i) Network operation blocking
with CSMA/CA exploitation

(ii) De-authentication attack (ii) De-authentication attack (ii) De-authentication attack

(iii) Deliberate CRC errors (iii) Deliberate CRC errors

(b)

IEEE Protocol WiMAX

802.16 802.16e

Pa
ss

iv
e

at
ta

ck
s

Eavesdropping
Cannot be avoided. Cannot be avoided.

(i) Information disclosure of the SS’s location
at certain period of times due to the fact that
management messages are sent in the clear

(i) Information disclosure of the SS’s location
at certain period of times due to the fact that
management messages are sent in the clear

(ii) SS’s and BS’s MAC address interception (ii) SS’s and BS’s MAC address interception

Traffic analysis Cannot be avoided Cannot be avoided
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(b) Continued.

IEEE Protocol WiMAX

A
ct

iv
e

at
ta

ck
s

Key cracking

(i) With DES-CBC there is possibility of
cracking if TEK

(i) With DES-CBC there is possibility of
cracking

(ii) With AES-CCM, threat if PN-key
combination is used more than once

(ii) With AES-CCM, threat if PN-key
combination is used more than once

(iii) TEK encryption well secured (iii) With AES-CBC, no key cracking possible

(iv) TEK encryption well secured

User-Authentication
Breaching

If network equipment stop being standalone
units, as it is the case now, and instead 802.16
compliant chipsets take their place inside
laptops, as it was announced from WiMAX
forum members, the change of Firmware can
lead to authentication breaching

If network equipment stop being standalone
units, as it is the case now, and instead 802.16
compliant chipsets take their place inside
laptops, as it was announced from WiMAX
forum members, the change of Firmware can
lead to authentication breaching

Masquerading
(Spoofing)

(i) SS’s MAC address spoofing (i) SS’s MAC address spoofing

(ii) Lack of mutual authentication could lead
to BS’s spoofing

(ii) Lack of mutual authentication with PKM
v.1 could lead to BS’s spoofing

Replay attacks

(i) In PKM authentication, replay attack on the
2nd and 3rd message

(i) In PKM v.1 authentication, replay attack on
the 2nd and 3rd message

(ii) In SA-TEK 3-way handshake replay attack
possible if AK hasn’t changed

(ii) In PKM v.1 SA-TEK 3-way handshake
replay attack possible if AK hasn’t changed

(iii) In PKM v.2 authentication, replay attack
on the 2nd message

Message modification
attacks

(i) Message modification of the 3rd message in
PKM of the encrypted AK

(i) For data traffic integrity, DES-CBC,
AES-CCM and AES-CBC mode ensure safety
on message modification attacks(ii) For data traffic integrity, DES-CBC and

AES-CCM mode ensure safety on message
modification attacks

(ii) The HMAC and CMAC protected
Management messages are safe on
modification attacks(iii) The HMAC protected Management

messages are safe on modification attacks

DoS attacks (PHY layer)
(i) Jamming (i) Jamming

(ii) Scrambling (on control and management
messages)

(ii) Scrambling (on control and management
messages)

DoS attacks (MAC layer)

(i) Message modification of the 3rd message in
PKM

(i) Message modification of the 3rd message in
PKM v.1

(ii) Replay attacks on 2nd message in PKM
authentication

(ii) Replay attacks on 2nd message in PKM v.1
and v.2 authentication

(iii) Replay attack in SA-TEK 3-way
handshake, if AK hasn’t changed

(iii) Replay attack in PKM v.1 SA-TEK 3-way
handshake, if AK hasn’t changed

(iv) DoS attacks with Reset Command
(RES-CMD) management message

(iv) DoS attacks with Reset Command
(RES-CMD) management message

(v) DoS attacks with Ranging Response
(RNG RSP) set to value 2 [Abort]

(v) DoS attacks with Ranging Response
(RNG RSP) set to value 2 [Abort]

network. The period of the Reauth Wait timer is measured
in seconds and if additionally an Auth Reject message is
sent at this point, it will lead the SS to the Silent state
where it ceases subscriber traffic, responding only to BS’s
management messages [20]. The usage of the Auth Reject
message is achievable since that it is not authenticated as
well. The Ranging Request (RNG-REQ) message is the very

first message sent by an SS seeking to join a network where
the SS requests transmission timing, power, frequency and
burst profile information. RNG-REQ is also sent periodically
for SS’s adjustments. Moreover, the BS can use this message
when it demands uplink and downlink channel changing,
power transmission modifications and finally, termination
of all transmissions and MAC re-initialization of a SS. It
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is obvious that if this message could be exploited by an
adversary, it would cause a serious DoS attack. Unfortu-
nately, this message is not encrypted, authenticated and it is
stateless, making it thus a candidate for DoS attack. Thereby,
an adversary can spoof a specific SS by sending an RNG-RSP
message, with the ranging status field set to value 2, which
means “abort” [20]. The SS’s address can be easily obtained
by sniffing the channel IDs it uses.

5.3. WiFi-WiMAX Threat Analysis Overview. In this entity
with the aid of the following table (see Table 2) we present a
summary of the possible threats that WiFi and WiMAX could
face during the network operation.

In WiFi, the establishment of the Robust Security
Network Association (RSNA) with the 802.11i founds the
implementation of a really secure wireless network oper-
ation. The pre-RSNA period with WEP and WPA, and
the implementation of RC4 encryption in the information
confidentiality (privacy) and the user authentication opera-
tion, is not secure and easily can be breached. Additionally,
the CRC32 checksum cannot guarantee the information
integrity of the MPDU’s. Moreover, the often key renewal is
not an easy task because it requires a key method delivery
which is out of the pre-RSNA WiFi operation. On the
other hand, the RSNA period forms a secure operation of
WiFi. The usage of the AES-CCMP encryption scheme in
the confidentiality (privacy) of the information makes key
cracking impossible, The CCMP implementation guarantees
the integrity of the MPDU along with some Additional
Authentication Data (AAD), and the 802.1X authentication
provides secure key management and user authentication
procedure. Nevertheless, due to the nature of the protocol
architecture, the RSNA appears the same weaknesses like
WEP and WPA, with two important DoS attacks:

(i) transmission prevention with the fast and constant
transmission of short packets, taking advantage of the
CSMA/CA algorithm operation,

(ii) De-Authentication attack which uses the ability of the
MAC address forging with a simple firmware change.

As mentioned before, WiMAX implements much more
enhanced security mechanisms to prevent any possible
threats. Leaving aside the specific cryptographic suites that
WiMAX uses, the protocol architecture can be characterized
with two important features: (a) MAC has a connection-
oriented architecture, assigning each slot to a certain con-
nection, each one belonging to various services, like network
management and data transport, all of which implement its
own security parameters, (b) the stateful characteristic of the
WiMAX MAC layer where MAC accepts messages only at
certain times, rejecting thereby messages exceeding a defined
period of time.

The aforementioned characteristics prevent many Denial
of Service attacks, as described in the threat analysis section,
make any connection exploitation and message injection
extremely difficult. In addition to the sophisticated MAC
operation, the WiMAX implemented security mechanisms
enhance even more the network security. It is apparent from

the detailed description of the WiMAX security mechanisms
that user-authentication becomes secure with the X.509
certificates and the RSA asymmetric encryption, especially
with PKM v.2 where mutual authentication is needed.
Nevertheless, the 802.16 PKM authentication, as shown
before, appears some flaws that could lead to some DoS
attacks. The confidentiality and the integrity with WiMAX
are well secured, although the TEK lifetime could be an
issue when DES-CBC is used for data traffic encryption.
Even if some management messages implement integrity
mechanisms with HMAC of CMAC digests, and thus
provide protection on modification attacks, the lack of the
implementation to all management messages as shown could
lead to serious DoS attacks. As a conclusion it can be stressed
that WiMAX implements strong security mechanisms, much
more enhanced from WiFi, especially with the 802.160e
standard which is used for full mobility characteristics.

In the case of mobility though, an important issue should
be determined that concerns the hand-over procedure of a
mobile station. The hand-over mechanism is not defined
in the 802.16e protocol and it is extremely important to
be the fast, secure at the key exchange and the probable
authentication procedure, and finally, seamless in real-time
applications during the mobile station transfer from one
Base Station to another.

6. Guidelines for Secure WiFi and
WiMAX Networks

From the WiFi and WiMAX threat analysis, we concluded
that WiMAX implements stronger security mechanisms and
succeeds to block most of the threats in a wireless network.
Nevertheless some weaknesses still exist in WiMAX as well;
in the following, we will try to identify the recommendations
for WiFi and WiMAX, on how specific mechanisms should
be used, how specific security options shall be set and if new
security mechanisms, additional to the ones available with
WiFi and WiMAX, are needed in order for the network will
operate more securely and robustly.

Passive attacks in any wireless network are unavoidable
since all messages are transmitted freely in the air. If
the network is to ensure the confidentiality of the data
traffic by implementing strong encryption schemes as it is
recommended later we could minimize the risks of passive
attacks.

6.1. Guidelines for WiFi Networks

6.1.1. WEP Security. Threat analysis showed how insufficient
is WEP security. The possibilities to enhance security are
limited, and if WEP is the only available solution the only
thing that can be done to enhance security is the constant
key renewal is short periods of time (i.e., each day).

6.1.2. WPA Security. The usage of RC4 encryption faces the
same important security issue as described in WEP, even
if TKIP uses a different key for each MPDU encryption.
Therefore, confidentiality and user shared-key authentica-
tion could be compromised as well. The only thing that can
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be done, as well as in WEP, is the often key renewal in short
periods of times.

In case where WPA can implement the AES-CCMP
encryption-integrity security scheme, it is important to be
the selected choice in order to provide secure confidentiality
and integrity of the transmitted information.

With MIC (Michael) and the TSC operation, WPA
succeeds to protect the integrity of MSDUs and the replay
attack threat.

User authentication is well secured if the 802.1X authen-
tication is to be used.

6.1.3. WPA2. As noted before, the implementation of the
802.11i protocol in WPA2 defines the Robust Security
Network Association era where WiFi networks can be
considered very safe. The confidentiality is totally guaranteed
with AES encryption, while integrity is likewise secured
with the CCMP implementation of the AES-CCMP scheme,
where besides the MPDU, some additional authentication
data (AAD) are protected as well. As mentioned with WPA,
the 802.1X authentication ensures secured authentication
procedure.

Nevertheless, as described in threat analysis, 802.1X can
face a serious threat that could lead to a user-authentication
breaching, and to a DoS attack with the transmission of
a De Auth message (Deauthentication attack). This attack
appears in each WiFi security scheme and the reason is the
lack of authentication in the De Auth message.

Therefore in order to prevent this threat, a modification
in the WPA and the WPA security operation can be
implemented when the 802.1X authentication is used. With
801.X and the EAPOL operation, both parties-Station and
AP, possess the 128 bit EAPOL Key Confirmation Key (KCK).
This key is used for data origin authenticity and it can be used
in the De Auth message authentication in order to determine
that the message not only left from the AP with the specific
MAC address that could be changed as shown before, but
it must have a legitimate digest produced with the KCK key
from the authentic AP, and only the Station can confirm it.

6.2. Guidelines for WiMAX Networks

6.2.1. General Guidelines. WiMAX has already shown some
cryptographic vulnerabilities; some of them can be fixed if the
following issues and specific cipher suites are followed.

(i) Random Number Generation. A random AK and TEK
generation with the usage of a uniform probability distribu-
tion without any bias is needed. Such a generator must be
explicitly defined by the implementation [12]. Additionally,
the random number could be a concatenation of two random
numbers created from the BS and the SS respectively. This
would prevent any possible bias if the random generation is
done only by the BS.

(ii) The Lifetime of Keys (AK, TEK). Since it is understood
that short-time key generations will affect the network
operation by keeping the BS busy more often with key

renewals, the AK can be left at its default value (7 days) and
below since the strong encryption (RSA—public key) is used
and it cannot reveal the AK easily. Similarly TEK’s lifetime
should be set not more than its default value 12 hours. This
is an acceptable lifetime to ensure that TEK’s immunity to
key-cracking is guaranteed. It should be noted that increasing
the lifetime of keys, may have some (relatively small) positive
impact on performance, it does though increase significantly
the exposure to key attacks.
The WiMAX forum defines two system profiles; one based
on the 802.16-2004 revision of the IEEE 802.16 standard and
the other based on the 802.16e amendment. The first targets
the requirements of the fixed and nomadic market, and is the
first to be commercially available. The 802.16e version has
been designed with portable and mobile access in mind, but
it will also support fixed and nomadic access. Thereby, since
the cryptographic suites for two system profiles are different,
we will also differentiate the security planning guidelines.

6.2.2. Guidelines for the 802.16-2004 Profile. The following
security mechanisms should be selected for the 802.16-
2004 profile in order to ensure strong authentication,
confidentiality and integrity.

(i) Data Traffic Confidentiality and Authenticity. the AES-
CCM mode should be implemented with 128-bit TEKs,
ensuring a strong encryption mechanism. Additionally CCM
provides extra data origin authentication for some data
outside the payload. If DES-CBC mode is to be implemented,
though, it is important to generate an IV randomly with a
uniform probability distribution for each packet to ensure
secured encryption.

(ii) TEK Confidentiality. Either 3DES or preferably AES-ECB
will provide strong security. RSA public key encryption is not
recommended due to large computational costs. It can be
implemented though if for some reason the KEK production
or the usage is problematic.

(iii) Integrity. HMAC with SHA-1 is the only applicable
management message integrity mechanism, but ensures
message authenticity.

The following modifications could enhance the security
offered by the 802.16-2004 profile.

(i) Signature on the Third Message. during authentication for
integrity protection with the SS’s RSA public key and SHA-
1 or MD-5 hash algorithm for message modification pre-
vention. Additionally, time-stamping in the second and the
third message is required for replay attack protection. Nonce
is not recommended as showed since that the SSNonce in
the second message does not prevent a continuous replay
attack. Even if the computational cost for the signatures and
the time-stamping is increased, it is a onetime procedure for
the whole session and it is imperative to be implemented to
ensure secure authentication.
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(ii) Mutual Authentication. solution prevents masquerading
attacks. Therefore, the BS shall present its certificate within
the third message as in RSA PKM v.2.

(iii) Time-Stamping in SA-TEK 3-Way Handshake. in a
similar way with the authentication procedure, a time-
stamping should be added in the messages to prevent replay
attacks. With this feature, the SA-TEK 3-way handshake will
be secured.

(iv) Authenticated Management Messages. In order to pre-
vent DoS attacks, which cause obstruction in the normal
operation of the management messages, all management
messages should be authenticated.

6.2.3. Guidelines for the 802.16e Profile. The second system
profile, the 802.16e includes all the security schemes that are
implemented in the 802.16-2004 standard profile. Therefore,
all the security enhancements discussed in the previous
section should also be considered with the 802.16e profile in
the case where PKM v.1 is to be used.

The 802.16e has stronger and more efficient security
mechanisms and thereby the PKM v.2 protocol should be
used wherever possible. In this case the security planning
guidelines are the following.

(i) RSA along with EAP. authentication provides strong
security with mutual authentication. The EAP scheme is not
defined within the standard but the EAP-TLS or EAP-SIM
should be implemented. It is recommended that even if
the authentication procedure demands extra computational
cost and time, it must be used because it ensures safe
authentication.

(ii) Data Traffic Confidentiality. The AES-CCM or the AES-
CBC mode with 128-bit TEK provides strong encryption.
Additionally, CCM or CBC provides secure data integrity.

(iii) TEK Confidentiality. The AES Key Wrap is preferable
because it is specifically designed to encrypt key data, and
the algorithm accepts both the ciphertext and the ICV. If it
cannot be implemented, either 3DES or preferably AES-ECB
mode will provide secured TEKs.

(iv) Message Authentication. The hash AES-CMAC value
is the strongest integrity mechanism because except the
management message, it is calculated over additional fields
like the 64-bit AKID, the 32-bit CMAC PN counter, and the
16-bit connection ID. Thereby it is the preferable solution
for secure message authentication. Of course HMAC can be
selected if AES-CMAC cannot be implemented.

Additional modifications in PKM v.2 are suggested in the
following areas.

(i) Although RSA in PKM v.2 implements nonce for
the second and the third message, as described in
the section on WiMAX threat analysis, the second

message remains exposed to replay attacks. Time-
stamping must be used instead of nonce in order
to ensure replay attack protection. In additionally,
RSA signatures in authentication messages should be
added to prevent message modifications.

(ii) All management messages should be authenticated.

Also, it is clear that the standard misses to define as secure
seamless hand-off mechanism. In the following we describe
such a mechanism which if implemented will enhance the
security of mobility processes.

7. Open Issues and Conclusions

The first target of this work is to analyze and compare the
WiFi and WiMAX wireless network security. An important
conclusion from this comparison is the highly sophisticated
design of the WiMAX networks. An important reason is the
operational characteristics of the WiMAX networks, covering
large areas and serving many more users than a WiFi network
does. Nevertheless, the protection of the information cannot
be relevant to the aforementioned characteristics and every
security mechanism should guarantee it. Therefore, having
WiMAX security as a pattern, it can be said that WPA2
implements similar strong security characteristics and it is
the only secure solution in a WiFi network.

The second target of this work is the threat analysis
of WiFi and WiMAX. The conclusions from this analysis
present similar results as above. In WiFi an important
number of threats can create serious problems, where in
WiMAX most of these threats are prevented. The reason is
the enhanced security mechanisms of WiMAX, along with
the operational characteristics of MAC layer. Of course, some
threats are still exist, especially in 802.16-2004 standard.
In addition to the already defined possible threats, in this
work we indicated a weak point in the 802.16 authenti-
cation procedure with the message modification attack in
the third message sent from the BS and we propose the
implementation of the 802.16e authentication mechanism in
the guidelines to fix it.

The highest level of security is met in the 802.16e
standard, where most of the 802.16-2004 standard security
issues are fixed, and simultaneously, supports the mobility
feature which is very important in the contemporary way of
life. Nevertheless, it leaves two important matters open as far
as security is concerned. The first is the implementation of
the EAP mechanism. As noted, all EAP applications need
to specify mandatory-to-implement algorithms to ensure
security and mutual authentication. The second issue is the
mechanism to ensure soft HO. Even if WiMAX Forum [7]
expects that the initial products will support only simple
mobility with hard HOs, which are less complex than soft
HOs, but they have a high latency and increased energy
consumption. The 802.16e will finally implement full mobil-
ity, mobile VoIP, and real-time applications. Security issues
remain open for this implementation as pre-authentication
procedure is out of the scope of the standard. Nevertheless,
a seamless, fast and secure way of key management and
transfer during pre-authentication with the aim to avoid a
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full repeated authentication procedure, ensuring a smooth
transcend from the serving BS to the target BS, remains an
open matter.

The demand for wireless broadband access is growing
fast and the success is highly dependent on the security it
is provided. The implementation of the security guidelines
for WiFi and WiMAX networks as described before will
prevent any possible threats, enhance and fix indicated flaws,
and form a safe environment where wireless communication
shall be embraced from users.
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Heterogeneous wireless networks based on varieties of radio access technologies (RATs) and standards will coexist in the future.
In order to exploit this potential multiaccess gain, it is required that different RATs are managed in a cooperative fashion. This
paper proposes two advanced functional architecture supporting the functionalities of interworking between WiMAX and 3GPP
networks as a specific case: Radio Control Server- (RCS-) and Access Point- (AP-) based centralized architectures. The key
technologies supporting the interworking are then investigated, including proposing the Generic Link Layer (GLL) and researching
the multiradio resource management (MRRM) mechanisms. This paper elaborates on these topics, and the corresponding
solutions are proposed with preliminary results.

1. Introduction

In the near future, multitude of wireless communication
network based on a variety of radio access technologies
(RATs) and standards will emerge and coexist. The avail-
ability of multiple access alternatives offers the capability
of increasing the overall transmission capacity, providing
better service quality and reducing the deployment costs for
wireless access. In order to exploit this potential multiaccess
gain, it is required that different RATs are managed in a
co-operative fashion. In the design of such a co-operative
network, the main challenge will be bridging between
different networks technologies and hiding the network
complexity and difference from both application developers
and subscribers and provide the user seamless and QoS
guaranteed services. The trend will also bring about a
revolution in almost all fields of wireless communications,
such as network architecture, protocol model, radio resource
management, and user terminal.

There are always plenty of prior researches on the
cooperation of heterogeneous RATs, including a number of
IST FP projects [1]. However, in the view of this paper,
two technologies play an important and foundational role

in efficient cooperation between different radio technologies,
including: Generic Link Layer (GLL) and Multiradio Resource
Management (MRRM).

The generic link layer and multiradio resource man-
agement are firstly discussed in Ambient Networks Project
[2]. The GLL may be identified as a toolbox of link layer
functions, which is designed with the capabilities of universal
link layer data processing and reconfiguration to enable
different radio access networks to cooperate on the link layer.
GLL not only can offer the lossless and efficient solution for
intersystem handover, but also make the possibility of mul-
tiradio transmission (or reception) diversity and multiradio
multi hop. Multiradio Transmission Diversity (MRTD),
implies the sequential or parallel use of multiple RAs for
the transmission of a traffic flow. Multiradio Multihop
(MRMH) implies link layer support for multiple RAs along
each wireless connection over a multi-hop communication
route. Moreover, in the heterogeneous relay network, in
order to provide the better end-to-end QoS guarantee a
unified expression or evaluation of QoS capability through a
transmission link is needed. QoS Mapping is used to translate
QoS guarantee provided by the next hop into their effects on
the previous hop (sender).
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MRRM is a control-plane functionality designed to man-
age all the available radio access resources in a coordinated
manner, such as load balance, radio access selection, and
mobility management. (In other papers, the MRRM item
may be replaced by Joint Radio Resource Management
(JRRM) and Common Radio Resource Management some-
times.) The aim of introducing MRRM is to efficiently
use the radio resources in a multiaccess network, it is
important to provide optimum radio resource management
functionalities between the different RATs in the RAN.

In the following, these aforementioned issues will be
elaborated, respectively. This paper is organized as follows.
Firstly, in Section 2 we propose advanced interworking net-
works architecture by taking WiMAX and 3GPP long-term
evolution networks as a specific case. The GLL adopted in
the protocol architecture is introduced, and the investigation
of several novel concepts of GLL is presented in Section 3.
Section 4 discusses the key functionality and mechanisms
of MRRM, especially for load balance and RA selection.
Section 5 concludes this paper.

2. Interworking Architecture Based on
Multiradio Access

It is important to note that having a well-defined inter-
working architecture, which is a very challenging task to
researchers, will accelerate the creation of enriched services
through the co-operation of networks. In this paper, we focus
in particular on an interesting use case: the integration of
mobile WiMAX within 3GPP LTE networks. This integration
is facilitated by the evolved packet network architecture,
which has recently been standardized by 3GPP in the context
of Release 8 specifications [3].

After the introduction of the IP transport in R4 and
R5, 3GPP TSG RAN group studied the UTRAN architecture
evolution items [4, 5] to improve the radio performance
and transport layer utilization; this work continues in release
8 [3]. In [4], several UTRAN architecture enhancement
proposals are presented based on: separation of control and
user plane, redefinition of UTRAN nodes functionalities, and
separation of functional entities for cell, multicell, and user
related functions. Another aspect in the scope of this work
is the functionality increase of nobe B, which moves parts
of the RNC functionalities to an evolved node B(iNodeB)
including cell specific radio resource management, soft HO
management and radio processing (MAC, RLC, and PDCP),
and user data handling.

In [6], it provides some approaches to co-operation
between multiple RATs in a multiradio environment which
are investigated in the work package “multiradio access”
(MRA) of the Wireless World Initiative—Ambient Networks
project. A multiradio access (MRA) interworking architec-
ture is also proposed in [6], and different levels of co-
operation have been studied based on two concepts: generic
link layer and multiradio resource management in order to
exploit the potential multiaccess gain.

Herein we adopt these ideas and clues [3–7] and propose
two architectures of WiMAX and LTE interworking with

necessary logical nodes and interfaces. The two architectures
are designed on the basis of different levels of interworking,
and each of them can combine several RATs within a
single RAN and allow a flexible deployment of network
nodes and the interconnecting transport network. They not
only combine common functions of different RATs but
also are build on a Generic Link Layer (GLL) [6] which
generalizes some common link layer functions for different
RATs, such as queuing of data packets, higher layer header
compression, segmentation and retransmission functionality
and an enhanced Radio Resource Control (RRC) layer which
adds the Multiradio resource management (MRRM) [6]
functionalities.

2.1. Radio Control Server- (RCS-) Based Centralized Archi-
tecture. Figure 1 shows a proposal of WiMAX and LTE
interworking architecture that consists of the following
logical nodes and networks.

(i) User Terminal (UT): this logical node consists of all
functionalities necessary for an end user to access
either WiMAX or LTE network.

(ii) Relay Node (RN): it consists of forwarding function-
ality in order to extend the network’s coverage area
and simplify the network planning.

(iii) Base station (BS): it is a pure WiMAX Access Point
(AP).

(iv) Radio Control Server (RCS): the one in WiMAX
network controls the BSs with associated UTs and the
one in LTE controls Node Bs with associated UTs.

(v) Multiradio Control Server (MRCS): this node is
defined to control and coordinate some RCSs for
interworking.

(vi) Bearer Gateway (BG): this node acting as Access
Router (AR), assigns IP address, and so forth, and
consists of GLL and WiMAX and LTE RATs specific
user plane functions.

In this proposed architecture, WiMAX and LTE RANs
co-operate in a loose mode based on the RCSs and MRCSs.
The evolutional RAN architecture of 3 G as aforementioned
is adopted with an evolved node B and separation of user
and control plane. The new introduced RCSs and MRCSs will
play an important role in the cooperation of the two different
RATs. Actually, MRCS and BG are two different logical nodes,
but they can be located in the same communication entity.
MRCS is used to complete the functionalities in the control
plane, while BG domains the user plane.

The radio interface protocol stack in the control plane
is described as shown in Figure 2. Note that UT not only
can directly communicate with BS/Node B, but also can
communicate via RN. The GLL is defined above (or within)
the L2 and below Radio Resource Control (RRC) layer.
It needs to notice that the GLL entity in BS/node B is
optional in the loose cooperation scenario. In RRC layer,
the MRRM controls the radio connection and management
of radio resource for different RATs and different hops, by
cooperation between different MRRM entities in MRCS,
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Figure 2: Interface protocol architecture in the control plane.

RCS, RN, and UT. TNL which means Transport Network
Layer is used to carry the radio interface protocols between
infrastructure nodes.

The radio interface protocol in the user plane is described
as Figure 3. The interface between different communication
entities in the user plane is the same as that in the control
plane. However, RCS and MRCS are not concerned here as
user and control planes are separate. But Bearer Gateway
(BG) is needed to convey different data formats, respectively,
from LTE or WiMAX to the IP core network and vice versa.
Therefore GLL should be involved in this node. IP packets
are transmitted between the BG and the Node B/BS via some
layer two tunnels (L2Ts) based on some specific tunnelling
protocol.

2.2. Access Point- (AP-) Based Centralized Architecture.
Figure 4 shows another proposal of WiMAX and LTE
interworking architecture that consists of the following
logical nodes.

(i) User Terninal (UT): this logical node consists of all
functionalities necessary for a terminal user to access
either WiMAX or LTE at least.

(ii) Relay Node (RN): it consists of retransmission in
order to extend coverage area.
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Figure 3: Interface protocol architecture in the user plane.

(iii) Radio Access Technology Access Point (RAT AP): it
is a combined WiMAX and LTE Access Point in one
node with GLL features.

(iv) Radio Control Server (RCS): this is a general con-
troller of RAT AP which performs both RRM and
MRRM functions.

(v) Access Router (AR): the Access Router assigns IP
address and carries out routing functions which
depends on route parameters, and so forth. It may
include or not include GLL because all RAT APs
provide an identical format of data (all IP packets).

In this proposed architecture, WiMAX and LTE RANs
co-operate in a tight mode based on the RCSs and ARs.
The evolutional RAN architecture of 3G as aforementioned
is adopted with an evolved node B and separation of user
and control plane. RAT-AP supports both WiMAX and LTE
access technologies, and Access Router (AR) is independent
of any RATs and needed for routing functionalities. Therefore
GLL should not be involved in AR and RCS.

3. Generic Link Layer

Generic link layer as an additional communication layer that
provides universal link layer data processing for multiple
radio access technologies may be identified as a toolbox
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of link layer functions that can be readily adapted to the
characteristics of both legacy and new (as yet unforeseen)
radio access technologies. Figures 2 and 3 depict reference
protocol model of generic Link Layer in heterogeneous
networks. In these figures, both the RAN and terminal have
installed the GLL logical architecture to support the efficient
cooperation between different radio access technologies.

One of the important functions of introducing GLL
is to enable lossless and efficient intersystem handover.
Considering an intersystem handover process without GLL, a
mobile terminal dynamically selects one of the two available
radio access networks. During the lifetime of a session, an
intersystem handover from RAN A to RAN B is executed
in the case of the movement of the terminal or a change
of the radio link quality, the radio link in RAN A is torn
down and a new radio link is established in RAN B. In
consequence, all buffers in the old link layer of RAN A are
flushed and all data stored for transmission is discarded.
Consequently, such an intersystem handover can lead to a
significant amount of packet losses. The motivation for a
generic link layer is to overcome this problem by making
radio access networks cooperate on the link layer. If the radio
link layers are compatible, the old radio link layer state can
be handed over to the new radio link layer that continues
the transmission in a seamless way, where the generic link
layer is used for both radio links in the different radio access
networks with different configurations.

More specifically, GLL should have the following func-
tions [6]: (1) provides a unified interface to the upper
layers, acting as a multi-RAT convergence layer, hiding the
heterogeneity of the underlying multi-RAT environment,
(2) controls and maybe complement the RLC/MAC func-
tionalities supported by the multiple RATs in order to
maximize the application layer performance while utilizing
the radio resources allocated by the MRRM, (3) provides a
modular architecture that readily caters for the integration
and co-operation of different types of legacy and future
RATs, (4) provides support for novel concepts such as
dynamic scheduling of user packets across multiple RATs
selected by the MRMM and other forms of multiradio macro

diversity, (5) provides link layer context information to the
higher layers for supporting efficient inter-RAT mobility
management.

The proposed GLL facilitates two novel applications.
The first one, named Multiradio Transmission Diversity,
implies the sequential or parallel use of multiple RAs
for the transmission of a traffic flow. The second one,
termed Multiradio Multi-Hop networking, implies link layer
support for multiple RAs along each wireless connection over
a multi-hop communication route.

3.1. Multiradio Transmission Diversity (MRTD). Multiradio
transmission diversity (MRTD) is defined as a well-defined
split of a data-flow (on IP or MAC PDU level) between
two communicating entities over more than one RAT. The
transmitting entity may select one or more RATs among the
available ones to achieve the gain of multiradio diversity.
Different MRTD schemes are possible. When referring to the
scheme of selecting the multiple RAs at any given time for
transmission of user data, MRTD is classified as well two
schemes: switched (sequential) and parallel MRTD [8].

For switched MRTD, user’s data, equivalent in size to
the payload of MAC PDUs, is transmitted via only one
RA PHY layer at any given time. Successive MAC PDUs
may be transmitted via different RA physical layers. The
paper [9] studies packet scheduling algorithms in order
to exploit multiradio transmission diversity in multiradio
access networks, where the packet scheduling process is
viewed as a combination of user scheduling and radio
access allocation. In [10], the authors address the problem
of multiuser scheduling with multiradio access selection, it
shows that performance gains are possible and come from
multiuser diversity as well as multiradio diversity while both
the best user and the best radio access were selected. Parallel
MRTD is implemented by simultaneously transmitting the
copies of same data over multiple RAs, in other word
different RAs are allowed to serve the same entity, so as to
increase the robustness. At the reception, the received packets
from different radio accesses can be combined based on some
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strategies to achieve the gain of MRTD. The researching of
parallel MRTD schemes is still scare up to now.

Both switched and parallel MRTD can provide consider-
able performance gain, but there are also some constraints
for them. For switched MRTD, it supposes every selected
radio access can provide enough bandwidth or data rate
serving for the user, but which is not always possible. For
parallel MRTD, the transmission efficiency is decreased due
to that the reduplicate packets need to be transmitted simul-
taneously. Therefore, in this paper, a novel MRTD scheme
based on packet level FEC (MRTD-PFEC) is proposed, which
both considers the constraints of maximum data rate of
each RA for the user on the one hand and integrates with
packet level FEC to achieve better transmission efficiency
than parallel MRTD scheme. The brief idea of the scheme is
described as follow: the source packets (original information
packets) will be firstly coded at generic link layer for the
enhanced capability of error correction, then the coded
packets are allocated over different RAs according to the
specified selection algorithm, in order to minimizing the
probability of irrecoverable loss at receiver side. At the
reception, the source packets can be recovered based on
combined decoding procedure at GLL.

We firstly assume that the sender with multi-mode has
more than one (l > 1) available radio accesses (RAs) for
simultaneous transmission, and these l radio access networks
(RANs) are interworking in a cooperated fashion. Moreover,
the terminal is designed with the functionality of MRRM and
GLL. For simplicity, the number of available RAs is assumed
as two (l = 2) in the following analysis, but it can be extended
to the case with l > 2.

Figure 5 give a modal structure of the proposed MRTD
scheme. The implementation procedure of MRTD-based
packet level FEC scheme consists of four steps: packet
level encoding, channel measurement, packets allocation, and
receiving and decoding sequentially. As the most important
step, the packet allocation process will be elaborated in the
following.

3.1.1. Packet Level Encoding. At the sender, the data from
upper layer (e.g., IP) are segmented into packet with fixed
length L (bits) at GLL. The GLL packets are sequentially
buffered and the continuous k packets are coded into
n packets by using the (n, k) packet level forward error
correction.

Different from bit level correction strategies, packet level
correction operates on sequences of packets and deals with
straight packet losses, while bit level correction operates on
sequences of bits and deals with unpredictable bit error. For
packet level FEC, one of advantages is that the decoder can
know where the errors are by use of a Cyclic Redundancy
Check (CRC), while the CRC field exists in each packet.
These known error locations are called erasures, with which
the decoder can correct more errors than that without the
information of error locations. A (n, k) block erasure code
takes k source packets and produces n encoded packets in
such a way that any subset of k encoded packets (and their
identity) allows the reconstruction of the source packets in
the decoder and can recover from up to n−k losses in a group
of n encoded blocks.

When using the Vandermonde code [11] as the erasure
code, the coding process can be represented as

y(n) = G(n×k) × x(k). (1)

where x = x0 · · · xk−1 are the source data, G is an
n × k encoding matrix with rank k and consists in using
coefficients of the form

gi j = x
j−1
i . (2)

It should be pointed out that the redundancy level n− k/n is
determined by the requirement of tolerant error rate for the
service.

3.1.2. Channel Measurement. We assume that the instanta-
neous channel state of one RA link between sender and
receiver is available sender through specific feedback and
measurement mechanism, which is beyond the scope of this
paper and would not be detailed here. Then, the average
channel signal-to-noise ratio (SNR) can be calculated as

γ = αγt + (1− α)γ, (3)

where γt is the instantaneous channel, SNR, γ is the average
channel SNR before the time t, and α is a constant. The
average channel SNR will be used in the following step.

3.1.3. Packets Allocation. The goal of packets allocation is
adaptive to the capability and reliability of the available
transmission channels (i.e., RAs) in order to exploit the
maximum gain of MRTD. Herein, we give an allocation
strategy with the goal of minimizing the probability of
irrecoverable loss at receiver.

In Section 2, we mention that a (n, k) block erasure code
takes k source packets and produces n encoded packets in
such a way that any subset of k encoded packets (and their
identity) allows the reconstruction of the source packets in
the decoder and can recover from up to n − k losses in
a group of n encoded blocks. Therefore, the probability of
irrecoverable loss equals the probability of more than n − k
lost packets out of n packets sent via the two RAs.
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We divide the n packets into two groups with the length
of n1 and n2, respectively, and the process of separation
satisfies the following condition:

n = n1 + n2. (4)

Assuming the transmission via different RAs is independent,
according to the separation, the probability of irrecoverable
loss at the receiver can be expressed as

C(k,n1,n2) =
n∑

j=n−k

j∑

i=0

P1(i,n1)P2
(
j − i,n2

)
, (5)

Subjected to (5), n1L/T1 < B1,n2L/T2 < B2, where P1(i,n1)
represents the fact that there are i packets lost out of n1

packets sent via RA 1, P2( j − i,n2) represents the fact that
there are j − i packets lost out of n2 packets sent via RA
2. C(k,n1,n2) is the probability that total more than n − k
packets are lost out of a total n1 + n2 packets sent by both
senders. Tl is the total time duration of sending nl packets
via RA l, and Bl is the constraint of maximum data rates
(l = 1, 2).

The goal of the allocation algorithm is to select the
optimized value of n1,n2 to minimize the probability of
irrecoverable loss:

(n1,n2) = arg min
n1,n2

C(k,n1,n2). (6)

The process of searching for n1,n2 is fast since only n
comparisons are required for the senders.

3.1.4. Receiving and Decoding. At the receiver, both the two
parts of received packets from RA 1 and 2 are collected. The
packets detected by CRC with error are discarded firstly. If
there are more than k packets without error, recovery of
original data is possible by solving the linear system

y′ = G′x =⇒ x = G
′−1y′, (7)

where x is the source data, y′ is a subset of k components of
y available at the receiver, and matrix G′ is the subset of rows
from G corresponding to the components of y′.

Otherwise, the retransmitting strategy will be triggered
to retransmit some of the error packets until more than
k packets are received without error. The retransmitting
process is also beyond the scope of this paper and will not
be described in detail.

The simulation works have been carried out to investigate
the performance of our proposed MRTD-FEC scheme based
on the last section. Three types of MRTD scheme are
compared together.

Switched MRTD. The packet at GLL is sent via the selected
RA, where the maximum throughput RA selection strategy
proposed in [9] is used.
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Parallel MRTD. The packet at GLL is duplicated and sent via
both the RAs. And the proposed MRTD-PFEC isin the paper.

To assess the performance of the proposed scheme
clearly, Figure 6 shows the packet loss rate versus different
average signal noise ratio. (Herein, we adopt the same average
SNR for the user on the two RAs because the instantaneous
SNR on different RAs are different at a time.) From the
figure, it can be seen that the least packet loss rate happens
in the MRTD-PFEC strategy, especially in the cases of lower
average SNR. When the SNR is increasing and above certain
value, all of the MRTD schemes have almost the close
performance. That can be explained when the channel state
was favorable with high robustness, the diversity and error
correction strategies will be needed rarely and not contribute
the correction of packet losses sufficiently.

Figure 7 depicts the average expected goodput versus
different average SNR. We can observe when the channel
state is in a bad condition that the MRTD-PFEC can provide
the best expected goodput among the three strategies. When
the SNR increases and the channel condition changes better,
the switched MRTD outperforms MRTD-PFEC and parallel
MRTD strategies since the needs of error correction and
diversity are reduced but the pain of increased overhead
introduced by MRTD-PFEC outstands. When combining
with the results of packet loss rate, we can conclude that
the MRTD-PFEC performs well especially when the channel
states of the available RAs are in a bad condition as
well.

3.2. Multiradio Multihop. From the multiradio access per-
spective, the scenarios that need to be targeted are quite dif-
ferent from the ones that have been traditionally associated
to ad hoc (multi-hop) networks. Multi-hop communications
are thought to be an extension of the current wireless
communications paradigm, characterized by having, in most
of the cases, a single hop between the end user and the point
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of attachment to the network. In contrast with this, multi-
hop extensions appear as an appropriate way of extending
coverage in a quick and efficient manner, so as to serve
punctual increases of traffic demand. This can be achieved
either by having dedicated relaying nodes, usually deployed
by the operators, or working at unlicensed bands or even by
letting end users to become forwarding nodes.

In WINNER project [12], the same concept of heteroge-
neous relay node is proposed. A heterogeneous relay node is a
network element that is wirelessly connected to another relay
node or a BS by means of a given radio access technology, and
it serves another relay node or a UT using a different radio
access technology. Figure 8 illustrates the scenario with a
heterogeneous relay node, in which a subscriber can connect
to both RAN1 BS and RAN2 BS through the relay node.

There are a number of interest issues and potential solu-
tions with regards to the realization of MRMH networks.

(1) Multi-Hop ARQ as a unified error recovery protocol
spanning over the complete multi-hop route may
be described in terms of a two-stage error recovery
process with respect to different radio access tech-
nologies.

(2) A special issue that needs to be addressed is that
of different Layer 2 segmentation sizes per hop in
cases where different RATs are used along the multi-
hop route. This causes a problem that no common
sequence numbering scheme can be used along the
route.

(3) The capacity of a multi-hop route is typically deter-
mined by the bottleneck hop or “weakest link.”
Therefore, it is not realistic to have more data in
flight on the multi-hop route than being required for
utilizing the bottleneck capacity (or some anticipated
variations thereof). A further advantage of a common
multi-hop ARQ layer is that a bottleneck node can
use a flow control mechanism in order to avoid
extensive data buffering. This reduces the amount
of data that needs to be recovered in cases where
the route changes. To facilitate the prioritization
of certain types of packets (e.g., ARQ signaling), a
priority-based queuing discipline is required.

(4) MRMH can be combined with MRTD. Henceforth
two-route selection mechanisms can be identified:
one addresses the problem within the route (i.e., at
the relay nodes) and another addresses it from the
edge-nodes of the network (i.e., infrastructure nodes
or user terminals).

3.3. QoS Mapping. Providing a seamless and adptive QoS in
a heterogeneous network is a key issue. The research work
of QoS has been mainly in the context of individual system,
and much less process has been in addressing the issue
of QoS guarantee in the heterogeneous networks. In [13],
the author proposes a QoS framework integrating a three-
plane network infrastructure and a unified terminal cross-
layer adaptation platform for heterogeneous environment.
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However, there are no research results considering the end-
to-end QoS guarantee over multiradio multi-hop link, so
here we give a possible solution based on QoS mapping
mechanism.

QoS mapping is usually referred for cross-layer of the
protocol stack [14], herein which is needed to translate QoS
guarantee provided by the next hop into their effects on the
previous hop (sender), in order to give a unified evaluation
of QoS capability of the end-to-end link. We can illustrate
mapping process with some preliminary results related to
segmentation and reassembly.

Considering a specific multiradio multi-hop scenario
showed by Figure 9, there is a relay node connecting RAT-
1 BS and RAT-2 UT. When the downlink RAT-1 MAC
PDUs (denoted as RAT-1 PDU) pass through the relay node,
each of them will be processed through the General Link
Layer in relay node. In GLL, RAT-1PDUs will be segmented
and reassembled in several RAT-2 PDUs, then the overall
packet losses and delay are determined not only by RAT-
1 link but also by RAT-2 link. In the following, the packet
loss probability in the second hop with consideration of
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Figure 9: Segmentation and reassembly in MRMH link.

segmentation and reassembly are derived and mapped to the
first link or sender (BS).

For simplicity, assuming a RAT-1 PDU can be divided
into N(N > 1) RAT-2 PDUs, which are labeled from 0
to N − 1. The loss probability of the ith RAT-2 PDU is
independent of others, defined as pi. Then, we can obtain
the probability of successful transmission, which contains
transmission of N RAT-2 PDUs and indicates the successful
transmission probability of the corresponding RAT-1 PDU
in the second hop

PW = 1−
N−1∏

i=0

1− pi. (8)

Because of the related fading characters of wireless
channel, the loss of each PDU is relative with the previous
PDU, a Markovian model is adopted where the probability
of a packet loss depends only on whether the previous packet
was also lost. Let Mi represent the event that the ith RAT-2
PDU is lost, then we have

P[Mi |Mi−1] = αp, (9)

P
[
Mi |Mi−1

]
= p, (10)

where α > 1 and 0 < αp < 1, and α represents the
relativity of the channel conditions in the time intervals for
the transmission of two continuous RAT-2 PDUs. The larger
α is, the more similar the channel conditions are.

Then, the probability of the ith RAT-2 PDU delivering
correctly can be calculated as

P
[
Mi

]
= P

[
Mi |Mi−1

]
P[Mi−1] + P

[
Mi |Mi−1

]
P
[
Mi−1

]

= (1− αp
)
P[Mi−1] +

(
1− p

)
P
[
Mi−1

]
.

(11)

The steady-state probability that a RAT-2 PDU is deliv-
ered correctly can be derived from (9), denoted by β,

β = 1− αp

1 + p − αp
. (12)

Finally, according to (6), the overall packet loss probabil-
ity can be obtained

PW = 1− βN . (13)

That is the capability of packet losses provided by the second
hop, which is actually the effect on the previous hop. The
investigation of delay mapping can be analyzed in a similar
way. Based on the result of QoS mapping, the unified
expression of QoS capability through a multiradio multi-hop
link is achieved, which can be used in resource allocation
and scheduling for specific service to provide a better QoS
guarantee, which is beyond the scope of this paper.

4. Multiradio Resource Management

To use the radio resources efficently in a multiaccess
network, it is important to provide optimum radio resource
management functionalities between the different RATs in
the RAN. MRRM can operate at system, session, and flow
level. At the system level, MRRM performs, for example,
spectrum, load, and congestion control across two or more
RAs. At the session level, MRRM coordinates decisions on
different associated flows, where MRRM operations can be
triggered either by system level operations or directly by
session/flow level events, for example, session arrivals, or
MRRM works through the establishment and maintenance
of different RA.

The MRRM concept is divided into two logical parts
on the basis of already existing intrinsic RRM func-
tions. (1) RA coordination functions: the scope of these
generic functions spans over the available RAs and typi-
cally includes functions such as dynamic RA addition and
removal, inter-MRRM communication, RA selection, inter-
RA handover, congestion control, load sharing, adapta-
tion of the allocated resources in a coordinated manner
across several available RAs, and so forth. (2) Network-
complementing RRM functions: these technology-specific
functions are particularly designed for one or more RAT(s).
However, these functions do not replace the existing RRM
functions of RAT(s) but rather complement them. These
functions may provide missing, or complement inade-
quate RRM functions of an underlying RAT, for example,
providing admission control, congestion control, intra-
RAT handover. They are responsible for the RAT-specific
interaction of the RA coordination functions and act
as an adaptation function towards the network-intrinsic
RRM functions. Hence, they appropriately translate for-
mat/terminology or commands into supporting effective
interaction.

A nonexhaustive list of the most important RRM issues
in multiradio access networks will be presented as follows.

4.1. Radio Access Network (RAN) Selection. Future devices
can incorporate more than one access method to enjoy the
seamless and variable services. The technological solutions
should be transparent to the end user and one automatic
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means of evaluating the optimum choice to satisfy a set of
services. Therefore, one of the principle research challenges
involved in heterogeneous networks is the network selection
to determine the appropriate radio accesses from those
available RAs for the users. A perfect RA selection scheme
should not only benefit from being able to access his/her
subscribed services anywhere and anytime with high QoS
and less cost, but also can improve overall efficiency of
spectrum utilization.

At present, many researches aiming at this issue have
been done, and they have put forward some fundamental
algorithms for the heterogeneous systems. In the traditional
methods such as [15], only the radio signal strength (RSS)
threshold and hysteretic values are considered and processed
in a fuzzy logic-based algorithm. However, in such a
multiradio access environment, the traditional algorithm
is not sufficient to make a handoff decision, since they
do not take the current context or user’s preference into
account. When considering more handoff decision factors,
a number of two-dimension cost functions such as [16]
are developed. In one dimension, the function reflects the
types of services requested by the user; while in the second
dimension, it represents the cost of the network according
to specific parameters. However, this method is not flexible
for variable scenario, and the considered factor is not
enough to describe the requirements in the RA selection
process.

Herein we propose an optimized cost function-based
RA selection algorithm. The purpose of the RAN selection
algorithm is to optimize a predefined cost function including
minimizing the consumed resources and/or “minimal price”
for the session, guarantee the required QoS, and increase
the overall spectrum efficiency. The algorithm is flexible for
many scenarios by through parameters weight regulation.
The implementation of the algorithm can be divided into
three stages (depicted as Figure 10): Trigger and information
collection, parameters processing, and RA selection.

In the first stage, the selection process will be triggered
by several conditions, such as a new service generated, user
profiles changed, or a new available access point detected.
Next, some parameters used in the RAN selection procedure
are collected. These parameters consist of radio propagation
conditions, load situation in each RAN, required QoS level by
the application, achievable level of QoS per RAN, consumed
resources the corresponding charge per RAN, and so forth.
In this scheme these parameters can be divided into two
parts.

In the second stage, it is to calculate the weights of
each parameter in the predefined cost function. The weight
factors reflect the dominances of the particular requirements
with respect to the user. AHP [17] as a mathematical-
based technology to analyze complex problems and assist
in finding the best solution by synthesizing all deciding
factors is adopt to derive the weights of QoS parameters
on the basis of user’s preference and service application.
Then we should normalize these parameters. Because these
parameters have different characters, the normalization of
the data is performed through two methods: larger the better,
or smaller the better.

Larger the better:

x∗i
(
j
) = xi

(
j
)− l j

uj − l j
. (14)

Smaller the better

x∗i
(
j
) = uj − xi

(
j
)

uj − l j
, (15)

where uj = max{x1( j), x2( j), . . . , xn( j)}, l j = min{x1( j),
x2( j), . . . , xn( j)}.

In the last stage, based on the prepared parameters and
information, the cost function can be calculated for each
user-network pair. The cost function for ith user on kth radio
access is predefined as

F(i, k) =Wse × SE + Wc × Cost

+ Wα × α + Wβ × β + Wγ × γ,
(16)

where SE is the spectrum efficiency and Cost represents the
cost of a specific network per data unit. α and β are the
required bit rate and BER of specific service respectively. γ
is a required Grade Of Service (GOS) of a specific network.
The spectrum efficiency can be configured out by this
expression

SE = ErlangsPerCell× Bitrate× Activity Factor
System Bandwidth× Cell Area

, (17)

where Activity Factor is the weight attributed to different
service. Based on the results, the Ki network with the
maximum value of the cost function will be selected for ith
user to access

Ki = arg max
k

F(i, k). (18)

Figures 11 and 12 are the simulation result. In the
simulation, we compare the performance of the Resource
Utilization and Percentage Of Satisfied Users between using
AHP selection and Random selection algorithm. Resource
Utilization can be defined as the ratio of used bandwidth and
the total system bandwidth. Percentage Of Satisfied Users can
be defined as the ratio of the user number which get the
service which they want and the total user number. Through
these two figures, it is very clear that the system performance
get improvement.

4.2. Load Balancing. Balancing the load between multiple
systems allows for a better utilization of the radio resource as
a whole and an improvement of the systems’ capacity. Many
intelligent algorithms have been proposed to balance the
load between different radio technologies, but few researches
address the theoretical analysis for the load balance strategies.
Reference [18] analyzes multiple bearer services allocation
onto different subsystems in multiaccess wireless systems.
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Considering subsystem’s multi-service capacities and capac-
ity constraints, near-optimum subsystem service allocations
that maximize combined multi-service capacity are derived
from simple optimization procedures. However, this work
cannot be applied to give a theoretical evaluation for certain
load balance strategies. In order to solve this problem, we
put forward a theoretical framework, which can be used
to evaluate the performance of dynamic load-balancing
strategies.

In our analysis, for simplicity a scenario with two kinds
of RATs overlapped is considered, we also suppose that two
networks have the same capacity C, and each service utilizes
the single unit of resource in TDMA. Based on certain
load balance strategy, the user or service of one overloaded
network or cell can be transferred to the light-load network
or cell. We also assume that call requests arrive according to
a Poisson process and call arrival rates in RAN 1 and RAN 2
are λ1 and λ2, respectively, and service times in both networks
are exponentially distributed with parameter μ. By applying
the multidimensional Markov chain to model the load state
of both the two networks, the blocking probability between
the two inter-working networks can be derived in a simple
way.
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Figure 12: Percentage of satisfied users.

Assuming that P(0, 0) is the idle-state probability and
s(i1; i2) are the states which the two networks experi-
enced, so the probabilities of all the states are derived and
satisfied

P[s(i1 ≤ c; i2 ≤ c)]

+ P[s(i1 > c; 0 ≤ i2 ≤ 2c − i1)

∩ s(0 ≤ i1 ≤ 2c − i2; i2 > c)]

+ P[s(i1 ≤ c; i2 ≥ 2c − i1 + 1)

∩ s(i1 ≥ 2c − i2 + 1; i2 ≤ c)] = 1.

(19)

The expression of each element of the formulation will
depend on the certain load balance strategy. When a “simple
borrowing” load balance scheme [19] is employed, the
probabilities of all the states are given as
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P[s(i1 ≤ c; i2 ≤ c)]

= P(0, 0)
c∑

i1=0

c∑

i2

Ti1
1 T

i2
2

i1!i2!
,

P[s(i1 > c; 0 ≤ i2 ≤ 2c − i1), s(0 ≤ i1 ≤ 2c − i2; i2 > c)]

= P(0, 0)
2c∑

i1=c+1

2c−i1∑

i2=0

Ti1
1 T

i2
2 + Ti1

2 T
i2
1

i1!i2!
,

P[s(i1 > c; i2 > c)]

= P(0, 0)
cc

c!

∞∑

i1=c+1

(
T1

c

)i1
× cc

c!

∞∑

i2=c+1

(
T2

c

)i2
,

P[s(i1 ≤ c; i2 ≥ 2c − i1 + 1), s(i1 ≥ 2c − i2 + 1; i2 ≤ c)]

= P(0, 0)
c∑

i2=0

∞∑

i1=2c−i2+1

(2c − i2)2c−i2

(2c − i2)!

×
[(

T1

2c − i2

)i1 Ti2
2

i2!
+
(

T2

2c − i2

)i1 Ti2
1

i2!

]
,

(20)

where T1 = λ1/μ and T2 = λ2/μ are the traffic intensities of
networks 1 and 2, respectively, so P(0, 0) can be calculated
from the above relation.

The call blocking probability of network i (i = 1), denoted
by Pbi, is given as

Pbi = P(0, 0)

⎧
⎨
⎩
cc

c!

∞∑

i1=c

(
T1

c

)i1
× cc

c!

∞∑

i2=c

(
T2

c

)i2

+
c∑

i2=0

∞∑

i1=2c−i2

(2c − i2)2c−i2

(2c − i2)!

(
T1

2c − i2

)i1 Ti2
2

i2!

− Tc
1

c!
Tc

2

c!

}
.

(21)

The call blocking probability of network 2 can be
calculated similarly.

In contrast to interworking, the probability of one
network without interworking can also be calculated as

Pbs = P(0)
cc

c!

∞∑

i1=c

(
T1

c

)i1
, (22)

where P(0) can be derived from the following relation:

P(0)

⎡
⎣

c−1∑

i1=0

Ti1
1

i1!
+
cc

c!

∞∑

i1=c

(
T1

c

)i1
⎤
⎦ = 1. (23)

When the two networks have the same capacity 12 (C =
12), Figures 13 and 14 show the blocking probability of RAN
1 in both interworking and non-interworking case, with the
constant traffic intensity of RAN 2 (T2= 8, T2= 10). It may
be observed that the blocking probability is eased in the
interworking case, and the profit is more evident when the
traffic became more heavy.
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Figure 13: Blocking probability versus traffic intensity, for C = 12,
T2 = 8.
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5. Conclusion

Cooperation mechanisms between different radio access
technologies in the heterogeneous network environments is
one of the hot issues in the following years, which may
cover most of the foundational fields of wireless commu-
nications, such as link layer protocol design, radio resource
management and power saving and QoS guarantee. This
paper fistly proposes two interworking network architectures
to make different RATs cooperate, which makes subscribers
access anywhere with the best techniques, the interworking
between WiMAX and 3GPP LTE networks is taken as the
specific case. Then this paper elaborates several important
issues including GLL, MRRM, in order to allow efficient
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cooperation between different radio access technologies.
The potential state-of-the-art challenges are presented for
these corresponding topics. Moreover, some solutions and
mechanisms are proposed with numeric results.
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Carrier frequency offset (CFO) synchronization is a crucial issue in the implementation of orthogonal frequency division
multiplexing (OFDM) systems. Since current technology tends to implement different standards in the same wireless device,
a common frequency synchronization structure is desirable. Knowledge of the physical frame and performance and cost
system requirements are needed to choose the most suitable scheme. This paper analyzes the performance and FPGA resource
requirements of several data-aided (DA) and decision-directed (DD) schemes for four wireless standards: 802.11n, 802.16d, LTE,
and DVB-T/H. Performance results of the different methods are shown as BER plots and their resource requirements are evaluated
in terms of the number of computations and operators that are needed for each scheme. As a result, a common architecture for the
four standards is proposed. It improves the overall performance of the best of the schemes when the four standards are considered
while reducing the required resources by 50%.

1. Introduction

OFDM has been the focus of a wide variety of studies
in wireless communication systems because of its high
transmission capability and its robustness to the effects
of frequency-selective multipath channels. Several existing
and upcoming standards, among them are WiFi 802.11n
[1], WiMAX 802.16d [2], LTE [3], and DVB-T/H [4, 5],
are based on the OFDM concept. It is expected that
several of them will coexist and, in many cases, operate
concurrently on the same wireless terminal. This opens up
for receiver/transmitter algorithm design where the basic
algorithm structure is shared between the different OFDM-
based standards, allowing for both efficient implementations
and efficient use of resources on a common baseband
processing platform. Several approaches to multistandard
solutions can be found in the literature [6–9], but none of
them deals with the synchronization problem in detail.

It is well known that OFDM systems are more sensitive to
an offset in the carrier frequency than single carrier schemes
at the same bit rate. This CFO causes loss of orthogonality

of the multiplexed signals creating intercarrier interference
(ICI) and introducing a constant increment in the phase of
the samples.

Frequency synchronization is often performed in two
phases: acquisition and tracking. At the start of the sequence
the acquisition stage is used to perform a first estimation
of the CFO of the signal [10–14]. In a circuit-switched
system the acquisition phase can be fairly long since it
only represents a small percentage of the total transmitted
sequence. Some systems like LTE, DVB, and cellular systems
are circuitswitched. In packet-switched systems, as 802.16d
and 802.11n, the acquisition phase is more important since
the transmission sequences are short. The most common
approach in such systems is to use a preamble for acquisition.
As it will be shown, the acquisition stage is a well-defined task
that can be easily adapted to all standards being considered.
Therefore, the paper focuses specially on the tracking stage.

After acquisition, the problem of tracking has to be
solved. Since acquisition is never performed perfectly and
conditions are not static in a real system, there still remains
a residual CFO that needs to be corrected. The tracking stage
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can be non-data-aided [15], when no extra information is
included in the transmitted data (as in DD methods) or
data aided [12, 16], when periodically transmitted training
symbols and/or known pilot subcarriers are used.

In this paper, different frequency synchronization
schemes are evaluated for the addressed standards with an
explicit aim to reuse as much as possible the algorithm
structure when switching between standards because of the
limited resources available in the target architecture. There-
fore, algorithm and architectural design are approached
together from the beginning of the design flow. In this
study, FPGAs have been selected as target architecture for
these systems because of their support for reconfigurability,
parallelism, and increased performance over software-based
(e.g., DSP) solutions.

The main contributions of this paper are as following:
(1) detailed performance analysis of CFO synchroniza-

tion schemes (mainstream and alternative) for four current
wireless communications standards,

(2) comparative evaluation of their computational
requirements,

(3) proposal of feasible architectures for multistandard
devices.

The paper is structured as follows. The OFDM signal and
the different standard frames are introduced in Sections 2
and 3. The acquisition and the different tracking schemes are
presented in Sections 4 and 5. BER results for the different
standards are given in Section 6. Implementation issues are
considered in Section 7. Finally, Section 8 concludes the
paper.

2. The OFDM Signal

The baseband scheme of a digitally implemented OFDM
transmission system with CFO correction enabled is pro-
vided in Figure 1. Considering an OFDM system, the data
source emits symbols (di) which belong to a BPSK, QPSK,
16-QAM, or 64-QAM constellation and are assumed to be
equiprobable and statistically independent. The sequence di
is serial to parallel converted into blocks of N symbols (dk,l

denotes the kth symbol of lth block where k = 0, . . . ,N − 1,
and l = −∞, . . . , +∞). These blocks are generated with
period Ts = T + Tg (T : useful period, Tg : guard interval).
After the inverse FFT (IFFT) is applied to each block with
period Ts, a cyclic prefix (CP) is inserted by prefixing the
resulting N samples (s′n,l, k = 0, . . . ,N − 1) with a replica of
the last Ng samples. Thus, each block is made of Ns = N +Ng

samples called an “OFDM symbol”.
Since the carrier frequency difference between the trans-

mitter and the receiver Δ f can be modeled as a time-
variant phase offset, e j2πΔ f t, the received OFDM signal can
be represented as

r(t) = e j2πΔ f ts(t)∗ h(t, τ) + w(t), (1)

where w(t) is the additive white Gaussian noise (AWGN),
s(t) is the transmitted baseband OFDM signal, h(t, τ) is the
channel impulse response with τ being the delay spread, and
“∗” denotes linear convolution.

Assuming that r(t) is sampled at the transmit interval T
with perfect timing, the samples blocked for the lth FFT are

rn,l = r
[(
n + Ng + lNs

)
T
]

, 0 ≤ k < N , −∞ < l < +∞.

(2)

The resulting samples from the FFT obtained in (2) are
[17]

ck,l = e jπ((N−1)/N)εe j2π((lNs+Ng )/N)ε sin(πε)
N sin(πε/N)

Hk,ldk,l

+ ICIk,l + Wk,l, 0 ≤ k < N , −∞ < l < +∞,

(3)

where ε=ΔfT is the CFO normalized with respect to the sub-
carrier spacing. Likewise, Hk,l is the channel coefficient on
the kth subcarrier with the assumption that the channel is
stationary during at least one symbol, ICIk,l is the intercarrier
interference noise due to loss of orthogonality and, Wk,l is
a zero-mean stationary complex process. The first term is
the data value dk,l modified by the channel transfer function,
experiencing an amplitude reduction and phase shift due to
the frequency offset.

3. The Standard Frames

The IEEE 802.11n standard is the latest in the 802.11 family.
It adds extra functionality and provides better spectral effi-
ciency. High data rates are achieved through space division
multiplexing and multiple-input-multiple-output (MIMO)
antenna configurations, though this paper will focus on the
single input and output (SISO) antenna case. This standard
defines a physical layer that can use 64 or 128 subcarriers with
local oscillator frequencies of 2.4 GHz or 5 GHz. Also, it can
operate in three modes: legacy, high throughput, and mixed.
This paper focuses on the mixed and legacy modes where
the preamble is composed of repeated patterns in the time
domain called short training field (STF) and long training
field (LTF) and other signal field preambles, as illustrated
in Figure 2. The correlation properties of STF and LTF
allow CFO estimation in the acquisition stage. Also, 802.11n
allocates a number of boosted pilot subcarriers (4 or 6) in
the data symbols for channel estimation and synchronization
purposes.

The IEEE 802.16d standard (also known as fixed
WiMAX) defines a physical layer that uses 256 subcarriers
which are modulated with BPSK, QPSK, 16-QAM, or 64-
QAM constellations. The transmission according to IEEE
802.16 is done in bursts, similarly to 802.11n. The WiMAX
OFDM preamble is defined differently for uplink and
downlink communications [2]. In both cases, the time
domain signal of the preamble has a repeated pattern. The
long preamble, used for downlink, consists of two symbols: a
4×64 pattern symbol, where a 64-sample pattern is repeated
4 times, and a 2 × 128 pattern symbol with two repetitions
of a 128-sample pattern. The uplink uses a short preamble
with just a 2 × 128 pattern symbol. This work will focus
on the uplink frame. Eight boosted subcarriers are allocated
for pilot signals and a number of the highest and lowest
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frequency subcarriers are null. The shape of the WiMAX
OFDM signal in the frequency domain is shown in Figure 3.

LTE is a project belonging to the Third Generation
Partnership Project (3GPP) to improve the Universal Mobile
Telecommunications Systems (UMTS) and to cope with
future communications requirements. LTE uses OFDM in
the downlink which results in high spectral efficiency. It is
also designed to be flexible in the channel allocation. In
contrast to packet-oriented networks, LTE does not include a
preamble to facilitate timing and frequency synchronization.
Instead, pilot subcarriers are embedded in the frame as
shown in Figure 4. In the normal mode, pilot subcarriers are
transmitted every six subcarriers during the first and fifth
OFDM symbols of each slot. This paper deals exclusively with
the Frequency Division Duplex (FDD) mode defined in the
standard.

Systems using DVB standards focus on digital television
and data services. Even though the DVB-T standard is
prepared for mobile reception, there are some factors that
have to be considered when the end device is running

under limited power constraints. This was the major moti-
vation to develop a new broadcast standard aimed for
handheld devices. This standard is denoted as DVB-H.
It contains two major additions to the DVB-T standard,
namely, time slicing and a new mode of operation called
4K. However, the physical frame has the same structure as
in DVB-T. Therefore, similar synchronization schemes can
be performed for both standards. DVB-H specifies three
possible OFDM modes (2K, 4K, and 8K). As with LTE,
DVB-T/H does not include a preamble for timing and
frequency synchronization purposes. It defines dedicated
synchronization subcarriers embedded into the OFDM data
stream: continual (periodicity in the time domain) and
scattered pilot subcarriers (periodicity in the frequency
domain). Both continual and scattered pilots are transmitted
at a boosted power level and their position can be observed
in Figure 5.

In order to choose a suitable frequency synchronization
scheme, special attention must be paid to the reference
OFDM symbols and pilot subcarriers. In 802.11n and
802.16d there is a preamble amended at the beginning
of the frame, whereas in LTE and DVB-T/H there is no
preamble. Therefore, correlation properties introduced by
the CP should be used in the acquisition stage for these
two standards. Continual pilot subcarriers are defined in
802.11n, 802.16d, and DVB-T/H but LTE only includes
pilot subcarriers at some specific OFDM symbols. Thus,
data-aided tracking performance would perform better in
802.11n, 802.16d, and DVB-T/H than in LTE if the pilots
are used for tracking purposes. From these observations,
it seems that using a decision-directed algorithm in the
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tracking stage would lead to a more homogeneous approach
in a multistandard system.

4. CFO Acquisition Schemes

Most of the solutions for acquisition use the aid of pilot
symbols, which are assumed to be known at the receiver.
An alternative technique is to use the redundant information
included in the CP [10]. Furthermore, CFO acquisition can
be divided in two steps as explained in [11, 12]. In the
first step, the fractional part of the CFO is estimated and
corrected, allowing for the integer part of the CFO to be
estimated and corrected in the second step.

The 802.11n and 802.16d standards include a preamble
at the beginning of the frame. This preamble has an OFDM
symbol with a repeated pattern in the time domain. The
Moose algorithm [13] can be used to perform the fractional
acquisition stage by using this symbol. Let there be L complex
samples in each half of the training symbol, and let the
correlation parts be

P =
L−1∑

m=0

(
r∗mrm+L

)
. (4)

Considering the LTF symbol, for example, where the first
half is identical to the second one (in time order), except for

a phase shift caused by the carrier frequency offset, then the
normalized frequency offset estimate is

φ̂ = angle(P). (5)

Subcarrier spacing for 802.11n is 312.5 KHz. Assuming a
25 ppm local oscillator and a carrier frequency of 2.4 GHz,
the signal can experience a CFO of less than ±0.6 times the
subcarrier spacing. Thus, the integer estimation of the CFO
can be avoided. Similar calculations and conclusions can be
obtained for 802.16d.

LTE does not include a preamble in its frame, so a blind
method should be used to accomplish CFO acquisition. Sub-
carrier spacing in LTE systems is 15 KHz; thus, normalized
CFO can be higher than one. According to [12], first the
fractional part of the CFO can be estimated by using the
CP allocated in the OFDM symbol as shown in (4) and (5),
where rm and rm+L are now the cyclic prefix and its copy, and
L = N. After that, integer estimation can be performed in the
frequency domain by using a modification of the algorithm
described in [12]:

xk = cpl,k · pl,k, (6)

n̂I = arg max

∣∣∣∣∣∣

∑

k∈cp+m

xk

∣∣∣∣∣∣
,

m∈I

(7)

where cpl,k are the received pilot subcarriers inserted in the
lth OFDM symbol, pl,k are the known values of the pilot
subcarriers, and I is determined from [−nmax,nmax]. Due to
the LTE pilot subcarrier structure, nmax = 5. By using the
known values of the pilot subcarriers in (7), the integer part
of the CFO can be calculated using only the first OFDM
symbol (l = 1).

The DVB-T/H frame does not include a preamble and
it also has pilot subcarriers in the first OFDM symbol
likewise LTE, so a similar approach to LTE acquisition can
be used. The main difference between integer estimation in
LTE and DVB-T/H is the length of the cyclic prefix and the
number of pilot subcarriers that can vary depending on the
transmission mode, thus increasing or decreasing the CFO
estimation performance and its computational complexity.

It can be concluded that the same algorithm (4) and
(5) can be applied in the four standards for fractional
CFO acquisition by using the CP or the available preamble,
whereas a similar method (6) and (7) can be used for integer
acquisition in LTE and DVB-T/H where it is needed. Since
algorithm reuse can be accomplished easily in the acquisition
stage, the rest of the paper will focus on the tracking stage.

5. CFO Tracking Schemes

After acquisition, there still remains a little variation in the
residual CFO. If that variation is not tracked and corrected,
constellation points will fall in a different quadrant after a
number of OFDM symbols, thus significantly degrading the
system performance. For example, a residual CFO = 0.02
introduces a subcarrier rotation of 22◦ after three OFDM
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symbols for a DVB 2K mode with CP = 64 and QPSK
constellation. Thus, accuracy and speed of convergence are
important when implementing the CFO tracking closed
loop. Although, this residual CFO also introduces ICI, it can
be considered negligible in most cases, depending on the
conditions and specifications. Therefore, the tracking effort
should be aimed at correcting CFO rotation.

It should be mentioned that for DVB-T/H, channel
estimation and equalization could be performed during
all the data transmission by using the continual pilot
subcarriers. This equalization would also correct partially
the residual CFO rotation. However, even for this standard a
residual CFO tracking scheme is highly recommended [12].
The CFO tracking scheme will be more critical for packet-
switched systems, as 802.16d and 802.11n, where channel
estimation is performed only at the beginning of the frame
by using the preamble.

The so-called decision-directed methods (non-data-
aided methods) compare the received data subcarriers with
sliced versions (as fed from the demapper) to give a
larger number of estimates. The Decision-Directed Time-
Frequency Loop (DD-TFL) proposed in [15] for CFO
tracking in the 802.11g standard is based on two feedback
loops in the time and the frequency domain and it uses all
the data subcarriers to perform the estimations. Adaptations
of this scheme for the 802.16d standard are found in [16]
where the Decision-Directed Frequency Loop (DD-FL) and
Data-Aided Frequency Loop (DA-FL) schemes are presented.
DD-FL avoids the use of the time loop and uses less number
of subcarriers per symbol to perform the tracking stage.
By using DA-FL, the pilot subcarriers inserted in the data
stream are used instead of the data subcarriers to perform
the CFO estimations. DA-FL and DD-FL aim at reducing
the CFO tracking computational complexity with almost
no performance penalty. Other CFO tracking methods can
be found in the literature as the classical scheme presented
in [12]. However this DA tracking scheme requires pilot
subcarriers in two consecutive OFDM symbols and this
condition is not met by LTE. Therefore, this method is not
considered in this work.

DA-FL, DD-FL, and DD-TFL can be adapted to other
standard frames. The 802.11n, 802.16d, and DVB-T/H
frames include pilot subcarriers in every OFDM symbol,
whereas LTE includes pilot subcarriers in some specific
symbols. Therefore, DA-FL performance is expected to
worsen for this standard.

The DA-FL scheme [16] uses pilot subcarriers inserted
in the OFDM data symbols. Its structure is represented in
Figure 6.

The sequence ck,l after the FFT at the receiver is modified
at every subcarrier as

c′k,l = ck,le
− jΨk,l , 0 ≤ k ≤ N. (8)

The corrected data symbols c′k,l may then be demapped to
a bit stream. In the phase error detector (PED), the subcarrier
pilots, pk,l, are used for extracting the error increment Ek,l

according to one of the algorithms proposed in [18]. In

particular, the algorithm selected here to extract the error
increment computes

eIk,l = imag
(
pk,l
)− imag

(
p′k,l

)
,

eQIk,l = real
(
pk,l
)− real

(
p′k,l

)
,

Ek,l = eQk,l sgn
(
real

(
pk,l
))− eIk,l sgn

(
imag

(
pk,l
))

,

(9)

where p′k,l are the known values of the pilot subcarriers and
sgn() is the sign function. After error extraction, the error
increment Ek,l is attenuated and enters the filter directly.
Then, the estimated phase error Ψk,l is applied to the
post-FFT data symbol ck,l. Therefore, CFO correction is
updated as many times as pilot subcarriers are inserted in
the OFDM symbol. Since this scheme performs correction
in the frequency domain, it corrects the phase rotation and
not the ICI introduced by the CFO. An important point to
remark is that by using algorithm described in (9, 10, 11)
no complex multiplications are needed. This is an important
improvement over classical tracking schemes as in [12].

The structure of the DD-FL scheme [16] is represented
in Figure 7. This scheme also uses the error extraction
algorithm described by (9). These equations are adapted
to a decision-directed scheme by substituting the pilot
subcarriers data (pk,l) by the data samples, and the known
value of the pilot subcarriers (p′k,l) by the samples at the
output of the decisor.

The DD-TFL scheme [15] is composed of two tracking
loops as it can be observed in Figure 8. The frequency loop
uses the information provided by the output of the decisor
to build the tracking system. In the time loop, the error
Ek,l estimated by the decision-directed phase error detector
(DD-PED) is fed to the time branch and is averaged before
entering the filter. As a result, the pre-FFT sample rn,l is
rotated as

r′k,l = rk,le
− j(n+Ng+lNs)Ψl , 0 ≤ n ≤ N. (10)

This time branch is able to correct the ICI introduced
by the residual CFO; thus, a better performance is expected
when compared to DD-FL.

These tracking schemes can be used on the four stan-
dards. The two DD methods can use all or some of the
available data subcarriers to perform the tracking. In this
work, all data subcarriers are used for 802.11n, eight data
subcarriers are used for 802.16d, every 6th subcarrier is used
for LTE, and every 38th subcarrier is used for DVB-H/D.
By choosing these values, simulations provide meaningful
results and simulation times are not prohibitive. The DA
method uses all the pilot subcarriers available in the frame.

6. BER Results

BER results for the complete synchronization system are
obtained for each standard. A Rayleigh channel consisting of
two paths is considered. The channel is perfectly estimated
at the receiver and it is corrected using zero-forcing equaliza-
tion. There is no coding of the QPSK signal, so performance
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of the different schemes is shown through raw BER values. It
is assumed that timing synchronization is perfectly achieved.
The BER values are calculated by averaging the error bits
throughout 10000 frames.

The 802.11n frame is simulated considering a system
with a 64-point FFT and four pilots per symbol. The CP is
composed of 16 samples. Each frame is composed of 100
OFDM symbols and the normalized CFO introduced in the
system is 0.6. Similar length frame and normalized CFO are
used for 802.16d. This standard requires a 256-point FFT
and Ng = 32 is used. In the case of LTE, the frame is
composed of 140 OFDM symbols with an FFT size of 512,
Ng = 64 and CFO = 2.7. Finally, in the case of DVB-H,
the frame is composed of 40 OFDM symbols with a 4048-
point FFT, Ng = 128, and a normalized frequency offset
of 2.7. Table 1 summarizes the chosen parameters for the
different standards. First of all, some previous simulations
were performed to find the appropriate attenuation (αT ,αF)
of the filters of the loops. Table 2 collects the values finally
selected. Once the optimum attenuation values for the
different schemes and standards were found, the BER results
were obtained for a system where both CFO acquisition
and tracking were enabled. Acquisition was performed for
each standard as explained in Section 4, whereas three
different tracking schemes (DA-FL, DD-FL, and DD-TFL)
were evaluated for each standard.

Figure 9 shows the BER results for 802.11n. DA-FL
obtains the best response and, for low noise values, DD-FL
and DD-TFL approximate to the offset free case as well. This
is because DD schemes rely on hits in the decisor block to
work correctly. Hence, when noise decreases and less errors
occur at the decisor, DD performance increases.

Figure 10 displays the results for 802.16d. The DA-FL
scheme improves the BER obtained by the DD schemes. In
a similar way to 802.11n, the DD schemes approximate to
DA-FL performance when the noise decreases. It is possible

Table 1: Parameters for the different standards.

802.11n 802.16d LTE DVB-T/H

NFFT 64 256 512 4048

Ng 16 32 64 128

Ts (us) 4 72 83 448

CFO 0.6 0.6 2.7 2.7

Pilot subcarriers
per OFDM
symbol

4 8 50 89

Data subcarriers
in DD schemes

48 8 50 89

Frame length
(OFDM
symbols)

100 100 140 40

Table 2: Optimal loop parameters.

DA-FL DD-FL DD-TFL

802.11n αF = 7× 10−2 αT = 5× 10−5 αF = 5× 10−5 αT = 10−3

802.16d αF = 2× 10−4 αT = 10−4 αF = 10−4 αT = 10−5

LTE αF = 10−4 αT = 10−5 αF = 10−5 αT = 10−3

DVB-T/H αF = 10−2 αT = 10−2 αF = 10−2 αT = 10−3

to improve DD performance in this case by increasing the
number of data subcarriers used in the tracking estimation.
However, this would also increase the computational require-
ments.

Figure 11 shows the plot for LTE. It can be observed
that DA-FL performance is unacceptable, while DD schemes
obtain BER values close to the offset free case. This is because
there are no pilots inserted in every OFDM symbol, so
tracking convergence is not fast enough for DA-FL. Thus,
this standard encourages the use of DD methods. As it was
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expected, DD-TFL behaves better than DD-FL although the
difference is small.

Figure 12 displays the results for DVB-T/H. The DA-FL
scheme clearly outperforms the DD schemes. That is due
to the “small” number of data subcarriers used for CFO
tracking. It is possible to improve the DD performance,
similarly to 802.16d and LTE by increasing the number of
data subcarriers and the computational complexity.

Therefore, from the previous performance results it
can be concluded that DD-TFL is the best option for a
common implementation for the three standards since it
improves slightly the DD-FL performance and DA-TL has an
unacceptable performance for LTE.

7. Implementation Issues

The BER performance of the different schemes has been
shown in Section 6. However, there still remains an impor-
tant issue that needs to be considered for implementation
purposes: their computational complexity. This is a key issue
when determining the number of hardware resources needed
for portable, battery-powered systems. Computations are
described in terms of real multiplications (M), additions (S),
and multiplications by a constant (MC). A complex multi-
plication is implemented using 3 M and 5 S. CFO correction
is implemented through a complex multiplication. On the
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Table 3: Number of operations and resources.

DA-FL DD-FL DD-TFL

Ops

802.11n 36/75/14 36/108/36 72/180/12

802.16d 9/19/2 9/21/4 18/40/4

LTE 11/20/2 11/23/4 21/42/4

DVB-T/H 22/37/1 22/37/1 44/74/1

Res

802.11n 6/9 6/9 12/17

802.16d 6/9 6/9 12/17

LTE 6/9 6/9 12/17

DVB-T/H 6/9 6/9 12/17

other hand, the required FPGA resources are described in
terms of embedded multipliers and adders (EM/A).

Table 3 describes the three synchronization schemes for
each standard according to their (M/S/MC) computations, as
millions of operations per second, and their required (EM/A)
resources. The computations per second are calculated taking
into account the operations performed by each method,
including the algorithm, the filter, and the correction, and
considering the bit rates defined in the standards. The
required resources are obtained by scheduling the operations
involved assuming that they are performed iteratively sub-
carrier by subcarrier. No other sharing of resources has been
considered in the architecture.
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Figure 12: BER values for DVB-T/H.

It can be observed that DA-FL and DD-FL need less
than a half of the number of operations required by DD-
TFL. Therefore, DD-TFL not only would require more
resources, but also would consume more power. In this
framework, a new analysis of the results obtained in Section 6
reveals that the advantage of DD-TFL over DD-FL can be
considered negligible. It is also important to note that DD-
FL and DD-TFL will increase or reduce their computations
(and also their performance) depending on the actual
number of data subcarriers in the OFDM symbol. Therefore,
when considering computational requirements in addition
to performance, it turns out that the best alternative is DD-
FL.

Nevertheless, an even better solution can be found by
looking at the structure of the three tracking schemes. Since

Table 4: Features of the three solutions.

DD-TFL DD-FL DA-FL & DD-FL

EM (% total) 18% 9% 9%

RE (% time) 84% 2% to 59% 2-3%

dB losses 1.6 to 3 1.8 to 3.6 0.5 to 1.8

DA-FL and DD-FL use the same estimation algorithm, both
schemes can be implemented using the same resources and
work for the four different frames (DA-FL for 802.11n,
802.16d, and DVB-T/H, and DD-FL for LTE). To accomplish
that, only two memories with the number and position of
the pilot or data subcarriers involved in the tracking are
needed to switch between DA-FL and DD-FL. This solution
also offers more possibilities to reuse the EMs available in the
FPGA.

Table 4 summarizes the three possible multistandard
solutions considering that the target device is a Virtex 4
xc4vlx60 which contains 66 EM. For each solution, it includes
the percentage of EMs used in the FPGA, the resource
utilization (RE) described as a percentage of the total time,
and the range of signal losses in dB for a target BER =
10−4. In the case of resource utilization, the percentages are
obtained from the ratio of the subcarriers that are being
used to calculate the CFO estimates with respect to the
total number of subcarriers available in each OFDM symbol.
These percentages somehow describe the possibilities of
further resource reuse. Some values in the table are given as
ranges that include the results for the four standards being
evaluated. For example, the DD-FL solution allows a 2%
resource utilization for DVB-T/H, 3% for 802.16d, 10% for
LTE, and 59% for 802.11n.

8. Conclusions

In this work, a comparison of different frequency syn-
chronization schemes for four wireless communications
standards (802.11n, 802.16d, LTE, and DVB-T/H) has been
presented, aimed at a multistandard FPGA implementation.
Focus is on the tracking stage, as acquisition is performed
using the same algorithm for 802.11n, 802.16d, LTE, and
DVB-T/H. In the case of 802.11n and 802.16d, only frac-
tional CFO acquisition is performed over the preamble.

Despite the frame differences between the standards,
three different methods to accomplish CFO tracking have
been evaluated. DA-FL performs well for 802.11n, 802.16d,
and DVB-H/T. However, DA-FL performance for LTE is
unacceptable due to the fact that no pilot subcarriers are
inserted at each OFDM symbol. DD-TFL is the scheme
with best performance for the four standards but, after
analyzing the computational requirements and the possibil-
ities of resource reuse, DD-FL appears as a more balanced
solution. Furthermore, a solution that combines DA-FL for
802.11n, 802.16d and DVB-T/H standards and DD-FL for
LTE by including a small additional memory to switch
between standards has been proposed, showing overall better
performance than DD-TFL and requiring only half of its
resources.
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We present a simple analytical method for capacity evaluation of IEEE 802.16e Mobile WiMAX networks. Various overheads that
impact the capacity are explained and methods to reduce these overheads are also presented. The advantage of a simple model is
that the effect of each decision and sensitivity to various parameters can be seen easily. We illustrate the model by estimating the
capacity for three sample applications—Mobile TV, VoIP, and data. The analysis process helps explain various features of IEEE
802.16e Mobile WiMAX. It is shown that proper use of overhead reducing mechanisms and proper scheduling can make an order
of magnitude difference in performance. This capacity evaluation method can also be used for validation of simulation models.

1. Introduction

IEEE 802.16e Mobile WiMAX is the standard [1] for broad-
band (high-speed) wireless access (BWA) in a metropolitan
area. Many carriers all over the world have been deploy-
ing Mobile WiMAX infrastructure and equipment. For
interoperability testing, several WiMAX profiles have been
developed by WiMAX Forum.

The key concern of these providers is how many users
they can support for various types of applications in a
given environment or what value should be used for various
parameters. This often requires detailed simulations and can
be time consuming. In addition, studying sensitivity of the
results to various input values requires multiple runs of the
simulation further increasing the cost and complexity of
the analysis. Therefore, in this paper we present a simple
analytical method of estimating the number of users on a
Mobile WiMAX system. This model has been developed for
and used extensively in WiMAX Forum [2].

There are four goals of this paper. First, we want to
present a simple way to compute the number of users
supported for various applications. The input parameters
can be easily changed allowing service providers and users
to see the effect of parameter change and to study the
sensitivity to various parameters. Second, we explain all
the factors that affect the performance. In particular, there

are several overheads. Unless steps are taken to avoid
these, the performance results can be very misleading.
Note that the standard specifies these overhead reduction
methods; however, they are not often modeled. Third, proper
scheduling can make an order of magnitude difference in the
capacity since it can change the number of bursts and the
associated overheads significantly. Fourth, the method can
also be used to validate simulation models that can handle
more sophisticated configurations.

This paper is organized as follows. In Section 2, we
present an overview of Mobile WiMAX physical layer
(PHY). Understanding this is important for performance
modeling. In Section 3, Mobile WiMAX system and con-
figuration parameters are discussed. The key input to any
capacity planning and evaluation exercise is the workload.
We present three sample workloads consisting of Mobile
TV, VoIP, and data applications in Section 4. Our anal-
ysis is general and can be used for any other applica-
tion workload. Section 5 explains both upper and lower
layer overheads and ways to reduce those overheads. The
number of users supported for the three workloads is
finally presented in Section 6. It is shown that with proper
scheduling, capacity can be improved significantly. Both
error-free perfect channel and imperfect channel results
are also presented. Finally, the conclusions are drawn in
Section 7.



2 Journal of Computer Systems, Networks, and Communications

DL burst#6

DL burst#5

DL burst#4

DL burst#3

DL burst#2

DL TTG UL RTG

FCH FCH

D
L

bu
rs

t
#1

(U
L

M
A

P
)

D
L-

M
A

P

P
re

am
bl

e

P
re

am
bl

e

D
L-

M
A

P

UL burst#1

UL burst#2

UL burst#3

UL burst#4

UL burst#5

UL burst#6

C
Q

I
&

A
C

K
R

an
gi

n
g

OFDMA symbol number

s
s + 1
s + 2
...

k k + 3 k + 5 · · · k + 27 k + 30 · · ·

Figure 1: A Sample OFDMA frame structure.

2. Overview of Mobile WIMAX PHY

One of the key developments of the last decade in the field
of wireless broadband is the practical adoption and cost
effective implementation of an Orthogonal Frequency Divi-
sion Multiple Access (OFDMA). Today, almost all upcoming
broadband access technologies including Mobile WiMAX
and its competitors use OFDMA. For performance modeling
of Mobile WiMAX, it is important to understand OFDMA.
Therefore, we provide a very brief explanation that helps us
introduce the terms that are used later in our analysis. For
further details, we refer the reader to one of several good
books and survey on Mobile WiMAX [3–7].

Unlike WiFi and many cellular technologies which use
fixed width channels, Mobile WiMAX allows almost any
available spectrum width to be used. Allowed channel
bandwidths vary from 1.25 MHz to 28 MHz. The channel is
divided into many equally spaced subcarriers. For example,
a 10 MHz channel is divided into 1024 subcarriers some
of which are used for data transmission while others are
reserved for monitoring the quality of the channel (pilot
subcarriers), for providing safety zone (guard subcarriers)
between the channels, or for using as a reference frequency
(DC subcarrier).

The data and pilot subcarriers are modulated using
one of several available MCSs (Modulation and Coding
Schemes). Quadrature Phase Shift Keying (QPSK) and
Quadrature Amplitude Modulation (QAM) are examples of
modulation methods. Coding refers to the Forward Error
Correction (FEC) bits. Thus, QAM-64 1/3 indicates an MCS
with 6-bit (64 combinations) QAM modulated symbols and
the error correction bits take up 2/3 of the bits leaving only
1/3 for data.

In traditional cellular networks, the downlink—Base
Station (BS) to Mobile Station (MS)—and uplink (MS to BS)
use different frequencies. This is called Frequency Division
Duplexing (FDD). Mobile WiMAX allows not only FDD but
also Time Division Duplexing (TDD) in which the downlink
(DL) and uplink (UL) share the same frequency but alternate

in time. The transmission consists of frames as shown in
Figure 1. The DL subframe and UL subframe are separated
by a TTG (Transmit to Transmit Gap) and RTG (Receive to
Transmit Gap). The frames are shown in two dimensions
with frequency along the vertical axis and time along the
horizontal axis.

In OFDMA, each MS is allocated only a subset of the
subcarriers. The available subcarriers are grouped into a
few subchannels and the MS is allocated one or more
subchannels for a specified number of symbols. The map-
ping process from logical subchannel to multiple physical
subcarriers is called a permutation. Basically, there are two
types of permutations: distributed and adjacent. The dis-
tributed subcarrier permutation is suitable for mobile users
while adjacent permutation is for fixed (stationary) users.
Of these, Partially Used Subchannelization (PUSC) is the
most common used in a mobile wireless environment [3].
Others include Fully Used Subchannelization (FUSC) and
Adaptive Modulation and Coding (band-AMC). In PUSC,
subcarriers forming a subchannel are selected randomly
from all available subcarriers. Thus, the subcarriers forming
a subchannel may not be adjacent in frequency.

Users are allocated a variable number of slots in the
downlink and uplink. The exact definition of slots depends
upon the subchannelization method and on the direction
of transmission (DL or UL). Figures 2 and 3 show slot
formation for PUSC. In uplink (Figure 2), a slot consists
of 6 tiles where each tile consists of 4 subcarriers over 3
symbol times. Of the 12 subcarrier-symbol combinations
in a tile, 4 are used for pilot and 8 are used for data.
The slot, therefore, consists of 24 subcarriers over 3 symbol
times. The 24 subcarriers form a subchannel. Therefore, at
10 MHz, 1024 subcarriers form 35 UL subchannels. The slot
formation in downlink is different and is shown in Figure 3.
In the downlink, a slot consists of 2 clusters where each
cluster consists of 14 subcarriers over 2 symbol times. Thus,
a slot consists of 28 subcarriers over two symbol times. The
group of 28 subcarriers is called a subchannel resulting in 30
DL subchannels from 1024 subcarriers at 10 MHz.
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The Mobile WiMAX DL subframe, as shown in Figure 1,
starts with one symbol-column of preamble. Other than
preamble, all other transmissions use slots as discussed
above. The first field in DL subframe after the preamble is
a 24-bit Frame Control Header (FCH). For high reliability,
FCH is transmitted with the most robust MCS (QPSK 1/2)
and is repeated 4 times. Next field is DL-MAP which specifies
the burst profile of all user bursts in the DL subframe. DL-
MAP has a fixed part which is always transmitted and a
variable part which depends upon the number of bursts in
DL subframe. This is followed by UL-MAP which specifies
the burst profile for all bursts in the UL subframe. It also
consists of a fixed part and a variable part. Both DL MAP
and UL MAP are transmitted using QPSK 1/2 MCS.

3. Mobile WiMAX Configuration Parameters
and Characteristics

The key parameters of Mobile WiMAX PHY are summarized
in Tables 1 through 3.

Table 1 lists the OFDMA parameters for various channel
widths. Note that the product of subcarrier spacing and
FFT size is equal to the product of channel bandwidth
and sampling factor. For example, for a 10 MHz channel,
10.93 kHz×1024 = 10 MHz×28/25. This table shows that at
10 MHz the OFDMA symbol time is 102.8 microseconds and
so there are 48.6 symbols in a 5 millisecond frame. Of these,
1.6 symbols are used for TTG and RTG leaving 47 symbols.
If n of these are used for DL, then 47 − n are available for
uplink. Since DL slots occupy 2 symbols and UL slots occupy
3 symbols, it is best to divide these 47 symbols such that
47 − n is a multiple of 3 and n is of the form 2k + 1. For a
DL : UL ratio of 2 : 1, these considerations would result in a
DL subframe of 29 symbols and UL subframe of 18 symbols.
In this case, the DL subframe will consist of a total of 14× 30
or 420 slots. The UL subframe will consist of 6 × 35 or 210
slots.

Table 2 lists the number of data, pilot, and guard subcar-
riers for various channel widths. A PUSC subchannelization
is assumed, which is the most common subchannelization
[3].

Table 3 lists the number of bytes per slot for various
MCS values. For each MCS, the number of bytes is equal
to [number bits per symbols × Coding Rate × 48 data
subcarriers and symbols per slot/8 bits]. Note that for UL,
the maximum MCS level is QAM-16 2/3 [2].

This analysis method can be used for any allowed channel
width, any frame duration, or any subchannelization. We
assume a 10 MHz Mobile WiMAX TDD system with 5-
millisecond frame duration, PUSC subchannelization mode,
and a DL : UL ratio of 2 : 1. These are the default values
recommended by Mobile WiMAX forum system evaluation
methodology and are also common values used in practice.
The number of DL and UL slots for this configuration can be
computed as shown in Table 4.

4. Traffic Models and Workload Characteristics

The key input to any capacity planning exercise is the
workload. In particular, all statements about number of
subscribers supported assume a certain workload for the
subscriber. The main problem is that workload varies widely
with types of users, types of applications, and time of the day.
One advantage of the simple analytical approach presented
in this paper is that the workload can be easily changed and
the effect of various parameters can be seen almost instan-
taneously. With simulation models, every change would
require several hours of simulation reruns. In this section,
we present three sample workloads consisting of Mobile
TV, VoIP, and data applications. We use these workloads to
demonstrate various steps in capacity estimation.

The VoIP workload is symmetric in that the DL data
rate is equal to the UL data rate. It consists of very small
packets that are generated periodically. The packet size and
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Table 1: OFDMA parameters for Mobile WiMAX [3, 8, 9].

Parameters Values

System bandwidth (MHz) 1.25 5 10 20 3.5 7 8.75

Sampling factor 28/25 8/7

Sampling frequency (Fs, MHz) 1.4 5.6 11.2 22.4 4 8 10

Sample time (1/Fs, nsec) 714 178 89 44 250 125 100

FFT size (NFFT) 128 512 1,024 2,048 512 1,024 1,024

Subcarrier spacing (Δ f , kHz) 10.93 7.81 9.76

Useful symbol time (Tb = 1/Δ f , μs) 91.4 128 102.4

Guard time (Tg = Tb/8, μs) 11.4 16 12.8

OFDMA symbol time (Ts = Tb + Tg , μs) 102.8 144 115.2

Table 2: Number of subcarriers in PUSC [8].

Parameters Values

(a) DL

System bandwidth (MHz) 1.25 2.5 5 10 20

FFT size 128 N/A 512 1,024 2,084

number of guard subcarriers 43 N/A 91 183 367

number of used subcarriers 85 N/A 421 841 1,681

number of pilot subcarriers 12 N/A 60 120 240

number of data subcarriers 72 N/A 360 720 140

(b) UL

System bandwidth (MHz) 1.25 2.5 5 10 20

FFT size 128 N/A 512 1,024 2,084

number of guard subcarriers 31 N/A 103 183 367

number of used subcarriers 97 N/A 409 841 1,681

Table 3: Slot capacity for various MCSs.

MCS Bits per
symbol

Coding Rate DL bytesper
slot

UL bytesper
slot

QPSK 1/8 2 0.125 1.5 1.5

QPSK 1/4 2 0.25 3.0 3.0

QPSK 1/2 2 0.50 6.0 6.0

QPSK 3/4 2 0.75 9.0 9.0

QAM-16 1/2 4 0.50 12.0 12.0

QAM-16 2/3 4 0.67 16.0 16.0

QAM-16 3/4 4 0.75 18.0 16.0

QAM-64 1/2 6 0.60 18.0 16.0

QAM-64 2/3 6 0.67 24.0 16.0

QAM-64 3/4 6 0.75 27.0 N/A

QAM-64 5/6 6 0.83 30.0 N/A

the period depend upon the vocoder used. G723.1 Annex A
is used in our analysis and results in a data rate of 5.3 kbps,
20 bytes voice packet every 30 millisecond. Note that other
vocoder parameters can be also used and they are listed in
Table 5.

The Mobile TV workload depends upon the quality and
size of the display. In our analysis, a sample measurement
on a small screen Mobile TV device produced an average
packet size of 984 bytes every 30 millisecond resulting in an

average data rate of 350.4 kbps [11, 12]. Note that Mobile TV
workload is highly asymmetric with almost all of the traffic
going downlink. Table 6 also shows other types of Mobile TV
workload.

For data workload, we selected the Hypertext Transfer
Protocol (HTTP) workload recommended by the 3rd Gen-
eration Partnership Project (3GPP) [13]. The parameters of
HTTP workload are summarized in Table 7.

The characteristics of the three workloads are summa-
rized in Table 8. In this table, we also include higher level
headers, that is, IP, UDP, and TCP, with a header compression
mechanism. Detailed explanation of PHS (Payload Header
Suppression) and ROHC (Robust Header Compression) is
presented in the next section. Given ROHC, the data rate
with higher level headers (Rwith Header) is calculated by

Rwith Header = R× (MSDU + Header)
MSDU

. (1)

Here, MSDU is the MAC SDU size and R is the
application data rate. Given the R, number of bytes per frame
per user can be derived from Rwith Header × frame duration.
For example, for Mobile TV, with 983.5 bytes of MAC SDU
size and 350 kbps of application data rate, with ROHC type
1, MAC SDU size with header is 983.5 + 1 bytes and as a
result, the data rate with header is 350.4 kbps and results in
216 bytes per frame.
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Table 4: Mobile WiMAX system configurations.

Configurations Downlink Uplink

DL and UL symbols excluding preamble 28 18

Ranging, CQI, and ACK (symbols columns) N/A 3

number of symbol columns per Cluster/Tile 2 3

number of subcarriers per Cluster/Tile 14 4

Symbols × Subcarriers per Cluster/Tile 28 12

Symbols × Data Subcarriers per Cluster/Tile 24 8

number of pilots per Cluster/Tile 4 4

number of Clusters/number Tiles per Slot 2 6

Subcarriers × Symbols per Slot 56 72

Data Subcarriers × Symbols per Slot 48 48

Data Subcarriers × Symbols per DL and UL Subframe 23,520 12,600

Number of Slots 420 175

Table 5: Vocoder parameters [10].

Vocoder AMR G.729A G.711 G.723.1

A B

Source bit rate (kbps) 4.5 to 12.2 8 64 5.3 6.3

Frame duration (millisecond) 20 10 10 30 30

Payload (bytes) (Active, Inactive) (33, 7) (20, 0) (20, 0) (20, 0) (20, 0)

5. Overhead Analysis

In this section, we consider both upper and lower layer
overheads in detail.

5.1. Upper Layer Overhead. Table 7 which lists the character-
istics of our Mobile TV, VoIP, and data workloads includes
the type of transport layer used: either Real Time Transport
Protocol (RTP) or TCP. This affects the upper layer protocol
overhead. RTP over UDP over IP (12 + 8 + 20) or TCP over
IP (20 + 20), can result in a per packet header overhead of 40
bytes. This is significant and can severely reduce the capacity
of any wireless system.

There are two ways to reduce upper layer overheads
and to improve the number of supported users. These
are Payload Header Suppression (PHS) and Robust Header
Compression (ROHC). PHS is a Mobile WiMAX feature.
It allows the sender not to send fixed portions of the
headers and can reduce the 40-byte header overhead down
to 3 bytes. ROHC, specified by the Internet Engineering
Task Force (IETF), is another higher layer compression
scheme. It can reduce the higher layer overhead to 1
to 3 bytes. In our analysis, we used ROHC-RTP packet
type 0 with R-0 mode. In this mode, all RTP sequence
numbers functions are known to the decompressor. This
results in a net higher layer overhead of just 1 byte
[5, 14, 15].

For small packet size workloads, such as VoIP, header
suppression and compression can make a significant impact
on the capacity. We have seen several published studies that
use uncompressed headers resulting in significantly reduced
performance which would not be the case in practice.

PHS or ROHC can significantly improve the
capacity and should be used in any capacity
planning or estimation.

Note that one option with VoIP traffic is that of silence
suppression which if implemented can increase the VoIP
capacity by the inverse of fraction of time the user is active
(not silent). As a result in this analysis, given a silence
suppression option, a number of supported users are twice
as much as that without this option.

5.2. Lower Layer Overhead. In this section, we analyze the
overheads at MAC and PHY layers. Basically, there is a 6-
byte MAC header and optionally several 2-byte subheaders.
The PHY overhead can be divided into DL overhead and UL
overhead. Each of these three overheads is discussed next.

5.2.1. MAC Overhead. At MAC layer, the smallest unit is
MAC protocol data unit (MPDU). As shown in Figure 4,
each PDU has at least 6-bytes of MAC header and a variable
length payload consisting of a number of optional subhead-
ers, data, and an optional 4-byte Cyclic Redundancy Check
(CRC). The optional subheaders include fragmentation,
packing, mesh, and general subheaders. Each of these is 2
bytes long.

In addition to generic MAC PDUs, there are bandwidth
request PDUs. These are 6 bytes in length. Bandwidth
requests can also be piggybacked on data PDUs as a 2-
byte subheader. Note that in this analysis, we do not
consider the effect of polling and/or other bandwidth request
mechanisms.
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Table 6: Mobile TV workload parameters [12].

Applications Format Data rate Notes

Mobile phone video H.264 ASP 176 kbps 176 × 144, 20 frame per second

Smartphone video H.264 ASP 324 kbps 320 × 240, 24 frame per second

IPTV video H.264 Baseline 850 kbps 480 × 480, 30 frame per second

Sample video trace [11] MPEG2 350 kbps Average Packet Size = 984 bytes

Table 7: Web workload characteristics.

Parameters Values

Main page size (bytes) 10,710

Embedded object size (bytes) 7,758

Number of embedded objects 5.64

Reading time (second) 30

Parsing time (second) 0.13

Request size (bytes) 350

Big packet size (bytes) 1,422

Small packet size (bytes) 498

% of big packets 76

% of small packets 24

UL
preamble

Other
subheader Data

MAC/BW-
REQ header

CRC
(optional)

Figure 4: UL burst preamble and MAC PDU (MPDU).

Consider fragmentation and packing subheaders. As
shown in Table 9, the user bytes per frame in downlink
are 219, 3.5, and 9.1 bytes for Mobile TV, VoIP, and
Web, respectively. In each frame, a 2-byte fragmentation
subheader is needed for all types of traffic. Packing is not
used for the simple scheduler used here.

However, in the enhanced scheduler, given a variation
of deadline, packing multiple SDU is possible. Table 9 also
shows an example when deadline is put into consideration.
In this analysis, the deadlines of Mobile TV, VoIP, and Web
traffic are set to 10, 60, and 250 millisecond. As a result,
437.9, 42.0, and 454.9 bytes are allocated per user. These
configuration results in one 2-byte fragmentation overhead
for Mobile TV and Web traffic but two 2-byte packing
overheads with no fragmentation for VoIP. Table 9 also
shows the detailed explanation of fragmentation and packing
overheads in downlink. Note that the calculation for uplink
is very similar.

5.2.2. Downlink Overhead. In DL subframe, the overhead
consists of preamble, FCH, DL-MAP, and UL-MAP. The
MAP entries can result in a significant amount of overhead
since they are repeated 4 times. WiMAX Forum recommends
using compressed MAP [3], which reduces the DL-MAP
entry overhead to 11 bytes including 4 bytes for CRC [1]. The
fixed UL-MAP is 6 bytes long with an optional 4-byte CRC.
With a repetition code of 4 and QPSK, both fixed DL-MAP
and UL-MAP take up 16 slots.

The variable part of DL-MAP consists of one entry per
bursts and requires 60 bits per entry. Similarly, the variable
part of UL-MAP consists of one entry per bursts and requires
52 bits per entry. These are all repeated 4 times and use only
QPSK MCS. It should be pointed out that the repetition
consists of repeating slots (and not bytes). Thus, both DL and
UL MAPs entries also take up 16 slots each per burst.

Equation (2) show the details of UL and DL MAPs
overhead computation:

UL MAP
(
bytes

) = 48 + 52× #UL users
8

,

DL MAP
(
bytes

) = 88 + 60× #DL users
8

,

DL MAP(slots) =
⌈
UL MAP

Si

⌉
× r,

UL MAP(slots) =
⌈
DL MAP

Si

⌉
× r.

(2)

Here, r is the repetition factor and Si is the slot size
(bytes) given ith modulation and coding scheme. Note that
basically QPSK1/2 is used for the computation of UL and DL
MAPs.

5.2.3. Uplink Overhead. The UL subframe also has fixed and
variable parts (see Figure 1). Ranging and contention are
in the fixed portion. Their size is defined by the network
administrator. These regions are allocated not in units of
slots but in units of transmission opportunities. For example,
in CDMA initial ranging, one opportunity is 6 subchannels
and 2 symbol times.

The other fixed portion is Channel Quality Indication
(CQI) and ACKnowledgements (ACKs). These regions are
also defined by the network administrator. Obviously, more
fixed portions are allocated; less number of slots is available
for the user workloads. In our analysis, we allocated three
OFDMA symbol columns for all fixed regions.

Each UL burst begins with a UL preamble. Typically,
one OFDMA symbol is used for short preamble and two for
long preamble. In this analysis, we do not consider one short
symbol (a fraction of one slot); however, users can add an
appropriate size of this symbol to the analysis.

6. Pitfalls

Many Mobile WiMAX analyses ignore the overheads
described in Section 5, namely, UL-MAP, DL-MAP, and
MAC overheads. In this section, we show that these over-
heads have a significant impact on the number of users
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Table 8: Summary of workload characteristics.

Parameters Mobile TV VoIP Data (Web)

Types of transport layer RTP RTP TCP

Average packet size (bytes) 983.5 20.0 1,200.2

Average data rate (kbps) w/o headers 350.0 5.3 14.5

UL : DL traffic ratio 0 1 0.006

Silence suppression (VoIP only) N/A Yes N/A

Fraction of time user is active 0.5

ROHC packet type 1 1 TCP

Overhead with ROHC (bytes) 1 1 8

Payload Header Suppression (PHS) No No No

MAC SDU size with header 984.5 21.0 1,208.2

Data rate (kbps) after headers 350.4 5.6 14.6

Bytes/frame per user (DL) 219.0 3.5 9.1

Bytes/frame per user (UL) 0.0 3.5 0.1

Table 9: Fragmentation and packing subheaders.

Parameters Mobile TV VoIP Data (Web)

Average packet size with higher level header (bytes) 984.5 21.0 1,208.2

Simple scheduler

Bytes/5 millisecond frame per user 219.0 3.5 9.1

Number of fragmentation subheaders 1 1 1

Number of packing subheaders 0 0 0

Enhanced scheduler

Deadline (millisecond) 10 60 250

Bytes/5 millisecond frame per user 437.9 42.0 454.9

Number of fragmentation subheaders 1 0 1

Number of packing subheaders 0 2 0

Table 10: Example of capacity evaluation using a simple scheduler.

Parameters Mobile TV VoIP Data (Web)

MAC SDU size with header (bytes) 984.5 21.0 1,208.2

Data rate (kbps) with upper layer headers 350.4 5.6 14.6

(a) DL

Bytes/5 millisecond frame per user (DL) 219.0 3.5 9.1

Number of fragmentation subheaders 1 1 1

Number of packing subheaders 0 0 0

DL data slots per user with MAC header + packing and fragmentation subheaders 38 2 3

Total slots per user 46 18 19

(Data + DL-MAP IE + UL-MAP IE)

Number of users (DL) 9 35 33

(b) UL

Bytes/5 millisecond frame per user (UL) 0.0 3.5 0.1

number of fragmentation subheaders 0 1 1

number of packing subheaders 0 0 0

UL data slots per user with MAC header + packing and fragmentation subheaders 0 2 2

Number of users (UL) 8 87 87

Number of users (min of UL and DL) 9 35 33

Number of users with silence suppression 9 70 33
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supported. Since some of these overheads depend upon the
number of users, the scheduler needs to be aware of this
additional need while admitting and scheduling the users
[4, 17]. We present two case studies. The first one assumes
an error-free channel while the second extends the results to
a case in which different users have different error rates due
to channel conditions.

6.1. Case Study 1: Error-Free Channel. Given the user
workload characteristics and the overheads discussed so far,
it is straightforward to compute the system capacity for any
given workload. Using the slot capacity indicated in Table 3,
for various MCSs, we can compute the number of users
supported.

One way to compute the number of users is simply to
divide the channel capacity by the bytes required by the
user payload and overhead [4]. This is shown in Table 10.
The table assumes QPSK 1/2 MCS for all users. This can be
repeated for other MCSs. The final results are as shown in
Figure 5. The number of users supported varies from 2 to 82
depending upon the workload and the MCS.

The number of users depends upon the available capacity
which depends on the MAP overhead, which in turn is
determined by the number of users. To avoid this recursion,
we use (3) to (5) that give a very good approximation for the
number of supported users using a ceiling function:

#DL slots =
⌈
DL MAP + CRC + #DL users×DIE

Si

⌉
× r

+
⌈
UL MAP + CRC + #UL users×UIE

Si

⌉
× r

+ #DLusers ×
⌈
D

Sk

⌉
,

(3)

#UL slots = #UL users×
⌈
D

Sk

⌉
, (4)

D = B + MACheader + Subheaders. (5)

Here, D is the data size (per frame) including overheads,
B is the bytes per frame, and MACheader is 6 bytes. Subheaders
are fragmentation and packing subheaders, 2 bytes each if
present. DIE and UIE are the sizes of downlink and uplink
map information elements (IEs). Note that DL MAP and
UL MAP are fixed MAP parts and also in terms of bytes.
Again, r is the repetition factor and Si is the slot size (bytes)
given ith modulation and coding scheme. number DL slots
is the total number of DL slots without preamble and
number UL slots are the total number of UL slots without
ranging, ACK, and CQICH.

For example, consider VoIP with QPSK 1/2 (slot size = 6
bytes) and repetition of four. Equation (3) results 35 users in
the downlink. The derivation is as follows:

#DL slots = 420

=
⌈

11 + 4 + #DL users× 60/8
6

⌉
× 4

+
⌈

6 + 4 + #UL users× 52/8
6

⌉

× 4 + #DLusers ×
⌈

11.5
6

⌉
.

(6)

For uplink, from (4)and (5), the number of UL users is
87:

#UL slots = 175 = #ULusers ×
⌈

3.5 + 6 + 2
6

⌉
. (7)

Finally, after calculating the number of supported users
for both DL and UL, the total number of supported users
is the minimum of those two numbers. In this example, the
total number of supported users is 35, (minimum of 35 and
87). In this case, the downlink is the bottleneck mostly due
to the large overhead. Together with silence suppression, the
absolute number of supported users can be up to 2 × 35 =
70 users. Figure 5 shows the number of supported users for
various MCSs.

The main problem with the analysis presented above is
that it assumes that every user is scheduled in every frame.
Since there is a significant per burst overhead, this type of
allocation will result in too much overhead and too little
capacity. Also, since every packet (SDU) is fragmented, a 2-
byte fragmentation subheader is added to each MAC PDU.

What we discussed above is a common pitfall. The
analysis assumes a dumb scheduler. A smarter scheduler will
try to aggregate payloads for each user and thus minimizing
the number of bursts. We call this the enhanced scheduler. It
works as follows. Given n users with any particular workload,
we divide the users in k groups of n/k users each. The first
group is scheduled in the first frame; the second group is
scheduled in the second frame, and so on. The cycle is
repeated every k frames. Of course, k should be selected to
match the delay requirements of the workload.

For example, with VoIP users, a VoIP packet is generated
every 30 millisecond, but assuming 60 millisecond is an
acceptable delay, we can schedule a VoIP user every 12th
Mobile WiMAX frame (recall that each Mobile WiMAX
frame is 5 millisecond) and send two VoIP packets in
one frame as compared to the previous scheduler which
would send 1/6th of the VoIP packet in every frame and
thereby aggravating the problem of small payloads. Two 2-
byte packing headers have to be added in the MAC payload
along with the two SDUs.

Table 11 shows the capacity analysis for the three work-
loads with QPSK 1/2 MCS and the enhanced scheduler. The
results for other MCSs can be similarly computed. These
results are plotted in Figure 6. Note that the number of users
supported has gone up significantly. Compared to Figure 5,
there is a capacity improvement by a factor of 1 to 20
depending upon the workload and the MCS.
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Figure 5: Number of users supported in a lossless channel (Simple scheduler).

Table 11: Example of capacity evaluation using an enhanced scheduler.

Parameters Mobile TV VoIP Data (Web)

MAC SDU size with header (bytes) 984.5 21.0 1,208.2

Data rate (kbps) with upper layer headers 350.4 2.8 14.6

Deadline (millisecond) 10 60 250

(a) DL

Bytes/5 millisecond frame per user (DL) 437.9 42.0 454.9

Number of fragmentation subheaders 1 0 1

Number of packing subheaders 0 2 0

DL data slots per user with MAC header + packing and fragmentation subheaders 75 9 78

Total slots per user 83 25 94

(Data + DL-MAP IE + UL-MAP IE)

Number of users (DL) 10 269 233

(b) UL

Bytes/5 millisecond frame per user (UL) 0.0 42.0 2.9

Number of fragmentation subheaders 1 0 1

Number of packing subheaders 0 2 0

UL data slots per user with MAC header + packing and fragmentation subheaders 0 9 2

Number of users (UL) 8 228 4350

Net number of users (min of UL and DL) 10 228 233

Number of users with silence suppression 10 456 233

Proper scheduling can change the capacity by
an order of magnitude. Making less frequent
but bigger allocations can reduce the overhead
significantly.

The number of supported users for this scheduler is
derived from the same equations that were used with the
simple scheduler. However, the enhanced scheduler allocates
as large size as possible given the deadlines. For example,
for Mobile TV with a 10-millisecond deadline, instead of

219 bytes, the scheduler allocates 437.9 bytes within a single
frame and for VoIP with 60-millisecond deadline, instead of
3.5 bytes per frame, it allocates 42 bytes and that results in 2
packing overheads instead of 1 fragmentation overhead.

In Table 11, the number of supported users for VoIP is
228. This number is based on the fact that 42 bytes are
allocated for each user every 60 millisecond:

⌈
#slots subframe

#slots aggregated users

⌉
× deadline

5 millisecond
(8)
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Figure 6: Number of users supported in a lossless channel (Enhanced Scheduler).

Table 12: Simulation parameters [16].

Parameters Value

Channel model ITU Veh-B (6 taps) 120 km/hr

Channel bandwidth 10 MHz

Frequency band 2.35 GHz

Forward Error Correction Convolution Turbo Coding

Bit Error Rate threshold 10−5

MS receiver noise figure 6.5 dB

BS antenna transmit power 35 dBm

BS receiver noise figure 4.5 dB

Path loss PL(distance) 37× log 10(distance) + 20× log 10(frequency) + 43.58

Shadowing Log normal with σ = 10

number of sectors per cell 3

Frequency reuse 1/3

Table 13: Percent MCS for 1× 1 and 2× 2 antennas [16].

Average MCS 1 Antenna 2 Antenna

%DL %UL %DL %UL

FADE 4.75 1.92 3.03 1.21

QPSK 1/8 7.06 3.54 4.06 1.68

QPSK 1/4 16.34 12.46 14.64 8.65

QPSK 1/2 15.30 20.01 13.15 14.05

QPSK 3/4 12.14 21.23 10.28 15.3

QAM-16 1/2 20.99 34.33 16.12 29.97

QAM-16 2/3 0.00 0.00 0.00 0.00

QAM-16 3/4 9.31 5.91 14.18 22.86

QAM-64 1/2 0.00 0.00 0.00 0.00

QAM-64 2/3 14.11 0.59 24.53 6.27

With the configuration in Table 11, the number of
supported users is �175/9� × 60/5 = 228 users. With silence

suppression, the absolute number of supported users is 2 ×
228 = 456. Note that the number of DL users is computed
using (3), (4), and (5), and then (9) can be applied. The
calculations for Mobile TV and Data are similar to that for
VoIP.

The per-user overheads impact the downlink capacity
more than the uplink capacity. The downlink subframe has
DL-MAP and UL-MAP entries for all DL and UL bursts and
these entries can take up a significant part of the capacity and
so minimizing the number of bursts increases the capacity.

Note that there is a limit to aggregation of payloads
and minimization of bursts. First, the delay requirements
for the payload should be met and so a burst may have
to be scheduled even if the payload size is small. In these
cases, multiuser bursts in which the payload for multiple
users is aggregated in one DL burst with the same MCS can
help reduce the number of bursts. This is allowed by the
IEEE 802.16e standards and applies only to the downlink
bursts.
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Table 14: Number of supported users in a lossy channel.

Workload 1 Antenna 2 Antenna

Simple scheduler Enhanced scheduler Simple scheduler Enhanced scheduler

Mobile TV 14 16 17 20

VoIP 76 672 78 720

Data 36 369 37 438

The second consideration is that the payload cannot be
aggregated beyond the frame size. For example, with QPSK
1/2, a Mobile TV application will generate enough load to
fill the entire DL subframe every 10 millisecond or every 2
frames. This is much smaller than the required delay of 30
millisecond between the frames.

6.2. Case Study 2: Imperfect Channel. In Section 6.1, we saw
that the aggregation has more impact on performance with
higher MCSs (which allow higher capacity and hence more
aggregation). However, it is not always possible to use these
higher MCSs. The MCS is limited by the quality of the
channel. As a result, we present a capacity analysis assuming
a mix of channels with varying quality resulting in different
levels of MCS for different users.

Table 12 lists the channel parameters used in a simulation
by Leiba et al. [16]. They showed that under these conditions,
the number of users in a cell which were able to achieve any
particular MCS was as listed in Table 13. Two cases are listed:
single antenna systems and two antenna systems.

Average bytes per slot in each direction can be calculated
by summing the product (percentage users with an MCS
× number of bytes per slot for that MCS). For 1 antenna
systems this gives 10.19 bytes for the downlink and 8.86 bytes
for the uplink. For 2 antenna systems, we get 12.59 bytes for
the downlink and 11.73 bytes for the uplink.

Table 14 shows the number of users supported for both
simple and enhanced schedulers. The results show that the
enhanced scheduler still increases the number of users by an
order of magnitude, especially for VoIP and data users.

7. Conclusions

In this paper, we explained how to compute the capacity
of a Mobile WiMAX system and account for various over-
heads. We illustrated the methodology using three sample
workloads consisting of Mobile TV, VoIP, and data users.
Analysis such as the one presented in this paper can be easily
programmed in a simple program or a spread sheet and effect
of various parameters can be analyzed instantaneously. This
can be used to study the sensitivity to various parameters so
that parameters that have significant impact can be analyzed
in detail by simulation. This analysis can also be used to
validate simulations.

However, there are a few assumptions in the analysis
such as the effect of bandwidth request mechanism, two-
dimensional downlink mapping, and the imprecise calcu-
lation of slot-based versus bytes-based. Moreover, we do

not consider (H)ARQ [18]. In addition, the number of
supported users is calculated with the assumption that there
is only one traffic type. Finally, fixed UL-MAP is always in the
DL subframe though there is no UL traffic such as Mobile TV
[4].

We showed that proper accounting of overheads is
important in capacity estimation. A number of methods are
available to reduce these overheads and these should be used
in all deployments. In particular, robust header compression
or payload header suppression and compressed MAPs are
examples of methods for reducing the overhead.

Proper scheduling of user payloads can change the
capacity by an order of magnitude. The users should be
scheduled so that their numbers of bursts are minimized
while still meeting their delay constraint. This reduces the
overhead significantly particularly for small packet traffic
such as VoIP.

We also showed that our analysis can be used for loss-free
channel as well as for noisy channels with loss.
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This paper introduces an effective joint scheme of channel estimation and tracking for downlink partial usage of subchannel (DL-
PUSC) mode of mobile WiMAX system. Based on the pilot pattern of this particular system, some channel estimation methods
including conventional interpolations and a more favorable least-squares line fitting (LSLF) technique are comparatively studied.
Besides, channel estimation performance can be remarkably improved by taking advantage of channel tracking derived from the
preamble symbol. System performances in terms of packet error rate (PER) and user link throughput are investigated in various
channels adopted from the well-known ITU models for mobile environments. Simulation results show a significant performance
enhancement when the proposed joint scheme is utilized, at least 5 dB, compared to only commonly used channel estimation
approaches.

1. Introduction

Wireless metropolitan area network (Wireless MAN) or
worldwide interoperability for microwave access (WiMAX),
which is defined in IEEE Std. 802.16d/e [1, 2], is a new
technology that provides wireless access in fixed and mobile
environments. Some modes in this system utilize orthogonal
frequency division multiple access (OFDMA) technique as
a modulation method. This technique is adopted from
the powerful orthogonal frequency division multiplexing
(OFDM) which effectively mitigates the impairment of the
time-variant frequency selective fading channel [3, 4]. A
typical OFDM system is shown in Figure 1.

DL-PUSC, as specified in [1], is one of the multiple access
modes for downlink direction which is popularly used for
performance analysis. This scheme divides OFDM symbol
into subchannels and assigns them to users/subscribers.
Each subchannel is further partitioned into groups of 14
consecutive subcarriers called clusters. Clusters of one user
are not continuously connected but are pseudorandomly
permuted over OFDM symbol among users so that data of

different users are treated equally over the effect of fading
channels. Hence, channel estimation and equalization for
recovering the original signal of each user must be performed
from cluster to cluster.

Pilot-based channel estimation is widely used in OFDM
transmission system. By scattering known data called pilots
into OFDM symbol at the transmitter, calculating chan-
nel values at pilot positions and then interpolating the
whole channel values for data subcarriers at the receiver,
transmitted information can be recovered. There are many
techniques reported for channel estimation; some conven-
tional methods like linear and cubic spline [5–8] interpo-
lations are commonly used due to their low complexity for
practical implementation, yet low efficiency. Other methods
like transform-domain processing [9, 10] perform better
but require higher computation for executing DFT/IDFT.
Theoretical optimum method like minimum mean square
error estimator (MMSEE) [11–15] gives best performance
but is too complicate for practical realization.

Preamble is a special OFDM symbol transmitted at the
beginning of transmission frame. Since it contains lots of
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Figure 2: Basic transmission frame.

pilots usually evenly distributed, channel estimation task for
preamble symbol is quite easy and accurate. Moreover, as
the radio channel is often slowly faded, by some tracking
algorithm, the estimated channel can be exploited to enhance
the performance of estimation for the subsequent data
symbols.

In this paper, a new scheme of channel estimation for
DL-PUSC system is proposed. This approach uses LSLF
technique combined with channel tracking to form a joint
channel estimation scheme. Comparisons between this new
method and other conventional approaches such as linear
and cubic spline interpolations by simulating a typical 1024-
point FFT system profile in different ITU mobile channel
models are given to show that a significant improvement in
system performance can be achieved.

The following parts of this paper are organized as follows.
Section 2 addresses the transmission structure and the signal
model. Channel estimation methods such as the commonly
used linear and cubic spline interpolations and the new
method using LSLF technique are highlighted in Section 3.
Joint scheme with tracking algorithm is introduced in
Section 4. Simulation setup, results, and discussion are given
in Section 5. Finally, Section 6 summarizes and concludes the
paper.

2. System Description

2.1. Transmission Structure. A basic transmission structure
is shown in Figure 2 in which a preamble symbol starts
the frame and data symbols are transmitted right after.
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Figure 3: Basic elements in DL-PUSC mode.

Preamble symbol is designed according to different profiles
of transmission, that is, in 1024-point FFT mode, there
are 284 boosted BPSK pilots, each every three subcarriers,
starting from subcarrier index 86 (indexing starts from 0).
Subcarriers at other positions are set to 0. Pilot values
are generated by a particular Pseudo-Noise code related to
IDCell and segment parameters [1].

In DL-PUSC mode, an OFDM symbol is divided into
subchannels; each of those is associated to a specific user.
Subchannel is further partitioned into clusters; each of
which contains a group of 14 consecutive subcarriers. When
transmitted, clusters of different users will be permuted
among themselves; therefore, they are scattered over the
OFDM symbol. The data symbol structure is shown in
Figure 3.
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Pilot pattern of a cluster in a DL-PUSC frame of
data symbols is shown in Figure 4. Pilots are allocated at
subcarrier {5, 9} for even symbol and at subcarrier {1, 13}
for odd symbol.

2.2. Signal Model. Assume that transmitted frame has M
OFDM data symbols in which xm = (x0,m, x1,m, x2,m, . . . ,
xN−1,m)T 0 < m < M − 1 is the symbol at time m and N
is the number of subcarriers in OFDM symbol.

At the receiver, if intersymbol interference is negligible,
received signal could be derived as

ym = Ahm + wm, (1)

where A is the N × N diagonal matrix whose values are xm.
The channel frequency response hm = Fgm(t) is the DFT of
the time-varying multipath fading channel impulse response
gm(t) of which a discrete-time version can be obtained as
in [9, 10]. F is the N × L matrix whose entries are fn,l =
(1/
√
N

e− j2π(nl/N)

) 0 ≤ n ≤ N − 1, 0 ≤ l ≤ L − 1 where L is
the number of channel impulse response taps, and wm is the
additive white Gaussian noise.

In order to recover xm from ym, the channel hm has to
be estimated by exploiting the pilots which are located at
predefined positions in OFDM symbols. The least-square
values of channel frequency response at for pilots are
obtained by

hLS
np ,m =

ynp ,m

xnp ,m
, (2)

where np denotes the pilot position (in this particular case,
np = {1, 5, 9, 13}, p = 0, . . . , 3).

The goal is to estimate all the channel values hEST
m at

all data subcarriers from the values of {hLS
np ,m} so that hEST

m

should be as much similar as possible to hm.

Here, we have two kinds of pilot pattern depending on
whether they belong to preamble symbol or data symbol. It
is obvious that the density of pilot subcarriers in preamble
symbol is higher than that in data symbol. Thus, in order to
estimate the whole channel to have a reference for channel
tracking, conventional method like linear interpolation can
be utilized to get a good tradeoff between complexity and
performance. On the other hand, for data symbol, in this
particular case of DL-PUSC, the interpolation task must
be performed from cluster to cluster, and because each
cluster contains only 14 consecutive subcarriers, the channel
on each cluster can be approximated as a “line”; this fact
inspires the idea of using LSLF technique to estimate the
partial channel. Therefore, a comparative study is carried
out to demonstrate the superiority of this approach to other
commonly used methods such as linear [5, 6] and cubic
spline [7, 8] interpolations.

Due to the pilot arrangement in data symbols, it is
necessary to perform a two-dimension (2D) interpolation
scheme or two 1D estimations in cascade. As the number
of pilots in time axis is more than that in frequency axis,
it is more convenient to estimate first in time and then in
frequency.

3. Channel Estimation

3.1. Conventional Methods

3.1.1. Linear Interpolation. Figure 5 shows an example of the
linear interpolation technique in time direction for an even
number of OFDM symbols in which pilots of even symbols
are located at the 5th and 9th locations while those of odd
symbols are resided in the 1st and 13th places. Consider

hEST
{1,13},m =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

hLS
{1,13},1, m = 0,

hLS
{1,13},m−1 + hLS

{1,13},m+1

2
m = 2, 4, . . . ,M − 2,

hEST
{5,9},m =

⎧
⎪⎪⎨
⎪⎪⎩

hLS
{5,9},m−1 + hLS

{5,9},m+1

2
, m = 1, 3, . . . ,M − 3,

hLS
{5,9},M−2, m =M − 1.

(3)

Then, interpolation in frequency direction can be evaluated
as

hEST
k,m = kΔ + hLS/EST

nP,m , k = 1, . . . , 4,

Δ =
hLS/EST
np+1,m − hLS/EST

np ,m

4
, p = 0, 1, 2,

(4)

where k denotes the position of channel value inside the
interval of two adjacent pilots (hLS/EST

np ,m , hLS/EST
np+1,m ).

3.1.2. Cubic Spline Interpolation. With this method, because
we do not have enough pilots in frequency direction,
interpolation in time has to be performed first. Moreover,
it also requires having at least 8 OFDM symbols to have
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Figure 5: Linear interpolation in time.

enough pilot points. Parameters of a third-ordered equation
are calculated as indicated in [8] and [16]. Then, the channel
values at data positions within the appropriate interval are
calculated. After interpolation in time, there are enough
points to carry out this task again in frequency direction.

3.2. Channel Estimation Using LSLF. Since a cluster size
is small, channel transfer function of that cluster can be
considered a “line”. Therefore, the least-squares line that fits
all the pilots is thought to be a better approximation of the
ideal channel.

3.2.1. Interpolation in Time. Suppose that an even number
of OFDM symbols appears in frame and is indexed from
0 to M − 1. In time direction, for a cluster, there are
four sub-streams according to subcarrier indexes {1, 5, 9, 13}
containing channel values at pilots. Stream 1 and stream 13
have pilots at odd locations {1, 3, 5, . . . ,M−1}while stream 5
and stream 9 have pilots at even locations {0, 2, 4, . . . ,M−2}.
Define the channel values at pilot positions vector p = {pk}
and pilot position vector l = {lk}, (k = 1, 2, . . . ,M/2)
in which l = (0, 2, . . . ,M − 2) for stream {5, 9} and l =
(1, 3, . . . ,M − 1) for stream {1, 13}; LSLF technique will find

the pair of coefficients ω =
( a

b

)
to form the line containing

the set of points: y = {yk}; yk = alk + b so that the least-
squares error

s =
M/2∑

k=1

(
pk − yk

)2 =
M/2∑

k=1

(
pk − alk − b

)2 (5)

is minimized. That means to find a pair of coefficients {a, b}
so that they minimize s and so vanish the partial derivatives

(∂s/∂a) and (∂s/∂b). Therefore, from [17], problem turns
into solving this system of equations

∂s

∂a
= 0,

∂s

∂b
= 0

(6)

⇐⇒

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

a = (M/2)
∑M/2

k=1 lk pk −
∑M/2

k=1 lk
∑M/2

k=1 pk

(M/2)
∑M/2

k=1 l
2
k −

(∑M/2
k=1 lk

)2 ,

b =
∑M/2

k=1 l
2
k

∑M/2
k=1 pk −

∑M/2
k=1 lk

∑M/2
k=1 lk pk

(M/2)
∑M/2

k=1 l
2
k −

(∑M/2
k=1 lk

)2 .

(7)

Channel values at all locations including data and pilots
in stream 1, 5, 9, and 13 will be calculated by applying

hdataEST
k′ = alk′ + b, k′ = 0, 1, . . . ,M − 1. (8)

It is important to derive the maximum number of OFDM
symbols M so that the fitting by using a “line” is reasonable.
By the fact that the fading channel will change in time with
a coherent time Tc as mentioned deeper in next section, it
is clear to see that the limit should be MTsymbol < Tc. So a
rough limit range for M can be 4 ≤ M < Tc/Tsymbol and for
convenient M should be even number.

3.2.2. Interpolation in Frequency. The same routine as in time
axis can be used to interpolate in frequency axis. Now, there
is a block of M clusters; each cluster contains 14 subcarriers
in which 4 locations were estimated values from the previous
task. One note is that all clusters now have “pilots” at the
same indexes; hence, the complexity is less.
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Table 1: Profile parameters.

Bandwidth 8.75 MHz FFT size 1024

Sampling factor n 8/7 Number of used subcarriers N used 840

Sampling frequency 10 MHz Frame structure 1 preamble symbol + 48 data symbol

Subcarrier space 9.765625 KHz Modulation mode QPSK 16-QAM 64-QAM

Useful symbol time Tb 102.4 μs CP ratio G 1/8

Guard interval Tg 12.8 μs Channel coding CC(171,133) rate 1/2

OFDM symbol time Ts 115.2 μs Carrier frequency 2.3 GHz

Number of user 3 System mode DL-PUSC

Table 2: Profiles of channels used in simulation.

Model 1 Ped.B Path power (dB) −3.9 −4.8 −8.8 −11.9 −11.7 −27.8

Path delay (μs) 0 0.2 0.8 1.2 2.3 3.7

Model 2 Veh.A Path power (dB) −3.1 −4.1 −12.1 −13.1 −18.1 −23.1

Path delay (μs) 0 0.31 0.71 1.09 1.73 2.51

Again, it is crucial to judge the assumption that channel
transfer function in a cluster can be viewed as line. The fact
that the frequency range of 14 subcarriers or one cluster
should be less than the coherent bandwidth Bc of the fading
channel [18] gives Bc ≈ 1/5στ in which στ denotes the root
mean squared delay spread of the multipath fading channel.
Another factor is the bandwidth of the designed system; the
performance of this method would degrade when system
bandwidth is significantly broader than Bc so that a small
portion as cluster could also be frequency selective.

4. Joint Scheme with Channel Tracking

For preamble symbol, the least-square channel values at pilot
positions are

h
preLS

np = y
pre
np

x
pre
np

. (9)

In the case of DL-PUSC mode, pilots in preamble symbol
are evenly spaced scattered, one every three subcarriers. The
whole channel values can be linearly interpolated (except the
two zero-guard interval regions) as

h
preEST
np+i =

(
L− i

L

)
h

preLS

np +
(
i

L

)
h

preLS
np+1 , (10)

where i = 1, 2; L = 3; np = 86 + 3p; p = 0, . . . , 282.
In fact, the channel does not stay the same over time

but slowly changes; this is due to the relative movement of
all the components influencing the transmission. The most
impact factor is the relative speed between mobile station
and base station that causes a Doppler frequency shift fD.
The coherent time Tc ≈ 1/ fD over which the channel can be
viewed as unchanged is in the order of several milliseconds
to hundreds of milliseconds. Hence, it is considered “slow”
when comparing to an OFDM symbol time slot. As a
result, after estimating the whole channel from the preamble
symbol, performance of channel estimation for successive
data symbols can be enhanced by a tracking algorithm [9].

Suppose that hdataEST
n,m is the estimated channel value at

subcarrier n of data symbol m; it can be recalculated so
that some useful information from the preamble symbol can
be involved to reduce the distance between it and the real
channel, and thus enhance the estimation performance:

ĥdata
n,m =

(
M −m− 1

M

)
h

preEST
n +

(
m + 1
M

)
hdataEST
n,m , (11)

where n = 0, . . . ,N − 1; m = 0, . . . ,M − 1.
This tracking algorithm means that the nearer the data

symbol is located to the preamble symbol; the more influent
it gets from the estimated channel given by the preamble and
vice versa.

5. Simulation Results

5.1. Simulation Setup. The typical 1024-point FFT profile,
whose parameters are given in Table 1, is chosen for simu-
lation. The number of users requesting service is assumed to
be 3.

Channel models are taken from ITU models for mobile
environments [19], and carrier frequency is set to be
2.3 GHz:

(i) Model 1: ITU Pedestrian B (Ped.B), speed 6 km/h,
and fading frequency fD ≈ 12.78 Hz,

(ii) Model 2: ITU Vehicular A (Veh.A), speed 30 km/h
with fD ≈ 63.89 Hz, and speed 120 km/h with fD ≈
255.56 Hz.

These channel models are time-variant frequency selec-
tive channels in Non Line-Of-Sight mobile conditions. Their
specific parameters are given in Table 2.

System performance is demonstrated as packet error
rate (PER) versus signal-to-noise ratio (SNR) and user link
throughput defined as

T = D(1− PER) (12)

where D is the peak data rate given by

D = NsNbRc/Ts (13)
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Figure 6: PERs in Ped.B 6 km/h.
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Figure 7: PERs in Veh.A 30 km/h.

in which Ns, Nb, Rc, and Ts denote the number of subcarriers
assigned to a user, number of data bits in a subcarrier, chan-
nel coding rate, and the OFDM symbol time, respectively.

5.2. Simulation Results and Discussion. Simulation results
are shown in Figure 6 to Figure 14. The very first notice
is that in all channel conditions the LSLF approach always
outperforms the other two conventional methods. The
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Figure 8: PERs in Veh.A 120 km/h.
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Figure 9: Throughput in Ped.B 6 km/h without using channel
tracking.

improvement varies depending on which modulation mode
is used. It is also very clear to see that when channel tracking
comes into play, regardless of modulation schemes and
channel conditions, the performance is remarkably boosted.
The joint scheme of LSLF channel estimation and channel
tracking appears to be the best, very robust, and not only
highly surpassing other schemes but also able to reach very
near to the perfect channel knowledge case.
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Figure 10: Throughput in Ped.B 6 km/h using channel tracking.
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Figure 11: Throughput in Veh.A 30 km/h without using channel
tracking.

Figures 6, 7, and 8 show PERs in different channel
models. Ped.B channel has quite long delay spread, causing
severely frequency-selective faded channel and limiting the
performance of channel estimation, particularly in frequency
axis. However, due to the slow moving speed, the channel
does not change rapidly, giving some favor to estimation in
time. One can notice that the effect given by channel tracking
in this channel is not as strong as that in Veh.A channels.
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Figure 12: Throughput in Veh.A 30 km/h using channel tracking.
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Figure 13: Throughput in Veh.A 120 km/h without using channel
tracking.

On the other hand, Veh.A channels have smaller delay spread
but higher moving speed, meaning that the channel within
a cluster is flat but it changes faster. The coherent time of
this channel in case of speed 120 km/h is in order of several
milliseconds which can degrade the system performance
since it might go below the frame time. However, the LSLF
still works properly and with channel tracking; at least 5-dB
enhancement can be achieved.
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Figure 14: Throughput in Veh.A 120 km/h using channel tracking.

Figures 9, 10, 11, 12, 13, and 14 show the user link
throughputs in various channel conditions without and
with channel tracking. Obviously, channel tracking give
a noticeable improvement and the joint scheme of LSLF
channel estimation with tracking significantly increases the
link performance.

Another notice is that the performance improvement
also depends on modulation modes. The higher modulation
modes always suffer higher error in channel estimation,
leading to more degradation compared to the perfect channel
knowledge case whereas in lower modulation mode, for
example, QPSK, the joint scheme is able to reach the ideal
case.

Last but not least, it is worth to examine roughly the
complexity of LSLF method for practical implementation.
From equations (7), it is obvious that the LSLF method needs
more computation than linear and cubic spline interpolation
but it does not require any complicated process or special
design structure. There is no complex operation since the in-
phase and quadrature components can be treated separately
whereas there are also some terms in (7) that can be reused.
Therefore, the superior performance gain obtained by the
joint scheme with channel tracking makes this method very
promising for realization.

6. Conclusions

This paper has studied a joint channel tracking and estimat-
ing scheme which is highly suitable for OFDMA DL-PUSC
mode of mobile WiMAX system. System simulation with var-
ious standardized channel models for mobile environments
showed impressive improvements in both PER and user link
throughput. Low complexity and high performance give this
joint scheme a high potential for practical implementation.
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IEEE 802.16j is an emerging wireless broadband networking standard that integrates infrastructure base stations with multihop
relay technology. Based on the idle mode operation in IEEE 802.16j, we propose a novel location management and paging scheme.
It integrates the paging area-based and the timer-based location update mechanism. In paging area-based scheme, an idle mode
mobile station updates when it moves to a new paging area. In timer-based scheme, an idle mode MS updates when the location
update timer expires. In this work, we formulate the mathematical model to evaluate the performance of the proposed paging
scheme. A new random walk mobility model that is suitable for modeling in multihop relay network is created. Optimization of
location update timer is also investigated.

1. Introduction

IEEE 802.16 standard [1] (or WIMAX) is an emerging
broadband wireless access system to provide users with high-
speed multimedia services. The IEEE 802.16e standard pro-
vides mobility support for WiMAX system. Mobile Stations
(MSs) are usually powered by battery. Paging mechanism
and MS idle mode operation are defined to save power
in mobile IEEE 802.16e system. Recently, the IEEE 802.16j
Multihop Relay (MR) standard is proposed to support for
multihop relay communications with Relay station (RS) [2–
4]. IEEE 802.16j standard provides better network coverage
and enhance system throughput performance. In 802.16j
network, the base station is called Multihop Relay BS (MR-
BS). Relay Stations (RSs) relay signaling and data messages
between the MR-BS and the MS.

In WiMAX system, MS enters idle mode to save power
when there is no data to transmit or to receive. Whenever an
incoming data message arrives, the network applies paging
mechanism to wake up the dormant MS. During idle mode
operation, MS still needs to update its location occasionally
so that network only needs to perform broadcast paging in
selected cells when a data message arrives. Tradeoff between
signaling cost and location precision of idle mode MS is the

main design issue in paging and location update protocol
design.

Conventional cellular network paging and location man-
agement design could be categorized as follows (1) Location-
based paging area schemes [5]: users update when they
move across the border between different paging areas.
Paging area might be overlapping or nonoverlapping. (2)
Time-based schemes [6]: users update periodically when
the update timer expires. (3) Distance-based schemes [7–9]:
users update when moving a fixed distance away from the
last updating location. (4) Movement-based schemes: users
update based on the number of passing stations. (5) Velocity-
based schemes: users update based on the velocity. (6)
Profile-based schemes [10]: users update according to their
behaviors. Some schemes apply an integrated approach to
reduce the signaling cost [11]. Paging for microcell/macrocell
overlay is also studied [12]. Pipeline paging technique could
be applied to reduce the paging delay [13].

In this paper, we propose a novel paging and location
update algorithm that integrates timer-based scheme and
location-based paging area scheme for IEEE 802.16j system.
For performance evaluation, we investigate a random walk
mobility model that is suitable to evaluate the mobility
issue in multihop relay cellular network like 802.16j, as base
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Figure 1: Absolute Geographical Location Model: A(x1; x2).

stations and relay stations operate differently but coexist
in this type of network. The mobility model is described
and validated in Section 2. The paging scheme design is
presented in Section 3. In Section 4, we evaluate the sys-
tem performance analytically. The optimization of location
update period is presented in Section 5. Performance results
are presented in Section 6. Finally, we conclude the paper in
Section 7.

2. Mobility Model

Random walk model is widely used for modelling mobility in
cellular networks [6, 11, 14, 15]. Markov chain formulation
is used to compute the probability that MS movement.
Labelling and grouping cells based on geometric symmetry
reduces the complexity of the model. Akyildiz et al. proposed
a random walk model for MS mobility in cellular networks
[14]. In this model, MSs move in the hexagonal cell. The
probability that MS moves to an adjacent hexagonal cell is a
system parameter. When the MS moves to an adjacent cell, it
has the uniform probability to move to one of the 6 adjacent
hexagonal cells. The cellular random walk model is no longer
applicable in multihop relay network as some cells are base
stations and some are relay stations.

In the proposed model, the probability of MS movement
from arbitrary cell i to arbitrary cell j could be computed
while computational complexity is limited. The goals of
the proposed random walk mobility model for multihop
relay networks are to (1) uniquely identify the relay station
cells and (2) simplify the mathematical model based on the
symmetric property.

An MR-BS (multihop relay base station) or an RS
(relay station) is located in the center of a hexagonal cell.
Random walk mobility model is applied to characterize
the movement of mobile stations (MSs). The Absolute
Geographical Location is applied to uniquely identify the

hexagonal cells. The Relative Moving Distance is applied to
reduce the complexity of the random walk mathematical
model. Rules of mapping between Absolute Geographical
Location and Relative Moving Distance will also be described
in this section.

2.1. Absolute Geographical Location Model. The Absolute
Geographical Location is used to uniquely identify the
geographical location of each hexagonal cell. Unlike the
random mobility model described in [14], hexagonal cells
have to be uniquely labelled to distinguish MR-BS and RS.
As shown in Figure 1, we apply oblique coordinates with axis
x1 and x2 to label the hexagonal cells. Each cell is uniquely
identified as A(x1 = i, x2 = j). The origin of the oblique
coordinate is A(0, 0), where MR-BS is usually located.

2.2. Relative Moving Distance Model. As described previ-
ously, the Absolute Geographical Location A(i, j) indicates
the geographical cell location. Due to the symmetric prop-
erty of random walk mobility model, the probability of
an MS moving from cell A(i, j) to new cell A(m,n) is
the same as moving from cell A(0, 0) to A(m − i, n − j).
Thus, in terms of moving probability between cells, we
can model that the moving probability by considering the
probability of an MS moves from the origin R(0, 0) to R(u, k)
in the Relative Moving Distance model. The MS moving
probability PR(u,k) in the Relative Moving Distance model
is the same as PA(i, j)→A(m,n) and PA(0,0)→A(m−i,n− j) in the
Absolute Geographical Location model.

The Relative Moving Distance model is consisted of nr
tiers of hexagonal cells. A 5-tier Relative Moving Distance
model is shown in Figure 2. In the boundary of the wireless
network, an MS may enter an outer cell and does not come
back to the network. In the Markov Chain models, those
outer cells will be modeled as absorbing states. The outer cells
are the fifth tier of the network, which is denoted as out, as
shown in Figure 2.

There are three axes (v1, v2, and v3) across the origin
R(0, 0), and the network is divided into six regions. A
hexagonal cell is labelled as R(u, k). The (u, k) tuple is
labelled based on the oblique coordinate system with axes
v1 = (0, 1) and v2 = (1, 0). Note that, for the cells in the
same tier, the sum of u and k is the same and is equal to
the tier number nr . Cells in Relative Moving Distance model
are symmetric. This model provides mobility information
for Absolute Geographical Location. An MS movement from
(i, j) to (m,n) in the Absolute Geographical Location model
will be transformed to an MS movement from (0, 0) to
(|m − i|, |n − j|) in the Relative Moving Distance model.
Notice that the u, k in Relative Moving Distance model are all
nonnegative integer; hence, absolute value operation is taken
during the transformation.

2.3. Simplified Moving Distance Model. Since the six regions
in the Relative Moving Distance model shown in Figure 2
are symmetric in terms of MS moving probability, we
could further simplify the moving distance model. Figure 3
illustrates the Simplified Moving Distance model, which is



Journal of Computer Systems, Networks, and Communications 3

2,1
1,1

2,1
2,0

1,0
0,0

1,0
1,0

3,0
2,1

3,1
2,2

1,1
2,0

2,1
3,0

1,0
2,0

1,1
2,1

2,1
3,1

3,0
4,0

2,1
2,2

3,1

3,1

2,2

4,0

3,1
3,0

3,1
2,1

3,0
2,0

2,1
2,0

1,1
1,0

3,1
2,2

2,1
2,1

3,1
4,0

1,1
2,0

1,0
1,1

3,0
3,1

2,1
2,2

3,1
4,0

2,2
3,1

4,0

4,0
3,1

Out
Out

Out
Out

Out

Out

Out

Out

Out

Out
Out

Out
Out

Out
Out

Out
Out

Out
Out

Out

Out

Out

Out

Out

Out
Out

Out
Out

Out
Out

I

II

III

VI

V

IV

R (u,k)

v1 = (0,1)

v2 = (1,0)

v3 = (1,−1)

Figure 2: Relative Moving Distance Model: R(u, k).

2,0

0,0

1,0
1,0

3,0
2,1

3,1
2,2

1,1
2,0

2,1
3,0

3,1
4,0

4,0

R’(u,k)

Out
Out

Out
Out

Out
Out

Figure 3: Simplified Moving Distance Model:R′(u, k).

actually the Region I of the original Relative Moving Distance
model. The cell in the Simplified Moving Distance model is
denoted as R′(u, k), where u, k are non-negative integers and
u ≥ k.

2.4. Rules of Mapping. We will describe a set of mapping rules
that transforms the relative moving distance to the absolute
geographical location. Because of the Markov property, the
future MS movement depends only on the current location
state. In the Relative Moving Distance model, a mobile
station always starts from R(0, 0) as we proposed this relative
mobility model for movement from the current location of
the MS. The coordinate space is considered to be shifted
so that the origin of the coordinate space is centered at the
current MS location.

We observe the geometric property of the hexagonal
topology to create 3 mapping rules to simplify the model.
We classify the 6 regions in Figure 2 based on the geometric
properties. Region I and IV will apply Mapping Rule I. In
Regions I and IV, we find that (m − i)(n − j) ≥ 0 is always

true. Regions II and V will apply Mapping Rule II. In Regions
II and V, we find that (m− i)(n− j) < 0 and |m− i| ≥ |n− j|
is always true. Regions II and VI will apply Mapping Rule
III. In Regions II and VI, we find that (m − i)(n − j) < 0
and |m − i| < |n − j| is always true. Based on the geometric
property, these 3 classifications of mapping rules will be
discussed in Theorems 1, 2, and 3, respectively.

Moving from A(i, j) to A(m,n) in a given time interval
is transformed to moving between R(0, 0) and R(u, k) in the
same time interval. If a user starts at A(i, j) and locates in
A(m,n) after i unit time, the probability is equal to that of
moving from R(0, 0) to R(u, k) after i unit time. We define
Pi
R(u,k) as the probability that an MS moves from R(0, 0) to

R(u, k) after i unit time:

Pi
A(i, j)→A(m,n) = Pi

A(0,0)→A(m−i, n− j) = Pi
R(u,k). (1)

In the Relative Moving Distance model, three axes divide
the network into six regions. As the Relative Moving Distance
model applies an MS-centric view that considers relative
movement from the starting location, the MS movement
is always starting from R(0, 0). The MS movement in the
original Absolute Geographical Location from A(i, j) to
A(m,n) is equivalent to the transformed MS movement from
R(0, 0) to R(m − i,n − j). The movement to R(m − i,n − j)
could be classified based on values of m − i and n − j. The
classification of the mapping rules also corresponds to the
mobile movement in the six regions shown in Figure 2.

All cells in Regions I and IV have the property (m− i)(n−
j) ≥ 0. The relative movement vector (m − i,n − j) can be
denoted as a linear composition of two axes v1 = (0, 1) and
v2 = (1, 0) with integer coefficients a and b :

a · v1 +b · v2=a · (0, 1)+b · (1, 0)=(m−i,n− j
)
. (2)

In the Simplified Moving Distance model R′(u, k), u and
k are non-negative integers. We solve the above equation and
derive the non-negative solution by taking absolute values
a = |n − j|, b = |m − i|. Since u ≥ k in the Simplified
Moving Distance model, as shown in Figure 4, u is the larger
one among a and b while the smaller one is k.

For example, as shown in Figure 4, A(1, 3) can be
decomposed as the linear combination of v1 and v2. Notice
that the moving probability from A(0, 0) to A(1, 3) is the
same as the moving probability from R′(0, 0) to R′(3, 1) :

(1, 3)=a · v1 +b · v2=a · (0, 1)+b · (1, 0) =⇒ a=3, b=1.
(3)

From observation, the Mapping Rule I maps the absolute
geographical location to the relative moving distance model
in Regions I and IV, as shown in Figure 2. Notice that the
relative moving values (m − i) and (n − j) are both positive
values (in Region I) or both negative values (in Region IV).

Theorem 1 (Mapping Rule I). While (m− i)(n− j) ≥ 0,

Pi
A(i, j)→A(m,n) =

⎧
⎪⎪⎨
⎪⎪⎩

Pi
R′(|m−i|,|n− j|), if |m− i| ≥ ∣∣n− j

∣∣,

Pi
R′(|n− j|,|m−i|), if |m− i| < ∣∣n− j

∣∣.

(4)
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Figure 4: Mapping example.

If an MS moves to cells in Region II or V in Figure 2,
the following two properties hold: (m − i)(n − j) < 0 and
|m− i| ≥ |n− j|. The relative movement vector (m− i,n− j)
can be denoted as a linear combination of v2 = (1, 0) and
v3 = (1,−1). We can get a = |m + n− i − j|, b = |n − j| by
solving the equation:

a · v2 + b · v3 = a · (1, 0) + b · (1,−1) = (m− i,n− j
)
.

(5)

Theorem 2 (Mapping Rule II). While (m− i)(n− j) < 0 and
|m− i| ≥ |n− j|,

Pi
A(i, j)→A(m,n)

=

⎧
⎪⎪⎨
⎪⎪⎩

Pi
R′(|n− j|,|m+n−i− j|) if

∣∣n− j
∣∣ ≥ ∣∣m + n− i− j

∣∣,

Pi
R′(|m+n−i− j|,|n− j|) if

∣∣n− j
∣∣ <

∣∣m + n− i− j
∣∣.

(6)

If an MS moves to Region III or VI, the following two
properties hold: (m− i)(n− j) < 0 and |m− i| < |n− j|. The
relative movement vector (m − i,n − j) can be denoted as a
linear combination of −v1 = (0,−1), and v3 = (1,−1). We
can get a = |m − i|, and b = |m + n − i − j| by solving the
equation:

a · v3 + b · (−v1) = a · (1,−1) + b · (0,−1) = (m− i,n− j
)
.

(7)

Theorem 3 (Mapping Rule III). While (m− i)(n− j) < 0 and
|m− i| < |n− j|,

Pi
A(i, j)→A(m,n)

=

⎧
⎪⎪⎨
⎪⎪⎩

Pi
R′(|m−i|,|m+n−i− j|) if |m− i| ≥ ∣∣m + n− i− j

∣∣,

Pi
R′(|m+n−i− j|,|m−i|) if |m− i| < ∣∣m + n− i− j

∣∣.

(8)

An example of mapping movement to Region III is
shown in Figure 5. The left part of the figure is the Absolute
Geographical Location. An MS moves from A(−1, 2) to
A(1,−2). The right part of figure is the equivalent Relative
Moving Distance. Considering the starting point A(1,−2)
as the center of the map, the destination A(−1, 2) is in
Region III. Applying Theorem 3 and setting (i, j) = (−1, 2)
and (m,n) = (1,−2), we can obtain Pi

A(−1,2)→A(1,−2) =
Pi
R′(2,2).

2.5. Calculation of User Movement Probability. The user
movement is modelled by the random walk mobility model.
As described previously, the computation of MS movement
could be simplified by the transformation and mapping
to the Simplified Moving Distance Model R′(u, k). The
mobile network model has nr tiers of cells. The value of
nr must be large enough so that the probability of users
moving outside is small. Depending on the requirements of
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modelling various mobility protocols, the value of nr should
be selected accordingly.

To further simplify the notation, we map each cell
R′(u, k) in Simplified Moving Distance Model to a new state
Sx, as shown in Figure 6. The states are relabelled from inner
cells toward outer cells. For example, the origin R′(0, 0) is
denoted as S1. Likewise, the R′(1, 0) is denoted as S2, and so
forth. As we observed, the relabeling based on geometrical
symmetry could be used to simplify the following mobility
model formulation. A discrete-time Markov Chain model, as
shown in Figure 7, is created to compute the MS movement
probability. We denote the probability that an MS stays in
the same cell in the next time slot as p. The probability that
an MS moves to a neighboring cell in the next time slot
is thus 1 − p, which is denoted as q. In the random walk
model, the MS has probability p to stay in the same cell
and q/6 to move to another adjacent cell (notice that there
are 6 neighboring cells). By observation of the geometric
properties of the hexagonal topology, the random walk
mobility could be formulated as the Markov Chain shown in
Figure 6.

We define the matrix Oi to represent the probability that
an MS is in state Sx after i unit time slots. The size of an nr-
tier network is denoted as S(nr). Hence, the size of Oi is 1 by
S(nr) :

Oi =
(
Pi
S1

Pi
S2

Pi
S3

Pi
S4

. . .
)

1×S(nr )

=
(
Pi
R(0,0) Pi

R(1,0) Pi
R(2,0) Pi

R(1,1) . . .
)

1×S(nr )
.

(9)

In the relative moving model, the initial location of an
MS is at the origin at time 0. The initial state O0 is described
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as follows:

O0 =
(

1 0 0 0 0 . . .
)

1×S(nr )
(10)

The probabilistic transition matrix in the Markov Chain
model is denoted as Ts. It is an S(nr) by S(nr) matrix. As
shown in Figure 2, the number of tiers in the hexagonal
topology is symmetric. We derive the value of S(nr) based on
observing the geometric property of the hexagonal network
topology:

S(nr) =

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

n2
r + 2nr + 5

4
, if nr is odd,

n2
r + 2nr + 4

4
, if nr is even.

(11)
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By observing the mobility symmetry in Figure 6, the
Markov Chain state transition diagram is drawn in Figure 7.
Now, we will write down the state transition probability
of the Markov Chain model of Figure 7 in matrix form.
An element in Ts is the probability of moving from one state
to another state during one unit time in the Markov Chain
model:

Ts =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

p q 0 0 0 . . . 0

q

6
p +

q

3
q

6
q

3
0 . . . 0

0
q

6
p

q

3
q

6
. . . 0

0
q

3
q

3
p 0 . . . 0

0 0
q

6
0 p . . . 0

...
...

...
...

...
...

...

0 0 0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

S(nr )×S(nr )

,

Oi+1 = OiTs.

(12)

Based on the state diagram shown in Figure 7, the
elements of Ts can be obtained. From the definition,
the Markovian state probability in time slot i could be
computed by iteratively multiply the current state probability

with transition matrix. We can then calculate Oi with Ts
iteratively:

O1 = O0Ts =
(
p q 0 0 0 . . .

)
1×S(nr )

,

O2=O1Ts=
(
p2+

1
6
q2 pq+q

(
p+

1
3
q
)

1
6
q2 1

3
q2 0

)

1×S(nr )
,

...

Oi = O0(Ts)i.
(13)

The movement probability could be computed with (13).
It multiplies Ts by i times. To reduce the computational
complicity, we can diagonalize the matrix Ts and derive
matrix D and V. D is the diagonal matrix of eigenvalues. V
consists of the eigenvectors of Ts. We can obtain the state
probability quicker by applying (16):

Ts = VDV−1, (14)

(Ts)i = VDiV−1, (15)

Oi = O0VDiV−1. (16)

2.6. Validation of the Mobility Model. Similar to the previous
work [14], we validate the mathematical model by simula-
tion. The network tier nr is 3, and two mobility scenarios
p = 0.8 or p = 0.9 are simulated. The movement probability
values after 100 time slots are shown in Table 1. Math 1
method is the result of O0T100

s computation based on (13).
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Math 2 method is the results of diagonalized computation
based on(16)

The initial state probability matrix O0 is 1 for the center
cell and 0 for other cells:

O0 =
(

1 0 0 0 0
)

1×S(3)
. (17)

The transition matrix Ts is

Ts=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

p q 0 0 0
q

6
p+

q

3
q

6
q

3
0

0
q

6
p

q

3
q

2
0

q

3
q

3
p

q

3
0 0 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

S(3)×S(3)

. (18)

The diagonal matrix D is

D =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0

0 1−0.188q 0 0 0

0 0 1−0.795q 0 0

0 0 0 1−1.270q 0

0 0 0 0 1− 1.412q

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

S(3)×S(3).

.

(19)

The transpose of matrix Oi is shown as the following:

OT
i =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0.140∗ (1− 0.188q
)i + 0.362

(
1− 0.795q

)i + 0.496
(
1− 1.270q

)i

0.678∗ (1− 0.188q
)i + 0.275

(
1− 0.795q

)i − 0.954
(
1− 1.270q

)i

0.304∗ (1− 0.188q
)i − 0.897

(
1− 0.795q

)i + 0.592
(
1− 1.270q

)i

0.408∗ (1− 0.188q
)i − 0.537

(
1− 0.795q

)i + 0.129
(
1− 1.270q

)i

1− 1.532∗ (1− 0.188q
)i + 0.795

(
1− 0.795q

)i − 0.263
(
1− 1.270q

)i

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
S(3)×1.

(20)

Table 1: The simulation and the math calculation.

p = 0.8 R(0, 0) R(1, 0) R(2, 0) R(1, 1) outside

Simulation 0.003045 0.014737 0.006624 0.008770 0.966824

Math 1 0.003021 0.014718 0.006617 0.008759 0.966883

Error1 0.78% 0.25% 0.11% 0.11% 0.01%

Math 2 0.003041 0.014660 0.006580 0.008827 0.966891

Error2 0.13% 0.15% 0.63% 0.89% 0.01%

p = 0.9 R(0, 0) R(1, 0) R(2, 0) R(1, 1) outside

Simulation 0.021103 0.101835 0.045706 0.060456 0.770900

Math 1 0.021009 0.102053 0.045636 0.060503 0.770799

Error1 0.45% 0.21% 0.15% 0.08% 0.01%

Math 2 0.021161 0.101646 0.045363 0.061028 0.770801

Error2 0.27% 0.19% 0.75% 0.95% 0.01%

We implement the Monte Carlo simulation in C++ to
model the random walk mobility model in the hexagonal
topology. Each MS has probability p to stay in the same cell
and probability (1− p)/6 to move to any adjacent hexagonal
cell. Totally 1000000 simulation runs are conducted. The
uniformly random walk mobility simulation results are
compared with the Markov Chain analysis results. As shown
in Table 1, the differences between the mathematical models
and simulation results are always less than 1%. In addition,
we observe that the diagonalized method effectively reduces
the computation time.

Table 2: Paging and Idle Mode Related Signaling Messages.

Message name Message description

DREG-REQ SS De-registration message

DREG-CMD De/Re-register Command

MOB PAG-ADV BS broadcast paging message

RNG-REQ Ranging Request

RNG-RSP Ranging Response

3. IEEE 802.16j Multihop Paging

3.1. IEEE 802.16j Idle Mode. Idle mode operation reduces
control signaling cost and MS energy consumption. An MS
in idle mode periodically listens to the downlink broad-
casting paging messages without registering to a specific
BS. RSs relay all paging messages between MS and MR-BS.
In this paper, we consider nontransparent mode operation
in 802.16j system. Idle mode and paging operations are
illustrated in Figure 8.

3.1.1. Entering Idle Mode. Before entering idle mode, an MS
sends Deregistration message (DREG-REQ) to the MR-BS.
Then the MR-BS replies De/Reregister Command message
(DREG-CMD) to MS. These two signaling messages are used
to synchronize the paging listening time. For an MS serving
by the relay stations, the access RS will relay all deregistration
messages and paging messages between the MR-BS and the
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Figure 8: Active mode and idle mode operation.

MS. Notice that the control signaling cost is multiplied by
the number of relay hops in this scenario.

3.1.2. Idle Mode Operation. As shown in Figure 9, there
are two types of time intervals in idle mode operation:
MS Paging Unavailable Interval and MS Paging Listening
Interval. During MS Paging Unavailable Interval, an MS
turns down radio interface to save power. In MS Paging
Listening Interval, an MS listens to the downlink broadcast
of paging advertisement messages (MOB PAG-ADV). The
listening interval has a period of PAGING CYCLE. The
PAGING OFFSET parameter is used to separate MSs in
different paging groups. An MS is synchronized to the
periodic listening intervals based on the PAGING CYCLE
and PAGING OFFSET given in a MOB PAG-ADV message.

3.1.3. Termination of Idle Mode. At the end of MS listening
interval, an MS must decide whether to leave idle mode or
not. If an MS would like to transmit data, it must leave
idle mode and enter active mode for normal operation.
When an MS decides to terminate the idle mode, it will
start the network reentry process by first sending Ranging
Request (RNG-REQ) message to MR-BS. Then MR-BS will
reply with Ranging Response (RNG-RSP) message to the
MS. Then the MS can send the location update message and
start the normal active mode operation. Relay stations will
forward signaling messages, such as RNG-REQ and RNG-
RSP, between MS and MR-BS when needed.

The paging operation is initiated when the system wants
to find an MS. For example, a new data packet is arrived
and is to be delivered to the MS. The network will check
the paging information database that records the associated
paging group of the to-be-paged MS. All MR-BS and access

relay stations in the paging group will send broadcast paging
message MOB PAG-ADV with the MS’s MAC address.
Once the MS receives the broadcast paging message, it will
terminate the idle mode and go back to normal mode. The
MOB PAG-ADV broadcasting is initiated from the MR-BS
and is forwarded through relay stations.

3.2. Paging Methods. In the network topology, MR-BS and
RS are assumed to be located at the center of hexagonal
cells. A cell is consisted of 1 MR-BS and 6 RSs as shown in
Figure 10. Packets are either directly transmitted from MR-
BS to MS, if an MS is located in the central cell, or forwarded
through two-hop-relay transmission. When the network is
going to page an MS, the paging message is forward from the
MR-BS to the six RSs. Then the MR-BS and the 6 RSs will
broadcast paging messages to MS (i.e., 7 transmissions are
needed). Thus, the total signaling cost in one paging event is

NP1 = NP1

(
Relay

)
+ NP1 (Broadcast) = 6 + 7 = 13. (21)

Our paging scheme includes both paging area-based
update mechanism and timer-based update mechanism.
Several cells are grouped into one paging area. An MS roams
between different paging areas and sends an update when it
moves across the border. If a message arrives, the network
only broadcasts the messages in one paging area to find
the user. For example, the paging areas can be allocated as
shown in Figure 11. There are totally 14 paging areas shown
in this figure. In this example, one cell includes one base
station and six relay stations, as shown in Figure 10. Notice
that a hexagon that labelled with number has a base station,
and other neighboring hexagons without number have relay
stations, as shown in Figure 11.
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Figure 9: Signaling flow and signaling cost NU1 , NP1 .
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Figure 10: IEEE 802.16j multihop cellular structure: base stations
and relay stations.

Before an MS enters idle mode, the serving base station
exchanges DREG-REQ and DREG-CMD messages with it.
The last serving cell will be denoted as paging areas 1
as shown in Figure 11. In idle mode, an MS still needs
to listen to paging-related information periodically. During
every MS Listening interval, the MS listens to broadcast
messages, which contains paging-related information. From
this information, if the MS detects that it moves to a
different paging area, it must notify the network about the
paging area change. We call this update the Paging Area
Notification (PA Notification). Hence, when a data message
arrives, the network knows the right paging area to find the
idle mode MS. When an MS moves to a new paging area,
the MS will always first send update to the RS and then
forwarded the signaling message to BS. In PA Notification,
there are totally NU1 signaling cost, which is defined by the
number of signaling message transmitted weighed by the
number of hops to be forwarded. In the 2-hop multihop
cellular structure, as shown in Figure 10, the PA Notification
signaling cost is

NU1 = messages× relay = 4× 2 = 8. (22)

In the proposed paging scheme, the paging area topology
is MS-centric. When an MS updates the exact cell location to
the network, the system recomputes the paging area, and the
current cell becomes the centralized cell in the paging area,
which is labelled with 1 as shown in Figure 11. Paging areas
will only be reset in two circumstances: (1) data message
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Figure 11: Example of paging area topology with 13 paging area
aj , j = 1, . . . , 13. Base stations are located in hexagons with labelled
numbers (Paging Area ID). Relay stations are located in hexagons
without number.

arrival (and system create paging message to locate the MS)
or (2) timer-based update (timer expires after t).

The first case occurs after the data messages arrive, and
the network starts the broadcast paging procedure. All cells
in the paging area, where the MS located, will send broadcast
paging messages. The second case is timer-based location
update. If no message arrives after t time slots, the MS must
update its location to avoid losing track of its location. After
timer expires, the MS goes into active mode, updates its
location, and resets the paging area (set the current cell as
paging area 1) before it enters idle mode again.

4. Paging Performance Analysis

Signaling cost in wireless network paging design is critical.
In this section, we will investigate the signaling cost in the
proposed paging scheme. The 802.16j paging cycle strucutre



10 Journal of Computer Systems, Networks, and Communications

O0 O1 O2 O3 Ot−1 Ot

U L U L U L · · ·

· · ·

U L

Pt0 Pt2 Pt3 Ptt

L: MS paging listening interval
U : MS paging unavailable interval
PtI : Probability that arrival in the cycle
Oi: MS movement probability

Figure 12: IEEE 802.16j paging cycle.

is shown in Figure 12. MS Paging unavailable interval and
MS Paging Listening Interval appear alternatively. In MS
Paging unavailable interval, the MS enters idle mode and
does not receive packets from the network. In MS Paging
Listening Interval, the MS listens to the paging channel to
find whether paging messages are sent. The process could
be modeled as discrete events including MS movement and
paging arrival occur at the MS Paging Listening Interval. For
performance evaluation, we compute the probabilities of the
MS movement events and paging arrival events accordingly.

4.1. Interrupted Versus Uninterrupted Idle Periods. We denote
the overall time duration as T . During this time, we could
further categorize the time period into two types: interrupted
idle period and uninterrupted idle period.

4.1.1. Interrupted Idle Period. A paging message arrives and
terminates an interrupted idle period. We calculate the Ni,
the number of interrupted Idle periods during the total
duration T , and Nu, the number of uninterrupted idle
periods during T. The paging message arrival follows Poisson
random process with rate λ. Hence, the expected number of
paging message arrival during time T is λT. The number of
interrupted idle periods is

Ni
∼= λT. (23)

4.1.2. Uninterrupted Idle Period. No paging messages arrive
during an uninterrupted idle period. An uninterrupted idle
period is terminated due to the timer-based forcing update.
The mobile-centric location area is reset after timer-based
paging area update period t. One additional cycle for active
mode operation for the location area reset is needed. Thus,
the length of an uninterrupted idle period is t + 1 cycles.
We denote the time duration from entering idle mode to the
paging arrival time as tp. The expected value of tp is denoted
as tp.

During total duration T , the expected interrupted time
periods is λTtp cycles. So the number of uninterrupted
idle periods is the remaining uninterrupted time during T
divided by the duration of an uninterrupted idle period. The
expected number of uninterrupted idle periods is

Nu =
E
[
T − λT

(
tp + 1

)]

E[t + 1]
. (24)

In an interrupted idle period, the signaling messages
include paging and location updating. In an uninterrupted
idle period, the signaling messages only include location
updating at the end of the period.

4.2. Broadcast Paging. Broadcast paging event only occurs
during an interrupted period. If the call arrives between
i − 1 and i cycle, the system broadcasts a paging message
to the paging area where the MS locates. We can derive the
probability of the MS in a paging area from the probability
computation in Section 2.

The total paging signaling cost of one MS at cycle i is
“the probability of the MS in paging area aj” multiplied by
“the signaling cost in paging area aj .” We have calculated the
paging signaling cost in one multihop cell, NP1 , in (21). Thus,
the total paging signaling cost is (the probability of the MS
in paging area aj) ×NP1× (the number of multihop cells in
paging area aj).

Based on the mobility model described in Section 2,
we can readily compute the probability of an MS in an
paging area after time tp. For example, the paging area a1

shown in the center of Figure 11 has 1 multihop relay cell,
which includes 1 BS hexagonal cell marked with 1 and 6
RS hexagonal cells surrounding the BS. The probability of
an MS is located with the paging area a1 after time tp is
Otp[1, 1, 0, 0, . . . ]′S(n)×1. The mobility matrix that corresponds
to paging area a1[1, 1, 0, 0, . . . ]′S(n)×1 is denoted as Sp1.
Similarly, Spj is the matrix corresponding to paging area aj .
Notice that Spj only depends on the paging area topology
and is independent of tp. Considering the whole wireless
networks, we have Sp :

Sp =
∑

∀i
Spi. (25)

According to the random walk mobility model, the MS
location state probability is Otp . For each paging event, the
signaling cost is NP1OtpSp. The cost of paging signaling
during total time duration T is

Paging signaling = NiNP1OtpSp. (26)

Similar to [9], we will compute tp. The Poisson arrival is

P
(
np,Δt

)
= e−λΔt(λΔt)np

np!
. (27)

The number of arrived paging message is denoted as
np. If np = 0,P(np = 0,Δt) = e−λΔt, it implies that no
message arrives. If np /= 0,P(np /= 0,Δt) = 1−e−λΔt, it implies
that at least one message arrives. The probability that paging
message arrival time tp falls between i− 1 and i, as shown in
Figure 12, is

Pti =
i−2∏

j=0

P
(
np = 0, j ≤ tp < j + 1

)
P
(
np /= 0, i− 1 ≤ tp < i

)

= e−λ(i−1)
(

1− e−λ
)
.

(28)
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Then, when i − 1 ≤ ti < i, we calculate ti, the expected
value of a message arrival time that falls between i − 1 and i
[16]:

ti =
∫ i
i−1λxe

−λxdx
∫ i
i−1λe−λxdx

= i +
−eλ
eλ − 1

+
1
λ
. (29)

The average value tp is

tp =
t∑

i=1

[
Pti ti

] =
(

1− e−λ
) t∑

i=1

ie−λ(i−1)

+
(

1− e−λt
)(
− eλ

eλ − 1
+

1
λ

)

= 1
λ

(
1− e−λt

)
− te−λt.

(30)

Thus, from (26), the overall paging signaling cost is

Paging signaling = NiNP1

∑t
i=1 OiSpPti∑t

i=1 Pti
. (31)

4.3. Paging Area Notification (PA Notification). If the MS
moves across the border between two different paging areas,
the MS must notify the network about the PA change.
The MS update signaling cost of each PA Notification
event is denoted as NU1 . The corresponding PA notification
probability between cycle i and i + 1 is the summation of the
probability across the paging area border, according to the
previously described random walk mobility model and the
paging area topology. There are totally NU1 = 4 × 2 = 8
signaling message transmissions when an MS updates.

Similar to the Spi formulation, the mobility matrix for PA
notification event, in which an MS moves away from paging
area ai, is denoted as Sui. Similarly, when we consider the
whole network, we have Su as follows:

Su =
∑

∀i
Sui. (32)

4.3.1. Uninterrupted Idle Period. The update signaling during
time i to i + 1 is NU1OiSu. In an uninterrupted idle period,
there are totally t MS Paging listening intervals, since an
uninterrupted idle period is terminated by the timer-based
update after time t. In each MS Paging listening interval,
the MS checks if PA changes. The expected PA Notification
signaling cost in one uninterrupted idle period is:

NU1

⎛
⎝
t−1∑

i=0

OiSu +
1
2

⎞
⎠. (33)

During the total duration T , the number of uninterrupted
idle periods Nu is

Nu =
∑t

i=1 Pti
(
T − λT

(
ti + 1

))
∑t

i=1 Pti(t + 1)
=
∑t

i=1 PtiT − λT
(
tp + Pti

)

∑t
i=1 Pti(t + 1)

.

(34)

The total update singling cost in all uninterrupted idle
periods will be

Update signaling un = NuNU1

⎛
⎝
t−1∑

i=0

OiSu +
1
2

⎞
⎠. (35)

4.3.2. Interrupted Idle Period. In an interrupted idle period,
there are totally tp−1 cycles, since an interrupted idle period
is terminated by message arrival at time tp. The expected PA
Notification signaling cost in an interrupted idle period is

NU1

(∑t−1
i=0 OiSuPti∑t−1

i=0 Pti
+

1
2

)
. (36)

During the total time duration T , the number of interrupted
idle period is Ni. The total update singling cost in all
interrupted idle periods will be

Update signaling in = NiNU1

(∑t−1
i=0(OiSu + (1/2))Pti∑t−1

i=0 Pti
+

1
2

)
.

(37)

4.4. Timer-Based Paging Area Update. Timer-based paging
area update (Timer-Based PA Update) occurs when the
update timer t expires. The system recomputes the MS-
centric paging area, as shown in Figure 11. In addition, the
same MS-centric paging area recomputation occurs when
an MS goes into active mode, which happens after a data
message arrives. During T , the expected data message arrival
is λT . As the signaling message flow is the same in the timer-
based PA update and the paging due to data arrival, we
will lump together the signaling cost into one term in this
subsection.

The number of total PA update, which includes both
Timer-Based PA Update and PA update due to data arrival, is
(
∑t

i=1 PtiT−λT(tp +Pti))/
∑t

i=1 Pti(t+1). For each PA update,
the signaling cost is denoted as NA :

NA = messages× relay = 4× 2 = 8. (38)

Notice that the NA timer-based PA update signaling messages
are the same as the PA notification signaling messages NU1 ,
since similar signaling message flow is applied.

So the total timer-based PA update signaling cost is

Timer signaling = λTNA +

∑t
i=1 PtiT − λT

(
tp + Pti

)

∑t
i=1 Pti(t + 1)

NA.

(39)
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From (23), (31), (34), (35), (37), and (39) the total
signaling cost is

S total = λTNP1

∑t
i=1 OiSpPti∑t

i=1 Pti
+ λTNU1

(∑t−1
i=0 OiSuPti∑t−1

i=0 Pti
+

1
2

)

+

∑t
i=1 PtiT − λT

(
tp + Pti

)

∑t
i=1 Pti(t + 1)

NU1

⎛
⎝
t−1∑

i=0

OiSu +
1
2

⎞
⎠

+ λTNA +

∑t
i=1 PtiT − λT

(
tp + Pti

)

∑t
i=1 Pti(t + 1)

NA.

(40)

5. Optimized Timer-Based Location Update t∗

In the previous section, we derive the signaling cost given
parameters p, λ, T , and t. In this section, we will optimize the
timer-based update period t to minimize the overall signaling
cost. The total time duration T , which is just an observation
time period, does not affect the optimization results. We will
normalize the formulation by defining S0 = S total/T. After
normalization of (40), we have

S0 = λNP1

∑t
i=1 OiSpPti∑t

i=1 Pti
+ λNU1

(∑t−1
i=0 OiSuPti∑t−1

i=0 Pti
+

1
2

)

+

∑t
i=1 Pti − λ

(
tp + Pti
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The Ts matrix is an S(nr) by S(nr) matrix. After diagoniz-
ing the matrix, the matrix Oi is composed of eiganvalues e1 to
eS(nr ) and some constant values. To simplify the S0 notation,
we define Ei

u and Ei
p as follows:

Ei
u = OiSu =

S(nr )∑

k=1

uke
i
k,

Ei
p = OiSp =

S(nr )∑

k=1

pke
i
k.

(42)

Notice that the parameters uk and pk are constants, for all
k ∈ [1, S(nr)]. Then, the normalized signaling cost is
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(43)

After substituting (28) and (30) for Pti and tp and some
computation, we could obtain
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(44)

To find the optimized t, we take the first-order deriva-
tives:

dS0

dt
=

S(nr )∑

k=1

{
λ
(
NP1ek pk + NU1uk

)

×
(

1− eλ
)

(eλt − 1)2

(
λetke

λt − λeλt + A
)

(ek − eλ)

+
NU1λuk

(t + 1)(ek − 1)(eλt − 1)

×
⎡
⎣
(

1− λeλt
)(

etk − 1
)

+
(
t − eλt + 1

)

×
⎛
⎝log(ek)etk −

λ
(
etk − 1

)
eλt

(eλt − 1)
−
(
etk − 1

)

(t + 1)

⎞
⎠
⎤
⎦

−
(
NU1

2
+ NA

)
λeλt

1 + λt + λt2 − eλt

(eλt − 1)2(t + 1)2

}
= 0,

(45)

where A denotes etk log(ek)− eλtetk log(ek).
By solving dS0/dt = 0, we will get the optimal paging area

update timer t∗.

6. Performance Evaluation

The PA Notification signaling cost decreases as t increases
because, in our paging area topology, the size of paging area
near the center is smaller than the size of paging area away
from the center. As expected, the timer-based PA update
signaling cost decreases as t increases. As t increases, the
low PA update frequency reduces the signaling cost; however,
the location tracking of MS becomes coarser. The broadcast
paging signaling cost depends on the data message arrival
rate λ. In addition, if an MS goes to outside state of the
paging area, mostly due to infrequent paging area update, the
network needs to broadcast the whole network to locate the
MS. Tradeoffs between frequency of paging area update and
the broadcasting cost could be observed in the figures.
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Figure 13: Signaling cost: high mobility and low message arrival
rate.
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Figure 14: Signaling cost: high mobility and high message arrival
rate.

6.1. Finding Optimized Location Update Timer. In Figures
13, 14, 15, and 16, we illustrate the signaling cost of the
proposed IEEE 802.16j paging scheme in different mobility
scenarios and paging arrival scenarios. In each figure, the
three signaling cost components, PA Notification, Broadcast
Paging, and Timer-Based PA Update, are shown, respectively.
The optimal value of the total signaling cost S0 is also
labelled.

Figures 13 and 14 show the performance differences
between a high message arrival rate (λ) scenario and a
low message arrival rate scenario. In the three signaling
cost components, the broadcast paging cost changes the
most. With small λ, the signaling cost grows more steeply
as t increases. The reason is that the broadcast paging
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Figure 15: Signaling cost: low mobility and low message arrival
rate.
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Figure 16: Signaling cost: low mobility and high message arrival
rate.

signaling cost becomes large when the MS location is
updated infrequently. When an MS receives a message more
frequently, it goes into active mode more frequently. When
an MS goes into active mode and then reenters the idle mode,
the paging area is updated. Consequently, the MS less likely
goes to outside area.

Comparing Figures 13 and 15, the mobility parameter
p differs. Notice that a high p indicates the low mobility
scenario since p defines the probability that an MS stays in
the same cell during unit time. When MS mobility is high, the
optimal t∗ is smaller to keep the needed precision of location
tracking.

In Figure 16, as the MS mobility is low and the data
message arrival rate is high, the probability that an MS
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Figure 17: Comparison to timer-based scheme.

stays in the central region of the paging area is high. The
probability of an MS that moves out of the paging areas
is low; hence, the cases of network-wide broadcasting to
find MS rarely occur. The signaling cost of Broadcast Paging
component is relative flat, compared with the other three
figures. Hence, the overall signaling cost is related flat when t
is large.

6.2. Comparing to Pure Timer-Based Scheme. In addition
to update the paging area topology when an MS does not
update its location for time t, an MS notifies the network
when an MS moves across the border of paging areas in
the proposed paging scheme. On the contrary, a pure timer-
based paging algorithm might only update the location of an
MS only when the t timer expires. In Figure 17, we compare
the proposed scheme and the pure timer-based scheme. The
proposed scheme has a lower signaling cost than the pure
timer-based scheme as shown in the figure.

7. Conclusion

In this work, we investigated the paging and location
management scheme in the IEEE 802.16j multihop relay
networks. The paging scheme is compatible with the idle
mode operation in the IEEE 802.16j standard and integrates
with the paging area design and timer-based location update
mechanism scheme. We propose a generalized random
walk mobility model that is suitable for investigating user
mobility in multihop cellular relay system, for example,
IEEE 802.16j. The analytical mobility model is shown to
match the simulation results. We applied this random walk
mobility model to analyze the proposed paging scheme. The
proposed scheme performs well compared to naive timer-
based scheme. In addition, the proposed paging area update
optimization has been shown to minimize the signaling
cost effectively. In the future, we plan to further invest age
advanced paging and location update algorithms to further
enhance the signaling cost and paging delay. Moreover,

nonrandom-walk mobility model for IEEE 802.16j is an
interesting future work item to study. Advanced paging and
location update scheme over generalized user mobility model
will play a critical role in optimization the IEEE 802.16j relay
network.

Notations

A(x1, x2): Absolute Geographical Location
Ts: Transition matrix
p: Probability of MS stay in the same cell at

next cycle
T : Total time of MS operation
q: Probability of MS stay in a different cell at

next cycle
R(u, k): Relative Moving Distance
u, k: Index of a Relative Moving Distance cell
nr : Number of tiers in Relative Moving Distance

topology
Si: The number of states
Pt
R(u,k): Probability at state R(u, k)

S(n): Number of states at the nth tier
Oi: Each state’s probability at time i
i: After i time slots of the timer-based location

update
t: The timer for timer-based location update
D: Diagonal matrix of Ts
V : Eigenvector matrix of Ts
Sp: Total paging signaling cost matrix
Spi: Paging signaling cost matrix in paging area i
Su: Total update signaling cost matrix
Sui: Update signaling cost matrix in paging area i
S: Total signaling cost
p1 . . . p65: Coefficients of eigenvalues in matrix Sp
e1 . . . e65: Eigenvalue of matrix Ts
u1 . . . u65: Coefficients of eigenvalues in matrix Su
Ni: Number of interrupted idle period
Nu: Number of uninterrupted idle period
NU1 : Signaling cost in 1 MS update operation
NP1 : Signaling cost in 1 broadcast paging

operation
NA: Signaling cost in 1 paging area update

operation
tp: Message arrival time
tp: Average message arrival time
np: Message arrival number
Stotal: Total signaling cost during T
S0: Normalized signaling cost in one time slot
t∗: The optimal value of update timer t.
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3 Informatics Department, University of Tocantins UNITINS, Tocantins, Brazil

Correspondence should be addressed to Claudio de Castro Monteiro, ccm.monteiro@ieee.org

Received 1 October 2009; Accepted 16 December 2009

Academic Editor: Francisco Falcone

Copyright © 2010 Claudio de Castro Monteiro et al. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Handoff in a distributed IEEE 802.11 Wireless LAN network is a source of significant amount of problems on the video
transmission environment. The visual quality of video streaming applications is lowered when stations are in handoff status.
In this paper, we introduce an architecture of a session proxy (SP), which tries to preserve the quality of the streaming video upon
each handoff between access points. We have evaluated thresholds of RSSI and Loss Frame Rate (LFR) for deciding the moment
when the handoff process shall begin. Our solution performance was evaluated in a testbed implementation for MPEG-4 video
on demand with one video server (VLS) and two FreeBSD-based access points supporting Mobile IP, DHCP Server and IAPP
approach.

1. Introduction

Nowadays, the most used pattern for WLANs by the market
is IEEE 802.11 [1] and its extensions such as 802.11a [2]
802.11b [3], 802.11g [4], 802.11e [5], 802.11n [6], among
others.

Several studies have been conducted with the intention
of analyzing the advantages and disadvantages of the use of
wireless networks [7–10], also approaching possible methods
or mechanisms to avoid or reduce the problems inherent in
their use.

The success story of 802.11 Wireless LAN can be
attributed due to its high bit rate, easy installation, and
low price. The 802.11 MAC protocol originally has objective
to work at the home or office environment, but nowa-
days the IEEE is extending the protocol towards mobile
environments, with direct application for data delivery to
distant access, integrating branches of the 3G technology
[1]. However, currently, seamless session continuity is still
out of reach, especially for video streaming applications.
The first step to achieve session continuity during handoffs
in WLAN was made by the IEEE 802.11f Inter Access

Point Protocol (IAPP) [11], that recommend this as a good
practice. In order to limit the packets loss due to the
network disconnection of a wireless client during handoff,
this standard recommend, the transfer of the “context” from
the previous access point to the next. This technique can
work very well for nonreal time applications and transport
protocols such as web browsing using TCP. We will show
in this paper that this is not the case for video streaming
real-time applications, especially for streaming video on
demand.

The focus of our work is to preserve real-time video
streaming session during handoff process in WLANs. For
this, we analyzed fading of the wireless signal. However, in
case of a handoff between two WLAN access points, a sudden
loss of packet occurs and the mobile node will not be able
to preserve the visual quality. That is the reason we chose to
analyze the Rate Frame Loss (RFL) also, trying to identify the
moment of handoff process start.

We can find studies about this problem. Some use
techniques of crosslayer to adapt the video quality when
WLAN is congested [12]. In our network, the unique source
of packet loss is handoff related.
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Other approaches adopt frames network retransmission,
changing the ARQ mechanism, using information from link
layer to adapt the frames’ retransmission [13].

Here we assume that our Session Proxy (SP) and Access
Points (APs) have buffer enough to store packets to overcome
the delay variation and frame loss rate caused by the handoff.
Thus SP always has enough data to send to AP and the AP to
the mobile node (MN).

In this paper we propose a solution based on a Session
Proxy, located in the mobile operator network. We assume
Access Points (AP) architecture with IP router, Mobile IP, and
802.11-IAPP functionalities. The SP is RTSP session aware
and tries to preserve the quality streaming video, during
handoff process in WLAN. We evaluated the performance
of our solution and it has been compared to the standard
IAPP approach. In the next sections we are going to comment
about related works in the literature, our network solution
architecture, experiment methodology, and testbed used and
show the results. We finish with a conclusion.

2. Related Works

The problem caused on video quality by the handoff in
WLAN has been discussed by some works. However, this
problem has been divided in two parts: the part that study
adaptation forms WLANs for video streams traffic; and part
which studies forms to keep adaptation when a handoff
process occurs. We analyze works that follow these two
scenarios.

In [14] is proposed a novel mechanism of RTS classifi-
cation based on stations transmission rate. This work aims
to control the multitransmission rate anomaly in 802.11
networks, improving video streaming quality to receivers.

A proposal of novel adaptive algorithm that improves the
efficiency of datagram streaming over IEEE 802.11 networks
is presented in [15]. It uses the signal quality information to
adapt the transmission and therefore improves the network
utilization. This work estimates thresholds based on SNR and
packets loss rate to adapt stream application.

A proposal of a handoff study in Mobile IP networks
and Mobile IP Protocol Extensions for Handoff Latency
Minimization was showed in [16], indicating that native
Mobile IP has high handoff latency and that its proposed to
improve in 15% the performance of handoff latency.

In [17] was proposed a proxy-based multimedia scheme
for control Real-Time Streaming Protocol (RTSP) to support
fast signaling at home network. The testbed implementation
showed that the proposed scheme improves the performance
compared with RTSP in terms of latency time, but not resolve
the RTSP session continuity problem. The proposal reduces
latency time but the loss rate is big enough for RTSP session
not to continue.

A proposal of an Ethernet Soft Switch architecture to
solve the problem of frame loss during handoff process at
video streaming transmission is present in [18]. In this work,
on-demand video streams were transmitted to mobile node
while it moves between access points. In these experiments,
there were limited resources and mobile node had enough
cache for receive the frames in the access points. The base of

the proposal is to establish different retransmissions methods
for I, B, and P frames, to keep the received video stream
quality.

A discussion about how WLAN roaming habilities are
affected by new standards is present in [19]. The standards
considered were IEEE 802.11i, IEEE 802.11e, and new IEEE
802.11r. This last one was developed to address issues
faced by real-time applications that implement the ser-
vice’s security and quality enhancements. The performance
evaluation of 802.11r prototype and the 802.11i baseline
mechanisms shows a voice application using 802.11r to
achieve significantly shorter transition time and reduced
packet loss during AP-AP transition and can therefore realize
a noticeable improvement in voice quality, but nothing is
noticed about video streaming transmission.

In [20], is proposed a low-latency Mobile IP handoff
scheme that can reduce the handoff infrastructure’s latency
mode in wireless LANs to less than 100 milliseconds. The
proposal tries to resolve the mobility intra-WLAN measuring
multiple AP’s signal strength working in infrastructure
mode. It accelerates the detection of link-layer handoff by
replaying cached foreign agent advertisements. The proposal
is transparent to the Mobile IP software installed on mobile
and wired nodes. The authors show how efficient the
proposal is, with a mechanism of bandwidth guarantee in
802.11e-based standard wireless LAN. This implementation
does not predict mobile node’s handoff, leaving this work
under responsibility of IAPP mechanism. It proposes an
acceleration handoff ’s detection.

In work developed in [21], one analytical modeling of
handoff latency for FMIPv6 and HMIPv6, using WLANs as
access networks, was present. This model considers factors
of both link and network layer that influences the Mobile IP
handoff delay. The results show an improving performance
in the MIPv6, which help in the handoff process. However,
the solution forces clients to have support MIPv6.

In [22] is proposed a framework for multimedia delivery
and adaptation in mobile environments. This work intro-
duces the concept of Personal Address (PA), which is a
network address associated to the user instead of a network
interface. The proposed framework works at the network
layer and it moves the PA among networks and devices to
deliver media in a seamless and transparent way. The authors
claim that location’s transparency sponsored by PA allows
the user to receive multimedia data independent of the IP
network. However, the solution presented uses Mobile IP
and do not show the impact generated in the transmission
multimedia session continuity, caused by implementing the
entities managed by PAs.

All related works studied try to resolve problems in
video streams quality in 802.11 networks. Some tries to
test technologies with Mobile IP, others to implement IEEE
802.11f and its recommendations, and others yet to bring
new concepts with “personal address.” However, this prob-
lems increase when there is one video stream transmission
during handoff process. Usually, video stream sessions have
a synchronization time that does not support the handoff
latency between two access points. The studies found in
the literature handle problems with enlace retransmission
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receive socket(socket, RTSP request);
registered session(session ID, RTSP, IP MAC, 0);
open socket(socket1, IP server);
send socket(socket1, RTSP request);
receive socket(socket1, RTSP response);
send socket(socket, RTSP response);

while(Session ID <> 0)
{

receive socket(socket, RTSP packets);
receive socket(socket2, status, MAC AP);
if(status==1)
{

FrameID=frame ID;
start cache(Session ID);

}
if(status <>1)
{

send socket(socket1, RTSP packets);
}
sendcache socket(socket1, RTSP packets);

}

Algorithm 1

techniques, with the separation frames types and delivering
only the necessary or usually with application Mobile IP
and IAPP’s technologies. Then, our solution is based on
set that meets Mobile IP, IAPP, AP router based, and the
Session Proxy (SP). The proposal tries to resolve the session
continuity problem after handoff, ensuring the transmitted
video’s quality on receiver (PSNR).

3. Proposal

In our proposal, we suggest the insertion, in the architecture
of wireless operator, of two components: a session proxy
(SP), and an 802.11 access point FreeBSD-based with IP
router, DHCP server, and IAPP functionality. In Figure 1,
these components and its links can be seen.

3.1. Functionality. The main idea is to use the SP to ensure
the session’s continuity even after long periods of link’s
discontinuity, using for this, the prediction of handoff of
the MN, through the thresholds defined after extensive
experiments detailed at session B and displayed in Table 1.

Thus, the MN authenticates is associated with AP1 and
receives an IP address dynamically through DHCP server.
The MN requests an open session’s RTSP with the video
server. This request will be received by SP, registered with
the structure shown in Table 2 and then forward to the video
server, according with Algorithm 1.

The video server then opens an RTSP session with the
SP, which will begin to receive the frames, transferring them
to AP1, which deliver it to MN. This process will continue
up until the AP1 that identifies the mobile node is coming
at handoff zone (where RSSI and LFR are at BETA level),
starting the frame cache then indicating to SP for start frame

Table 1: Thresholds for prediction of handoff.

ALFA RSSI > 40 LFR < 10% PSNR > 35

BETA 40 ≥ RSSI > 30 LFR < 20% 29 > PSNR > 26

GAMA 30 ≥ RSSI LFR ≥ 20% PSNR < 18

Table 2: Session registration cache structure.

Session ID Service ID IP association Frame ID

cache also. At this point, AP1 cache frames intended to
mobile node and SP cache frames intended to AP1, using the
data structure shown in Table 2.

When the MN reaches the GAMA level, the AP1 records
in the session registration cache the identifier of the last
frame received by the MN and continues with the video
server session open, receiving frames, inserting in the cache
and transmitting to AP1, which will also be doing caching
of frames received. Record done, AP1 finishes the association
with the MN and informs the SP that the mobile is not in
its association’s list. This fact informs to AP1 that must start
transmission of frames in its cache since the last frame that
was received by the MN should be sent to AP2 via IAPP.

3.2. Handoff Decision. To achieve these thresholds, we per-
formed 200 video stream transfers in the MPEG-4 format,
for each of the three scenarios below, that was obtained with
the average results of the values expressed in Table 1 and in
Figures 2 and 3.

Thus, to predict the handoff of the mobile node, the APs
uses the Algorithm 2 to determine the signal levels of the link
mobile, starting so the cache of frames.

After the frames start being cached by AP1 and SP, the
MN starts the GAMA level, which will have its RTSP session
open with the SP discontinued and their frames will be saved
in their caches. Therefore, if the MN is back to BETA level,
associated with either AP1 or AP2, it will receive the video
from the next frame after the last received, generating a
guarantee of delivery the entire video’s contents.

4. Testbed Scenario

To validate our proposal, we set up a scenery’s piece
illustrated in Figure 1. We use a set of software and hardware
that generate the desired scenario’s implementation.

In our testbed, we use three computers with VLS [23]
doing RTSP video stream, one computer doing the SP
functions, two access points FreeBSD-based with Mobile IP
KAME [24], and IAPP implementations.

The links video servers → SP, SP → AP, and AP → AP at
100 Mbps and links AP → MN at 54 Mpbs.

Each station can establish AP connection if and only if its
transmission rate is equal or higher than 2 Mbps, according
to selection RTS mechanism proposed for [14].

The APs were configured in channels 1 and 11, respec-
tively, to avoid adjacent channel interference.
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Figure 1: Proposed elements in our testbed scenery.

l loss=icmp request(IP MN);
l rssi=rssi verify(MAC MN);
if (l rssi <= 40 and l rssi > 30)
{

if(l loss < 20)
{

send SP(1, MAC AP);
start cache(sessao ID, ID Frame);

}
}
else if ( l rssi <= 30)
{

if (l loss >= 20 )
{

send SP(2,ID Frame);
handoff(MAC);
start cache(sessao ID,ID Frame);
send IAPP(MAC AP, ID Frame+1);

}
}
. . .

Algorithm 2

A reduced and expert version of FreeBSD operating
system was developed [25] and embedded on IDE flash card.
Each AP has three network interfaces: two IEEE 802.3 at
100 Mbps and one at IEEE 802.11g at 54 Mbps with Atheros
chipset.
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Figure 2: Thresholds RSSI and PSNR levels.

For tests, we use a video file with 16.6 minutes, at
MPEG-4 format. This video was stored at video server and
streamed for VLS to SP at 30 fps. The video was streamed
200 times at scenarios shown in Table 3. Use the UNIX
ifconfig command in AP reducing RSSI levels during the time
transmission in order to simulate the changes in proposed
levels (MN movement). The results are the average of these
200 transmissions.
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5. Obtained Results

After the experiments, notice that the farther from the AP
is MN, in other words, approaching the limits of his cell,
the MN has reduced its level of RSSI. In the configured
environment with Mobile IP and IAPP, the level of the MN’s
RSSI reaches zero at the physical handoff, recovering their
intensity once MN is associated to the new AP.

The time between the link-off of the old AP and link-
on in the new AP, taking into account its authentication,
combined with the time taken by the DHCP server to provide
an IP address to the MN and the time of negotiation between
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Table 3: Scenarios for obtaining of thresholds.

An AP1 at channel 10

Scenario 1 An AP2 at channel 09 (adjacent channel
interference)

An station without movement at 2 m of AP1

An AP1 at channel 10

Scenario 2 An AP2 at channel 09 (adjacent channel
interference)

An station without movement at 10 m of AP1

An AP1 at channel 10

Scenario 3 An AP2 at channel 09 (adjacent channel
interference)

An station without movement at 25 m of AP1

the HA and FA was in our experiment, about 10 seconds,
enough time to RTSP started session with the server to be
closed by an absolute inability of the protocol to resequence
the frames lost (in the case 30 fps× 10 s = 300 frames).

Thus, without the application of SP, proposed in this
work, the level packets loss generated by the handoff between
APs reaches 1500 frames in the interval of 50 seconds,
showing a total connection loss. After the handoff done, the
RTSP session is lost and the frames’ level lost does not recover
anymore, remaining in 1500, as shown in Figure 4.

The visual impact on the quality of received video is large.
Considering that the PSNR measured every 50 seconds of
transmission can be seen in Figure 5; after the handoff, the
PSNR values remain at zero until the end of transmission,
considering the permanent loss session’s RTSP.

While analyzing Figures 4 and 5, we can see that with
the implementation of our proposal the frame loss is not
prevented during the handoff, but we signal to the SP and the
APs, to the cache of frames transmitted to the MN, delivering
the same to it, as soon as the association with the other
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Figure 6: Video sequence after and before handoff without pro-
posal.
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Figure 7: Video sequence after and before handoff with proposal.

AP is complete and that the RSSI level is sufficient (BETA
level). This allows the packets lost recovery, reducing the
frame loss’ rate after the handoff, so MN receives the frames
that was not received during the connection discontinuation.
This increases the average PSNR of the video forwarded,
monitored in the transmission each 50 seconds.

In Figure 6 is shown an example of sequence frames
received before and after handoff, between 400 and 600
seconds. MN receives the frame 13170 at 439. After this time,
MN entering in GAMA level ends the AP that does not send
next frames. Without our proposal implementation, notice
that PSNR measured at Figure 5 remains in zero after 450
seconds, due to high-loss frame.

Moreover, Figure 7 shows other sequence frames, with
our proposal implementation. Note that different frames
continue being received, increasing the PSNR values. The
same way, at 400 seconds, the MN receives frame 13170. After
this time, our SP mechanism works the cache frames. Then,

after 490 seconds, the MN reaches the acceptable BETA RSSI
level (after handoff) and receives the frames 13171 and all
others from the video.

We can verify that the advantage of our proposal is
preserve the continuity session, ensuring that user in MN
receive all video’s content.

6. Conclusions

After experiments being conducted, we concluded that
during handoff between access points, the use of IAPP
and Mobile IP is not sufficient to solve continuity frames
problems, as a result of long time passed during handoff,
generating high packet loss. The SP’s idea brought higher
implementation flexibility, considering that it acts in net-
works level, receiving physical level information to decide the
moment that comes before physical handoff.

Our proposal offers a good solution for IPTV scenar-
ios, with delivery video-on-demand and live transmissions
(without interaction) at last miles, where users can move it
between APs forming BSSs (typically airports, bus stations,
shoppings, university campus, etc).

As future works, we can quote the application of our
proposal in ubiquitous environment, considering two access
networks: UMTS and WLAN. We want to show that SP
implementation works well with heterogeneous networks
too, taking that implements the level sensitivity at mobile
node.
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This paper presents a flexible interleaver architecture supporting multiple standards like WLAN, WiMAX, HSPA+, 3GPP-LTE, and
DVB. Algorithmic level optimizations like 2D transformation and realization of recursive computation are applied, which appear
to be the key to reach to an efficient hardware multiplexing among different interleaver implementations. The presented hardware
enables the mapping of vital types of interleavers including multiple block interleavers and convolutional interleaver onto a single
architecture. By exploiting the hardware reuse methodology the silicon cost is reduced, and it consumes 0.126 mm2 area in total
in 65 nm CMOS process for a fully reconfigurable architecture. It can operate at a frequency of 166 MHz, providing a maximum
throughput up to 664 Mbps for a multistream system and 166 Mbps for single stream communication systems, respectively. One
of the vital requirements for multimode operation is the fast switching between different standards, which is supported by this
hardware with minimal cycle cost overheads. Maximum flexibility and fast switchability among multiple standards during run
time makes the proposed architecture a right choice for the radio baseband processing platform.

1. Introduction

Growth of high-performance wireless communication sys-
tems has been drastically increased over the last few years.
Due to rapid advancements and changes in radio communi-
cation systems, there is always a need of flexible and general
purpose solutions for processing the data. The solution not
only requires adopting the variances within a particular
standard but also needs to cover a range of standards to
enable a true multimode environment. The symbol process-
ing is usually done in baseband processors. A fully flexible
and programmable baseband processor [1–3] provides a
platform for true multimode communication. To handle
the fast transition between different standards, such type of
platform is needed in both mobile devices and especially
in base stations. Other than symbol processing, one of the
challenging area is the provision of flexible subsystems for
forward error correction (FEC). FEC subsystems can further
be divided in two categories, channel coding/decoding
and interleaving/deinterleaving. Among these categories,
interleavers and deinterleavers appeared to be more silicon
consuming due to the silicon cost of the permutation

tables used in conventional approaches. For multistandard
support devices the silicon cost of the permutation tables
can grow much higher, resulting in an unefficient solution.
Therefore, the hardware reuse among different interleaver
modules to support multimode processing platform is of
significance. This paper presents a flexible and low-cost
hardware interleaver architecture which covers a range of
interleavers adopted in different communication standards
like HSPA Evolution (HSPA+) [4], 3GPP-LTE [5], WiMAX;
IEEE 802.16e [6], WLAN; IEEE 802.11a/b/g [7], IEEE
802.11n [8], and DVB-T/H [9].

Interleaving plays a vital role in improving the perfor-
mance of FEC in terms of bit error rate. The primary func-
tion of the interleaver is to improve the distance properties
of the coding schemes and to disperse the sequence of bits
in a bit stream so as to minimize the effect of burst errors
introduced in transmission [10, 11]. The main categories
of interleavers are block interleavers and convolutional
interleavers. In block interleavers the data are written row
wise in a memory configured as a row-column matrix and
then read column-wise after applying certain intra-row and
inter-row permutations. They are usually specified in the
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form of a row-column matrix with row and/or column
permutations given in tabular form, however; they can also
be specified by a modulo function having more complex
functions involved to define the permutation patterns. On
the other hand, convolutional interleavers use multiple first-
in-first-out (FIFO) cells with different width and depth. They
are defined mainly by two parameters, the depth of memory
cells and number of branches.

Looking at the range of interleavers used in different
standards (Table 1) it seems difficult to converge to a single
architecture; however, the fact that multimode coverage does
not require multiple interleavers to work at the same time
provides opportunities to use hardware multiplexing. The
multimode functionality is then achieved by fast switching
between standards. This research is to merge the functional-
ity of different types of interleavers into a single architecture
to demonstrate a way to reuse the hardware for a variety
of interleavers having different structural properties. The
method in general is the so-called hardware multiplexing
technique well presented in [12]. It starts at analyzing
and profiling multiple implementation flows, identifying
opportunities of hardware multiplexing, and eventually fine
tuning the microarchitecture, using minimal hardware, and
maximal reuse of multifunctions.

This paper is organized as follows. Section 2 presents
the previous work done for the interleaver algorithm imple-
mentations. The challenges involved to cover the wide range
of standards are mentioned in Section 3. It also presents a
shared data flow and hardware cost associated with different
implementations. Section 4 provides the detailed explana-
tion of the unified interleaver architecture and its subblocks.
A brief explanation of the algorithmic transformations
and optimizations used for efficient mapping onto single
architecture is given in Section 5 with selected example cases.
The usage of the proposed architecture while integrating
into baseband system is explained in Section 6. Section 7
provided the VLSI implementation results and comparison
to others followed by a conclusion in Section 8.

2. Previous Work

A variety of interleaver implementations having different
structural properties have been addressed in literature. The
main area of focus has been low cost and throughput.
Most of the work covers a single or a couple of interleaver
implementations which is not sufficient for a true multimode
operation. The design of interleaver architecture for turbo
code internal interleaver has been addressed in [13–17].
Some of these designs targeted very low-cost solutions. A
recent work in [18] provides a good unified design for differ-
ent standards; however, it covers only the turbo code inter-
leavers and does not meet the complete baseband processing
requirements demanding an all-in-one solution. The work in
[19–22] covers the DVB-related interleaver implementations.
Literature [23–27] focuses on more than one interleaver
implementations with reconfigurability for multiple variants
of wireless LAN and DVB. High-throughput interleaver
architectures for emerging wireless communications based
on MIMO-OFDM techniques have been addressed in [25,

Write permutationsData
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Stream-1
Stream-2

Stream-3
Stream-4

Figure 1: 3D view of interleaver configuration for a multistream
communication system.

27]. These techniques require multiple-stream processing
in parallel, thus requiring parallel addresses generation and
memory architecture as shown in Figure 1.

Some commercial solutions [28–30] from major FPGA
vendors are also available for general purpose use. The
available literature reveals that they do not compute the
row or column permutations on the fly; instead they
take row or column permutation tables in the form of a
configuration file as input and use them to generate the
final interleaved address. In this way, the complexity for
on-the-fly computation of permutation patterns is avoided.
This approach needs extra memory to store the permutation
patterns. As these implementations are targeted for FPGA use
only, they also enjoy the availability of dual port block RAM,
which is not a good choice for chip implementations.

3. Shared Data Flow and Algorithm Analysis

The motivation of the research is to explore an all-in-one
reconfigurable architecture which can help to meet fast time-
to-market requirements from industry and customers. A
summary of targeted interleaver implementations which are
being widely used is provided in Table 1. The broadness
of the interleaving algorithms gives rise to many challenges
when considering a true multimode interleaver implementa-
tion. The main challenges are as follows:

(i) on the fly computation of permutation patterns,

(ii) wide range of interleaving block sizes,

(iii) wide range of algorithms,

(iv) fast switching between different standards,

(v) sufficient throughput for high-speed communica-
tions,

(vi) maximum standard coverage,

(vii) acceptable silicon cost and power consumption.

Exploring the similarities between different interleaving
algorithms a shared data flow in general is shown in
Figure 2. This data flow is shared by different interleaver
types summarized in Table 1. Many of the interleaver
algorithms, for example, [4, 6–9] need some preprocessing
before starting actual interleaving process. Therefore the
whole data flow has been divided into two phases named
as precomputation phase as shown in Figure 2(a) and the
execution phase as shown in Figure 2(b). There are many
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Table 1: List of algorithms and permutations in different interleaver implementations and the cost comparison.

Standard Interleaver type Algorithm/permutation methodology

HW cost

Addr. Gen. Data memory

@65 nm @6 soft bits

(μm2) (kbits)

HSPA+

BTC

Multistep computation including intra-row permutation
computation

12816 59.92

S( j) = (v × S( j − 1))%p; r(i) = T(q(i));

U(i, j) = S(( j × r(i))%(p − 1)); qmod(i) = r(i)%(p − 1);

RA(i, j) = {RA(i, j−1) +qmod(i)}%(p−1); Ii, j = {C× r(i)}+U(i, j)

1st, 2nd, and
HS-DSCH int.

Standard block interleaving with given column permutations. 2288 29.96

π(k) =
(
P
⌊
k

R

⌋
+ C × (k%R)

)
%Kπ

LTE
QPP for BTC I(x) = ( f1 . x + f2 . x2)%N 3744 72.0

Sub-Blk. int. Standard block interleaving with given column permutations. 2080 36.0

WiMAX

Channel
interleaver

Two step permutation 8944 9.0

Mk =
(
N

d

)
× (k%d) +

⌊
k

d

⌋
;

Jk = s×
⌊
Mk

s

⌋
+
((

Mk + N −
⌊
d × Mk

N

⌋)
%s
)

Blk. int. b/w
RS & CC

Standard block interleaver without any permutations 2080 19.92

CTC interleaver I(x%4=0) = (P0 · x + 1)%N ; I(x%4=1) =
(
P0 · x + 1 +

N

2
+ P1

)
%N ; 7280 56.25

I(x%4=2) = (P0 · x + 1 + P1)%N ; I(x%4=3) =
(
P0 · x + 1 +

N

2
+ P3

)
%N

WLAN
Channel
interleaver

Two step permutation 8944 1.68

Mk =
(
N

d

)
× (k%d) +

⌊
k

d

⌋
;

Jk = s×
⌊
Mk

s

⌋
+
((

Mk + N −
⌊
d × Mk

N

⌋)
%s
)

802.11n
Ch. Interleaver
with frequency
rotation

Two step permutation as above, with extra frequency interleaving,
that is,

11563 24.54

Rk =
[
Jk −

{(
((iss − 1)× 2)%3 + 3

⌊
iss − 1

3

⌋)
×NROT ×NBPSC

}]
%N

DVB-H

Outer conv.
interleaver

Permutation defined by depth of first FIFO branch (M) and number
of total braches.

12272 8.76

Inner bit
interleaver

Six parallel interleavers with different cyclic shift 3120 0.738

He(w) = (w + Δ)%126; where Δ = 0, 63, 105, 42, 21 and 84

Inner symbol
interleaver

yH(q) = xq for even symbols; yq = xH(q) for odd symbols; 3536 35.4

where H(q) = (i%2)× 2Nr−1 +
∑Nr−2

j=0 Ri( j)× 2 j ;

General
purpose use

Row or/and Col.
Perm. Given

Standard block interleaver with or without row or/and column
permutation.

3952 24.0

Total cost
∑

(all) Independent implementations ∼ 82619 ∼ 378.0

This work
Reconfigurable
Solution

HW Multiplexed Design 27757 72.0

minor differences in both the phases when we consider
different types of interleavers; however, one of the main
differences might be due to the type of interleaver, that is,
block interleaver or convolutional interleaver. Other than

the differences in address calculation for the two categories,
a major difference is the memory access mechanism. In
case of block interleaver the memory read and write is
explicit but a convolutional interleaver needs to write and
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Table 2: Architecture exploration for different standards.

Standard Interleaver type Block size Adders/
comparator

Multiplier HW LUT Configurable
LUT/registers

Memory size
(SB: soft bits)

HSPA+

Prime interleaver for BTC 5114 7 1

20× 5b 20× 8b 2× 5114× SB

440× 7b 256× 8b

52× 14b

1st, 2nd, and HS-DSCH
interleaving

5114 2 1
15× 3b — 5114× SB

32× 5b

3GPP-LTE
QPP interleaver for BTC 6144 5 — 188× 19b 2× 13b 2× 6144× SB

Sub-Block interleaver 6144 2 1 32× 5b — 6144× SB

WiMAX (802.16e)

Channel interleaver 1536 5 1 15× 4b 2× 2b
1536× SB

1× 11b

Block interleaver b/w
RS and CC

2550 2 1 — — 2550× 8b

CTC interleaver 2400 4 — 32× 27b 1× 12b 4× 2400× SB

WLAN (802.11
a/b/g)

Channel interleaver 288 5 1 15× 4b 2× 2b
288× SB

1× 9b

802.11n
Enhanced WLAN

Channel interleaver with
frequency rotation

2592 9 1
30× 4b 2× 2b

4× 648× SB
24× 9b 2× 10b

DVB
ETSI EN 300-744

Outer convolutional
interleaver

1122 4 1 — 11× 11b
357× 8b

765× 8b

Inner bit interleaver 126 8 — — 21× 1b 2× 126× 1b

126× 1b 2× 126× 2b

Inner symbol interleaver 6048 1 — 30× 1b — 6048× 6b

General purpose
use

Row or/and Column
permutation given as a table

4096 2 1 — 256× 8b
4096× SB

64× 6b

read at the same time. This demands a dual port memory;
however, it has been dealt by dividing the memories and
introducing a delay in the read path. To get the general idea
of cost saving by using hardware multiplexed architecture
with shared data flow, each of the algorithms is imple-
mented separately after applying appropriate algorithmic
transformations. Comparing the hardware cost for different
implementations as given in Table 1, the proposed hardware
multiplexed architecture based on shared data flow provides
3 times lower silicon cost for address generation and about 5
times lower silicon cost for data memory in shared mode.
Going through all the interleaver implementations given
in Table 1, different hardware requirements for computing
elements and memory are summarized in Table 2. Looking
at the modulo computation requirements, the use of adder
appears to be the common computing element for all kinds
of implementations. Further observation reveals that adder
is mostly followed by a selection logic. Therefore, a common
computing cell named acc sel as shown in Figure 3 is used
to cover all the cases. Table 2 shows that the computational
part of the reconfigurable implementation can be restricted
to have 8 additions, 1 multiplication, and a comparator.

The memory requirements for different implementations
are also very wide, due to different sizes, width, memory

banks and ports. The memory organization and address
computation is explained in detail in the next section.

4. Multimode Interleaver Architecture

The study from algorithm analysis provides the basis to
multiplex the hardware intensive components and combine
the functionality of multiple types of interleavers. The archi-
tecture for the multimode interleaver is given in Figure 4. The
hardware partitioning is done in such a way that all com-
putation intensive components are included in the address
generation block. The other partitioned blocks are register
file, control-FSM, and memory organization block. These
blocks are briefly described in the following subsections.

4.1. Address Generation (ADG) Block. Address generation
is the main concern for any kind of interleaving. Unified
address generation is achieved by multiplexing the compu-
tation intensive blocks mentioned in Table 2. The address
generation hardware is shown in detail in Figure 4. It is
surrounded by other blocks like control FSM, register file,
and some lookup tables. It utilizes 8 acc sel units with
a multiplier and a comparator. The reconfigurability is
mainly achieved through changing the behavior of acc sel
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and appropriate multiplexer selection. The control signals
Add Sub, Ext Ctrl En and, Sel Ctrl are used to define
the behavior of acc sel block. Using these signals in an
appropriate way this block can be configured as an adder, a
subtractor, a modulo operation with MSB of output as select
line, or just a bypass. All the combinations are fully utilized
and make it a very useful common computing element. The
address generation block takes the configuration vector and
configures itself with the help of a decoder block and part
of the LUT. The configuration vector is 32 bit wide, which
defines block size, interleaver depth, interleaving modes, and
modulation schemes.

The ADG block generates the interleaved address based
on all the permutations involved for implementing a block
interleaver, whereas it generates memory read and write
addresses concurrently while implementing a convolutional
interleaver. The role of ADG block to be used as an interleaver
or deinterleaver is mainly controlled by the controller
after employing an addressing combination (permuted or
sequential addressing) for writes and reads from the memory.

4.2. Control FSM. Two modes of operation for the hardware
are defined as precomputation mode and execution mode. In

order to handle the sequence of operations in the two modes
a multistate control-FSM is used. The flow graph of the
control-FSM is shown in Figure 5. During precomputation
phase, the FSM may perform two main functions: (1)
computation of necessary parameters required for interleaver
address computation and (2) initialization of registers to
become ready for execution phase. Other than IDLE state,
5 states (S1∼S4, S8) are assigned for precomputation. The
common parameter to be computed in the precomputation
phase is number of rows or columns; however, some specific
parameters like prime number p; and intra-row permutation
sequence S( j) in WCDMA turbo code interleaver are also
computed during this phase. For the interleaver functions
which do not require precomputation, the initialization steps
for precomputation are bypassed, and the control FSM
directly jumps to the execution phase. The extra cycle cost
associated with the precomputation has been investigated for
the current implementation and the results are presented in
a later section. In the execution phase, the control-FSM helps
in sequencing the loading of data frames into memory or
reading data frames from memory. In total 4 states (S5∼
S7, S9) are assigned for execution phase. S9 is used for
convolutional interleaver case only, whereas states S5∼S7 are
reused for all types of interleavers. During the execution
phase the control-FSM keeps track of block size also by
employing row and column counter, thus providing the
block synchronization required for each type of interleaver
implementation.

4.3. Register File. The requirement of temporary storage of
parameters arises with many types of interleaver implemen-
tations. Register requirements from different implementa-
tions are listed in Table 2. Some special usage configuration is
also required for different cases; for example, WCDMA turbo
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Figure 4: Address generation schematic in detail.

code interleaver needs 20 registers to form a circular buffer,
convolutional interleaver in DVB requires 11 registers to be
used as a general purpose register file, and the bit interleaver
in DVB requires a long chain of single bit registers. Due
to small size and special configuration requirements, a
general purpose register file is not feasible here, and a
fully customized register file is used. The width of registers
is not the same and it is optimized as per requirement
from different implementations. The registers can also be
connected to form a chain, thus the single bit buffer for a
bit interleaver is managed by circulating the shifted output
inside register file. The two data input ports of the register
file are fed through multiplexers M18 and M19 as shown in
Figure 4.

4.4. Memory Organization. Memory requirements for dif-
ferent types of interleaver implementations are very much
different as listed in Table 2. Also, soft bit processing in the
decoder implies different requirements of bit width for dif-
ferent conditions and decoding architectures. The maximum
width requirement is 6 bits for symbol interleaving and 8 bits
for part of the memory in WCDMA. Multistream transmis-
sion requires multiple banks of memories in parallel. The size
of the memory is taken as 2×6144×SB, which is due to large
block size requirements for 3GPP-LTE, 3GPP-WCDMA, and
DVB.

Memory partitioning is mainly motivated by the high-
throughput requirements from the multistream system,
for example, 802.11n. It requires four memory banks in
parallel which appears to be a good choice to meet other
requirements as well. Parallel memory banks can also be used
in series to form a big memory. Partial parallelism can also be
used where larger memory width is needed. Another worth
full benefit of using multiple memory banks is avoiding the
use of dual port RAM, which is not silicon efficient. Thus
all the memories in the design are single port memories.
The interleaved addresses for block and convolution inter-
leavers computed by address generation block are combined
according to the configuration requirement to make the final
memory address. Figure 6 shows the memory organization
with address selection logic. Particularly for convolutional
interleaving, a small delay line with depth of 6 in the path
of read addresses and control signals is used to avoid the
data write and read for the same memory in a single clock
cycle.

5. Algorithm Transformation for
Efficient Mapping

The main objective is to use single architecture for interleaver
implementation with maximum hardware sharing among
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different algorithms. The versatility of interleaving algo-
rithms makes it an in-efficient implementation when original
algorithms are directly mapped to same architecture. On the
other hand some transformations based on modular algebra
can be applied on the original algorithms to make them
hardware efficient. Same algorithmic transformations can be
used to reach to an efficient hardware multiplexing among
different standards. The following subsections present some
transformation examples for selected algorithms which are
very much versatile in the implementation point of view.
These subsections cover channel interleaving for WiMAX
and WLAN including 802.11n with frequency rotation,
turbo code block interleaving for LTE, WiMAX, and HSPA
Evolution, and convolutional interleaving used in DVB.

5.1. Channel Interleaving in WiMAX and WLAN. The chan-
nel interleaving in 802.11a/b/g (WLAN) and 802.16e
(WiMAX) is of the same type. The interleaver function
defined by a set of two equations for two steps of
permutations, provides spatial interleaving, whereas the
newly evolved standard 802.11n [8] based on MIMO-
OFDM employs frequency interleaving in addition to spatial
interleaving. Most of literature available [31–36] covers the
performance and evaluation of WLAN interleaver design for
a high-speed communication system; however, some recent
work [23–27] focuses on interleaver architecture design

including some complexity reduction techniques along with
feasibility to gain higher throughput. The 2D realization of
interleaver functions is exploited to enable efficient hardware
implementation. The two steps of permutations for index k
for interleaver data are expressed by the following equations:

Mk =
(
N

d

)
× (k%d) +

⌊
k

d

⌋
, (1)

Jk = s×
⌊
Mk

s

⌋
+
((

Mk + N −
⌊
d × Mk

N

⌋)
%s
)
. (2)

Here N is the block size corresponding to number of
coded bits per allocated subchannels and the parameter s is
defined as s = max{1,NBPSC/2} where NBPSC is the number
of coded bits per subcarrier, (i.e., 1, 2, 4 or 6 for BPSK,
QPSK, 16-QAM, or 64-QAM, resp.). The operator % is the
modulo function computing the remainder and the operator
�x� is the floor function, that is, rounding x towards zero.
The range of n and k is defined as 0, 1, 2, . . . (N − 1). The
direct implementation of the above mentioned equations is
very much hardware in-efficient and also the mapping onto
the proposed unified interleaver architecture is not possible.
Therefore, realization of two 1D equations into 2D space
and computation of interleaved address in recursive way is
adopted to reduce the hardware complexity as explained in
the following subsections.

5.1.1. BPSK-QPSK. As NBPSC is 1 and 2 for BPSK and QPSK,
respectively; thus s = 1 for both cases and (2) simplifies to
the following form:

Jk =
(
N

d

)
× (k%d) +

⌊
k

d

⌋
. (3)

Considering the interleaver as a block interleaver, the
parameter d is usually considered as total number of columns
NCOL, and parameter N/d is taken as total number of rows
NROW, but the column and row definition are swapped
hereafter. The parameter d is taken as total number of rows
and parameter N/d is taken as total number of columns. The
functionality still remains the same, with the benefit that it
ends up with the recursive expression for all the modulation
schemes. According to new definitions, the term (k%d)
provides the behavior of row counter and the term �k/d�
provides the behavior of column counter. Thus introducing
two new variables i and j as two dimensions, such that
j increments when i expires, the ranges for i and j are
mentioned as follows:

i = 0, 1, . . . (d − 1), j = 0, 1, . . .
(
N

d
− 1

)
, (4)

which satisfies against k when i = (k%d) and j = �k/d�.
Defining total number of columns as C = N/d, (3) can be
written as

Ji, j = C × i + j. (5)

The recursive form after handling the exception against
i = 0 can be written as

Ji, j =
⎧
⎨
⎩
j, if (i = 0),

J(i−1), j + C, otherwise.
(6)
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Defining row counter i as i = Rc and column counter
j as j = Cc, the hardware for (6) is shown in Figure 7(a).
The case of BPSK and QPSK do not carry any specific inter-
row or inter-column permutation pattern; thus it ends up
with relatively simple hardware, but it provides the basis for
analysis for 16-QAM and 64-QAM cases, which are more
complicated.

5.1.2. 16-QAM. 16-QAM scheme has 4 code bits per subcar-
rier; thus parameter s is 2 and (2) becomes

Jk = 2×
⌊
Mk

2

⌋
+
((

Mk + N +
⌊
d ×Mk

N

⌋)
%2

)
. (7)

Like BPSK/QPSK case, algebraic only steps cannot be
used here to proceed due to the presence of floor and modulo
functions. Instead, all the possible block sizes for 16-QAM
are analyzed to restructure the above equation. The following
structure appears to be equivalent to (7) and at the same time
resembles the structure of (3); thus it suits well for hardware
multiplexing:

Jk =
(
N

d

)
× (k%d) +

⌊
k

d

⌋
+ r2

k . (8)

The extra term r2
k is defined by the following expression:

r2
k = [(1− (k%2))− (k%2)]

{
1−

(⌊
k

d

⌋
%2

)}

+ [((k%2)− 1) + (k%2)]
{⌊

k

d

⌋
%2

}
.

(9)

This term appears due to the reason that the inter-
leaver for 16-QAM carries specific permutation patterns,
making the structure more complicated. Considering the
2-dimensions i and j having range as mentioned in (4),
the behavior of the term k%2 is the same as that of i%2,
when i is the row counter. Thus (8) can be written in 2D
representation as follows:

Ji, j =
⎧
⎨
⎩
j, if (i = 0),

J(i−1), j + C + r2
i, j , otherwise,

(10)

where

r2
i, j = [(1− (i%2))− (i%2)]

{
1− ( j%2

)}

+ [(i%2) + (1− (i%2))]
{
j%2

}
.

(11)

The term can further be simplified to a smaller expression
but it is easy to realize the hardware from its current form.
The modulo terms can be implemented by using the LSB
of row counter Rc and column counter Cc, and the required
sequence can be generated with the help of an XOR gate and
an adder as shown in Figure 7(b).

5.1.3. 64-QAM. The parameter s is 3 for 64-QAM; thus (2)
becomes

Jk = 3×
⌊
Mk

3

⌋
+
((

Mk + N +
⌊
d ×Mk

N

⌋)
%3

)
. (12)

The presence of modulo function x%3 makes it much
harder to reach some valid mathematical expression alge-
braically. Different structures for all possible block sizes for
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64-QAM are analyzed and the structure similar to (6) and
(10) and equivalent to (12) is given as follows:

Ji, j =
⎧
⎨
⎩
j, if (i = 0),

J(i−1), j + C + r3
i, j , otherwise,

(13)

where i and j represent two dimensions and their range is
given by (4). Defining i′ = (i%3) and j′ = ( j%3), r3

i, j is given
as

r3
i, j =

(
(
1− j′

)
+

j′
(
j′ − 1

)

2

){
2
(

(1− i′) +
i′(i′ − 1)

2

)

−
(
i′ − i′(i′ − 1)

2

)}

+
(
j′ − j′

(
j′ − 1

)){
2(i′ − i′(i′ − 1))

−((1− i′) + i′(i′ − 1))
}

+

(
j′
(
j′ − 1

)

2

){
2
(
i′(i′ − 1)

2

)
−
(

1− i′(i′ − 1)
2

)}
.

(14)

The term r3
i, j provides the inter-row and inter-column

permutation for s = 3 against row counter i and column
counter j. The expression for r3

i, j looks very long and
complicated, but eventually, it gives a hardware efficient
solution as the terms inside braces are easier to generate
through a very small lookup table. The generic form for (6),
(10), and (13) to compute the interleaved address Ii, j can be
written as

Ii, j =
⎧
⎨
⎩
j, if (i = 0),

I(i−1), j + C + rsi, j , otherwise.
(15)

Here parameter s distinguishes different modulation
schemes. For BPSK/QPSK r1

i, j = 0, and for 16-QAM and

64-QAM, r2
i, j and r3

i, j are given by (9) and (14), respectively.
The hardware realization supporting all modulation schemes
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is shown in Figure 7(c). It appears to be a much optimized
implementation as it involves only two additions, some
registers, and a very small lookup table.

5.2. Frequency Interleaving in 802.11n. The transmission
in 802.11n can be distributed among four spatial streams
as shown in Figure 8. The interleaving requires frequency
rotation in case more than one spatial streams are being
transmitted. The frequency rotation is applied to the output
of the second permutation Jk. The expression for frequency
rotation for spatial stream iss is given as follows:

Rk =
[
Jk −

{(
((iss − 1)× 2)%3 + 3

⌊
iss − 1

3

⌋)

×NROT ×NBPSC

}]
%N.

(16)

Here NROT is the parameter which defines different
frequency rotations for 20 MHz and 40 MHz case in 802.11n.
The frequency rotation also depends on the index of the
spatial stream iss, thus each spatial stream faces different
frequency rotations. Defining the rotation term as JROT, that
is,

JROT =
{(

((iss − 1)× 2)%3 + 3
⌊
iss − 1

3

⌋)

×NROT ×NBPSC

}
,

(17)

we have

Rk = (Jk − JROT)%N. (18)

The range for the term (Jk − JROT) is not bounded and it
can have value greater than 2N ; thus direct implementation
cannot be low cost. Analyzing the two terms [Jk%N] and
(−JROT)%N separately, it is observed that the second term
provides the starting point for computing the rotation Rk.
As the rotation is fixed for a specific spatial stream, thus the
starting value rks = (−JROT)%N also holds for all run time
computations. Equation (18) in combination with (10) can
be written as

J iss
i, j ≡ Rk =

(
Ji, j + rks

)
%N. (19)

Here J iss
i, j is the joint address after applying both, spatial

interleaving and frequency interleaving against row index i,
column index j and spatial stream index iss. A lookup can
be used for the starting values for rks against different spatial
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streams. The rks values for all the cases follow the condition,
that is, (rks < N) which depicts that the term (Jk + rks) cannot
be larger than 2N . Therefore, the frequency rotation can be
computed with a very small hardware as shown in Figure 9.

5.3. Multistream Interleaver Support in 802.11n. The spatial
interleaver address generation block shown in Figure 7(c) is
denoted as Basic Block (BB) and the frequency rotation block
as shown in Figure 9 is denoted as Auxiliary Block (AB). Both
these blocks combine to form a complete address generation
circuit for one spatial stream. In order to provide support for
four streams in parallel, one may consider replicating the two
blocks four times. However, an optimized solution would be
to use 2 basic blocks and 2 auxiliary blocks, still providing
support for 4 spatial streams. The hardware block diagram

to generate the interleaver addresses for multiple streams
in parallel is shown in Figure 10. This hardware supports
quick configuration changes thus providing full support to
any multitasking environment. If some new combination of
modulation schemes is needed to be implemented, which is
not supported already, the interfacing processor can do task
scheduling for different types of modulation schemes.

5.4. Turbo Code Interleaver for HSPA+. The channel coding
block in HAPA+ including WCDMA uses turbo coding [37]
for forward error correction. 3GPP standard [4] proposes the
algorithm for block interleaving in turbo encoding/decoding
as mentioned below. Here N is the block size, R is the row
size, and C is the column size in bits.

(i) Find appropriate number of rows “R”, prime number
“p”, and primitive root “v” for particular block size as
given in the standard.

(ii) Col Size:

C = p − 1, if
(
N ≤ R× (p − 1

))
,

C = p, if
(
R× (p − 1

)
< N ≤ (R× p

))
,

C = p + 1, if
(
R× p < N

)
.

(20)

(iii) Construct intra-row permutation sequence S(j) by

S
(
j
) = [v × S

(
j − 1

)]
%p; j = 1, 2, . . . p − 2. (21)

(iv) Determine the least prime integer sequence q(i) for
i = 1, 2, . . . R − 1, by taking q(0) = 1, such that
g.c.d(q(i), p − 1) = 1, q(i) > 6 and q(i) > q(i− 1).

(v) Apply inter-row permutations to q(i) to find r(i) :

r(i) = T
(
q(i)

)
. (22)

(vi) Perform the intra-row permutations Ui, j, for i =
0, 1, . . . R− 1 and j = 0, 1, . . . p − 2.

If (C = p): Ui, j = S[( j × r(i)) mod (p − 1)] and
Ui, (p − 1) = 0.

If (C = p + 1): Ui, j = S[ ( j × r(i)) mod (p − 1)],
and Ui, (p − 1) = 0, Ui, p = p, and if (N = R × C)
then exchange U(R− 1, 0) with U(R− 1, p).

If (C = p−1): Ui, j = S[( j× r(i)) mod (p−1)]−1.

(vii) Perform the inter-row permutations.

(viii) Read the address columns wise.

The presence of complex functions like modulo com-
putation, intra-row and inter-row permutations, multiplica-
tions, finding least prime integers, and computing greatest
common divisor makes it in-efficient while implementing
it in its original form. Further, to get one interleaving
address in each cycle, some preprocessing is also required
where parameters like total number of rows or columns,
least prime number sequence q(i), inter-row permutation
patterns T(i), intra-row permutations S( j), prime number
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p, and associated integer v are computed. Some of these
parameters can be computed using lookup tables while the
others need some close loop or recursive computations.
The simplifications considered in the implementation are
discussed in the following paragraphs.

One of the main hurdles to generate on-the-fly inter-
leaved address is the computation of intra-row permutation
sequence S( j). Before applying the intra-row permutations,
the term ( j × r(i)%(p − 1)) is computed which produces
random values due to r(i) and modulo function. These ran-
dom values appear as index to compute S( j), due to which it
may require many clock cycles to be computed on-the-fly.
To resolve it, some precomputations are made and results
are stored in a memory. These precomputations involve
the computation of a modulo function which requires a
divider for direct implementation. To avoid the use of
divider, indirect computation of modulo function is done by
using Interleaved Modulo Multiplication Algorithm [38]. It
computes the modulo function in an iterative way requiring
more than one clock cycles. Looking at maximum value of
v, which is 5 bits, a maximum of 5 iterations are needed

to compute one modulo multiplication. The algorithm to
compute the Interleaved Modulo Multiplications is shown in
Figure 11 and the hardware required is shown in Figure 12.
This hardware produces the data for memory while in
precomputation phase; however, same hardware is utilized
to generate the address for the memory, while in execution
phase. The usage of memory depends on the parameter p
and it will be filled upto (p − 2) locations.

Finding qmod(i) = q(i)%(p − 1) instead of direct
computation of least prime number sequence q(i) gives
the benefit of computing the RAM address recursively and
avoiding computation of the modulo function. This idea
was introduced in [13] and later on it has been used in [14,
16, 17]. The computation of q(i)%(p − 1) can be managed
by a subtractor and a look up table, provided that all the
values of q(i) placed in the look up table satisfy the condition
q(i) < 2(p − 1). The similarities between different sequences
for q(i)%(p − 1) for all possible p values are very helpful to
improve the efficiency of the lookup table. The parameters
p and v are stored in combined fashion in a lookup table of
size 52 × 14b. The lookup table is addressed via a counter.
Against each value of p, the condition (p × R ≥ N − R) is
checked using a comparator to find the appropriate value for
p and v. Once p is found, the total number of columns C can
have only three values, that is, p − 1, p, or p + 1. Hence C is
found in at most three clock cycles by checking the condition
(R × C ≥ N). The recursive function used to compute the
RAM address with the help of parameter qmod(i) is given by

RA
(
i, j
) = {RA(i, j − 1

)
+ qmod(i)

}
%
(
p − 1

)
. (23)

The data from RAM are denoted as U(i, j) after passing
through some exception handling logic. Parameter U(i, j)
provides the intra-row permutation pattern for a partic-
ular row. The final interleaved address Ii, j can be found
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by combining the inter-row permutation with intra-row
permutation as follows:

Ii, j = {C × r(i)} + U
(
i, j
)
. (24)

The complete hardware for interleaver address genera-
tion for Turbo Code interleaver is shown in Figure 12. It can
be mapped to the proposed unified interleaver architecture
quite efficiently.

5.5. Turbo Code Interleaving in 3GPP-LTE and WiMAX. The
newly evolved standard, 3GPP LTE [5], involves interleaving
in the channel coding and rate matching section. The
interleaving in rate matching is called subblock interleaving
and is based on simple block interleaving scheme. The
channel coding in LTE involves Turbo Code with an internal
interleaver. The type of interleaver here is different and it is
based on quadratic permutation polynomial (QPP), which
provides very compact representation. The turbo interleaver
in LTE is specified by the following quadratic permutation
polynomial:

I(x) =
(
f1 · x + f2 · x2)%N. (25)

Here x = 0, 1, 2, . . . (N − 1), with N as block size.
This polynomial provides deterministic interleaver behavior
for different block sizes and appropriate values of f1 and
f2. Direct implementation of the permutation polynomial
given in (25) is hardware in-efficient due to multiplications,
modulo function, and bit growth problem. To simplify the
hardware, (25) can be rewritten for recursive computation as

I(x+1) =
(
I(x) + g(x)

)
%N , (26)

where g(x) = ( f1+ f2+2· f2·x)%N . This can also be computed
recursively as

g(x+1) =
(
g(x) + 2 · f2

)
%N. (27)

The two recursive terms mentioned in (26) and (27) are
easy to implement in hardware (Figure 13) with the help of a
LUT to provide the starting values for g(x) and f2.

WiMAX standard [6] uses convolutional turbo coding
(CTC) also termed duo-binary turbo coding. They can offer
many advantages like performance, over classical single-
binary turbo codes [39]. Parameters to define the interleaver
function as described in [6] are designated as P0,P1,P2, and
P3. Two steps of interleaving are described as follows.

Step 1. Let the incoming sequence be

u0 = [(A0,B0), (A1,B1), (A2,B2), . . . (AN−1,BN−1)]; (28)

for x = 0 · · ·N − 1, if (i%2) = 1, then (Ai,Bi) = (Bi,Ai).
The new sequence is

u1 = [(A0,B0), (B1,A1), (A3,B3), . . . (BN−1,AN−1)]. (29)

Step 2. The function I(x) provides the address of the couple
from the sequence u1 that will be mapped onto address x
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of the interleaved sequence. I(x) is defined by the set of four
expressions with a switch selection as follows:

for x = 0 · · ·N − 1
switch (x%4).
case 0: I(x%4=0) = (P0 · x + 1)%N .
case 1: I(x%4=1) = (P0 · x + 1 + N/2 + P1)%N .
case 2: I(x%4=2) = (P0 · x + 1 + P2)%N .
case 3: I(x%4=3) = (P0 · x + 1 + N/2 + P3)%N .

Combining the four equations provided in step-2, the
interleaver function I(x) becomes

I(x) =
(
βx + Qx

)
%N , (30)

where βx can be computed using recursion, that is, β(x+1) =
(βx + P0)%N by taking β0 = 0 ·Qx is given by

Qx =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if
(
j%4 = 0

)
,

1 +
N

2
+ P1, if

(
j%4 = 1

)
,

1 + P2, if
(
j%4 = 2

)
,

1 +
N

2
+ P3, if

(
j%4 = 3

)
.

(31)

As range of βx and Qx is less than N , thus Ix can be
computed by using addition and subtraction with compare
and select logic as shown in Figure 13.

5.6. Convolutional Interleaving in DVB. The convolutional
interleaver used in DVB is based on the Forney [40] and
Ramsey type III approach [41]. The convolutional interleaver
being part of outer coding resides in between RS encoding
and convolutional encoding. The convolutional interleaver
for DVB consists of 12 branches as shown in Figure 14.
Each branch j is composed of first-in-first-out (FIFO) shift
registers with depth j × M, where M = 17 for DVB. The
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Table 3: Precomputation cycle cost for different standards.

Standard
Worst case precomputation
cycle cost

802.11 a/b/g—WLAN Channel
interleaver

20

802.16e—WiMAX Channel
interleaver

98

3GPP—WCDMA Block turbo
code (Depends on Block size
“N”)

15 for (N = 40)

23 for (N = 41)

802 for (N = 5040)

563 for (N = 5114)

ETSI EN 300-744—DVB Inner
symbol interleaver

15

802.11n—Extended WLAN 38

General purpose use
Depends on external HW, that
is, loading the permutations

All others Less than 3

packet of 204 bytes consisting of one sync byte (0×47 or 0×
B8) is entered into the interleaver in a periodic way. For
synchronization purpose the sync bytes are always routed to
branch-0 of interleaver.

Convolutional interleaving is best suited for real time
applications with some added benefits of half the latency and
less memory utilization as compared to block interleaving.
Recently, convolutional interleavers have been analyzed to
work with Turbo codes [42–44], with improved perfor-
mance, which make them more versatile; thus general
and reconfigurable convolutional interleaver architecture
integrated with block interleaver functionality can be of
significance.

Implementation of convolutional interleavers using first-
in-first-out (FIFO) register cells is silicon inefficient. To
achieve a silicon efficient solution, RAM-based implemen-
tation is adopted. The memory partitioning is made in such
a way that by applying appropriate read/write addresses in
a cyclic way, it exhibits the branch behavior as required by
a convolutional interleaver. RAM write and read addresses
are generated by the hardware shown in Figure 15. The
hardware components used here are almost the same as
used by interleaver implementation for other standards, thus
providing the basis for multiplexing the hardware blocks for
reuse. To keep track of next write address for each branch, 11
registers are needed, which provides the idea of using cyclic
pointers instead of using FIFO shift registers. For each branch
the corresponding write address is provided by the concerned
pointer register and next write address (which is also called
current read address) is computed by using an addition and
a comparison with the branch boundaries. Other reference
implementations have used branch boundary tables directly,
but to keep the design general, the branch boundaries are
computed on-the-fly using an adder and a multiplier in
connection with a branch counter.

For implementing a convolutional deinterleaver, the
same hardware is used by implementing the branch counter
in reverse order (decrementing by 1). In this way, same
branch boundaries are used, and the only difference is that

Table 4: Summary of implementation results.

Parameter Value

Target technology 65 nm

Memory configuration 2048× 6b× 4; 1024× 6b× 4

Total memory 72 Kbit

Memory area 97972 μm2

Memory power consumption 10.5 mW

Logic area 28436 μm2

Total area 0.126 mm2

Clock rate 166 MHz

Throughput (Max) 664 Mbps

Total power consumption 11.7 mW

the sync byte in the data is now synchronized with the largest
branch size as shown in Figure 14. Keeping the same branch
boundaries for the deinterleaver, the width of the pointer
register becomes fixed. This gives an additional benefit that
the width of pointer register may be optimized efficiently.

6. Integration into Baseband System

The multimode interleaver architecture can perform inter-
leaving or deinterleaving for various communication sys-
tems. It is targeted to be used as an accelerator core
with a programmable baseband processor. The usage of
the multimode interleaver core completely depends on the
capability of the baseband processor. For lower throughput
requirements only a single core can be utilized with baseband
processor and the operations are performed sequentially.
However, as a matter of fact, usual system level implemen-
tations require interleaver at multiple stages. Number of
stages can be up to three, for example, WCDMA (turbo
code interleaving, 1st interleaving, and 2nd interleaving).
A fully parallel implementation can be realized by using
three instances of the proposed multimode interleaver core,
but in order to optimize the hardware cost a wise usage
would be to use two instances hooked up with the main
bus of the processor as shown in Figure 16. In this way the
interleaving stages can be categorized as channel interleaving
and coding/decoding interleaving. Further optimizations
can be made in the two cores to fit in the particular
requirements, for example, one interleaver core dedicated for
coding/decoding and the second core dedicated for channel
interleaving. By doing so the reduction of silicon cost asso-
ciated with address generation is not significant, however,
memory sizes can be optimized as per the targeted imple-
mentations, which can reduce the silicon cost significantly.
For current implementation of multimode interleaver, the
input memory used for any kind of decoding is considered
to be the part of baseband processor data memory. In this
way the extra memory inside interleaver core can be avoided
which might be redundant in many cases. However, the
integration of input memory in the main decoding operation
is facilitated by the interleaver core by providing the address
for input memory. In this way the interleaved/deinterleaved
data can be fed to the decoder block in synchronized manner.
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Table 5: HW comparison with other implementations.

Implementation Standard coverage Technology
Operating
frequency

Power Memory size Total core size

Xilinx [28]
Virtex-5

General purpose
(commercial use)

FPGA
262/360 MHz
Speed Grade -1/-3

— 18 Kbits 210 LUTs +
Memory

Altera [29]
FLEX-10KE

General purpose
(commercial use)

FPGA 120 MHz — 16 Kbits 392 LEs +
Memory

Lattice [30]
ispXPGA

General purpose
(commercial use)

FPGA 132 MHz — 36 Kbits 284 LUTs +
Memory

Shin and Park [13]
WCDMA turbo code;
cdma2000

0.25 μm — — 35 Kbits 2.678 mm2

Asghar et al. [18]
WCDMA, LTE, WiMAX
and DVB-SH Turbo Code
Interleaver Only

65 nm 200 MHz 10.04 mW 30 Kbits 0.084 mm2

Chang and Ding
[23]

WiMAX, WLAN, DVB 0.18 μm 100 MHz — 12 Kbits 0.60 mm2

Chang [24] WiMAX, WLAN, DVB 0.18 μm 150 MHz — 12 Kbits 0.484 mm2

Wu et al. [25] WiMAX, WLAN, 802.11n 0.18 μm 200 MHz — 32 Kbits 0.72 mm2

Asghar and Liu
[26]

WiMAX, WLAN, DVB 0.12 μm 140 MHz 3.5 mW 12 Kbits 0.18 mm2

Asghar and Liu
[27]

WiMAX, WLAN, 802.11n 65 nm 225 MHz 4 mW 15.6 Kbits 0.035 mm2

Horvath et al.
[20]

DVB bit and symbol
interleaver

0.6 μm 36.57 MHz 300 mW 48 Kbits 69 mm2

Chang [21]
DVB bit and symbol
interleaver

0.35 μm — — 52.2 Kbits 2.9 mm2

This work

All range including WLAN,
WiMAX, DVB, HSPA+,
LTE, 802.11n and General
purpose implementation

65 nm 166 MHz 11.7 mW 72 Kbits 0.126 mm2

Although the main focus is to support the targeted stan-
dards, however, programmability of the processor may target
some different types of interleaver implementation which is
not directly supported by this core. To make it still usable,
support for some indirect implementation of any block inter-
leaver with or without having row or column permutations
is also provided. In this case the interleaver core is configured
to implement a general interleaver with external permutation
patterns. The permutation patterns are computed inside
baseband processor using its programmability feature and

loaded in a couple of the interleaver memories during pre-
computation phase. Excluding these memories, a restriction
on maximum block size (i.e., 4096) will be imposed in this
case. This type of approach is adopted by all commercially
available interleaver implementations like Xilinx [28], Altera
[29], and Lattice Semiconductor [30]. The computation
of interleaver permutations on processor side and loading
them into memory can impose more computation and time
overheads on the processor side. Another drawback is that it
does not support fast switching between different interleaver
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implementations. A real multimode processor may require
fast transition from one standard to another; therefore, it is
not a perfect choice for a real multimode environment. How-
ever, it is supported by the proposed multimode interleaver
core for the completeness of the design.

7. Implementation Results

The reconfigurable hardware interleaver design shown in
Figure 4 provides the complete solution for multimode radio
baseband processing. The wide range of standard support
is the key benefit associated with it. The RTL code for the
reconfigurable interleaver design was written in Verilog HDL
and the correctness of the design was verified by testing for
maximum possible cases. Targeting the use of interleaver core
with a multimode baseband processor, one of the important
parameters to be investigated is precomputation cycle cost.
A lower precomputation cycle cost is beneficial for fast
switching between different standards. Table 3 shows the
worst case cycle cost during precomputation for different
interleavers. It is observed that the cycle cost in WCDMA
is higher for some block sizes, but still it works fine, as
it is less than the frame size and it can be easily hidden
behind the first SISO decoding by the turbo decoder. The
worst case precomputation cycle cost for other interleaver
implementations is not very high. Therefore, the design
supports fast switching among different standards and hence
it is very much suitable for a multimode environment.

The multimode interleaver design was implemented
in 65 nm standard CMOS technology and it consumes
0.126 mm2 area. The chip layout is shown in Figure 17 and
the summary of the implementation results is provided in
Table 4. The design can run at a frequency of 166 MHz and
consumes 11.7 mW power in total. Therefore, having 4-bit
parallel processing for four spatial streams (e.g., 802.11n)
maximum throughput can reach up to 664 Mbps. However,
this throughput is limited to 166 Mbps for single stream
communication systems. Table 5 provides the comparison of
the proposed design to others in terms of standard coverage,
silicon cost, and power consumption. The reference imple-
mentations have lower standard coverage as compared to the
proposed design. Though more silicon is needed for more

standard coverage, our solution still provides a good trade-
off with an acceptable silicon cost and power consumption.

8. Conclusion

This paper presents a flexible and reconfigurable interleaver
architecture for multimode communication environment.
The presented architecture supports a number of standards
including WLAN, WiMAX, HSPA+, 3GPP-LTE, and DVB,
thus providing coverage for maximum range. To meet the
design challenges, the algorithmic level simplifications like
2D transformation of interleaver functions and recursive
computation for different implementations are used. The
major focus has been to compute the permutation patterns
on-the-fly with flexibility. Architecture level results have
shown that the design provides a good tradeoff in term of
silicon cost and reconfigurability when comparing with other
reference designs with less standard coverage. As compared
to individual implementations for different standards, the
proposed unified address generation offers a reduction of
silicon by a factor of three. Finally, the basic requirement
of a multimode processor platform, that is, fast switching
between different standards has been met with minimal
precomputation cycle cost. It enables the processor to use the
interleaver core for one standard at some time and use it for
another standard in the next time slot by just changing the
configuration vector and small preprocessing overheads.
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