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Gestur Ólafsson, USA
Josip E. Pecaric, Croatia
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As has been seen, integral and differential systems in func-
tion spaces are ideal mathematical models in many applied
problems stemmed from the real world. They have in recent
years beenmajor objects of investigations with fast increasing
interest.This special issue is dedicated to the dissemination of
current significant progresses and new trends in this field.

This issue is composed of papers that emphasize different
aspects of the theory of the integral and differential systems
in function spaces and related issues.The topics addressed by
these published papers in the special issue include the stability
of delay differential systems; theWiener product on a bosonic
Connes space associated to a bilaplacian and the formal
Wiener chaos on the path space; multiplicative and additive
perturbation of convoluted C-regularized operator families,
convoluted C-cosine operator families, and convoluted C-
semigroups related to the differential equations in Banach
spaces; the local Gevrey regularity of the solutions of the
linearized spatially homogeneous Boltzmann equations; the
boundedness of some rough bilinear fractional integral on
Morrey spaces and modified Morrey spaces; the global bifur-
cation of positive solutions for semilinear elliptic equations
with asymptotically linear function on a unit ball; hybrid
gradient-projection algorithm for solving constrained convex
minimization problems with generalized mixed equilibrium
problems; the pointwise estimates for the sharp function of
the maximal multilinear commutators and maximal iterated
commutator generalized by m-linear Calderón-Zygmund
singular integral operator; and the existence of nontrivial
solutions of a quasilinear elliptic equation.
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Of concern are two classes of convoluted 𝐶-regularized operator families: convoluted 𝐶-cosine operator families and convoluted
𝐶-semigroups. We obtain new and general multiplicative and additive perturbation theorems for these convoluted 𝐶-regularized
operator families. Two examples are given to illustrate our abstract results.

1. Introduction

It is well known that the cosine operator families (resp., the𝐶
0

semigroups) and the fractionally integrated 𝐶-cosine oper-
ator families (resp., integrated 𝐶-semigroups) are important
tools in studying incomplete second-order (resp., first-order)
abstract Cauchy problems (cf., e.g., [1–17]). As an extension
of the cosine operator families (resp., the 𝐶

0
semigroups) as

well as the fractionally integrated 𝐶-cosine operator families
(resp., integrated 𝐶-semigroups), the convoluted 𝐶-cosine
operator families (resp., convoluted 𝐶-semigroups) (cf., e.g.,
[15, 18, 19]) are also good operator families in dealing with
ill-posed incomplete second order (resp. first order) abstract
Cauchy problems.

In last two decades, there are many works on the pertur-
bations on the 𝐶-regularized operator families (cf., e.g., [16,
20–24]). In the present paper, we will study the multiplicative
and additive perturbation for two classes of convoluted 𝐶-
regularized operator families: convoluted 𝐶-cosine operator
families and convoluted 𝐶-semigroups, and our purpose is
to obtain some new and general perturbation theorems for
these convoluted𝐶-regularized operator families and tomake
the results new even for convoluted 𝑛-times integrated 𝐶-
cosine operator families (resp., convoluted 𝑛-times integrated

𝐶-semigroups) (𝑛 ∈ N
0
, where N

0
denotes the nonnegative

integers).
Throughout this paper, N, R, C denote the set of positive

integers, the real numbers, and the complex plane, respec-
tively. 𝑋 denotes a nontrivial complex Banach space, and
𝐿(𝑋) denotes the space of bounded linear operators from 𝑋

into𝑋. In the sequel, we assume that 𝐶 ∈ 𝐿(𝑋) is an injective
operator. C([𝑎, 𝑏], 𝑋) denotes the space of all continuous
functions from [𝑎, 𝑏] to 𝑋. For a closed linear operator 𝐴 on
𝑋, its domain, range, resolvent set, and the𝐶-resolvent set are
denoted by 𝐷(𝐴), 𝑅(𝐴), 𝜌(𝐴), and 𝜌

𝑐
(𝐴), respectively, where

𝜌
𝑐
(𝐴) is defined by

𝜌
𝑐
(𝐴) := {𝜆 ∈ C : 𝑅 (𝐶) ⊂ 𝑅 (𝜆 − 𝐴) ,

𝜆 − 𝐴 is injective} .
(1)

𝐾 ∈ C([0,∞),C) is an exponentially bounded function, and
for 𝛽 ∈ R,

L [𝐾 (𝑡)] (𝜆) ̸= 0 (Re 𝜆 > 𝛽) , (2)
where L[𝐾(𝑡)](𝜆) is the Laplace transform of 𝐾(𝑡) as in the
monograph [15]. We define

Θ (𝑡) := ∫

𝑡

0

𝐾 (𝑠) 𝑑𝑠, 𝑡 ≥ 0. (3)
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Next, we recall some notations and basic results from
[15, 19] about the convoluted 𝐶-cosine operator families and
convoluted 𝐶-semigroups.

The following definition is the convoluted version of [15,
Chapter 1, Definition 4.1].

Definition 1. Let 𝜔 ≥ 0 and (𝜔
2
,∞) ⊂ 𝜌

𝑐
(𝐴). Let

{𝐶
𝐾
(𝑡)}
𝑡≥0

(𝐶
𝐾
(𝑡) ∈ 𝐿(𝑋), 𝑡 ≥ 0) be a strongly continuous

operator family such that
C𝐾 (𝑡)

 ≤ 𝑀𝑒
𝜔𝑡
, 𝑡 ≥ 0, (4)

for some𝑀 > 0, and

𝜆(𝜆
2
− 𝐴)
−1

𝐶𝑥 =
1

L [𝐾 (𝑡)] (𝜆)
∫

∞

0

𝑒
−𝜆𝑡C
𝐾 (𝑡) 𝑥𝑑𝑡,

Re 𝜆 > max (𝜔, 𝛽) , 𝑥 ∈ 𝑋.

(5)

Then,𝐴 is called a subgenerator of the exponentially bounded
𝐾-convoluted 𝐶-cosine operator family {C

𝐾
(𝑡)}
𝑡≥0

. More-
over, the operator 𝐴 := 𝐶

−1
𝐴𝐶 is called the generator of the

{C
𝐾
(𝑡)}
𝑡≥0

.

Proposition 2. Let 𝐴 be a closed operator and {𝐶
𝐾
(𝑡)}
𝑡≥0

a
strongly continuous, exponentially bounded operator family.
Then𝐴 is the subgenerator of a𝐾-convoluted𝐶-cosine operator
family {𝐶

𝐾
(𝑡)}
𝑡≥0

if and only if

(1) C
𝐾
(𝑡)𝐶 = 𝐶C

𝐾
(𝑡), 𝑡 ≥ 0;

(2) C
𝐾
(𝑡)𝐴 ⊂ 𝐴C

𝐾
(𝑡), 𝑡 ≥ 0, and

𝐴∫

𝑡

0

∫

𝑠

0

C
𝐾 (𝜎) 𝑥𝑑𝜎𝑑𝑠 = C

𝐾 (𝑡) 𝑥 − Θ (𝑡) 𝐶𝑥,

𝑡 ≥ 0, 𝑥 ∈ 𝑋.

(6)

Remark 3. If 𝐴 is the subgenerator of a 𝐾-convoluted 𝐶-
cosine operator family, then 𝐶𝐴 ⊆ 𝐴𝐶.

Definition 4. Let 0 ≤ 𝜔 < ∞ and (𝜔,∞) ⊂ 𝜌
𝑐
(𝐴). Let

{𝑇
𝐾
(𝑡)}
𝑡≥0

be a strongly continuous operator family such that

𝑇𝐾 (𝑡)
 ≤ 𝑀𝑒

𝜔𝑡
, 𝑡 ≥ 0, (7)

for some𝑀 > 0, and

(𝜆 − 𝐴)
−1
𝐶𝑥 =

1

L [𝐾 (𝑡)] (𝜆)
∫

∞

0

𝑒
−𝜆𝑡

𝑇
𝐾
(𝑡) 𝑥𝑑𝑡,

Re 𝜆 > max {𝜔, 𝛽} , 𝑥 ∈ 𝑋.

(8)

Then,𝐴 is called a subgenerator of an exponentially bounded
𝐾-convoluted 𝐶-semigroup {𝑇

𝐾
(𝑡)}
𝑡≥0

. Moreover, the opera-
tor 𝐴 := 𝐶

−1
𝐴𝐶 is called the generator of the {𝑇

𝐾
(𝑡)}
𝑡≥0

.

Proposition 5. Let 𝐴 be a closed operator, and {𝑇
𝐾
(𝑡)}
𝑡≥0

a
strongly continuous, exponentially bounded operator family.
Then, 𝐴 is the subgenerator of a 𝐾-convoluted 𝐶-semigroup
{𝑇
𝐾
(𝑡)}
𝑡≥0

if and only if

(1) T
𝐾
(𝑡)𝐶 = 𝐶T

𝐾
(𝑡), 𝑡 ≥ 0;

(2) T
𝐾
(𝑡)𝐴 ⊂ 𝐴T

𝐾
(𝑡), 𝑡 ≥ 0, and

𝐴∫

𝑡

0

T
𝐾
(𝑠) 𝑥𝑑𝑠 = T

𝐾
(𝑡) 𝑥 − Θ (𝑡) 𝐶𝑥, 𝑡 ≥ 0, 𝑥 ∈ 𝑋. (9)

Remark 6. From [15], we know that the 𝐶-cosine operator
families (resp., 𝐶-semigroups) are exactly the 0-times inte-
grated 𝐶-cosine operator families (resp., the 0-times inte-
grated 𝐶-semigroups). Let Γ(⋅) be the well-known Gamma
function, and

𝐾 (𝑡) =
𝑡
𝛼−1

Γ (𝛼)
. (10)

Then, by Propositions 2 and 5, we get results for the 𝛼-times
integrated 𝐶-cosine operator families (resp., 𝛼-times inte-
grated 𝐶-semigroups) as well as 𝐶-cosine operator families
(resp., 𝐶-semigroups). For more information on various 𝐶

operator families, we refer the reader to, for example, [3, 6–
8, 14, 15, 17, 22] and references therein.

2. Multiplicative Perturbation Theorems

Lemma 7. Suppose that 𝐴 is a subgenerator of an exponen-
tially bounded𝐾-convoluted 𝐶-cosine operator family on𝑋. If
𝜌(𝐴) ̸= 0, then 𝐶

−1
𝐴𝐶 = 𝐴.

Proof. For any 𝜆
0
∈ 𝜌(𝐴) and 𝑥 ∈ 𝐷(𝐶

−1
𝐴𝐶), let

𝑦 = 𝜆
0
𝑥 − 𝐶

−1
𝐴𝐶𝑥. (11)

Then,

(𝜆
0
− 𝐴)
−1
𝐶 = 𝐶(𝜆

0
− 𝐴)
−1
,

𝐶𝑥 = (𝜆
0
− 𝐴)
−1
𝐶𝑦 = 𝐶(𝜆

0
− 𝐴)
−1
𝑦.

(12)

Therefore,

𝑥 = (𝜆
0
− 𝐴)
−1
𝑦 ∈ 𝐷 (𝐴) . (13)

This means that 𝐶−1𝐴𝐶 ⊆ 𝐴. Thus, by Remark 3, we see that
𝐶
−1
𝐴𝐶 = 𝐴.

Theorem 8. Let 𝐴 be a closed linear operator on 𝑋 and
R ∈ 𝐿(𝑋). Assume that there exists an injective operator 𝐶

on 𝑋 satisfying 𝐶𝐴 ⊆ 𝐴𝐶,R𝐶 = 𝐶R. Then, the following
statements hold.

(1) If R𝐴 subgenerates an exponentially bounded 𝐾-
convoluted 𝐶-cosine operator family on 𝑋, then 𝐴R
subgenerates an exponentially bounded 𝐾-convoluted
𝐶-cosine operator family on𝑋.

(2) If 𝐴R subgenerates an exponentially bounded
𝐾-convoluted 𝐶-cosine operator family on 𝑋 and
𝜌(R𝐴) ̸= 0, then R𝐴 generates an exponentially
bounded𝐾-convoluted 𝐶-cosine operator family on𝑋.

Proof. (1) Assume that R𝐴 subgenerates an exponentially
bounded 𝐾-convoluted 𝐶-cosine operator family {C

𝐾
(𝑡)}
𝑡≥0

on𝑋.
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In this case, it is easy to see that for any 𝑡 ≥ 0, the operator

𝑥 → 𝐴∫

𝑡

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠 (14)

is bounded, since

∫

𝑡

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠 ∈ 𝐷 (R𝐴) , (15)

where 𝑆
𝐾
(𝑡) = ∫

𝑡

0
C
𝐾
(𝑠)𝑑𝑠. Now, for each 𝑡 ≥ 0, we define a

bounded linear operator as follows:

Ĉ
𝐾
(𝑡) 𝑥 = Θ (𝑡) 𝐶𝑥 + 𝐴∫

𝑡

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠. (16)

Clearly, the graph norms of R𝐴 and 𝐴 are equivalent.
Therefore, noting that R𝐴 subgenerates an exponentially
bounded 𝐾-convoluted 𝐶-cosine operator family {𝐶

𝐾
(𝑡)}
𝑡≥0

on 𝑋, we obtain, for every 𝑡
1
, 𝑡
2
≥ 0, and 𝑥 ∈ 𝑋, that there

exists a constant𝑀
1
such that


𝐶
𝐾
(𝑡
1
) 𝑥 − 𝐶

𝐾
(𝑡
2
) 𝑥



≤
Θ (𝑡
1
) 𝐶𝑥 − Θ (𝑡

2
) 𝐶𝑥



+



𝐴(∫

𝑡
1

0

𝑆
𝐾 (𝑠)R𝑥𝑑𝑠 − ∫

𝑡
2

0

𝑆
𝐾 (𝑠)R𝑥𝑑𝑠)



≤
Θ (𝑡
1
) 𝐶𝑥 − Θ (𝑡

2
) 𝐶𝑥



+ 𝑀
1
(



R𝐴(∫

𝑡
1

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠 − ∫

𝑡
2

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠)



+



∫

𝑡
1

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠 − ∫

𝑡
2

0

𝑆
𝐾
(𝑠)R𝑥𝑑𝑠



)

= (𝑀
1
+ 1)

Θ (𝑡
1
) 𝐶𝑥 − Θ (𝑡

2
) 𝐶𝑥



+ 𝑀
1

C𝐾 (𝑡1) 𝑥 − C
𝐾
(𝑡
2
) 𝑥



+



∫

𝑡
1

0

𝑆
𝐾 (𝑠)R𝑥𝑑𝑠

− ∫

𝑡
2

0

𝑆
𝐾 (𝑠)R𝑥𝑑𝑠



→ 0, as 𝑡
1
→ 𝑡
2
.

(17)

Hence, 𝐶
𝐾
(⋅) is strongly continuous.

Similarly, we can prove that 𝐶
𝐾
(⋅) is exponentially

bounded; that is, there exists a constant �̂� > 0 such that

𝐶
𝐾
(𝑡)


≤ �̂�𝑒

𝜔𝑡
, 𝑡 ≥ 0. (18)

As in the monograph [15], we write

L [𝐶
𝐾
(𝑡)] (𝜆) 𝑥 = ∫

∞

0

𝑒
−𝜆𝑡

𝐶
𝐾
(𝑡) 𝑥𝑑𝑡,

for Re 𝜆 > max (𝜔, 𝛽) , 𝑥 ∈ 𝑋.

(19)

Then, by (16), we have

L [𝐶
𝐾 (𝑡)] (𝜆) 𝑥 =

L [𝐾 (𝑡)] (𝜆)

𝜆
𝐶𝑥

+ 𝐴
L [𝐾 (𝑡)] (𝜆)

𝜆
(𝜆
2
−R𝐴)

−1

𝐶R𝑥.

(20)

Hence,

RL [𝐶
𝐾 (𝑡)] (𝜆) 𝑥

=
L [𝐾 (𝑡)] (𝜆)

𝜆

× 𝐶 [R𝑥 +R𝐴(𝜆
2
−R𝐴)

−1

𝐶R𝑥]

= 𝜆L [𝐾 (𝑡)] (𝜆) (𝜆
2
−R𝐴)

−1

𝐶R𝑥

∈ 𝐷 (𝐴) .

(21)

Furthermore,

(𝜆
2
− 𝐴R)L [𝐶

𝐾 (𝑡)] (𝜆) 𝑥

= 𝜆
2
L [𝐶
𝐾
(𝑡)] (𝜆) 𝑥

− 𝜆L [𝐾 (𝑡)] (𝜆) 𝐴(𝜆
2
−R𝐴)

−1

𝐶R𝑥

= 𝜆L [𝐾 (𝑡)] (𝜆) 𝐶𝑥.

(22)

On the other hand, for each 𝑥 ∈ 𝐷(𝐴R), Re 𝜆 > max(𝜔, 𝛽),
we obtain

L [𝐾 (𝑡)] (𝜆)

𝜆
[𝐶 + 𝐴(𝜆

2
−R𝐴)

−1

𝐶R] (𝜆
2
− 𝐴R) 𝑥

= 𝜆L [𝐾 (𝑡)] (𝜆) 𝐶𝑥.

(23)

Therefore,

𝜆(𝜆
2
− 𝐴R)

−1

𝐶 =
1

𝜆
[𝐼 + 𝐴(𝜆

2
−R𝐴)

−1

R]𝐶. (24)

It follows from (20) that

L [𝐶
𝐾
(𝑡)] (𝜆) 𝑥 = 𝜆L [𝐾 (𝑡)] (𝜆) (𝜆

2
− 𝐴R)

−1

𝐶𝑥. (25)

Thus, by Definition 1, we know that 𝐴R subgenerates
an exponentially bounded 𝐾-convoluted 𝐶-cosine operator
family on𝑋.

(2) Assume that 𝐴R subgenerates an exponentially
bounded 𝐾-convoluted 𝐶-cosine operator family on 𝑋 and
𝜌(R𝐴) ̸= 0, and let

𝜆
0
∈ 𝜌 (R𝐴) ,

𝐸 = (𝜆
0
−R𝐴)R, 𝐹 = 𝐴(𝜆

0
−R𝐴)

−1
.

(26)

It is not hard to see that 𝐸 is closed operator on𝑋 and

𝐹 ∈ 𝐿 (𝑋) , 𝐶𝐸 ⊆ 𝐸𝐶, 𝐹𝐶 = 𝐶𝐹. (27)
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Since 𝐹𝐸 = 𝐴R subgenerates an exponentially bounded 𝐾-
convoluted𝐶-cosine operator family on𝑋, we know from (1)

that the operator 𝐸𝐹 = R𝐴 subgenerates an exponentially
bounded𝐾-convoluted 𝐶-cosine operator family on𝑋.

Noting that 𝜌(R𝐴) ̸= 0 and in view of Lemma 7, we see
that R𝐴 generates an exponentially bounded 𝐾-convoluted
𝐶-cosine operator family on𝑋.

Theorem 9. Let 𝐴 be a subgenerator of an exponentially
bounded𝐾-convoluted 𝐶-cosine operator family {𝐶

𝐾
(𝑡)}
𝑡≥0

on
𝑋,

S
𝐾
(𝑡) = ∫

𝑡

0

C
𝐾
(𝑠) 𝑑𝑠, 𝑡 ≥ 0, (28)

𝐵 ∈ 𝐿(𝑋), and 𝑅(𝐵) ⊂ 𝑅(𝐶). Suppose that

(H1) there exists an operatorF : 𝑋 → 𝑋 such that

FS
𝐾
(𝑡) 𝑥 := 𝐺

𝐾
(𝑡) 𝑥 ∈ C ([0,∞) ,𝑋) (29)

is Laplace transformable, and

L (𝐺
𝐾
) (𝜆) = (𝜆

2
− 𝐴)
−1

𝐶𝑥, 𝑥 ∈ 𝑋; (30)

(H2) for any Φ ∈ C([0,∞),𝑋), ∫𝑡
0
𝐺
𝐾
(𝑡 − 𝑠)𝐶

−1
𝐵Φ(𝑠)𝑑𝑠 ∈

𝐷(𝐴), and



𝐴∫

𝑡

0

𝐺
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵Φ (𝑠) 𝑑𝑠



≤ �̃�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠,

𝑡 ≥ 0,

(31)

where �̃� is a constant;

(H3) there exists an injective operator 𝐶
1
∈ 𝐿(𝑋) such that

𝑅(𝐶
1
) ⊂ 𝑅(𝐶) and 𝐶

1
𝐴(𝐼 + 𝐵) ⊂ 𝐴(𝐼 + 𝐵)𝐶

1
.

Then,

(1) 𝐴(𝐼 + 𝐵) subgenerates an exponentially bounded 𝐾-
convoluted 𝐶

1
-cosine operator family,

(2) if 𝜌(𝐴) ̸= 0, then 𝐴(𝐼 + 𝐵) generates an exponentially
bounded 𝐾-convoluted 𝐶

1
-cosine operator family;

(3) if 𝜌((𝐼 + 𝐵)𝐴) ̸= 0 and 𝐵𝐶
1

= 𝐶
1
𝐵, 𝐶
1
𝐴 ⊆ 𝐴𝐶

1
,

then (𝐼 + 𝐵)𝐴 generates an exponentially bounded 𝐾-
convoluted 𝐶

1
-cosine operator family on𝑋.

Proof. (1) For each 𝑥 ∈ 𝑋, 𝑡 ≥ 0, define

𝐶
0 (𝑡) 𝑥 = 𝐶

𝐾 (𝑡) 𝑥,

𝐶
𝑛 (𝑡) 𝑥 = 𝐴∫

𝑡

0

𝐺
𝐾 (𝑡 − 𝑠) 𝐶

−1
𝐵C
𝑛−1 (𝑠) 𝑥𝑑𝑠, 𝑛 = 1, 2, . . . .

(32)

Then, the operator family {𝐶
𝑛
(𝑡)}
𝑡≥0

has the following prop-
erties:

(i) for any 𝑥 ∈ 𝑋, 𝐶
𝑛
(𝑡)𝑥 ∈ C([0,∞),𝑋);

(ii) ‖𝐶
𝑛
(𝑡)‖ ≤ (𝑀�̃�

𝑛
𝑡
𝑛
/𝑛!)𝑒
𝜔𝑡
, 𝑡 ≥ 0, ∀𝑛 ∈ N

0
.

Therefore, the following series

∞

∑

𝑛=0

𝐶
𝑛
(𝑡) 𝐶
−1
𝐶
1
, 𝑡 ≥ 0, (33)

is uniformly convergent on every compact interval in 𝑡, and
we set

ℎ (𝑡) =

∞

∑

𝑛=0

𝐶
𝑛
(𝑡) 𝐶
−1
𝐶
1
, 𝑡 ≥ 0. (34)

Clearly,

‖ℎ (𝑡)‖ ≤ 𝑀
1
𝑒
(𝜔+�̃�)𝑡

, 𝑡 ≥ 0, (35)

where𝑀
1
= 𝑀


𝐶
−1
𝐶
1


, and

𝑡 → ℎ (𝑡) 𝑥 is continuous on [0,∞) for any 𝑥 ∈ 𝑋.

(36)

Moreover,

ℎ (𝑡) 𝑥 = 𝐶
𝐾
(𝑡) 𝐶
−1
𝐶
1
𝑥 + 𝐴∫

𝑡

0

𝐺
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵ℎ (𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝑋, 𝑡 ≥ 0.

(37)

As in the monograph [15], we write, for sufficiently large 𝜆,

L [ℎ (𝑡)] (𝜆) 𝑥 = ∫

∞

0

𝑒
−𝜆𝑡

ℎ (𝑡) 𝑥𝑑𝑡, 𝑥 ∈ 𝑋. (38)

Thus, by (5), we have

L [ℎ (𝑡)] (𝜆) 𝑥 = 𝜆L [𝐾 (𝑡)] (𝜆) (𝜆
2
− 𝐴)
−1

𝐶
1
𝑥

+ 𝐴(𝜆
2
− 𝐴)
−1

𝐵L [ℎ (𝑡)] (𝜆) 𝑥, 𝑥 ∈ 𝑋.

(39)

This implies that

𝑅 ((𝐼 + 𝐵)L [ℎ (𝑡)] (𝜆)) ⊆ 𝐷 (𝐴) ,

(𝜆
2
− 𝐴 (𝐼 + 𝐵))L [ℎ (𝑡)] (𝜆) 𝑥

= 𝜆
2
L [ℎ (𝑡)] (𝜆) 𝑥 − 𝜆L [𝐾 (𝑡)] (𝜆) 𝐴(𝜆

2
− 𝐴)
−1

𝐶
1
𝑥

− 𝜆
2
𝐴(𝜆
2
− 𝐴)
−1

𝐵L [ℎ (𝑡)] (𝜆) 𝑥

= 𝜆L [𝐾 (𝑡)] (𝜆) 𝐶1𝑥, 𝑥 ∈ 𝑋.

(40)
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Let

𝑈 (𝑡) 𝑥 = 𝐴∫

𝑡

0

𝐺
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵𝑥𝑑𝑠, 𝑥 ∈ 𝑋, 𝑡 ≥ 0. (41)

Then, for large 𝜆, we have

‖𝜆L [𝑈 (𝑡)] (𝜆)‖ =



𝜆∫

∞

0

𝑒
−𝜆𝑡

𝑈 (𝑡) 𝑑𝑡



≤
�̃�

𝜆 − 𝜔
. (42)

So, for sufficiently large 𝜆,

‖𝜆L [𝐾 (𝑡)] (𝜆)‖ =

𝐴(𝜆
2
− 𝐴)
−1

𝐵

< 1. (43)

This means that the operator 𝐼 − 𝐴(𝜆
2
− 𝐴)
−1

𝐵 is invertible.
On the other hand, since 𝜆2 −𝐴 and 𝐼 −𝐴(𝜆

2
−𝐴)
−1
𝐵 are

injective, and

(𝜆
2
− 𝐴) (𝐼 − 𝐴(𝜆

2
− 𝐴)
−1

𝐵) 𝑥 = (𝜆
2
− 𝐴 (𝐼 + 𝐵)) 𝑥,

𝑥 ∈ 𝐷 (𝐴 (𝐼 + 𝐵)) ,

(44)

we infer that 𝜆2−𝐴(𝐼+𝐵) is injective.This together with (40)
implies that

𝜆(𝜆
2
− 𝐴 (𝐼 + 𝐵))

−1

𝐶
1
𝑥 =

1

L [𝐾 (𝑡)] (𝜆)
∫

∞

0

𝑒
−𝜆𝑡

ℎ (𝑡) 𝑥𝑑𝑡.

(45)

By Definition 1, we know that 𝐴(𝐼 + 𝐵) subgenerates an
exponentially bounded 𝐾-convoluted 𝐶

1
-cosine operator

family on𝑋.
(2) By the proof of (1), we see that the operator 𝐼−𝐴(𝜆

2
−

𝐴)
−1
𝐵 is invertible, and 𝜌(𝐴) ̸= 0 implies that

𝜌 (𝐴 (𝐼 + 𝐵)) ̸= 0. (46)

In view of Lemma 7, we get

𝐶
−1

1
𝐴 (𝐼 + 𝐵)𝐶1 = 𝐴 (𝐼 + 𝐵) . (47)

(3) By virtue of Theorem 8 (2), we have the conclusion.

Remark 10. (1) It is easy to see that if we take

F𝑆
𝐾 (𝑡) 𝑥 := (L

−1
(

1

L [𝐾 (𝑡)] (𝜆)
) ∗ 𝑆
𝐾
) (𝑡) 𝑥, (48)

then (H1) is satisfied.
(2) InTheorem 9, if we take

𝐾 (𝑡) =
𝑡
𝑛−1

Γ (𝑛)
, F :=

𝑑
𝑛

𝑑𝑡𝑛
, 𝑛 ∈ N, (49)

then we obtain the perturbations for 𝑛-times integrated 𝐶-
cosine operator families.

(3) InTheorem 9, if we take

𝐾 (𝑡) ≡
1

𝑡
(𝑡 ̸= 0) (50)

andF := 𝐼, then we have the multiplicative perturbations on
the exponentially bounded 𝐶-cosine operator families.

By Theorem 9, we can immediately deduce the following
theorem on𝐾-convoluted 𝐶-semigroups.

Theorem 11. Let 𝐴 be a subgenerator of an exponentially
bounded 𝐾-convoluted 𝐶-semigroup {𝑇

𝐾
(𝑡)}
𝑡≥0

on 𝑋, 𝐵 ∈

𝐿(𝑋) and 𝑅(𝐵) ⊂ 𝑅(𝐶). Suppose that

(H1) there exists an operatorF : 𝑋 → 𝑋 such that

FT
𝐾
(𝑡) 𝑥 := 𝐻

𝐾
(𝑡) 𝑥 ∈ C ([0,∞) ,𝑋) (51)

is Laplace transformable, and

L (𝐻
𝐾
) (𝜆) = (𝜆 − 𝐴)

−1
𝐶𝑥, 𝑥 ∈ 𝑋; (52)

(H2) for any Φ ∈ C([0,∞),𝑋), ∫𝑡
0
𝐻
𝐾
(𝑡 − 𝑠)𝐶

−1
𝐵Φ(𝑠)𝑑𝑠 ∈

𝐷(𝐴), and


𝐴∫

𝑡

0

𝐻
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵Φ (𝑠) 𝑑𝑠



≤ 𝑀∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠,

𝑡 ≥ 0,

(53)

where𝑀 is a constant;
(H3) there exists an injective operator 𝐶

1
∈ 𝐿(𝑋) such that

𝑅(𝐶
1
) ⊂ 𝑅(𝐶) and 𝐶

1
𝐴(𝐼 + 𝐵) ⊂ 𝐴(𝐼 + 𝐵)𝐶

1
.

Then,

(1) 𝐴(𝐼 + 𝐵) subgenerates an exponentially bounded 𝐾-
convoluted 𝐶

1
-semigroup on 𝑋;

(2) if 𝜌(𝐴) ̸= 0, then 𝐴(𝐼 + 𝐵) generates an exponentially
bounded 𝐾-convoluted 𝐶

1
-semigroup on 𝑋.

(3) if 𝜌((𝐼+𝐵)𝐴) ̸= 0, then (𝐼+𝐵)𝐴 generates an exponen-
tially bounded 𝐾-convoluted 𝐶

1
-semigroup on 𝑋.

Remark 12. (1) InTheorem 11, if we take

𝐾 (𝑡) :=
𝑡
𝑛−1

Γ (𝑛)
, F :=

𝑑
𝑛

𝑑𝑡𝑛
, 𝑛 ∈ N, (54)

then we obtain the perturbations for 𝑛-times integrated 𝐶-
semigroups.

(2) InTheorem 11, if we take

𝐾 (𝑡) :=
1

𝑡
(𝑡 ̸= 0) (55)

andF := 𝐼, then we have the multiplicative perturbations on
the exponentially bounded 𝐶-semigroups.

3. Additive Perturbation Theorem

Theorem 13. Let 𝐵 ∈ 𝐿(𝑋), 𝑅(𝐵) ⊂ 𝑅(𝐶), and there exists
an injective operator 𝐶

1
∈ 𝐿(𝑋) such that 𝑅(𝐶

1
) ⊂ 𝑅(𝐶) and

𝐶
1
(𝐴 + 𝐵) ⊂ (𝐴 + 𝐵)𝐶

1
.

(i) Suppose that 𝐴 is a subgenerator of an exponen-
tially bounded 𝐾-convoluted 𝐶-cosine operator family
{C
𝐾
(𝑡)}
𝑡≥0

on 𝑋. If there exists an operator F : 𝑋 →

𝑋 such that

FC
𝐾
(𝑡) 𝑥 := 𝐺

𝐾
(𝑡) 𝑥 ∈ C ([0,∞) ,𝑋) (56)
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is Laplace transformable, and

L (𝐺
𝐾
) (𝜆) = (𝜆

2
− 𝐴)
−1

𝐶𝑥, 𝑥 ∈ 𝑋, (57)

then 𝐴 + 𝐵 subgenerates an exponentially bounded 𝐾-
convoluted 𝐶

1
-cosine operator family {Ĉ

𝐾
(𝑡)}
𝑡≥0

on 𝑋,
where

Ĉ
𝐾
(𝑡) 𝑥 = C

𝐾
(𝑡) 𝐶
−1
𝐶
1
𝑥 + ∫

𝑡

0

S
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵Ĉ
𝐾
(𝑡) 𝑥𝑑𝑠,

𝑡 ≥ 0, 𝑥 ∈ 𝑋,

S
𝐾
(𝑡) 𝑥 = ∫

𝑡

0

C
𝐾
(𝑠) 𝑥𝑑𝑠, 𝑡 ≥ 0, 𝑥 ∈ 𝑋.

(58)

(ii) Suppose that 𝐴 is a subgenerator of an exponentially
bounded 𝐾-convoluted 𝐶-semigroup {T

𝐾
(𝑡)}
𝑡≥0

on 𝑋.
If there exists an operatorF : 𝑋 → 𝑋 such that

FT
𝐾
(𝑡) 𝑥 := 𝐻

𝐾
(𝑡) 𝑥 ∈ C ([0,∞) ,𝑋) (59)

is Laplace transformable, and

L (𝐻
𝐾
) (𝜆) = (𝜆 − 𝐴)

−1
𝐶𝑥, 𝑥 ∈ 𝑋, (60)

then 𝐴 + 𝐵 subgenerates an exponentially bounded 𝐾-
convoluted 𝐶

1
-semigroup {T̂

𝐾
(𝑡)}
𝑡≥0

on 𝑋, where

T̂
𝐾
(𝑡) 𝑥 = T

𝐾
(𝑡) 𝐶
−1
𝐶
1
𝑥 + ∫

𝑡

0

T
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵T̂
𝐾
(𝑠) 𝑥𝑑𝑠,

𝑡 ≥ 0, 𝑥 ∈ 𝑋.

(61)

Proof. Replacing (37) with the following equality:

ℎ (𝑡) 𝑥 = C
𝐾
(𝑡) 𝐶
−1
𝐶
1
𝑥 + ∫

𝑡

0

𝐺
𝐾
(𝑡 − 𝑠) 𝐶

−1
𝐵ℎ (𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝑋, 𝑡 ≥ 0,

(62)

and by the arguments similar to those in the proof of
Theorem 9, we can prove (i).

Point (ii) can also be deduced by a similar way.

Remark 14. In Theorem 13, if we take

𝐾 (𝑡) =
𝑡
𝑛−1

Γ (𝑛)
, F :=

𝑑
𝑛

𝑑𝑡𝑛
, 𝑛 ∈ N

0
, (63)

then we obtain an additive perturbation theorem for the
exponentially bounded 𝑛-times integrated 𝐶

1
-cosine opera-

tor families (resp., 𝑛-times integrated 𝐶
1
-semigroups) as well

as 𝐶
1
-cosine operator families (resp., 0-times integrated 𝐶

1
-

semigroup).

4. Examples

Example 1. Let

𝑋 := 𝐶
0
(R) ⊕ 𝐶

0
(R) ⊕ 𝐶

0
(R) ,

𝐴 (𝑓, 𝑔, ℎ) (⋅) := (𝑓

, 𝑔

, (𝜒
[0,∞)

− 𝜒
(−∞,0]

) ℎ) ,

(64)

where
(𝑓, 𝑔, ℎ) ∈ 𝐷 (𝐴)

= {(𝑓, 𝑔, ℎ) ∈ 𝑋 : 𝑓

∈ 𝐶
0
(R) , 𝑔


∈ 𝐶
0
(R) , ℎ (0) = 0} ,

𝐶 (𝑓, 𝑔, ℎ) := (𝑓, 𝑔, sin (⋅) ℎ (⋅)) , 𝑓, 𝑔, ℎ ∈ 𝐶
0
(R) .

(65)

As in [22, Examples 8.1 and 8.2], we can prove that 𝐴 is the
generator of an exponentially bounded once integrated 𝐶-
semigroup ([15]).

Define
𝐵 (𝑓, 𝑔, ℎ) (𝑡)

= (𝑒
−𝑡 cos 𝑡 ∫

𝑡

0

𝑓 (𝑠) 𝑑𝑠, 𝑒
−2𝑡 cos 2𝑡

×∫

𝑡

0

𝑔 (𝑠) 𝑑𝑠, 𝑡𝑒
−6𝑡 sin 𝑡 ⋅ ℎ (𝑡)) ,

(66)

for every 𝑡 ∈ R, and 𝑓, 𝑔, ℎ ∈ 𝐶
0
(R). Then, we can simply

verify 𝐵 ∈ 𝐿(𝑋), 𝑅(𝐵) ⊂ 𝐶(𝐷(𝐴)), and

𝐵𝐶 (𝑓, 𝑔, ℎ) = 𝐶𝐵 (𝑓, 𝑔, ℎ) , (𝑓, 𝑔, ℎ) ∈ 𝑋. (67)

Therefore, taking

𝐾 (𝑡) ≡ 1, F :=
𝑑

𝑑𝑡
(68)

and using Remark 12 (1), we know that𝐴(𝐼+𝐵) subgenerates
an exponentially bounded once integrated 𝐶-semigroup on
𝑋.

Example 2. Let𝑋
1
= 𝐿
∞
(R),𝑋

2
= 𝐿
2
(R),

𝐴
1
=

𝑑
2

𝑑𝜉2
, 𝐷 (𝐴

1
) = 𝑊

2,∞
(R) ,

𝐴
2
=

𝑑
2

𝑑𝜉2
, 𝐷 (𝐴

2
) = 𝐻

2
(R) .

(69)

It follows from [15] that 𝐴
1
generates an exponentially

bounded 𝐶
1
-cosine operator family 𝐶

1
(⋅) on 𝑋

1
, where 𝐶

1
=

(1 − 𝑑
2
/𝑑𝜉
2
)
−1. Moreover, it is well known that 𝐴

2
generates

a strongly continuous cosine operator family 𝐶
2
(⋅) on𝑋

2
.

Let

𝑏
1
(⋅) ∈ 𝑊

4,∞
(R) , 𝑏

2
(⋅) ∈ 𝐻

2
(R) , (70)

and define 𝐵
1
: 𝑋
2

→ 𝑋
1
, 𝐵
2
: 𝑋
1

→ 𝑋
2
as follows:

(𝐵
1
𝜙) (𝜉) = 𝑏

1 (𝜉) ∫

1

0

𝜙 (𝜎) 𝑑𝜎,

(𝐵
2
𝜙) (𝜉) = 𝑏

2 (𝜉) ∫

1

0

𝜙 (𝜎) 𝑑𝜎.

(71)
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Set𝑋 = 𝑋
1
× 𝑋
2
,

𝐴 = (
𝐴
1

0

0 𝐴
2

) , 𝐷 (𝐴) := 𝐷 (𝐴
1
) × 𝐷 (𝐴

2
) ,

𝐵 = (
0 𝐵
1

𝐵
2

0
) , 𝐷 (𝐵) := 𝑋.

(72)

Clearly, 𝜌(𝐴) ̸= 0 and𝐷(𝐴
1
) = 𝑅(𝐶

1
). Take

𝜆
0
∈ 𝜌 (𝐴) , 𝐶 = (𝜆

0
− 𝐴)
−1
. (73)

Then, 𝐴 generates an exponentially bounded 𝐶-cosine oper-
ator family 𝐶(⋅) on𝑋, where

𝐶 (𝑡) = (
𝐶
1
(𝑡) 𝐶
−1

1
(𝜆
0
− 𝐴
1
)
−1

0

0 𝐶
2 (𝑡) (𝜆0 − 𝐴

2
)
−1) . (74)

Hence,

𝑆 (𝑡) = (
𝑆
1
(𝑡) 𝐶
−1

1
(𝜆
0
− 𝐴
1
)
−1

0

0 𝑆
2
(𝑡) (𝜆
0
− 𝐴
2
)
−1) , (75)

where

𝑆 (𝑡) := ∫

𝑡

0

𝐶 (𝑠) 𝑑𝑠, 𝑆
1
(𝑡) := ∫

𝑡

0

𝐶
1
(𝑠) 𝑑𝑠, (76)

𝑆
2
(𝑡) := ∫

𝑡

0

𝐶
2
(𝑠) 𝑑𝑠. (77)

Therefore, we have, for each 𝑓 = (
𝑓
1

𝑓
2

) ∈ C([0,∞),𝑋),

∫

𝑡

0

𝑆 (𝑡 − 𝑠) 𝐶
−1
𝐵𝑓 (𝑠) 𝑑𝑠

= (
𝐴
1
∫
𝑡

0
𝑆
1 (𝑡 − 𝑠) 𝐶

−1

1
𝐵
1
𝑓
2 (𝑠) 𝑑𝑠

𝐴
2
∫
𝑡

0
𝑆
2
(𝑡 − 𝑠) 𝐵

2
𝑓
1
(𝑠) 𝑑𝑠

) .

(78)

Since

𝑅 (𝐵
1
) ⊂ 𝐷 (𝐴

1
𝐶
−1

1
) , 𝑅 (𝐵

2
) ⊂ 𝐷 (𝐴

2
) , (79)

we see that there exist 𝑀, 𝜔 > 0 such that


∫

𝑡

0

𝑆 (𝑡 − 𝑠) 𝐶
−1
𝐵𝑓 (𝑠) 𝑑𝑠



≤ 𝑀∫

𝑡

0

𝑒
𝜔(𝑡−𝑠) 𝑓 (𝑠)

 𝑑𝑠, 𝑡 ≥ 0.

(80)

Consequently, if there exists an injective operator 𝐶 ∈ 𝐿(𝑋)

such that 𝑅(𝐶) ⊂ 𝑅(𝐶) and 𝐶(𝐴+𝐵) ⊂ (𝐴+𝐵)𝐶, then taking

𝐾 (𝑡) ≡
1

𝑡
, F := 𝐼 (81)

and using Remark 14, we know that 𝐴 + 𝐵 subgenerates a 𝐶-
cosine operator family on𝑋.

Moreover, it is not hard to see that there exist �̂�, 𝜔 > 0

such that


𝐴∫

𝑡

0

𝑆 (𝑡 − 𝑠) 𝐶
−1
𝐵𝑓 (𝑠) 𝑑𝑠



≤ �̂�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠) 𝑓 (𝑠)

 𝑑𝑠,

𝑡 ≥ 0.

(82)

Hence, if there exists an injective operator𝐶 ∈ 𝐿(𝑋) such that
𝑅(𝐶) ⊂ 𝑅(𝐶) and 𝐶𝐴(𝐼 + 𝐵) ⊂ 𝐴(𝐼 + 𝐵)𝐶, then by Remark 10
(3) (𝜌(𝐴) ̸= 0), we know that 𝐴(𝐼 + 𝐵) generates a 𝐶-cosine
operator family on𝑋.
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[19] M. Kostić and S. Pilipović, “Convoluted𝐶-cosine functions and
semigroups. Relationswith ultradistribution andhyperfunction
sines,” Journal of Mathematical Analysis and Applications, vol.
338, no. 2, pp. 1224–1242, 2008.
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This papermainly dealt with the exact number and global bifurcation of positive solutions for a class of semilinear elliptic equations
with asymptotically linear function on a unit ball. As byproducts, some existence and multiplicity results are also obtained on a
general bounded domain.

1. Introduction

In this paper, we are concerned with positive solutions of the
following elliptic equation subject to homogeneous Dirichlet
boundary condition

−Δ𝑢 = 𝜆𝑓 (𝑢) , in Ω,

𝑢 = 0, on 𝜕Ω,

(𝑃
𝜆
)

where Ω is a smooth bounded domain in 𝑅𝑁, 𝜆 is a positive
parameter, 𝑢 ∈ 𝐶2(Ω)∩𝐶(Ω), and the function𝑓 satisfies the
following.

(F1) 𝑓 : [0, +∞) → (0, +∞) is a positive𝐶1 function, and
𝑓 is strictly convex; that is, 𝑓(𝑡) is strictly increasing
in 𝑡 ∈ (0,∞).

(F2) 𝑓 is asymptotically linear, that is,

lim
𝑡→∞

𝑓 (𝑡)

𝑡
= 𝑎 ∈ (0, +∞) . (1)

For the past years, this problem attracted attentions of
many authors. It was studied in [1–4] with 𝑓 being strictly
increasing and was studied in [5–7] with a specific function
𝑓(𝑢) = √(𝑢 − 𝑏)

2
+ 𝜖 which is not increasing.

The main goal of this paper is to study the exact number
and bifurcation structure of the solutions of (𝑃

𝜆
) on a unit

ball Ω, with a general asymptotically linear function 𝑓.
Some results in this paper (see Section 3) can be viewed
as an extension and improvement of that in [7], but the
argument approach here is very different to that in [7]. As
byproducts, we also get some new results which also hold for
general domain Ω (see Section 2). The paper is organized as
follows. In Section 2, we study the existence and multiplicity
of solutions for problem (𝑃

𝜆
) on a general bounded domain,

with some new results complementing those existing in the
literature. In Section 3, we study the exact number and global
bifurcation structure of positive solutions of (𝑃

𝜆
) on a unit

ball.

2. Multiplicity of Positive Solutions on
a General Domain

Throughout this section, we assume that Ω is a smooth
bounded domain in 𝑅

𝑁, and 𝑓 satisfies (F1) and (F2). We
also note that, by maximum principle, all solutions of (𝑃

𝜆
)

are positive on Ω.
Before the statement of our main result, we derive some

preliminary lemmas. Though some of them may be known,
we provide their proofs for reader’s convenience.
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Lemma 1. For any 𝜆 ∈ (0, 𝜆
1
/𝑎), (𝑃

𝜆
) is solvable.

Proof. Consider the functional

𝐽
𝜆
(𝑢) = ∫

Ω

(
|∇𝑢|
2

2
− 𝜆𝐹 (𝑢)) 𝑑𝑥, (2)

where 𝐹(𝑢) = ∫
𝑢

0
𝑓(𝑡)𝑑𝑡.

From (F1) and (F2), it is easy to see that

𝑓

(𝑡) < 𝑎, (3)

so

𝐹 (𝑢) ≤
𝑎𝑢
2

2
+ 𝑓 (0) 𝑢. (4)

Poincàre’s inequality ∫
Ω
𝑢
2
≤ (1/𝜆

1
) ∫
Ω
|∇𝑢|
2, and the

imbedding theorem of 𝐿2(Ω) to 𝐿1(Ω) yield

𝐽
𝜆 (𝑢) ≥ ∫

Ω

|∇𝑢|
2

2
𝑑𝑥 −

𝑎𝜆

2
∫
Ω

𝑢
2
𝑑𝑥 − 𝜆𝑓 (0) ∫

Ω

𝑢 𝑑𝑥

≥ ∫
Ω

|∇𝑢|
2

2
𝑑𝑥 −

𝑎𝜆

2𝜆
1

∫
Ω

|∇𝑢|
2
𝑑𝑥 − 𝜆𝑓 (0) ∫

Ω

𝑢 𝑑𝑥

≥
1

2
(1 −

𝑎𝜆

𝜆
1

)∫
Ω

|∇𝑢|
2
𝑑𝑥 − 𝜆𝑓 (0) 𝐶(∫

Ω

|∇𝑢|
2
)

1/2

𝑑𝑥,

(5)

so 𝐽
𝜆
(𝑢) → ∞ as ‖ 𝑢‖

𝐻
1

0
(Ω)

→ ∞, where ‖ 𝑢‖
𝐻
1

0
(Ω)

=

(∫
Ω
|∇𝑢|
2
)
1/2
𝑑𝑥, and then 𝐽

𝜆
(𝑢) is coercive and bounded from

below. It is also easy to see that 𝐽
𝜆
(𝑢) is weakly lower semi-

continuous [8, page 446, Theorem 1]. By applying direct
variational methods [9, page 4, Theorem 1.2], we can get
the desired result; that is, min

𝑢∈𝐻
1

0
(Ω)
𝐽
𝜆
(𝑢) is reached at

some point 𝑢(𝜆), and 𝑢(𝜆) is a solution of (𝑃
𝜆
) when 𝜆 ∈

(0, 𝜆
1
/𝑎).

Lemma 2. For any 𝜆 > 𝜆
1
/𝑚, (𝑃

𝜆
) has no solution, where

𝑚 = inf
𝑡>0
(𝑓(𝑡)/𝑡).

Proof. If not, assume that 𝑢 is a solution of (𝑃
𝜆
) for some

𝜆 > 𝜆
1
/𝑚. Multiplying (𝑃

𝜆
) by 𝜑

1
> 0, the normalized

positive eigenfunction with respect to the first eigenvalue 𝜆
1

of −Δ subject to homogenous Dirichlet boundary condition,
and then integrating by parts, we get

𝜆
1
∫
Ω

𝑢𝜑
1
𝑑𝑥 = ∫

Ω

−Δ𝑢𝜑
1
𝑑𝑥

= 𝜆∫
Ω

𝑓 (𝑢) 𝜑
1
𝑑𝑥 > 𝜆

1
∫
Ω

𝑢𝜑
1
𝑑𝑥,

(6)

which is a contradiction.

We begin by show the following.

Lemma 3. There exists a number 𝜆
1
/𝑎 ≤ Λ ≤ 𝜆

1
/𝑚, such that

(𝑃
𝜆
) has at least a solution for 𝜆 < Λ and has no solution for

𝜆 > Λ.

Proof. Let

Λ = {𝜆 : (𝑃
𝜆
) has a solution} . (7)

By Lemmas 1 and 2, 𝜆
1
/𝑎 ≤ Λ ≤ 𝜆

1
/𝑚. We need just to prove

that if (𝑃
𝜇
) has a solution, then (𝑃

𝜆
) also has a solution for all

0 < 𝜆 < 𝜇. This can be done by a simple argument of sub-
sup solution method, since it is easy to see that any solution
of (𝑃
𝜇
) is a super solution of (𝑃

𝜆
) and 𝑢 ≡ 0 a subsolution.

It is easy to see that 𝑢
∗

≡ 0 is a subsolution of (𝑃
𝜆
),

then a standard sub-super solution method’s argument and
comparison theorems give the following lemma.

Lemma 4. If (𝑃
𝜆
) is solvable, then one has a minimal solution

𝑢
𝜆
, that is, for any solution V of (𝑃

𝜆
), 𝑢
𝜆
≤ V. Moreover, 𝑢

𝜆
is

increasing with respect to 𝜆.

Lemma 5. If 𝜆 ∈ (0, 𝜆
1
/𝑎), then the solution of (𝑃

𝜆
) is unique.

Proof. Suppose that V
1
and V

2
are solutions of (𝑃

𝜆
). Let V =

V
1
− V
2
, then

−ΔV = 𝜆 [𝑓 (V
1
) − 𝑓 (V

2
)] , in Ω,

V = 0, on 𝜕Ω.

(8)

By mean value theorem, V satisfies

−ΔV = 𝑓

(V) V, (9)

where V lies between V
1
and V
2
. Multiplying V and integrating,

we get

∫
Ω

|∇V|
2
𝑑𝑥 = 𝜆∫

Ω

𝑓

(V) V
2
𝑑𝑥

≤ 𝑎𝜆∫
Ω

V
2
𝑑𝑥 ≤

𝑎𝜆

𝜆
1

∫
Ω

|∇V|
2
𝑑𝑥,

(10)

which implies that V ≡ 0. The proof is complete.

Lemma 6. The minimal solution 𝑢
𝜆
is stable, that is, 𝜆

1
(−Δ −

𝜆𝑓

(𝑢
𝜆
)) ≥ 0, where 𝜆

1
(−Δ − 𝜆𝑓


(𝑢
𝜆
)) denotes the first

eigenvalue of the following problem:

−Δ𝑤 − 𝜆𝑓

(𝑢
𝜆
) 𝑤 = 𝜇𝑤, in Ω,

𝑤 = 0, on 𝜕Ω.

(11)

Proof. Suppose on the contrary that 𝜆
1
(−Δ − 𝜆𝑓


(𝑢
𝜆
)) = 𝜇 <

0, and 𝑤 > 0 is the corresponding eigenvector. Let V
𝜀
= 𝑢
𝜆
−

𝜀𝜑, then by (𝑃
𝜆
) and (11), we have

−ΔV
𝜀
− 𝜆𝑓 (V

𝜆
) = 𝜆𝑓 (𝑢

𝜆
) − 𝜆𝜀𝑓


(𝑢
𝜆
) 𝜑

− 𝜆𝑓 (𝑢
𝜆
− 𝜀𝜑) − 𝜇𝜀𝜑

= −𝜇𝜀𝜑 + 𝑜 (𝜀𝜑) > 0,

(12)

when 𝜀 is small enough, and hence V
𝜀

= 𝑢
𝜆
− 𝜀𝜑 is a

super solution of problem (𝑃
𝜆
). On the other hand, 0 is a

subsolution of (𝑃
𝜆
), andHopf ’s boundary lemma implies that
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Λ

𝑢

𝜆

Figure 1: Diagram for Λ = 𝜆
1
/𝑎.

Λ

𝑢

𝜆𝜆1/𝑎

Figure 2: Minimal diagram for Λ > 𝜆
1
/𝑎.

0 < V
𝜀
for 𝜀 > 0 small. An application of sub-sup solution

method guarantees that there is a solution 𝑢 of (𝑃
𝜆
) satisfying

0 < 𝑢 ≤ 𝑢
𝜆
− 𝜀𝜑 in Ω, which is a contradiction with the

minimality of 𝑢
𝜆
. The proof is complete.

Now we state our main result.

Theorem 7. Suppose that 𝑓 satisfies (F1) and (F2), then there
exists Λ ∈ [𝜆

1
/𝑎, 𝜆
1
/𝑚] (where 𝑚 = inf

𝑡>0
(𝑓(𝑡)/𝑡)) such that

problem (𝑃
𝜆
)

(i) has at least one solution for 𝜆 ∈ (0, Λ) and a unique
solution for 𝜆 ∈ (0, 𝜆

1
/𝑎);

(ii) has no solution for 𝜆 ∈ (Λ, +∞);
(iii) (a) if Λ = 𝜆

1
/𝑎, then problem (𝑃

𝜆
) has no solution at

𝜆 = Λ, and lim
𝜆→Λ−0

𝑢
𝜆
(𝑥) = +∞ for all𝑥 ∈ Ω, where

𝑢
𝜆
denotes the unique solution of (𝑃

𝜆
) for 𝜆 ∈ (0, Λ)

(see Figure 1),
(b) if Λ > 𝜆

1
/𝑎, then problem (𝑃

𝜆
) has a unique

solution for 𝜆 ∈ (0, 𝜆
1
/𝑎] and 𝜆 = Λ, has at least two

solutions for 𝜆 ∈ (𝜆
1
/𝑎, Λ) (see Figure 2 for a minimal

diagram).

Proof. Statement (i) follows from Lemmas 3 and 5. Statement
(ii) follows from Lemma 3. Now we give the proof of state-
ment (iii).

(a) Suppose Λ = 𝜆
1
/𝑎. The solution (𝑃

𝜆
) bifurcates at

infinity near Λ = 𝜆
1
/𝑎 (see [2, 10] for details). On the other

hand, (𝑃
𝜆
) has a unique solution 𝑢

𝜆
for 𝜆 ∈ (0, 𝜆

1
/𝑎), and no

solution for 𝜆 > 𝜆
1
/𝑎. Therefore the bifurcation curve from

infinity is on the left of𝜆 = 𝜆
1
/𝑎, and hence lim

𝜆→Λ−0
𝑢
𝜆
(𝑥) =

+∞ for all 𝑥 ∈ Ω by the expression of the bifurcation solution
inTheorem 13 in Section 3.

If (𝑃
Λ
) has a solution, let 𝑢

Λ
denote the minimal solution

of (𝑃
𝜆
). By Lemma 4, 𝑢

𝜆
≤ 𝑢
Λ
for 𝜆 ∈ (0, Λ), contradicting

lim
𝜆→Λ−0

‖ 𝑢
𝜆
‖
∞
= ∞.

(b) For clarity, the proof will be divided into 3 steps.

Step 1. The existence and uniqueness of solutions of (𝑃
𝜆
) for

𝜆 = 𝜆
1
/𝑎.

The existence follows directly from Lemma 4. Note that
𝑓

< 𝑎, and the uniqueness can be proved in a similar way as

in the proof of Lemma 5.

Step 2. The existence and uniqueness of solutions of (𝑃
𝜆
) for

𝜆 = Λ.
By Lemmas 3 and 4, (𝑃

𝜆
) has a minimal solution 𝑢

𝜆
for

any 𝜆 ∈ (0, Λ), and 𝑢
𝜆
is increasing in 𝜆. Let (𝜆

𝑛
) ⊂ (𝜆

1
/𝑎, Λ)

be any sequence such that lim
𝑛→∞

𝜆
𝑛
= Λ. Firstly we insure

that case (𝑢
𝜆
𝑛

) is 𝐿2(Ω) bounded. Suppose the contrary that
lim
𝑛→∞

‖ 𝑢
𝜆
𝑛

‖
𝐿
2
(Ω)

= ∞. Let 𝑐
𝑛
=‖ 𝑢
𝜆
𝑛

‖
𝐿
2
(Ω)

and V
𝜆
𝑛

=

𝑢
𝜆
𝑛

/𝑐
𝑛
, then

−ΔV
𝜆
𝑛

=
𝜆
𝑛

𝑐
𝑛

𝑓 (𝑐
𝑛
V
𝜆
𝑛

) , in Ω,

V
𝜆
𝑛

= 0, on 𝜕Ω.

(13)

Since𝑓(𝑐
𝑛
V
𝜆
𝑛

)/𝑐
𝑛
is bounded in 𝐿2(Ω), it follows from (13)

that V
𝜆
𝑛

is bounded in𝐻1
0
(Ω). Then subject to a subsequence,

we may suppose that there exits V∗, such that

V
𝜆
𝑛

⇀ V
∗ weakly in 𝐻

1

0
(Ω) ,

V
𝜆
𝑛

→ V
∗ strongly in 𝐿

2
(Ω) ,

V
𝜆
𝑛

→ V
∗ a.e. in Ω.

(14)

Then by letting 𝑛 → ∞, we get from (13) in the weak sense
that

−ΔV
∗
= 𝑎ΛV

∗
, in Ω,

V
∗
= 0, on 𝜕Ω,

(15)

with ‖ V∗‖
𝐿
2
(Ω)

= 1, and V∗ > 0 by strongmaximumprinciple.
Hence 𝑎Λ = 𝜆

1
, that is, Λ = 𝜆

1
/𝑎, a desired contradiction.

Now in a similar way, the boundedness of (𝑢
𝜆
𝑛

) in 𝐿2(Ω)
implies that (𝑢

𝜆
𝑛

) is bounded in 𝐻
1

0
(Ω). Then subject to a

subsequence, we may suppose that there exits 𝑢∗, such that

𝑢
𝜆
𝑛

⇀ 𝑢
∗ weakly in 𝐻

1

0
(Ω) ,

𝑢
𝜆
𝑛

→ 𝑢
∗ strongly in 𝐿

2
(Ω) ,

𝑢
𝜆
𝑛

→ 𝑢
∗ a.e. in Ω.

(16)
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Then by letting 𝑛 → ∞, we get

−Δ𝑢
∗
= Λ𝑓 (𝑢

∗
) , in Ω,

𝑢
∗
= 0, on 𝜕Ω,

(17)

and the existence is proved.
Now we prove the uniqueness. Let 𝑢

Λ
be the minimal

solution of (𝑃
Λ
) and 𝑢 a different solution.Then𝑤 := 𝑢−𝑢

Λ
>

0 satisfies

−ΔV = Λ𝑓

(𝑢
Λ
+ 𝜃𝑤)𝑤, in Ω,

V = 0, on 𝜕Ω,

(18)

where 𝜃 : Ω → R satisfying 0 < 𝜃 < 1. It follows that
𝜆
1
(−Δ − Λ𝑓


(𝑢
Λ
+ 𝜃𝑤)) = 0, where 𝜆

1
(−Δ − Λ𝑓


(𝑢
Λ
+ 𝜃𝑤))

denotes the first eigenvalue of the operator −Δ − Λ𝑓

(𝑢
Λ
+

𝜃𝑤) subject to the Dirichlet boundary condition, as defined
in Lemma 1. Since 𝑓(𝑢

Λ
) < 𝑓


(𝑢
Λ
+ 𝜃𝑤) in Ω, we have that

𝜆
1
(−Δ−Λ𝑓


(𝑢
Λ
)) > 𝜆

1
(−Δ−Λ𝑓


(𝑢
𝜆
+𝜃𝑤)) = 0, which implies

that the operator −Δ−Λ𝑓(𝑢
Λ
) is nondegenerate.Then by the

Implicit FunctionTheorem, the solution of (𝑃
𝜆
) forms a cure

in a neighborhood of (Λ, 𝑢
Λ
), which is clearly contradicted to

the definition of Λ in (7).

Step 3. Prove that (𝑃
𝜆
) has at least two solutions for 𝜆 ∈

(𝜆
1
/𝑎, Λ).
Following the argument in [5], we prove it by varia-

tional method of Nehari type (see [11]). As we have known
(Lemma 5), there exists a minimal solution 𝑢

𝜆
of (𝑃
𝜆
) when

𝜆 ∈ (𝜆
1
/𝑎, Λ). Now we must look for another solution

𝑢(> 𝑢
𝜆
). Assuming that 𝑢 = V+𝑢

𝜆
, with V > 0, then V satisfies

−ΔV = 𝜆 [𝑓 (V + 𝑢
𝜆
) − 𝑓 (𝑢

𝜆
)] , in Ω,

V = 0, on 𝜕Ω.

(19)

For convenience, let 𝑔(V) = 𝑓(V + 𝑢
𝜆
) − 𝑓(𝑢

𝜆
) and 𝐺(V) =

∫
V

0
𝑔(𝑡)𝑑𝑡, then we have

−ΔV = 𝜆𝑔 (V) , in Ω,

V = 0, on 𝜕Ω.

(20)

Define

𝐽
𝜆 (V) = ∫

Ω

(
|∇V|2

2
− 𝜆𝐺 (V)) 𝑑𝑥,

𝐼
𝜆
(V) = ∫

Ω

(|∇V|
2
− 𝜆V𝑔 (V)) 𝑑𝑥,

(21)

and the solution manifold

𝑀
𝜆
= {V ∈ 𝐻

1

0
(Ω) : V > 0 in Ω, 𝐼

𝜆 (V) = 0} . (22)

Firstly we show that 𝑀
𝜆

̸=𝜙 for any 𝜆 ∈ (𝜆
1
/𝑎, Λ). Let

𝜑
1
be the first eigenfunction of −Δ in Ω subject to Dirichlet

boundary condition and ∫
Ω
𝜑
2

1
𝑑𝑥 = 1, then

𝐼
𝜆
(𝑡𝜑
1
) = 𝜆
1
𝑡
2
− 𝜆∫
Ω

𝑡𝜑
1
𝑔 (𝑡𝜑
1
) 𝑑𝑥

= 𝑡
2
(𝜆
1
− 𝜆∫
Ω

𝜑
1
𝑔 (𝑡𝜑
1
)

𝑡
𝑑𝑥) ,

lim
𝑡→∞

∫
Ω

𝜑
1
𝑔 (𝑡𝜑
1
)

𝑡
𝑑𝑥 = lim

𝑡→∞

∫
Ω

𝜑
2

1
⋅
𝑔 (𝑡𝜑
1
)

𝑡𝜑
1

𝑑𝑥 = 𝑎.

(23)

It follows from (23) that

𝐼
𝜆
(𝑡𝜑
1
) < 0, (24)

for sufficiently large 𝑡 if 𝜆 ∈ (𝜆
1
/𝑎, Λ).

On the other hand, let 𝜔
1
be the eigenfunction with

∫
Ω
𝜔
2

1
𝑑𝑥 = 1 of the first eigenvalue 𝜇

1
of the following

equation:

−Δ𝜔
1
− 𝜆𝑓

(𝑢
𝜆
) 𝜔
1
= 𝜇
1
𝜔
1
, in Ω,

𝜔
1
= 0, on 𝜕Ω.

(25)

Since 𝑢
𝜆
is the minimal solution, it follows from Lemmas

4 and 6 that 𝜇
1
> 0. Then

𝐼
𝜆
(𝑠𝜔
1
) = 𝑠
2
∫
Ω

∇𝜔1


2
𝑑𝑥 − 𝜆𝑠∫

Ω

𝜔
1
𝑔 (𝑠𝜔
1
) 𝑑𝑥

= 𝑠
2
∫
Ω

∇𝜔1


2
𝑑𝑥 − 𝜆𝑠∫

Ω

[𝑓

(𝑢
𝜆
) 𝑠𝜔
2

1
+ 𝑜 (𝑠

2
)] 𝑑𝑥

= 𝑠
2
[∫
Ω

(
∇𝜔1



2
− 𝜆𝑓

(𝑢
𝜆
) 𝜔
2

1
) 𝑑𝑥 + 𝑜 (1)]

= 𝑠
2
(𝜇
1
+ 𝑜 (1)) .

(26)

Hence 𝐼
𝜆
(𝑠𝜔
1
) > 0 when 𝑠 is small enough. Now it is easy to

see that𝑀
𝜆
is not empty. In fact, take𝑤

∗
= 𝑡𝜑
1
for some large

𝑡, and 𝑤∗ = 𝑠𝜔 for some small 𝑠 > 0, such that

𝐼
𝜆
(𝑤
∗
) < 0, 𝐼

𝜆
(𝑤
∗
) > 0, (27)

respectively. Define a continuous function 𝐺 on [0, 1],
namely,

𝐺 (𝜉) = 𝐼
𝜆
(𝜉𝑤
∗
+ (1 − 𝜉)𝑤

∗
) . (28)

Then 𝐺(0) > 0, 𝐺(1) < 0, and hence there exist 𝜉
0
∈ (0, 1)

such that 𝐺(𝜉
0
) = 0, that is, 𝐼

𝜆
(𝜉
0
𝑤
∗
+ (1 − 𝜉

0
)𝑤
∗
) = 0, and

𝑀
𝜆

̸=𝜙, a desired conclusion.
Since 𝑓 is convex, 𝑔(V) is convex with respect to V > 0

such that

𝑔 (V) = 𝑔 (V) − 𝑔 (0) ≤ 𝑔

(V) V. (29)

Integrating (29) with respect to V from 0 to V, we get

2𝐺 (V) ≤ 𝑔 (V) V. (30)
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Therefore, on𝑀
𝜆

𝐽
𝜆
(V) =

𝜆

2
∫
Ω

[𝑔 (V) V − 2𝐺 (V)] 𝑑𝑥 ≥ 0, (31)

that is, 𝐽
𝜆
(V) is bounded from below.

And then we obtain a nonminimal positive solution of
(𝑃
𝜆
) by using the Nehari variational method. The proof is

complete.

Remark 8. The solutions that we get from the above discus-
sion areweak ones, but a standard elliptic regularity argument
shows that they are indeed classical solutions.

In view of Theorem 7, we want to know what conditions
ensure thatΛ = 𝜆

1
/𝑎 orΛ > 𝜆

1
/𝑎. Following [4], we consider

the function𝐿(𝑡) = 𝑎𝑡−𝑓(𝑡). It is easy to see that𝐿(𝑡) is strictly
increasing, and hence lim

𝑡→∞
𝐿(𝑡) = 𝐿

∞
exists (may be+∞).

Also note that 𝐿(0) = −𝑓(0) < 0.

Theorem 9. If 𝐿
∞

≤ 0, then Λ = 𝜆
1
/𝑎; if 𝐿

∞
> 0, then

Λ > 𝜆
1
/𝑎.

Proof. (i) If 𝐿
∞

≤ 0, then 𝑓(𝑡) ≥ 𝑎𝑡 for all 𝑡 ≥ 0. We prove
that (𝑃

𝜆
) has no solution and hence Λ = 𝜆

1
/𝑎. Suppose the

contrary that 𝑢 is a solution (𝑃
𝜆
) for 𝜆 = 𝜆

1
/𝑎, then

−Δ𝑢 =
𝜆
1

𝑎
𝑓 (𝑢) ≥ 𝜆

1
𝑢. (32)

Let 𝜑 be a positive eigenfunction of the first eigenvalue 𝜆 of
−Δ onΩ with Dirichlet boundary condition, that is

Δ𝜑 + 𝜆
1
𝜑 = 0, in Ω,

𝜑 = 0, on 𝜕Ω.

(33)

Multiplying (32) by 𝜑 > 0, and integrating by parts, we get

∫
Ω

(𝑓 (𝑢) − 𝑎𝑢) 𝜑 𝑑𝑥 = 0, (34)

which yields that 𝑓(𝑢) = 𝑎𝑢, contradicting the fact that
𝑓(0) > 0.

(ii) If 𝐿
∞
> 0, we prove that Λ > 𝜆

1
/𝑎.

Let (𝜆(𝑠), 𝑢(𝑠)) be the bifurcation curve as described in
Theorem 13 in Section 3, then

Δ𝑢 (𝑠) + 𝜆 (𝑠) 𝑓 (𝑢 (𝑠)) = 0, in Ω,

𝑢 (𝑠) = 0, on 𝜕Ω.

(35)

It follows from (33) and (35) that

𝜆 (𝑠) ∫
Ω

𝑓 (𝑢 (𝑠)) 𝜑 𝑑𝑥 = 𝜆
1
∫
Ω

𝑢 (𝑠) 𝜑 𝑑𝑥

=
𝜆
1

𝑎
∫
Ω

𝑎𝑢 (𝑠) 𝜑 𝑑𝑥.

(36)

By the fact that 𝑢(𝑠)(𝑥) = 𝑠𝜑(𝑥) + 𝑧(𝑠)(𝑥) → ∞ (𝑠 → ∞)
a.e. inΩ, we have

∫
Ω

𝑎𝑢 (𝑠) 𝜑 𝑑𝑥 − ∫
Ω

𝑓 (𝑢 (𝑠)) 𝜑 𝑑𝑥

= ∫
Ω

(𝑎𝑢 (𝑠) − 𝑓 (𝑢 (𝑠))) 𝜑 𝑑𝑥 > 0,

(37)

for 𝑠 sufficiently large. It follows from (36) that 𝜆(𝑠) > 𝜆
1
/𝑎

when 𝑠 is sufficiently large, which means that the bifurcation
curve (𝜆(𝑠), 𝑢(𝑠)) from infinity is on the right of 𝜆 = 𝜆

1
/𝑎,

and hence Λ > 𝜆
1
/𝑎 by the definition of Λ in (7). The proof

is complete.

Now we define another function which is also crucial in
studying exact multiplicity in the next section. Let

𝐾 (𝑡) = 𝑡𝑓

(𝑡) − 𝑓 (𝑡) , (38)

then 𝐾

(𝑡) = 𝑡𝑓


(𝑡) > 0 a.e. in (0, +∞), and 𝐾(𝑡) is strictly

increasing, and 𝐾(0) = −𝑓(0) < 0. Denote

lim
𝑡→∞

𝐾 (𝑡) = 𝐾
∞
∈ (−∞, +∞] . (39)

Theorem 10. If 𝐾
∞

≤ 0, then Λ = 𝜆
1
/𝑎; if 𝐾

∞
> 0, then

Λ > 𝜆
1
/𝑎.

Proof. If𝐾
∞
≤ 0, then (𝑓(𝑡)/𝑡) = 𝐾(𝑡)/𝑡

2
< 0 for all 𝑡 > 0. It

follows that𝑓(𝑡)/𝑡 is strictly decreasing and hence𝑓(𝑡)/𝑡 > 𝑎,
which implies that 𝐿

∞
≤ 0.

On the other hand, if 𝐾
∞
> 0, by

𝐿 (𝑡) − 𝐾 (𝑡) = 𝑡 (𝑎 − 𝑓

(𝑡)) > 0, ∀𝑡 > 0, (40)

we get that 𝐿
∞

> 0. Then the conclusion follows for
Theorem 9.

3. Exact Number and Global Bifurcation of
Solutions on a Unit Ball

From Theorem 7, the exact number of solutions (𝑃
𝜆
) is now

clear in the case of Λ = 𝜆
1
/𝑎; that is, the solution is unique

if it exists. On the other hand, it is far from known in general
exactly how may solutions of (𝑃

𝜆
) for 𝜆 ∈ (𝜆

1
/𝑎, Λ) if Λ >

𝜆
1
/𝑎. Using the bifurcation approach developed in [12–14],

and also the idea and techniques developed in [7], we solve
this problem on the unit ball under some conditions.

Throughout this section, we suppose thatΩ is the unit ball
in 𝑅𝑁 centered with the origin.

The next remarkable results regarding (𝑃
𝜆
) are due to

Gidas et al. [15] and Lin and Ni [16].

Lemma 11. (1) If 𝑓 is locally Lipschitz continuous in [0,∞),
then all positive solutions of (𝑃

𝜆
) are radially symmetric, that

is, 𝑢(𝑥) = 𝑢(𝑟), 𝑟 = |𝑥|, and satisfies

𝑢

+
𝑛 − 1

𝑟
𝑢

+ 𝜆𝑓 (𝑢) = 0, 𝑟 ∈ (0, 1) ,

𝑢

(0) = 𝑢 (1) = 0.

(41)

Moreover, 𝑢(𝑟) < 0 for all 𝑟 ∈ (0, 1], and hence 𝑢(0) =

max
0≤𝑟≤1

𝑢(𝑟).
(2) Suppose 𝑓 ∈ 𝐶

1
(𝑅). If 𝑢 is a positive solution to (𝑃

𝜆
),

and 𝑤 is a solution of the linearized problem (43) (if it exists),
then 𝑤 is also radially symmetric and satisfies

𝑤

+
𝑛 − 1

𝑟
+ 𝜆𝑓

(𝑢) 𝑤 = 0, 𝑟 ∈ (0, 1) ,

𝑤

(0) = 𝑤 (1) = 0.

(42)
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The next lemma also plays a key role in this section.

Lemma 12. (1) For any 𝑑 > 0, there is at most one 𝜆
𝑑
> 0

such that (𝑃
𝜆
) have a positive solution 𝑢(⋅) with 𝜆 = 𝜆

𝑑
and

𝑢(0) = 𝑑.
(2) Let 𝑇 = {𝑑 > 0 : (𝑃

𝜆
) have a positive solution

with 𝑢(0) = 𝑑}, then 𝑇 is open; 𝜆(𝑑) = 𝜆
𝑑
is a well-defined

continuous function from 𝑇 to 𝑅+.

Lemma 12 is well known; see, for example, [13, 17, 18].
A simple proof of the first part of the lemma can be found
in [14]. Because of Lemma 12, we call 𝑅+ × 𝑅

+
= {(𝜆, 𝑑) :

𝜆 > 0, 𝑑 > 0} the phase space, {(𝜆(𝑑), 𝑑) : 𝑑 ∈ 𝑇} the
bifurcation curve, and the phase space with bifurcation curve
the bifurcation diagram.

We will also need the following theorem of bifurcation
from infinity.

Theorem 13 (see [10, 19]). Suppose 𝑓 ∈ 𝐶
1
(𝑅). Let

𝑙𝑖𝑚
𝑢→∞

𝑓(𝑢)/𝑢 = 𝑎 ∈ (0,∞) and 𝜆
∞

= 𝜆
1
/𝑎. Then

all positive solutions of (𝑃
𝜆
) near (𝜆

∞
,∞) have the form of

(𝜆(𝑠), 𝑠𝜑 + 𝑧(𝑠)) for 𝑠 ∈ (𝛿,∞) and some 𝛿 > 0, where 𝜑 is
a positive eigenfunction of the first eigenvalue 𝜆

1
of −Δ on Ω

subjected to Dirichlet boundary condition, 𝑙𝑖𝑚
𝑠→∞

𝜆(𝑠) = 𝜆
∞
,

and ‖ 𝑧(𝑠)‖
𝐶
2,𝛼
(𝐵
𝑛

)
= 𝑜(𝑠) as 𝑠 → ∞.

Tomake bifurcation argument work, a crucial thing is the
following result.

Let 𝑢 be a solution of problem (𝑃
𝜆
), then 𝑢 is called a

degenerate solution if the corresponding linearized equation

−Δ𝑤 = 𝜆𝑓

(𝑢) 𝑤, in Ω,

𝑤 = 0, on 𝜕Ω,

(43)

has a nontrivial solution.
Now suppose that 𝑓 satisfies (F1), (F2). As in the end of

Section 2, let

𝐾 (𝑡) = 𝑡𝑓

(𝑡) − 𝑓 (𝑡)

𝐾
∞
= lim
𝑡→∞

𝐾 (𝑡) .
(44)

If𝐾
∞
> 0, then there exists a unique real number 𝛽 > 0, such

that
𝐾 (𝑡) < 0 for 𝑡 ∈ [0, 𝛽) ;

𝐾 (𝑡) > 0 for 𝑡 ∈ (𝛽,∞) ; 𝐾 (𝛽) = 0.

(45)

Lemma 14. Suppose that𝐾
∞
> 0. If 𝑢 is a degenerate solution

of (𝑃
𝜆
), then 𝑢(0) > 𝛽.

Proof . Suppose the contrary that 𝑢(0) ≤ 𝛽, then

𝐾 (𝑢) = 𝑢𝑓

(𝑢) − 𝑓 (𝑢) < 0, in Ω \ {0} . (46)

Let𝑤 be a nontrivial solution of the corresponding linearized
equation (43). From (𝑃

𝜆
) and (43), we get

0 = ∫
Ω

(−Δ𝑤𝑢 + Δ𝑢𝑤) 𝑑𝑥 = 𝜆∫
Ω

(𝑢𝑓

(𝑢) − 𝑓 (𝑢))𝑤𝑑𝑥.

(47)

It appears from (46) and (47) that 𝑤must change sign inΩ.

In view of Lemma 11(2), we suppose that |𝑥| = 𝑟
1
is a

maximal zero in (0, 1). We may also suppose that 𝑤(𝑥) > 0,
for all 𝑟

1
< |𝑥| < 1. Then

∫
Ω\𝐵(𝑟

1
)

(−Δ𝑤𝑢 + Δ𝑢𝑤) 𝑑𝑥

= 𝜆∫
Ω

(𝑢𝑓

(𝑢) − 𝑓 (𝑢))𝑤𝑑𝑥 < 0,

(48)

where 𝐵(𝑟
1
) denotes the ball of radius 𝑟

1
centered with the

origin.
On the other hand, using integration by parts, we have

∫
Ω\𝐵(𝑟

1
)

(−Δ𝑤𝑢 + Δ𝑢𝑤) 𝑑𝑥 = −∫
𝜕(Ω\𝐵(𝑟

1
))

𝜕𝑤

𝜕]
𝑢 𝑑𝑠 > 0. (49)

a contradiction.

Theorem 15. Suppose that𝑓 satisfies (F1)-(F2) with 0 < 𝐾
∞
<

𝑎𝛽. If 𝑢 is a degenerate solution of (𝑃
𝜆
), then any nontrivial

solution of the corresponding linearized equation (43) does not
change sign in Ω.

Proof . By Lemma 14, max
𝑥∈Ω

𝑢(𝑥) = 𝑢(0) > 𝛽. In view of
Lemma 11, there exists 𝑟∗ ∈ (0, 1), such that 𝑢(𝑟∗) = 𝛽. Let
𝑤 be a non-trivial solution of the corresponding linearized
equation (43), then 𝑤(0) ̸= 0.

We assert that 𝑤(𝑟) has no zeroes on [𝑟∗, 1). Suppose the
contrary and let 𝑟

1
be the largest zero of𝑤 on [𝑟∗, 1). We may

suppose that 𝑤 > 0 in (𝑟
1
, 1). Note that 𝑢(𝑟) < 𝛽 for 𝑟 ∈

(𝑟
1
, 1), a similar argument as in the proof of Lemma 14 yields

a contradiction.
Now we prove that𝑤(𝑟) has no zeroes on (0, 𝑟∗). Suppose

the contrary and let 𝑟
0
be the smallest zero of 𝑤(𝑟) on (0, 𝑟∗).

We may suppose that 𝑤 > 0 in 𝐵(𝑟
0
). Multiplying (𝑃

𝜆
) by

𝑢−𝛽, (43) by𝑤, subtracting, and integrating on 𝐵(𝑟
0
), we get

∫
𝐵(𝑟
0
)

[−Δ𝑤 (𝑢 − 𝛽) + Δ𝑢𝑤] 𝑑𝑥

= 𝜆∫
𝐵(𝑟
0
)

[(𝑢 − 𝛽) 𝑓

(𝑢) − 𝑓 (𝑢)]𝑤𝑑𝑥.

(50)

Let 𝐽(𝑡) = (𝑡 − 𝛽)𝑓

(𝑡) − 𝑓(𝑡), then 𝐽(0) = −𝑓(0) <

0, 𝐽(∞) = lim
𝑡→∞

𝐽(𝑢) = 𝐾
∞

− 𝑎𝛽 < 0, and 𝐽

(𝑡) =

(𝑡−𝛽)𝑓

(𝑡) > 0 for 𝑡 > 𝛽. Hence 𝐽(𝑢) = (𝑢−𝛽)𝑓


(𝑢)−𝑓(𝑢) <

0 for 𝑥 ∈ 𝐵(𝑟
0
). Then

∫
𝐵(𝑟
0
)

[(𝑢 − 𝛽) 𝑓

(𝑢) − 𝑓 (𝑢)]𝑤𝑑𝑥 < 0. (51)

On the other hand, by Green formula,

∫
𝐵(𝑟
0
)

[−Δ𝑤 (𝑢 − 𝛽) + Δ𝑢𝑤] 𝑑𝑥

= −∫
𝜕(𝐵(𝑟
0
))

𝜕𝑤

𝜕]
(𝑢 − 𝛽) 𝑑𝑥 > 0.

(52)

A contradiction occurs from (50), (51), and (52). Hence 𝑤(𝑟)
has no zeroes in (0, 1), that is to say, 𝑤 does not change sign
in Ω. The proof is complete.



Journal of Function Spaces and Applications 7

Now define 𝐹 : 𝐶
2,𝛼

0
(Ω) → 𝐶

𝛼
(Ω), by

𝐹𝑢 = Δ𝑢 + 𝜆𝑓 (𝑢) , (53)

then the linearized operator (Frechèt derivative) is

𝐹
𝑢
(𝜆, 𝑢) 𝑤 = Δ𝑤 + 𝜆𝑓


(𝑢) 𝑤. (54)

From the maximum principle, all solutions of (𝑃
𝜆
) are

positive on Ω. Moreover, if (𝜆∗, 𝑢∗) is degenerate solution of
(𝑃
𝜆
), then by Theorem 15, the nontrivial solution 𝑤 of (43)

does not change sign in Ω, and hence 𝑤 can be chosen to be
positive. Then by Krein-Rutman’s Theorem,𝑁(𝐹

𝑢
(𝜆
∗
, 𝑢
∗
)) =

span{𝑤}, and it follows from Fredholm alternative theorem
that codim𝑅(𝐹

𝑢
(𝜆
∗
, 𝑢
∗
)) = 1. Nowwe prove that𝐹

𝜆
(𝜆
∗
, 𝑢
∗
) ∉

𝑅(𝐹
𝑢
(𝜆
∗
, 𝑢
∗
)). If it is not the case, then there exists V ∈

𝐶
2,𝛼

0
(Ω), such that

ΔV + 𝜆
∗
𝑓

(𝑢
∗
) V = 𝑓 (𝑢

∗
) . (55)

We also have

Δ𝑤 + 𝜆
∗
𝑓

(𝑢
∗
) 𝑤 = 0. (56)

Multiplying (55) by 𝑤, (56) by V, subtracting, and inte-
grating, we obtain

∫
Ω

𝑓 (𝑢
∗
) 𝑤 𝑑𝑥 = 0, (57)

a contradiction. As all the conditions of Crandall-
Rabinowitz’s bifurcation theorem [20] are satisfied, the
solutions of (𝑃

𝜆
) near the degenerate solution (𝜆

∗
, 𝑢
∗
) form

a smooth curve which is expressed in the form

(𝜆 (𝑠) , 𝑢 (𝑠)) = (𝜆
∗
+ 𝜏 (𝑠) , 𝑢

0
+ 𝑠𝑤 + 𝑧 (𝑠)) , (58)

where 𝑠 → (𝜏(𝑠), 𝑧(𝑠)) ∈ 𝑅 × 𝑍 is a smooth function near
𝑠 = 0 with 𝜏(0) = 𝜏


(0) = 0, 𝑧(0) = 𝑧


(0) = 0, where 𝑍 is

a complement of span{𝑤} in𝑋, and𝑤 is the positive solution
of (43), which is unique if normalized.

Substituting 𝑢 and 𝜆 by expression (58), then differentiat-
ing the equation (𝑃

𝜆
) twice, and evaluating at 𝑠 = 0, we have

Δ𝑢
𝑠𝑠
+ 𝜆𝑓 (𝑢) 𝑢𝑠𝑠 + 2𝜆


𝑓

(𝑢) 𝑢𝑠 + 𝜆𝑓


(𝑢) 𝑢
2

𝑠
+ 𝜆

𝑓 (𝑢) = 0,

Δ𝑢
𝑠𝑠
+ 𝜆
∗
𝑓

(𝑢) 𝑢
𝑠𝑠
+ 𝜆
∗
𝑓

(𝑢) 𝑤
2
+ 𝜆

(0) 𝑓 (𝑢) = 0.

(59)

Multiplying (59) by 𝑤, (43) by 𝑢
𝑠𝑠
, subtracting, and integrat-

ing, we obtain

𝜏

(0) = −𝜆

∗
∫
Ω
𝑓

(𝑢
∗
) 𝑤
3
𝑑𝑥

∫
Ω
𝑓 (𝑢∗) 𝑤 𝑑𝑥

< 0. (60)

By (60) and the Taylor expansion formula of 𝜏(𝑠) at 𝑠 = 0,
we conclude that at any degenerate solution (𝜆∗, 𝑢∗) of (𝑃

𝜆
),

the solution curve turns left, that is to say, there is no any
solution (𝜆, 𝑢) on the right near (𝜆∗, 𝑢∗). This observation is
very important to our proof of the following theorem.

Λ

𝑢
𝜆

𝑢𝜆

𝜆𝜆1/𝑎

‖𝑢
‖ ∞

Figure 3: Precise bifurcation diagram on a unit ball.

Theorem 16. Suppose that Ω is the unit ball in 𝑅𝑛, 𝑓 satisfies
(F1)-(F2), and 0 < 𝐾

∞
< 𝑎𝛽. Then for problem (𝑃

𝜆
),

(1) there exist no solutions for 𝜆 > Λ,
(2) there exists exactly one solution for 𝜆 ∈ (0, 𝜆

1
/𝑎]∪{Λ},

(3) there exist exactly two solutions for 𝜆 ∈ (𝜆
1
/𝑎, Λ).

Moreover, the solution set {(𝜆, 𝑢)} of (𝑃
𝜆
) forms a smooth

curve in the space 𝑅×𝐶(Ω), which can be roughly described as
in Figure 3.

Proof. By Theorem 10, Λ > 𝜆
1
/𝑎, and Theorem 7 tells

us that (𝑃
𝜆
) has a unique solution (Λ, 𝑢

Λ
) for 𝜆 = Λ,

and Implicit Function Theorem implies that (Λ, 𝑢
Λ
) is a

degenerate solution. ByTheorem 15, non-trivial solution𝑤 of
the corresponding linearized equation (43) does not change
sign in Ω, and we may suppose that 𝑤 is positive in Ω.
ThenCrandall-Rabinowitz’s bifurcation theorem [20] and the
discussion prior to this theorem imply that the solutions near
(Λ, 𝑢
Λ
) form a smooth curve which turns to the left in the

phase space. We may call the part of the smooth solution
curve {(𝜆, 𝑢)} with 𝑢(0) > 𝑢

Λ
(0) the upper branch, and the

rest the lower branch. We denote the upper branch by 𝑢𝜆 and
the lower branch by 𝑢

𝜆
.

For the upper branch, as long as (𝜆, 𝑢𝜆) nondegenerate,
the Implicit FunctionTheorem ensures that we can continue
to extend this solution curve in the direction of decreasing
𝜆. We still denote the extension by (𝜆, 𝑢𝜆). This process of
continuation towards smaller values of 𝜆 will not encounter
any other degenerate solutions.This is because, if, say, (𝜆, 𝑢𝜆)
becomes degenerate at 𝜆 = 𝜆

0
, the discussion prior to this

theorem implies that all the solutions near (𝜆
0
, 𝑢
𝜆
0) must

lie to the left side of it, which is a contradiction. Lemma 12
tells us that 𝜆 → 𝑢

𝜆
(0) is decreasing. So in the progress of

extension of (𝜆, 𝑢𝜆) towards smaller values of 𝜆, there are only
the following two possibilities.

(i) The upper branch (𝜆, 𝑢
𝜆
) stops at some (0, 𝑢

0
), and

𝑢
0
(0) > 𝑢

Λ
(0).

(ii) ‖ 𝑢
𝜆
‖
∞

goes to infinity as 𝜆 → �̃� + 0, 0 ≤ �̃� < Λ.
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But case (i) cannot happen, since (0, 𝑢
0
) is obviously not a

solution of (𝑃
𝜆
). Hence case (ii) happens. We assert that �̃� =

𝜆
1
/𝑎. In fact, let {𝜆

𝑛
} be an arbitrary sequence such that𝜆

𝑛
→

�̃�. Denote𝑀
𝑛
=‖ 𝑢
𝑛
‖
∞
, V
𝑛
= 𝑢
𝑛
/𝑀
𝑛
, then𝑀

𝑛
→ ∞ and

ΔV
𝑛
+ 𝜆
𝑛

𝑓 (𝑀
𝑛
V
𝑛
)

𝑀
𝑛

= 0, in Ω,

V = 0, on 𝜕Ω.

(61)

Since 𝑓(𝑀
𝑛
V
𝑛
)/𝑀
𝑛
is bounded, by Sobolev Imbedding The-

orems and standard regularity of elliptic equation, it is easy
to see that {V

𝑛
} has a subsequence, still denoted by {V

𝑛
}, such

that V
𝑛
→ V in 𝐶

2,𝛼
(Ω) (𝑛 → ∞), for some V ∈ 𝐶

2,𝛼
(Ω),

V > 0 inΩ. Letting 𝑛 → ∞ in (61), we get

ΔV + �̃�𝑎V = 0, in Ω, V = 0, on 𝜕Ω, (62)

which implies that �̃� = 𝜆
1
/𝑎.

Now we study the structure of the lower branch. As in
the case of upper branch, as long as (𝜆, 𝑢

𝜆
) nondegenerate,

the Implicit FunctionTheorem ensures that we can continue
to extend this solution curve in the direction of decreasing
𝜆. We still denote the extension by (𝜆, 𝑢

𝜆
). This process of

continuation towards smaller values of 𝜆 will not encounter
any other degenerate solutions. Lemma 12 implies that 𝜆 →

𝑢
𝜆
(0) is increasing. So in the progress of extension of (𝜆, 𝑢

𝜆
)

towards smaller values of 𝜆, there are only the following two
possibilities.

(i) The lower branch (𝜆, 𝑢
𝜆
) stops at some (0, 𝑢

0
) with

𝑢
0
(0) > 0.

(ii) The lower branch (𝜆, 𝑢
𝜆
) stops at some (𝜆

0
, 0) with

0 ≤ 𝜆
0
< Λ.

As before, case (i) will not happen.Then case (ii) happens.
By 𝑓(0) > 0, it is easy to see that 𝜆

0
= 0. That is to say, the

lower branch of solutions extends till the origin (0, 0) in the
phase plane.

By the above argument, we obtain a smooth positive
solution curve which consists of an upper branch {(𝜆, 𝑢

𝜆
)}

and a lower branch {(𝜆, 𝑢
𝜆
)}. The lower branch starts from

(Λ, 𝑢
Λ
) and stops at (0, 0), and 𝜆 → 𝑢

𝜆
(0) is a strictly

increasing function. The upper branch {(𝜆, 𝑢
𝜆
)} starts from

(Λ, 𝑢
Λ
) and stops at (𝜆

1
/𝑎,∞), and 𝜆 → 𝑢

𝜆
(0) is a strictly

decreasing function with 𝑢
𝜆
(0) blowing up as 𝜆 → 𝜆

1
/𝑎 +

0. By Lemma 12, all solutions of (𝑃
𝜆
) are contained in this

smooth solution curve, and the complete bifurcation diagram
can be described as in Figure 3. The proof is complete.
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Stability is investigated for the following differential equations with nonconstant delay 𝑥(𝑡) = 𝑞(𝑡)𝐹(𝑥(𝑡))−𝑝(𝑡)𝑓(𝑥(𝑡−𝜏(𝑡))),where
𝑝 : [0, +∞) → [0, +∞), 𝑞 : [0, +∞) → 𝑅, 𝜏 : [0, +∞) → [0, 𝑟], and 𝐹 and 𝑓 : 𝑅 → 𝑅 with 𝑥𝑓(𝑥) > 0 for 𝑥 ̸= 0 and |𝑥| ≤ 𝑎

(𝑎 is a positive constant) are continuous functions. A criterion is given for the zero solution of this delay equation being uniformly
stable and asymptotically stable.

1. Introduction

Delays are inherent in many physical and technological sys-
tems. In particular, pure delays are often used to ideally
represent the effects of transmission, transportation, and
inertia phenomena. Delay differential equations constitute
basic mathematical models of real phenomena, for instance
in biology, mechanics, and economics (cf., e.g., [1–17] and
references therein). Stability analysis of delay differential
equations is particularly relevant in control theory, where one
cause of delay is the finite speed of communication. There
have been a lot of results on the study of stability of delay
differential equations. For example, we can see many earlier
results on this issue fromBurton’s book [2]. Recently, in 2004,
Butcher et al. [4] studied the stability properties of delay
differential equations with time-periodic parameters. By
employing a shifted Chebyshev polynomial approximation
in each time interval with length equal to the delay and
parametric excitation period, the system is reduced to a set
of linear difference equations for the Chebyshev expansion
coefficients of the state vector in the previous and current
intervals. In 2005, Wahi and Chatterjee [16] used Galerkin-
projection to reduce the infinite dimensional dynamics of
a delay differential equation to one occurring on a finite
number of modes. In 2009, Kalmár-Nagy [7] demonstrated

that the method of steps for linear delay differential equation
together with the inverse Laplace transform can be used to
find a converging sequence of polynomial approximants to
the transcendental function determining stability of the delay
equation. Most recently, Berezansky and Braverman [3] gave
some explicit conditions of asymptotic and exponential sta-
bility for the scalar nonautonomous linear delay differential
equation with several delays and an arbitrary number of
positive and negative coefficients.

This paper is concerned with the following differential
equations with nonconstant delay:

𝑥

(𝑡) = 𝑞 (𝑡) 𝐹 (𝑥 (𝑡)) − 𝑝 (𝑡) 𝑓 (𝑥 (𝑡 − 𝜏 (𝑡))) , (1)

where 𝑎 : [0, +∞) → [0, +∞), 𝑞 : [0, +∞) → 𝑅, 𝜏 :

[0, +∞) → [0, 𝑟], and 𝐹 and 𝑓 : 𝑅 → 𝑅 with

𝑥𝑓 (𝑥) > 0 for 𝑥 ̸= 0, |𝑥| ≤ 𝑎 (2)

(𝑎 is a positive constant) are continuous functions. We aim
at giving general criterion for the zero solution of this delay
equation being uniformly stable and asymptotically stable.
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2. Main Result

Denote by 𝐶[𝑡
0
− 𝑟, 𝑡
0
] the Banach space of continuous

functions from [𝑡
0
− 𝑟, 𝑡
0
] to 𝑅 with the sup-norm

𝜑
𝐶[𝑡
0
−𝑟, 𝑡
0
]
= max
𝑠∈[𝑡0−𝑟, 𝑡0]

𝜑 (𝑠)
 ,

for every 𝜑 ∈ 𝐶 [𝑡
0
− 𝑟, 𝑡
0
] .

(3)

We consider (1) for 𝑡 ≥ 𝑡
0
with the initial conditions (for

any 𝑡
0
≥ 0)

𝑥 (𝑡) = 𝜑 (𝑡) , 𝑡
0
− 𝑟 ≤ 𝑡 ≤ 𝑡

0
, (4)

where 𝜑 ∈ 𝐶[𝑡
0
− 𝑟, 𝑡
0
].

For an initial function 𝜑 ∈ 𝐶[𝑡
0
− 𝑟, 𝑡
0
], we denote by

𝑥(𝑡; 𝑡
0
, 𝜑) the solution of (1) such that (4) holds.

Definition 1. The zero solution of (1) is said to be stable if for
any 𝜀 > 0 and 𝑡

0
≥ 0, there exists 𝛿(𝑡

0
, 𝜀) > 0 such that if

𝜑
𝐶[𝑡
0
−𝑟, 𝑡
0
]
< 𝛿, (5)

then
𝑥 (𝑡; 𝑡

0
, 𝜑)

 < 𝜀 ∀𝑡 ≥ 𝑡
0
. (6)

The zero solution of (1) is uniformly stable if the above 𝛿 is
independent of 𝑡

0
.

Definition 2. The zero solution of (1) is said to be asymptot-
ically stable if it is stable and if for any 𝑡

0
≥ 0, there exists

𝛿(𝑡
0
) > 0 such that if

𝜑
𝐶[−𝑟,0] < 𝛿, (7)

then
𝑥 (𝑡; 𝑡

0
, 𝜑)

 → 0, as 𝑡 → +∞. (8)

Theorem 3. Assume that

(1) the zero solution to (1) is unique;
(2) if 𝑞 is nontrivial function and 𝐹(⋅) is nontrivial in any

interval [−𝑏, 𝑏] (𝑏 > 0), then

lim
𝑡→+∞

𝑞 (𝑡) = 0, lim
𝑡→+∞

∫

𝑡

𝑡−𝜏(𝑡)

𝑞 (𝑠)
 𝑑𝑠 = 0,

𝑝 (𝑡) ≥ 𝜇 > 0, 𝑡 ≥ 0,

(9)

for a constant 𝜇;

(3) lim
𝑡→+∞

∫
𝑡

𝑡−𝜏(𝑡)
𝑝(𝑠)𝑑𝑠 = 𝐴;

(4) if 𝐴 ̸=0, then

𝑓 (𝑥)
 ≤

𝜆 |𝑥|

2𝐴
, for 𝑥 ∈ 𝑅, (10)

where 0 < 𝜆 < 1.

Then the zero solution of (1) is uniformly stable.

Proof. For each 𝜀 > 0, we set

𝑆 (𝑓, 𝜀) := sup {𝑓 (𝑥)
 ; |𝑥| ≤ 𝜀} , (11)

and when 𝑞 is a nontrivial function and 𝐹(⋅) is nontrivial in
any interval [−𝑏, 𝑏] (𝑏 > 0), we set

𝑆 (𝐹, 𝜀) := sup {|𝐹 (𝑥)| ; |𝑥| ≤ 𝜀} , (12)

𝐼 (𝜀) := inf {𝑥𝑓 (𝑦) ; 𝑥𝑦 > 0,

1 − 𝜆

2
𝜀 ≤ |𝑥| ≤ 𝜀,

1 − 𝜆

2
𝜀 ≤

𝑦
 ≤ 𝜀} .

(13)

From (3) and (2), it follows that for every 𝜀 > 0, there exists
𝑡(𝜀) > 0 such that

∫

𝑡

𝑡−𝜏(𝑡)

𝑝 (𝑠) 𝑑𝑠

<

{{{{

{{{{

{

1 − 𝜆

4 (𝑆 (𝑓, 𝜀) + 1)
𝜀, if 𝐴 = 0,

1 − 𝜆

4 (𝑆 (𝑓, 𝜀) + 1)
min {𝐴, 1} 𝜀 + 𝐴, if 𝐴 ̸=0,

∀𝑡 > 𝑡 (𝜀) ,

(14)

and when 𝑞 is a nontrivial function and 𝐹(⋅) is nontrivial in
any interval [−𝑏, 𝑏] (𝑏 > 0), such that

∫

𝑡

𝑡−𝜏(𝑡)

𝑞 (𝑠)
 𝑑𝑠 <

1 − 𝜆

4 (𝑆 (𝐹, 𝜀) + 1)
𝜀, ∀𝑡 > 𝑡 (𝜀) , (15)

𝑞 (𝑡)
 ≤ 𝜇

𝐼 (𝜀)

2 (𝑆 (𝐹, 𝜀) + 1) (𝜀 + 1)
, ∀𝑡 > 𝑡 (𝜀) . (16)

We claim that for any 𝜀 > 0 and 𝑡
0
≥ 𝑡(𝜀), if

𝜑
𝐶[𝑡
0
−𝑟, 𝑡
0
]
<

1 − 𝜆

2
𝜀, (17)

then
𝑥 (𝑡; 𝑡

0
, 𝜑)

 < 𝜀 ∀𝑡 ≥ 𝑡
0
, (18)

which means that the zero solution of (1) is eventually
uniformly stable. Actually, if this is not true, then there exist

𝜀
0
≤ min {𝑎, 1} (19)

and a solution

𝑥 (𝑡) := 𝑥 (𝑡; 𝑡
0
, 𝜑) (20)

to (1) with ‖𝜑‖
𝐶[𝑡
0
−𝑟,𝑡
0
]
< ((1 − 𝜆)/2)𝜀 and

𝑡
0
> 𝑡 (𝜀
0
) (21)

such that there is a 𝑡 > 𝑡
0
,
𝑥 (𝑡)

 ≥ 𝜀
0
. (22)
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Define

𝑡
2
:= inf {𝑡 ≥ 𝑡

0
; |𝑥 (𝑡)| = 𝜀

0
} , (23)

𝑡
1
:= sup{𝑡

0
≤ 𝑡 < 𝑡

2
; |𝑥 (𝑡)| =

1 − 𝜆

2
𝜀
0
} ,

𝑉 (𝑥) = 𝑥
2
, 𝑥 ∈ 𝑅.

(24)

Then, together with (21) and (22), we obtain

𝑡 (𝜀
0
) < 𝑡
1
< 𝑡
2
,

𝑉 (𝑥 (𝑡
1
)) =

(1 − 𝜆)
2

4
𝜀
2

0
, 𝑉 (𝑥 (𝑡

2
)) > 𝜀

2

0
,

(25)

and, for 𝑡 ∈ (𝑡
1
, 𝑡
2
),

(1 − 𝜆)
2

4
𝜀
2

0
< 𝑉 (𝑥 (𝑡)) < 𝜀

2

0
, (26)

and for arbitrary 𝜂 > 0, there exists 𝜉 ∈ [𝑡
2
− 𝜂, 𝑡
2
] such that

𝑉

(𝑥 (𝜉)) > 0. (27)

Therefore,

𝑉

(𝑥 (𝑡
2
)) ≥ 0. (28)

This implies that

𝑡
1
≥ 𝑡
2
− 𝜏 (𝑡
2
) . (29)

In fact, if

𝑡
1
< 𝑡
2
− 𝜏 (𝑡
2
) , (30)

then by (23)–(25), we have

1 − 𝜆

2
𝜀
0
≤
𝑥 (𝑡
2
− 𝜏 (𝑡
2
))
 ≤ 𝜀
0
,

𝑡
2
− 𝜏 (𝑡
2
) > 𝑡 (𝜀

0
) .

(31)

It is not hard to see that we can choose 𝑡
1
and 𝑡
2
above tomake

𝑥(𝑡) have constant sign in [𝑡
1
, 𝑡
2
].

Case I. When 𝑞(𝑡) ≡ 0 or

𝐹 (𝑥) ≡ 0 for |𝑥| ≤ 𝑏, (32)

where 𝑏 is a positive real number.
In this case, if 𝑞(𝑡) ≡ 0, then

𝑉

(𝑥 (𝑡
2
)) = −2𝑝 (𝑡

2
) 𝑥 (𝑡
2
) 𝑓 (𝑥 (𝑡

2
− 𝜏 (𝑡
2
))) < 0, (33)

which contradicts with (28). Moreover, if

𝐹 (𝑥) ≡ 0 for |𝑥| ≤ 𝑏, (34)

for a positive real number 𝑏, then it is clear that we can require
𝜀
0
< 𝑏. Hence,

𝑉

(𝑥 (𝑡
2
)) = −2𝑝 (𝑡

2
) 𝑥 (𝑡
2
) 𝑓 (𝑥 (𝑡

2
− 𝜏 (𝑡
2
))) < 0, (35)

which contradicts with (28) too.

Consequently, in this case we have the following observa-
tion.
Case I-1. If 𝐴 = 0, then we deduce by (23), (24), (1), and (11)
that

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
2
)
 −

𝑥 (𝑡
1
)


≤
𝑥 (𝑡
2
) − 𝑥 (𝑡

1
)


≤ ∫

𝑡
2

𝑡
1

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀
0
) ∫

𝑡
2

𝑡
1

𝑝 (𝑠) 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀
0
) ∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑝 (𝑠) 𝑑𝑠

<
𝜀
0

2
.

(36)

This is clearly impossible.
Case I-2. If 𝐴 ̸=0, then we deduce by (23), (24), (1), (11), and
(14) that

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
2
)
 −

𝑥 (𝑡
1
)


≤
𝑥 (𝑡
2
) − 𝑥 (𝑡

1
)


≤ ∫

𝑡
2

𝑡
1

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
2

𝑡
1

𝑝 (𝑠) 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑝 (𝑠) 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
(

1 − 𝜆

4 (𝑆 (𝑓, 𝜀
0
) + 1)

min {𝐴, 1} 𝜀0 + 𝐴)

<
1 − 𝜆

4
𝜀 +

𝜆

2
𝜀

<
𝜀

2
.

(37)

This is clearly impossible too.
Therefore, in this case, the zero solution of (1) is even-

tually uniformly stable. This, together with assumption (1),
implies that the zero solution of (1) is uniformly stable.
Case II. 𝑞 is a nontrivial function and 𝐹(⋅) is nontrivial in any
interval [−𝑏, 𝑏] (𝑏 > 0).
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In this case, by virtue of (1), and assumption (2), (12), (13),
and (16), we get

𝑉

(𝑥 (𝑡
2
)) = −2𝑝 (𝑡

2
) 𝑥 (𝑡
2
) 𝑓 (𝑥 (𝑡

2
− 𝜏 (𝑡
2
)))

+ 2𝑥 (𝑡
2
) 𝑞 (𝑡
2
) 𝐹 (𝑥 (𝑡

2
))

≤ −2𝜇𝐼 (𝜀
0
) + 2𝜀

0
𝜇

𝐼 (𝜀
0
)

2 (𝑆 (𝐹, 𝜀
0
) + 1) (𝜀

0
+ 1)

𝑆 (𝐹, 𝜀)

≤ −𝜇𝐼 (𝜀)

< 0,

(38)

which contradicts with (28).
Consequently, in this case we have the following observa-

tion,
Case II-1. If𝐴 = 0, then we deduce by (23), (24), (1), (11), (12),
(14), and (15) that

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
2
)
 −

𝑥 (𝑡
1
)


≤
𝑥 (𝑡
2
) − 𝑥 (𝑡

1
)


≤ ∫

𝑡
2

𝑡
1

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀) ∫

𝑡
2

𝑡
1

𝑝 (𝑠) 𝑑𝑠

+ 𝑆 (𝐹, 𝜀) ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀) ∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑝 (𝑠) 𝑑𝑠

+ 𝑆 (𝐹, 𝜀) ∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑞 (𝑠)
 𝑑𝑠

<
1 − 𝜆

4
𝜀 +

1 − 𝜆

4
𝜀

<
𝜀

2
.

(39)

This is a contradiction.
Case II-2. If 𝐴 ̸=0, then we deduce by (23), (24), (1), (11), (12),
(14), and (15) that

𝜀

2
+
𝜆

2
𝜀 =

𝑥 (𝑡
2
)
 −

𝑥 (𝑡
1
)


≤
𝑥 (𝑡
2
) − 𝑥 (𝑡

1
)


≤ ∫

𝑡
2

𝑡
1

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
2

𝑡
1

𝑝 (𝑠) 𝑑𝑠 + 𝑆 (𝐹, 𝜀) ∫

𝑡
2

𝑡
1

𝑞 (𝑠)
 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑝 (𝑠) 𝑑𝑠 + 𝑆 (𝐹, 𝜀) ∫

𝑡
2

𝑡
2
−𝜏(𝑡2)

𝑞 (𝑠)
 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
(

1 − 𝜆

4 (𝑆 (𝑓, 𝜀
0
) + 1)

min {𝐴, 1} 𝜀0 + 𝐴)

+
1 − 𝜆

4
𝜀

<
1 − 𝜆

4
𝜀 +

𝜆

2
𝜀 +

1 − 𝜆

4
𝜀

=
𝜀

2
.

(40)

This is a contradiction too.
Therefore, in this case, the zero solution of (1) is even-

tually uniformly stable. This, together with assumption (1),
implies that the zero solution of (1) is uniformly stable.

Theorem 4. Assume that

(1) the zero solution to (1) is unique;
(2) if 𝑞(𝑡) ≡ 0 or

𝐹 (𝑥) ≡ 0 for |𝑥| ≤ 𝑏, (41)

for a positive real number 𝑏, then

∫

+∞

0

𝑝 (𝑠) 𝑑𝑠 = +∞; (42)

(3) if 𝑞 is nontrivial function and 𝐹(⋅) is nontrivial in any
interval [−𝑏, 𝑏] (𝑏 > 0), then

lim
𝑡→+∞

𝑞 (𝑡) = 0, lim
𝑡→+∞

∫

𝑡

𝑡−𝜏(𝑡)

𝑞 (𝑠)
 𝑑𝑠 = 0,

∫

+∞

0

𝑞 (𝑠) 𝑑𝑠 < +∞,

𝑝 (𝑡) ≥ 𝜇 > 0, 𝑡 ≥ 0,

(43)

for a constant 𝜇;

(4) lim
𝑡→+∞

∫
𝑡

𝑡−𝜏(𝑡)
𝑝(𝑠)𝑑𝑠 = 𝐴;

(5) if 𝐴 ̸=0, then

𝑓 (𝑥)
 ≤

𝜆 |𝑥|

2𝐴
, for 𝑥 ∈ 𝑅, (44)

where 0 < 𝜆 < 1. Then the zero solution of (1) is
asymptotically stable.
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Proof. It follows fromTheorem 3 that the zero solution of (1)
is uniformly stable; that is, for arbitrarily given 𝜀 > 0 and
𝑡
0
≥ 0, there exists 𝛿 = 𝛿(𝜀) > 0 such that if

𝜑
𝐶[𝑡
0
−𝑟,𝑡
0
]
< 𝛿, (45)

then
𝑥 (𝑡; 𝑡

0
, 𝜑)

 < 𝜀 ∀𝑡 ≥ 𝑡
0
. (46)

Next, we will prove that
𝑥 (𝑡; 𝑡

0
, 𝜑)

 → 0, as 𝑡 → +∞. (47)

First, we show that

lim inf
𝑡→+∞

𝑥 (𝑡; 𝑡
0
, 𝜑)

 = 0. (48)

Suppose that this is not true. Then

lim inf
𝑡→+∞

𝑥 (𝑡; 𝑡
0
, 𝜑)

 > 0. (49)

Hence, for the arbitrarily given

0 < 𝜀 < min {𝑎, 𝑏} , (50)

there exist 0 < 𝜀
0
< 𝜀 and 𝑇 > 𝑡

0
such that

𝑥 (𝑡; 𝑡
0
, 𝜑) > 𝜀

0
∀𝑡 ≥ 𝑇, (51)

or

𝑥 (𝑡; 𝑡
0
, 𝜑) < −𝜀

0
∀𝑡 ≥ 𝑇. (52)

Let us now consider

𝑥 (𝑡; 𝑡
0
, 𝜑) > 𝜀

0
∀𝑡 ≥ 𝑇. (53)

Case I.When 𝑞(𝑡) ≡ 0 or

𝐹 (𝑥) ≡ 0 for |𝑥| ≤ 𝑏, (54)

for a positive real number 𝑏, we obtain by assumption (2),
(46), (50), and (53)

𝑥 (𝑡) = 𝑥 (𝑇 + 𝑟) − ∫

𝑡

𝑇+𝑟

𝑝 (𝑠) 𝑓 (𝑥 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠

+ ∫

𝑡

𝑇+𝑟

𝑞 (𝑠) 𝐹 (𝑥 (𝑠)) 𝑑𝑠

≤ 𝑥 (𝑇 + 𝑟) − inf {𝑓 (𝑥) ; 𝑥 ∈ [𝜀
0
, 𝜀]} ∫

𝑡

𝑇+𝑟

𝑝 (𝑠) 𝑑𝑠.

(55)

This implies that

𝑥 (𝑡) → −∞ as 𝑡 → +∞, (56)

which contradicts with (53).

Case II.When 𝑞 is a nontrivial function and 𝐹(⋅) is nontrivial
in any interval [−𝑏, 𝑏] (𝑏 > 0), we obtain by assumptions (3),
(46), (50), and (53)

𝑥 (𝑡) = 𝑥 (𝑇 + 𝑟) − ∫

𝑡

𝑇+𝑟

𝑝 (𝑠) 𝑓 (𝑥 (𝑠 − 𝜏 (𝑠))) 𝑑𝑠

+ ∫

𝑡

𝑇+𝑟

𝑞 (𝑠) 𝐹 (𝑥 (𝑠)) 𝑑𝑠

≤ 𝑥 (𝑇 + 𝑟) − 𝜇 inf {𝑓 (𝑥) ; 𝑥 ∈ [𝜀
0
, 𝜀]} (𝑡 − 𝑇 − 𝑟)

+ sup {|𝐹 (𝑥)| ; 𝑥 ∈ (𝜀
0
, 𝜀)} ∫

𝑡

𝑇+𝑟

𝑞 (𝑠)
 𝑑𝑠.

(57)

This, together with assumption (2), implies that

𝑥 (𝑡) → −∞ as 𝑡 → +∞, (58)

which contradicts with (53).
Moreover, in a similar way, we can prove that

𝑥 (𝑡; 𝑡
0
, 𝜑) < −𝜀 ∀𝑡 ≥ 𝑇 (59)

is impossible.
Therefore, (48) is true.
Based on (48), we will show that

lim sup
𝑡→+∞

𝑥 (𝑡; 𝑡
0
, 𝜑)

 = 0. (60)

Actually, if this is not true, that is,

lim sup
𝑡→+∞

𝑥 (𝑡; 𝑡
0
, 𝜑)

 > 0, (61)

then by (48) we see that there are 𝜀
0
with

0 < 𝜀
0
< min {𝑎, 𝑏, 1} , (62)

and two sequences {𝜃
𝑛
} and {𝑡

𝑛
} such that

𝜃
𝑛
< 𝑡
𝑛
, 𝑛 = 1, 2, . . . ,

𝜃
𝑛
→ +∞ 𝑡

𝑛
→ +∞ as 𝑛 → +∞,

𝑉 (𝑥 (𝜃
𝑛
)) =

(1 − 𝜆)
2

4
𝜀
2

0
, 𝑉 (𝑥 (𝑡

𝑛
)) > 𝜀

2

0
,

𝑉

(𝑥 (𝑡
𝑛
)) > 0,

(63)

and for 𝑡 ∈ (𝜃
𝑛
, 𝑡
𝑛
),

(1 − 𝜆)
2

4
𝜀
2

0
< 𝑉 (𝑥 (𝑡)) < 𝜀

2

0
. (64)

By the same reason as that in the proof ofTheorem3,we know
that

𝑡
𝑛
− 𝜏 (𝑡
𝑛
) ≤ 𝜃
𝑛
≤ 𝑡
𝑛
. (65)

Define 𝑆(𝑓, 𝜀), 𝑆(𝐹, 𝜀), 𝐼(𝜀), and 𝑡(𝜀) as those in the proof of
Theorem 3. Then when 𝑛 is large enough, we have

𝑡
𝑛
> 𝑡 (𝜀) . (66)
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Case I.When 𝑞(𝑡) ≡ 0 or

𝐹 (𝑥) ≡ 0 for |𝑥| ≤ 𝑏, (67)

where 𝑏 is a positive real number.
Case I-1. If 𝐴 = 0, then we deduce that

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
𝑛
)
 −

𝑥 (𝜃
𝑛
)


≤
𝑥 (𝑡
𝑛
) − 𝑥 (𝜃

𝑛
)


≤ ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀
0
) ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠) 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀
0
) ∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑝 (𝑠) 𝑑𝑠

<
𝜀
0

2
.

(68)

This is impossible.
Case I-2. If 𝐴 ̸=0, then we obtain

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
𝑛
)
 −

𝑥 (𝜃
𝑛
)


≤
𝑥 (𝑡
𝑛
) − 𝑥 (𝜃

𝑛
)


≤ ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠) 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑝 (𝑠) 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
(

1 − 𝜆

4 (𝑆 (𝑓, 𝜀
0
) + 1)

min {𝐴, 1} 𝜀
0
+ 𝐴)

<
1 − 𝜆

4
𝜀 +

𝜆

2
𝜀

<
𝜀

2
.

(69)

This is clearly impossible too.

Consequently, (60) is true in this case.
Case II.When 𝑞 is nontrivial function and 𝐹(⋅) is nontrivial
in any interval [−𝑏, 𝑏] (𝑏 > 0).
Case II-1. If 𝐴 = 0, then we deduce that

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
𝑛
)
 −

𝑥 (𝜃
𝑛
)


≤
𝑥 (𝑡
𝑛
) − 𝑥 (𝜃

𝑛
)


≤ ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀) ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠) 𝑑𝑠

+ 𝑆 (𝐹, 𝜀) ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 𝑑𝑠

≤ 𝑆 (𝑓, 𝜀) ∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑝 (𝑠) 𝑑𝑠

+ 𝑆 (𝐹, 𝜀) ∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑞 (𝑠)
 𝑑𝑠

<
1 − 𝜆

4
𝜀 +

1 − 𝜆

4
𝜀

<
𝜀

2
.

(70)

This is a contradiction.
Case II-2. If 𝐴 ̸=0, then we obtain

𝜀
0

2
+
𝜆

2
𝜀
0
=
𝑥 (𝑡
𝑛
)
 −

𝑥 (𝜃
𝑛
)


≤
𝑥 (𝑡
𝑛
) − 𝑥 (𝜃

𝑛
)


≤ ∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠)
𝑓 (𝑥 (𝑠 − 𝜏 (𝑠)))

 𝑑𝑠

+ ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 |𝐹 (𝑥 (𝑠))| 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
𝑛

𝜃
𝑛

𝑝 (𝑠) 𝑑𝑠 + 𝑆 (𝐹, 𝜀) ∫

𝑡
𝑛

𝜃
𝑛

𝑞 (𝑠)
 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑝 (𝑠) 𝑑𝑠

+ 𝑆 (𝐹, 𝜀) ∫

𝑡
𝑛

𝑡
𝑛
−𝜏(𝑡𝑛)

𝑞 (𝑠)
 𝑑𝑠

≤
𝜆𝜀
0

2𝐴
(

1 − 𝜆

4 (𝑆 (𝑓, 𝜀
0
) + 1)

min {𝐴, 1} 𝜀
0
+ 𝐴)
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+
1 − 𝜆

4
𝜀

<
1 − 𝜆

4
𝜀 +

𝜆

2
𝜀 +

1 − 𝜆

4
𝜀

=
𝜀

2
.

(71)

This is a contradiction too.
Therefore, (60) is true in this case. So, (60) holds truly.

This means that the zero solution of (4) is asymptotically
stable.

Remark 5. Our results are new comparing with the results in
[2, 3] since 𝜏(𝑡) could go to 0 or a big number as 𝑡 → +∞

and in this case 𝑝(𝑡) also could be very large in our theorems.
Moreover, for the case of 𝐴 = 0, the condition on 𝑓 in our
results is very weak.
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We obtain the multiplicative perturbation theorems for convoluted C-cosine functions (resp., convoluted C-semigroups) and n-
times integrated C-cosine functions (resp., n-times integrated C-semigroups) for 𝑛 ∈ N. Moreover, we obtain some new results for
perturbations on C-cosine functions (resp., C-semigroups). Some examples are presented.

1. Introduction and Preliminaries

The 𝛼-times integrated 𝐶-semigroups, 𝛼-times integrated 𝐶-
cosine functions (𝛼 > 0) [1–6], 0-times integrated semigroups
(i.e., 𝐶-semigroups), and 0-times integrated 𝐶-cosine func-
tions (i.e., 𝐶-cosine functions) [5, 7–11] are powerful tools in
studying ill-posed abstract Cauchy problems.The convoluted
𝐶-cosine functions (resp., convoluted 𝐶-semigroups) are the
extension of 𝛼-times integrated 𝐶-cosine functions (resp., 𝛼-
times integrated 𝐶-semigroups), they can be used to deal
with more complicated ill-posed abstract Cauchy problems
of evolution equations [5, 12–16].

Many researchers studied the perturbations on 𝐶-cosine
functions and 𝐶-semigroups [17–22]. In [16], Kostić studied
the additive perturbations of convoluted 𝐶-cosine functions
and convoluted 𝐶-semigroups. However, to the authors’
knowledge, few papers can be found in the literature for
the multiplicative perturbations on the convoluted 𝐶-cosine
functions (resp., convoluted 𝐶-semigroups).

In this paper, based on the previously mentioned works
we study the multiplicative perturbations on the convoluted
𝐶-cosine functions and convoluted 𝐶-semigroups. More-
over, we obtain the corresponding new results for 𝑛-times
integrated 𝐶-semigroups (resp., 𝑛-times integrated 𝐶-cosine
functions) (𝑛 ∈ N

0
, N
0
denotes the nonnegative integers).

Throughout this paper, N, N
0
, R, and C denote the

positive integers, the nonnegative integers, the real numbers,

the complex plane, respectively. 𝑋 denotes a nontrivial
complex Banach space, 𝐿(𝑋) denotes the space of bounded
linear operators from 𝑋 into 𝑋. In the sequel, we assume
that 𝐶 ∈ 𝐿(𝑋) is an injective operator. C([𝑎, 𝑏], 𝑋) denotes
the space of all continuous functions from [𝑎, 𝑏] to 𝑋. For a
closed linear operator 𝐴 on 𝑋, its domain, range, resolvent
set, and the 𝐶-resolvent set are denoted by𝐷(𝐴), 𝑅(𝐴), 𝜌(𝐴),
and 𝜌
𝑐
(𝐴), respectively, where 𝜌

𝑐
(𝐴) is defined by

𝜌
𝑐
(𝐴) := {𝜆 ∈ C : 𝑅 (𝐶) ⊂ 𝑅 (𝜆 − 𝐴) and 𝜆 − 𝐴 is injective} .

(1)

𝐾 ∈ C([0,∞),C) is an exponentially bounded function and
for 𝛽 ∈ R, �̂�(𝜆) ̸= 0 (Re 𝜆 > 𝛽), where �̂�(𝜆) is the Laplace
transform of𝐾(𝑡). We define 𝜗(𝑡) := ∫𝑡

0
𝐾(𝑠)𝑑𝑠.

Thenext definition is the convoluted version ofDefinition
4.1 in Chapter 1 of [5].

Definition 1 (see [5, 13, 15]). Let 𝜔 ≥ 0. If {𝜆2 : Re 𝜆 >
max(𝜔, 𝛽)} ⊂ 𝜌

𝑐
(𝐴) and there exists a strongly continuous

operator family {C
𝐾
(𝑡)}
𝑡≥0
(C
𝐾
(𝑡) ∈ 𝐿(𝑋), 𝑡 ≥ 0) such that

‖C
𝐾
(𝑡)‖ ≤ 𝑀𝑒

𝜔𝑡
, 𝑡 ≥ 0 for some𝑀 > 0, and

𝜆(𝜆
2
− 𝐴)
−1

𝐶𝑥 =
1

�̂� (𝜆)
∫

∞

0

𝑒
−𝜆𝑡C
𝐾
(𝑡) 𝑥𝑑𝑡,

Re 𝜆 > max (𝜔, 𝛽) , 𝑥 ∈ 𝑋,
(2)
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then it is said that 𝐴 is a subgenerator of an exponentially
bounded 𝐾-convoluted 𝐶-cosine function {C

𝐾
(𝑡)}
𝑡≥0

. The
operator 𝐴 := 𝐶−1𝐴𝐶 is called the generator of {C

𝐾
(𝑡)}
𝑡≥0

.

Theorem 2 (see [13–15]). Let {C
𝐾
(𝑡)}
𝑡≥0

be a strongly contin-
uous, exponentially bounded operator family, and let 𝐴 be a
closed operator. Then the statements (i) and (ii) are equivalent,
where

(i) 𝐴 is the subgenerator of a 𝐾-convoluted 𝐶-cosine
function {C

𝐾
(𝑡)}
𝑡≥0

,
(ii) (1) C

𝐾
(𝑡)𝐶 = 𝐶C

𝐾
(𝑡), 𝑡 ≥ 0,

(2) C
𝐾
(𝑡)𝐴 ⊂ 𝐴C

𝐾
(𝑡), 𝑡 ≥ 0 and

𝐴∫

𝑡

0

∫

𝑠

0

C
𝐾
(𝜎) 𝑥𝑑𝜎𝑑𝑠 = C

𝐾
(𝑡) 𝑥 − 𝜗 (𝑡) 𝐶𝑥, 𝑡 ≥ 0, 𝑥 ∈ 𝑋.

(3)

Definition 3. Let 0 ≤ 𝜔 < ∞. If {𝜆 : Re 𝜆 > max(𝜔, 𝛽)} ⊂
𝜌
𝑐
(𝐴) and there exists a strongly continuous operator family
{T
𝐾
(𝑡)}
𝑡≥0

such that ‖T
𝐾
(𝑡)‖ ≤ 𝑀𝑒

𝜔𝑡
, 𝑡 ≥ 0 for some𝑀 > 0,

and

(𝜆 − 𝐴)
−1
𝐶𝑥 =

1

�̂� (𝜆)
∫

∞

0

𝑒
−𝜆𝑡T
𝐾 (𝑡) 𝑥𝑑𝑡,

Re 𝜆 > max (𝜔, 𝛽) , 𝑥 ∈ 𝑋,
(4)

then it is said that 𝐴 is a subgenerator of an exponentially
bounded 𝐾-convoluted 𝐶-semigroup {T

𝐾
(𝑡)}
𝑡≥0

. The opera-
tor 𝐴 := 𝐶−1𝐴𝐶 is called the generator of {T

𝐾
(𝑡)}
𝑡≥0

.

Theorem 4. Let {T
𝐾
(𝑡)}
𝑡≥0

be a strongly continuous, exponen-
tially bounded operator family, and let 𝐴 be a closed operator.
Then the assertions (i) and (ii) are equivalent, where

(i) 𝐴 is the subgenerator of a 𝐾-convoluted 𝐶-semigroup
{T
𝐾
(𝑡)}
𝑡≥0

,
(ii) (1) T

𝐾
(𝑡)𝐶 = 𝐶T

𝐾
(𝑡), 𝑡 ≥ 0,

(2) T
𝐾
(𝑡)𝐴 ⊂ 𝐴T

𝐾
(𝑡), 𝑡 ≥ 0 and

𝐴∫

𝑡

0

T
𝐾
(𝑠) 𝑥𝑑𝑠 = T

𝐾
(𝑡) 𝑥 − 𝜗 (𝑡) 𝐶𝑥, 𝑡 ≥ 0, 𝑥 ∈ 𝑋. (5)

Remark 5 (see [16]). In Theorems 2 and 4, putting 𝐾(𝑡) =
𝑡
𝑟−1
/Γ(𝑟), where Γ(⋅) denotes the Gamma function, one

obtains the classes of 𝑟-times integrated 𝐶-cosine functions
and 𝑟-times integrated 𝐶-semigroups; a 0-times integrated
𝐶-cosine function (resp., 0-times integrated 𝐶-semigroup) is
defined to be a𝐶-cosine function (resp.,𝐶-semigroup). More
knowledge for them, we refer the reader to, for example, [1–
3, 5, 7–11, 18] and references there in.

Next, we recall the definitions of 𝑟-times integrated 𝐶-
semigroup and 𝑟-times integrated𝐶-cosine functions (𝑟 ≥ 0).

Definition 6 (see [5]). Let 0 ≤ 𝜔 < ∞ and let 𝑟 ∈ [0,∞).
If (𝜔2,∞) ⊂ 𝜌

𝑐
(𝐴) (resp., (𝜔,∞) ⊂ 𝜌

𝑐
(𝐴)) and there

exists a strongly continuous operator family {C
𝑟
(𝑡)}
𝑡≥0

(resp.,

{T
𝑟
(𝑡)}
𝑡≥0

) such that ‖C
𝑟
(𝑡)‖ ≤ 𝑀𝑒

𝜔𝑡
, 𝑡 ≥ 0 (resp., ‖T

𝑟
(𝑡)‖ ≤

𝑀𝑒
𝜔𝑡
, 𝑡 ≥ 0) for some𝑀 > 0, and

𝜆(𝜆
2
− 𝐴)
−1

𝐶𝑥 = 𝜆
𝑟
∫

∞

0

𝑒
−𝜆𝑡C
𝑟
(𝑡) 𝑥𝑑𝑡, 𝜆 > 𝜔, 𝑥 ∈ 𝑋,

(resp. (𝜆 − 𝐴)−1𝐶𝑥

= 𝜆
𝑟
∫

∞

0

𝑒
−𝜆𝑡T
𝑟
(𝑡) 𝑥𝑑𝑡, 𝜆 > 𝜔, 𝑥 ∈ 𝑋, ) ,

(6)

then it is said that 𝐴 is a subgenerator of an exponentially
bounded 𝑟-times integrated 𝐶-cosine function {C

𝑟
(𝑡)}
𝑡≥0

(resp., 𝑟-times integrated𝐶-semigroup {T
𝑟
(𝑡)}
𝑡≥0

) on𝑋. If 𝑟 =
0, then {C

𝑟
(𝑡)}
𝑡≥0

(resp., {T
𝑟
(𝑡)}
𝑡≥0

) is called an exponentially
bounded 0-times integrated𝐶-cosine function (resp., 0-times
integrated 𝐶-semigroup).

We present the definition of 𝐶-cosine functions which
will be used in the proof of Theorem 12.

Definition 7 (see [1, 5]). A strongly continuous family
{C(𝑡)}

𝑡≥0
of bounded linear operators on 𝑋 is called a 𝐶-

cosine function on 𝑋, if 𝐶C(⋅) = C(⋅)𝐶, C(0) = 𝐶 and
C(𝑡 + 𝑠)𝐶 + C(|𝑡 − 𝑠|)𝐶 = 2C(𝑡)C(𝑠), for all 𝑡, 𝑠 ≥ 0.

2. Main Results

Suppose that𝐴 is a subgenerator of an exponentially bounded
𝐾-convoluted 𝐶-cosine function {C

𝐾
(𝑡)}
𝑡≥0

on 𝑋, S
𝐾
(𝑡) =

∫
𝑡

0
C
𝐾
(𝑠)𝑑𝑠, for any Ψ ∈ C([0,∞), 𝐿(𝑋)) with ‖Ψ(𝑡)‖ =

𝑂(𝑒
𝜔𝑡
), we set

𝐿 (𝜆)

:= sup{∫
𝑎

0

𝑒
−𝜆𝑡



∫

𝑡

0

𝛿 (𝜆)Ψ (𝑠) 𝐶
−1
𝑃𝐴C
𝐾 (𝑡 − 𝑠) 𝑥𝑑𝑠



𝑑𝑡,

𝑥 ∈ 𝐷 (𝐴) , ‖𝑥‖ ≤ 1} < ∞,

(7)

for some 𝑎 ∈ (0, +∞] and 𝜆 > max(𝜔, 𝛽), where 𝛿(𝜆) is some
function and 𝑃 = 𝐵/�̂�(𝜆), 𝐵 ∈ 𝐿(𝑋) with 𝑅(𝐵) ⊂ 𝑅(𝐶).

We have the following multiplicative perturbation theo-
rem.

Theorem 8. Suppose that 𝐴 is a subgenerator of an exponen-
tially bounded 𝐾-convoluted 𝐶-cosine function {C

𝐾
(𝑡)}
𝑡≥0

on
𝑋. Let 𝐵𝐶 = 𝐶𝐵, and 𝐷(𝐴) is dense in𝑋,

{𝜆
2
: 𝜆 > max (𝜔, 𝛽)} ⊂ 𝜌 ((𝐼 + 𝛿 (𝜆) 𝐵)𝐴) . (8)

If lim
𝜆→∞

𝐿(𝜆)𝑒
𝜆𝑡
= 0 for all 𝑡 ≥ 0, then (𝐼 + 𝛿(𝜆)𝐵)𝐴

subgenerates an exponentially bounded𝐾-convoluted𝐶-cosine
function on 𝑋.
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Proof. For all 𝑥 ∈ 𝐷(𝐴), ‖𝑥‖ ≤ 1, 𝜆 is large enough and 𝜀 is
small enough, we have



∫

𝑡

0

𝛿 (𝜆)Ψ (𝑠) 𝐶
−1
𝑃𝐴S
𝐾
(𝑡 − 𝑠) 𝑥𝑑𝑠



=



∫

𝑡

0

∫

𝑠

0

𝛿 (𝜆)Ψ (𝜎) 𝐶
−1
𝑃𝐴C
𝐾
(𝑠 − 𝜎) 𝑥𝑑𝜎𝑑𝑠



≤ 𝑒
𝜆𝑡
∫

𝑡

0

𝑒
−𝜆𝑠



∫

𝑠

0

𝛿 (𝜆)Ψ (𝜎) 𝐶
−1
𝑃𝐴C
𝐾
(𝑠 − 𝜎) 𝑥𝑑𝜎



𝑑𝑠

≤ 𝑒
𝜆𝑡
𝐿 (𝜆) < 𝜀 < 1, 𝑡 ≥ 0.

(9)

Let V : [0,∞) → 𝐿(𝑋) be any strongly continuous
function with ‖V(𝑡)‖ = 𝑂(𝑒𝜔𝑡); we define

(MV) (𝑡) 𝑥 = ∫
𝑡

0

𝛿 (𝜆)V (𝑠) 𝐶
−1
𝑃𝐴S
𝐾 (𝑡 − 𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0.

(10)

Obviously, (MV)(𝑡)𝑥 is continuous on 𝑡 ≥ 0, from (9)
and the denseness of 𝐷(𝐴), M maps C([0,∞), 𝐿(𝑋)) into
C([0,∞), 𝐿(𝑋)).

It follows from (9) that (𝐼 −M)
−1 is bounded. For each

𝑡 ≥ 0, set

Ĉ
𝐾
(𝑡) 𝑥 := (𝐼 −M)

−1
[C
𝐾
(⋅) 𝑥] (𝑡) , 𝑥 ∈ 𝑋. (11)

Then, Ĉ
𝐾
(𝑡)𝐶 = 𝐶Ĉ

𝐾
(𝑡), and there exists a constant �̂� such

that ‖Ĉ
𝐾
(𝑡)‖ ≤ �̂�𝑒

𝜔𝑡,

Ĉ
𝐾
(𝑡) 𝑥 = C

𝐾
(𝑡) 𝑥 + 𝛿 (𝜆) ∫

𝑡

0

Ĉ
𝐾
(𝑠) 𝐶
−1
𝑃𝐴S
𝐾
(𝑡 − 𝑠) 𝑥𝑑𝑠.

(12)

For sufficiently large 𝜆, we set

L (𝜆) 𝑥 = ∫
∞

0

𝑒
−𝜆𝑡Ĉ
𝐾
(𝑡) 𝑥𝑑𝑡, 𝑥 ∈ 𝑋. (13)

Taking Laplace transform of (12), we have

L (𝜆) 𝑥 = 𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

𝐶𝑥

+ 𝛿 (𝜆)L (𝜆) 𝐶
−1
𝐵𝐴(𝜆

2
− 𝐴)
−1

𝐶𝑥, 𝑥 ∈ 𝑋.

(14)

Therefore for 𝑥 ∈ 𝐷(𝐴),

L (𝜆) (𝜆
2
− (𝐼 + 𝛿 (𝜆) 𝐵)𝐴) 𝑥 = 𝜆�̂� (𝜆) 𝐶𝑥. (15)

Noting (8), for 𝑥 ∈ 𝑋, we have

L (𝜆) (𝜆
2
− (𝐼 + 𝛿 (𝜆) 𝐵)𝐴) (𝜆

2
− (𝐼 + 𝛿 (𝜆) 𝐵)𝐴)

−1

𝑥

= 𝜆�̂� (𝜆) (𝜆
2
− (𝐼 + 𝛿 (𝜆) 𝐵)𝐴)

−1

𝐶𝑥,

(16)

that is
1

�̂� (𝜆)
∫

∞

0

𝑒
−𝜆𝑡Ĉ
𝐾
(𝑡) 𝑥𝑑𝑡 =

1

�̂� (𝜆)
L (𝜆) 𝑥

= 𝜆(𝜆
2
− (𝐼 + 𝛿 (𝜆) 𝐵)𝐴)

−1

𝐶𝑥.

(17)

Then from Definition 1, (𝐼 + 𝛿(𝜆)𝐵)𝐴 subgenerates an
exponentially bounded 𝐾-convoluted 𝐶-cosine function
{Ĉ
𝐾
(𝑡)}
𝑡≥0

.

Theorem 9. Suppose 𝐴 is a subgenerator of an exponentially
bounded 𝐾-convoluted 𝐶-cosine function {C

𝐾
(𝑡)}
𝑡≥0

on 𝑋,
S
𝐾
(𝑡) = ∫

𝑡

0
C
𝐾
(𝑠)𝑑𝑠. Let 𝐵 ∈ 𝐿(𝑋) with 𝐵𝐶 = 𝐶𝐵 and

let 𝑅(𝐵) ⊂ 𝑅(𝐶), and 𝐷(𝐴) is dense in 𝑋. If for any Φ ∈
C([0,∞), 𝐿(𝑋)),



∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴S
𝐾 (𝑡 − 𝑠) 𝑥𝑑𝑠



≤ �̃�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0,

(18)

where �̃� is a constant, then for some (and all) 𝜆, Re 𝜆 >
max(𝜔, 𝛽), (𝐼 + �̂�(𝜆)𝐵)𝐴 subgenerates an exponentially
bounded 𝐾-convoluted 𝐶-cosine function on𝑋.

Proof. Define the operator functions {C
𝑛
(𝑡)}
𝑡≥0

as follows:

C
0
(𝑡) 𝑥 = C

𝐾
(𝑡) 𝑥,

C
𝑛
(𝑡) 𝑥 = ∫

𝑡

0

C
𝑛−1
(𝑠) 𝐶
−1
𝐵𝐴S
𝐾
(𝑡 − 𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0, 𝑛 = 1, 2, . . . .

(19)

By induction, we obtain

(i) for any 𝑥 ∈ 𝑋, C
𝑛
(𝑡)𝑥 ∈ C([0,∞),𝑋),

(ii) ‖C
𝑛
(𝑡)𝑥‖ ≤ (𝑀�̃�

𝑛

𝑡
𝑛
/𝑛!)𝑒
𝜔𝑡
‖𝑥‖, 𝑡 ≥ 0, 𝑥 ∈ 𝑋, for all

𝑛 ≥ 0.

Define the operator function

ℎ (𝑡) =

∞

∑

𝑛=0

C
𝑛 (𝑡) , 𝑡 ≥ 0. (20)

Noting that the series ∑∞
𝑛=0
(𝑀�̃�

𝑛

𝑡
𝑛
/𝑛!)𝑒
𝜔𝑡 is uniformly

converge on every compact interval in 𝑡, we can see that the
series (20) is uniformly converge on every compact interval
in 𝑡, so does the operator ℎ(𝑡). It is obvious that ‖ℎ(𝑡)‖ ≤
𝑀𝑒
(𝜔+�̃�)𝑡 and 𝑡 → ℎ(𝑡)𝑥 is continuous on [0,∞) for any

𝑥 ∈ 𝑋. Moreover,

ℎ (𝑡) 𝑥 = C
𝐾
(𝑡) 𝑥 + ∫

𝑡

0

ℎ (𝑠) 𝐶
−1
𝐵𝐴S
𝐾
(𝑡 − 𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝑋, 𝑡 ≥ 0.

(21)
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For Re 𝜆 sufficiently large, we set

L (𝜆) 𝑥 = ∫
∞

0

𝑒
−𝜆𝑡
ℎ (𝑡) 𝑥𝑑𝑡, 𝑥 ∈ 𝑋. (22)

Next, we show that the following equalities hold:

L (𝜆) [𝜆
2
− (𝐼 + �̂� (𝜆) 𝐵)𝐴] 𝑥 = 𝜆�̂� (𝜆) 𝐶𝑥, 𝑥 ∈ 𝐷 (𝐴) ,

(23)

[𝜆
2
− (𝐼 + �̂� (𝜆) 𝐵)𝐴]L (𝜆) 𝑥 = 𝜆�̂� (𝜆) 𝐶𝑥, 𝑥 ∈ 𝑋.

(24)

By induction, it is not difficult to see that

∫

∞

0

𝑒
−𝜆𝑡C
𝑛 (𝑡) 𝑥𝑑𝑡

= 𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

𝐶𝑥,

𝑥 ∈ 𝑋, 𝑛 ≥ 0.

(25)

Let

𝑄 (𝑡) 𝑥 = ∫

𝑡

0

𝐶
−1
𝐵𝐴S
𝐾
(𝑡 − 𝑠) 𝑥𝑑𝑠, 𝑥 ∈ 𝐷 (𝐴) . (26)

By hypothesis, 𝑄(𝑡) can be extended to𝑋 and satisfies

‖𝑄 (𝑡)‖ ≤
�̃�

𝜔
(𝑒
𝜔𝑡
− 1) , 𝑡 ≥ 0. (27)

Set

�̂� (𝜆) 𝑥 = ∫

∞

0

𝑒
−𝜆𝑡
𝑄 (𝑡) 𝑥𝑑𝑡, 𝑥 ∈ 𝑋. (28)

Then from (25) and (27), ‖𝜆�̂�(𝜆)‖ = ‖𝐶−1�̂�(𝜆)𝐵𝐴(𝜆2 −
𝐴)
−1
𝐶‖ < 1 for |𝜆| sufficiently large. Therefore, the series

∞

∑

𝑛=0

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

𝐶

=

∞

∑

𝑛=0

𝐶[𝐶
−1
�̂� (𝜆) 𝐵𝐴(𝜆

2
− 𝐴)
−1

𝐶]

𝑛

(29)

converges.

For 𝑥 ∈ 𝐷(𝐴) and Re 𝜆 > max(𝜔, 𝛽), from (25), we have

L (𝜆) [𝜆
2
− (𝐼 + �̂� (𝜆) 𝐵)𝐴] 𝑥

= ∫

∞

0

𝑒
−𝜆𝑡

∞

∑

𝑛=0

C
𝑛
(𝑡) [𝜆
2
− (𝐼 + �̂� (𝜆) 𝐵)𝐴] 𝑥𝑑𝑡

= �̂� (𝜆)

∞

∑

𝑛=0

𝜆(𝜆
2
− 𝐴)
−1

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

× 𝐶 [𝜆
2
− (𝐼 + �̂� (𝜆) 𝐵)𝐴] 𝑥

= 𝜆�̂� (𝜆) 𝐶𝑥 − 𝜆(�̂� (𝜆))
2

(𝜆
2
− 𝐴)
−1

𝐶𝐵𝐴𝑥

+

∞

∑

𝑛=1

𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

× 𝐶 (𝜆
2
− 𝐴) 𝑥

−

∞

∑

𝑛=1

𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

× 𝐶�̂� (𝜆) 𝐵𝐴𝑥

= 𝜆�̂� (𝜆) 𝐶𝑥 +

∞

∑

𝑛=2

𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

× [�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

𝐶 (𝜆
2
− 𝐴) 𝑥

−

∞

∑

𝑛=1

𝜆�̂� (𝜆) (𝜆
2
− 𝐴)
−1

[�̂� (𝜆) 𝐵𝐴(𝜆
2
− 𝐴)
−1

]

𝑛

× 𝐶�̂� (𝜆) 𝐵𝐴𝑥

= 𝜆�̂� (𝜆) 𝐶𝑥.

(30)

Similarly, we can prove (24). Now, from Definition 1, we
conclude that (𝐼 + �̂�(𝜆)𝐵)𝐴 subgenerates an exponentially
bounded𝐾-convoluted 𝐶-cosine function on𝑋.

By the proof ofTheorems 8 and 9, we immediately obtain
the following results for𝐾-convoluted 𝐶-semigroups.

Theorem 10. Suppose that 𝐴 is a subgenerator of an expo-
nentially bounded𝐾-convoluted𝐶-semigroup {T

𝐾
(𝑡)}
𝑡≥0

on𝑋.
𝐷(𝐴) is dense in 𝑋. Let 𝐵 ∈ 𝐿(𝑋) with 𝐵𝐶 = 𝐶𝐵 and let
𝑅(𝐵) ⊂ 𝑅(𝐶).

(i) One sets

𝐿 (𝜆) := sup{∫
𝑎

0

𝑒
−𝜆𝑠 
𝛿 (𝜆) 𝐶

−1
𝑃𝐴T
𝐾
(𝑠) 𝑥

𝑑𝑠,

𝑥 ∈ 𝐷 (𝐴) , ‖𝑥‖ ≤ 1} < ∞,

(31)

for some 𝑎 ∈ (0, +∞] and𝜆 > max(𝜔, 𝛽), where 𝛿(𝜆) is
a function and 𝑃 = 𝐵/�̂�(𝜆). If {𝜆 : 𝜆 > max(𝜔, 𝛽)} ⊂
𝜌((𝐼 + 𝛿(𝜆)𝐵)𝐴), then (𝐼 + 𝛿(𝜆)𝐵)𝐴 subgenerates an
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exponentially bounded 𝐾-convoluted 𝐶-semigroup on
𝑋 provided that lim

𝜆→∞
𝐿(𝜆)𝑒
𝜆𝑡
= 0 for all 𝑡 ≥ 0.

(ii) If for any Φ ∈ C([0,∞), 𝐿(𝑋)),


∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴T
𝐾 (𝑡 − 𝑠) 𝑥𝑑𝑠



≤ �̃�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0,

(32)

where �̃� is a constant, then for some (and all)𝜆,Re 𝜆 >
max(𝜔, 𝛽), (𝐼+�̂�(𝜆)𝐵)𝐴 subgenerates an exponentially
bounded 𝐾-convoluted 𝐶-semigroup on 𝑋.

Proof. (i) For anyΨ ∈ C([ 0,∞), 𝐿(𝑋))with ‖Ψ(𝑡)‖ = 𝑂(𝑒𝜔𝑡),
sufficiently large 𝜆 and sufficiently small 𝜀, we have


∫

𝑡

0

𝛿 (𝜆)Ψ (𝑠) 𝐶
−1
𝑃𝐴T
𝐾 (𝑡 − 𝑠) 𝑥𝑑𝑠



≤ 𝑀
∗
𝑒
(𝜆+𝜔)𝑡

∫

𝑡

0

𝑒
−𝜆𝑠 
𝛿 (𝜆) 𝐶

−1
𝑃𝐴T
𝐾 (𝑠) 𝑥


𝑑𝑠

≤ 𝑀
∗
𝑒
(𝜆+𝜔)𝑡

𝐿 (𝜆) < 𝜀 < 1, 𝑡 ≥ 0, 𝑥 ∈ 𝐷 (𝐴) ,

‖𝑥‖ ≤ 1,

(33)

where𝑀∗ is a constant. The rest part of the proof is exactly
the same as the corresponding part of the proof ofTheorem 8.

The proof of (ii) is similar to the one of Theorem 9.

In Theorems 8–10, take 𝐾(𝑡) = 𝑡𝑛−1/Γ(𝑛), we have the
following result for 𝑛-times integrated 𝐶-cosine function
(resp., 𝑛-times integrated 𝐶-semigroup).

Theorem 11. Suppose 𝐴 is a subgenerator of an exponentially
bounded 𝑛-times integrated𝐶-cosine function {C

𝑛
(𝑡)}
𝑡≥0

(resp.,
𝑛-times integrated𝐶-semigroup {T

𝑛
(𝑡)}
𝑡≥0

) on𝑋. Let𝐵 ∈ 𝐿(𝑋)
with 𝐵𝐶 = 𝐶𝐵 and let 𝑅(𝐵) ⊂ 𝑅(𝐶), and 𝐷(𝐴𝑛+1) is dense in
𝑋.

(i) One sets

𝐿 (𝜆) := sup{∫
𝑎

0

𝑒
−𝜆𝑡



∫

𝑡

0

𝛿 (𝜆)Ψ (𝑠) 𝐶
−1
𝐵𝐴

× (
𝑑
𝑛

𝑑𝑡𝑛
C
𝑛
(𝑡 − 𝑠) 𝑥) 𝑑𝑠



𝑑𝑡,

𝑥 ∈ 𝐷 (𝐴
𝑛+1
) , ‖𝑥‖ ≤ 1} < ∞,

(34)

for any Ψ ∈ C([0,∞), 𝐿(𝑋)) with ‖Ψ(𝑡)‖ = 𝑂(𝑒𝜔𝑡),

(resp. 𝐿 (𝜆)

:= sup{∫
𝑎

0

𝑒
−𝜆𝑠



𝛿 (𝜆) 𝐶
−1
𝐵𝐴(

𝑑
𝑛

𝑑𝑠𝑛
T
𝑛 (𝑠) 𝑥)



𝑑𝑠,

𝑥 ∈ 𝐷 (𝐴
𝑛+1
) , ‖𝑥‖ ≤ 1} < ∞)

(35)

for some 𝑎 ∈ (0, +∞] and 𝜆 > 𝜔, where 𝛿(𝜆) is a
function. If (𝜔2,∞) ⊂ 𝜌((𝐼+𝛿(𝜆)𝐵)𝐴) (resp., (𝜔,∞) ⊂
𝜌((𝐼 + 𝛿(𝜆)𝐵)𝐴)), then (𝐼 + 𝛿(𝜆)𝐵)𝐴 subgenerates
an exponentially bounded 𝑛-times integrated 𝐶-cosine
function (resp., 𝑛-times integrated 𝐶-semigroup) on 𝑋
provided that lim

𝜆→∞
𝐿(𝜆)𝑒
𝜆𝑡
= 0 for all 𝑡 ≥ 0.

(ii) If for any Φ ∈ C([0,∞), 𝐿(𝑋)),


∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴(

𝑑
𝑛

𝑑𝑡𝑛
S
𝑛
(𝑡 − 𝑠) 𝑥) 𝑑𝑠



≤ �̃�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴
𝑛+1
) , 𝑡 ≥ 0,

(36)

where S
𝑛
(𝑡) = ∫

𝑡

0
C
𝑛
(𝑠)𝑑𝑠 and �̃� is a constant,

( resp.


∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴(

𝑑
𝑛

𝑑𝑡𝑛
T
𝑛
(𝑡 − 𝑠) 𝑥) 𝑑𝑠



≤ �̃�∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴
𝑛+1
) , 𝑡 ≥ 0)

(37)

then for some (and all) 𝜆, 𝜆 > 𝜔, (𝐼+�̂�(𝜆)𝐵)𝐴 subgen-
erates an exponentially bounded 𝑛-times integrated 𝐶-
cosine function (resp., 𝑛-times integrated 𝐶-semigroup)
on 𝑋.

When 𝑛 = 0, fromTheorem 11(ii), we immediately obtain
the result of 0-times integrated 𝐶-cosine function (resp., 0-
times integrated 𝐶-semigroup).

Theorem 12. Let 𝐵 ∈ 𝐿(𝑋) with 𝐵𝐶 = 𝐶𝐵 and let
𝑅(𝐵) ⊂ 𝑅(𝐶), and 𝐷(𝐴) is dense in 𝑋. Suppose that 𝐴 is
an exponentially bounded generator of a 𝐶-cosine function
{C(𝑡)}
𝑡≥0

(resp., 𝐶-semigroup {T(𝑡)}
𝑡≥0

) on 𝑋. If for any Φ ∈
C([0,∞), 𝐿(𝑋)),



∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥𝑑𝑠



≤ 𝑀∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0,

(38)

where S(𝑡) = ∫𝑡
0
C(𝑠)𝑑𝑠.

(resp.


∫

𝑡

0

Φ (𝑠) 𝐶
−1
𝐵𝐴T (𝑡 − 𝑠) 𝑥𝑑𝑠



≤ 𝑀∫

𝑡

0

𝑒
𝜔(𝑡−𝑠)

‖Φ (𝑠)‖ 𝑑𝑠 ⋅ ‖𝑥‖ ,

𝑥 ∈ 𝐷 (𝐴) , 𝑡 ≥ 0)

(39)
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for some 𝑎 ∈ (0, +∞] and 𝜆 > 𝜔, then (𝐼+𝐵)𝐴 subgenerates an
exponentially bounded 𝐶-cosine function (resp., 𝐶-semigroup)
on 𝑋.

Noting the Definition 7 and the special properties of 𝐶-
cosine functions (resp., 𝐶-semigroups), we obtain a different
result fromTheorem 11(i) (when 𝑛 = 0).

Theorem 13. Let 𝐵 ∈ 𝐿(𝑋) with 𝐵𝐶 = 𝐶𝐵 and let 𝑅(𝐵) ⊂
𝑅(𝐶), and 𝐷(𝐴) is dense in 𝑋, (𝜔2,∞) ⊂ 𝜌((𝐼 + 𝐵)𝐴) (resp.,
(𝜔,∞) ⊂ 𝜌((𝐼 + 𝐵)𝐴)). Suppose that 𝐴 is an exponentially
bounded generator of a 𝐶-cosine function {C (𝑡)}

𝑡≥0
(resp., 𝐶-

semigroup {T(𝑡)}
𝑡≥0

) on𝑋. If

𝐿 (𝜆) := sup{∫
𝑎

0

𝑒
−𝜆𝑡



∫

𝑡

0

𝐶
−1
𝐵𝐴C (𝑡 − 𝑠) 𝑥𝑑𝑠



𝑑𝑡,

𝑥 ∈ 𝐷 (𝐴) , ‖𝑥‖ ≤ 1 } < ∞,

(40)

(resp. 𝐿 (𝜆) := sup{∫
𝑎

0

𝑒
−𝜆𝑠 
𝐶
−1
𝐵𝐴T (𝑠) 𝑥 𝑑𝑠,

𝑥 ∈ 𝐷 (𝐴) , ‖𝑥‖ ≤ 1} < ∞)

(41)

for some 𝑎 ∈ (0, +∞] and 𝜆 > 𝜔, letting 𝐿(∞) =
lim
𝜆→∞

𝐿(𝜆), then for any 𝜀 < (𝐿(∞))−1, (𝐼 + 𝜀𝐵)𝐴 subgen-
erates an exponentially bounded 𝐶-cosine function (resp., 𝐶-
semigroup) on𝑋.

Proof. We prove only for 𝐶-cosine functions. Choose 0 <
𝜇 < 𝜇

1
< 𝜇
2
< 1 such that |𝜀| = 𝜇(𝐿(∞))−1. For any Ψ ∈

C([0, 𝑡], 𝐿(𝑋)), pick a 𝜆 large enough such that 𝐿(𝜆)/𝐿(∞) <
𝜇
1
/𝜇, and then pick a 𝜏 ∈ (0, 𝑎) small enough such that
𝑒
𝜆𝜏sup
𝑠∈[0,𝜏]

‖Ψ(𝑠)‖ ≤ 𝜇
2
/𝜇
1
, then for all 𝑥 ∈ 𝐷(𝐴), ‖𝑥‖ ≤ 1,

we have



∫

𝑡

0

𝜀Ψ (𝑠) 𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥𝑑𝑠



=



∫

𝑡

0

∫

𝑠

0

𝜀Ψ (𝜎) 𝐶
−1
𝐵𝐴C (𝑠 − 𝜎) 𝑥𝑑𝜎𝑑𝑠



≤ 𝑒
𝜆𝑡
∫

𝑡

0

𝑒
−𝜆𝑠



∫

𝑠

0

𝜀𝐶
−1
𝐵𝐴C (𝑠 − 𝜎) 𝑥𝑑𝜎



𝑑𝑠 ⋅ sup
𝑠∈[0,𝜏]

‖Ψ (𝑠)‖

≤ 𝑒
𝜆𝜏
|𝜀| 𝐿 (𝜆) ⋅ sup

𝑠∈[0,𝜏]

‖Ψ (𝑠)‖ < 𝜇2 < 1, 𝑡 ∈ [0, 𝜏] ,

(42)

where S(𝑡) = ∫𝑡
0
C(𝑠)𝑑𝑠.

Let V : [0, 𝜏] → 𝐿(𝑋) be any strongly continuous
function; we define

(MV) (𝑡) 𝑥

= ∫

𝑡

0

𝜀V (𝑠) 𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥𝑑𝑠, 𝑥 ∈ 𝐷 (𝐴) , 𝑡 ∈ [0, 𝜏] .

(43)

Obviously, (MV)(𝑡)𝑥 is continuous on 𝑡 ≥ 0, from (42)
and the denseness of 𝐷(𝐴), M maps C([0, 𝜏], 𝐿(𝑋)) into
C([0, 𝜏], 𝐿(𝑋)).

It follows from (42) that (𝐼 −M)−1 is bounded. For each
𝑡 ∈ [0, 𝜏], set

𝑉 (𝑡) 𝑥 := (𝐼 −M)
−1
[C (⋅) 𝑥] (𝑡) , 𝑥 ∈ 𝑋. (44)

Then,𝑉(𝑡)𝐶 = 𝐶𝑉(𝑡), and there exists a constant𝑀 such that
‖𝑉(𝑡)‖ ≤ 𝑀𝑒

𝜔𝑡:

𝑉 (𝑡) 𝑥 = C (𝑡) 𝑥 + ∫
𝑡

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥𝑑𝑠, 𝑡 ∈ [0, 𝜏] .

(45)

For 𝑡 ∈ ((𝑛 − 1)𝜏, 𝑛𝜏], 𝑛 = 2, 3, . . . , we define inductively

𝑉 (𝑡) := − 𝑉 (2 (𝑛 − 1) 𝜏 − 𝑡)

+ 2𝐶
−1
𝑉 (𝑡 − (𝑛 − 1) 𝜏) 𝑉 ((𝑛 − 1) 𝜏) .

(46)

Next, we will prove by induction that for any 𝑛 ∈ N,
𝑅(𝑉(𝜎)𝑉((𝑛 − 1)𝜏)) ⊂ 𝑅(𝐶), for 𝜎 ∈ [0, 𝜏], and that for every
𝑛 ∈ N, 𝑉(⋅) is strongly continuous in [0, 𝑛𝜏] and

𝑉 (𝑡) 𝑥 = C (𝑡) 𝑥 + ∫
𝑡

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥𝑑𝑠,

𝑥 ∈ 𝑋, 𝑡 ∈ [0, 𝑛𝜏] .

(47)

Indeed for 𝑛 = 1, this is true. Assume that (47) holds for 𝑛.
Then for 𝑥 ∈ 𝑋, 𝜎 ∈ [0, 𝜏] we get

2𝑉 (𝜎)𝑉 (𝑛𝜏) 𝑥

= 2C (𝜎)C (𝑛𝜏) 𝑥

+ 2∫

𝑛𝜏

0

𝜀𝑉 (𝜎)𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝑠) 𝑥𝑑𝑠

+ 2∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝜎 − 𝑠)C (𝑛𝜏) 𝑥𝑑𝑠

= 𝐶 [𝐶 (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥]

+ 2∫

𝑛𝜏

0

𝜀𝑉 (𝜎)𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝑠) 𝑥𝑑𝑠

+ 2∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝜎 − 𝑠) C (𝑛𝜏) 𝑥𝑑𝑠

= 2M [𝑉 (𝜎)𝑉 (⋅)] (𝑛𝜏) 𝑥+𝐶 [𝐶 (𝜎 + 𝑛𝜏)𝑥+C (𝑛𝜏−𝜎) 𝑥]

+ 𝐶∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴

× [S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥 − S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥] 𝑑𝑠.
(48)
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Then for 𝑥 ∈ 𝑋, 𝜎 ∈ [0, 𝜏],

2𝑉 (𝜎)𝑉 (𝑛𝜏) 𝑥

= 𝐶(𝐼 −M)
−1
{C (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥

+ ∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴 [S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥

−S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥] 𝑑𝑠} .
(49)

Hence, 𝑉(𝜎)𝑉(𝑛𝜏) ⊂ 𝑅(𝐶), 𝜎 ∈ [0, 𝜏], and 𝜎 →

𝐶
−1
𝑉(𝜎)𝑉(𝑛𝜏)𝑥 is continuous in [0, 𝜏] for each 𝑥 ∈ 𝑋. From

(48), we have

2𝑉 (𝜎)𝑉 (𝑛𝜏) 𝑥

= 𝐶 [C (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥]

+ 2∫

𝑛𝜏

0

𝜀𝑉 (𝜎)𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴 [S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥

−S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥] 𝑑𝑠

= 𝐶 [C (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥] + 𝐶∫
𝑛𝜏

0

𝜀 [𝑉 (𝜎 + 𝑠)

+𝑉 (|𝑠 − 𝜎|)] 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴 [S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥

−S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥] 𝑑𝑠

= 𝐶 [C (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥]

+ 𝐶∫

𝜎+𝑛𝜏

𝜎

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝑛𝜏−𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝜎 − 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴 [S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥

−S (𝑛𝜏 − 𝜎 + 𝑠) 𝑥] 𝑑𝑠

= 𝐶 [C (𝜎 + 𝑛𝜏) 𝑥 + C (𝑛𝜏 − 𝜎) 𝑥]

+ 𝐶∫

𝜎+𝑛𝜏

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 + 𝜎 − 𝑠) 𝑥𝑑𝑠

+ 𝐶∫

𝑛𝜏−𝜎

0

𝜀𝑉 (𝑠) 𝐶
−1
𝐵𝐴S (𝑛𝜏 − 𝜎 − 𝑠) 𝑥𝑑𝑠

= 𝐶𝑉 (𝜎 + 𝑛𝜏) 𝑥 + 𝐶𝑉 (𝑛𝜏 − 𝜎) 𝑥.

(50)

Therefore, 𝑉(⋅) is strongly continuous in [0,∞) and (47)
holds for all 𝑡 ≥ 0. Taking Laplace transform of (47), then
the conclusion can be proved in a similar way in the proof of
Theorem 8.

We can prove the case of 𝐶-semigroups in a similar way.

3. Examples

Example 14. Let

𝑋 := {𝑓 ∈ 𝐶
∞
[0, 1] :

𝑓
 := sup
𝑝≥0

‖𝑓
(𝑝)
‖
∞

𝑝!
2
< ∞} ,

𝐴 := −
𝑑

𝑑𝑥
, 𝐷 (𝐴) := {𝑓 ∈ 𝑋 : 𝑓


∈ 𝑋, 𝑓 (0) = 0} .

(51)

It is well known that there exist positive real numbers 𝑚
and𝑀 such that

{𝜆 ∈ C : Re 𝜆 ≥ 0} ⊂ 𝜌 (𝐴) , ‖𝑅 (𝜆, 𝐴)‖ ≤ 𝑀𝑒
𝑚√|𝜆|
,

Re 𝜆 ≥ 0.
(52)

Moreover, 𝐴 generates an exponentially bounded 𝐾
𝑎
-

convoluted semigroup {T
𝐾
(𝑡)}
𝑡≥0

for some 𝑎 > √2𝑚,
where 𝐾(𝑡) = (𝑎/(2√𝜋𝑡3))𝑒−𝑎

2
/(4𝑡)
, 𝑡 ≥ 0, then �̂�

𝑎
(𝜆) =

𝑒
−𝑎√𝜆
, Re 𝜆 > 0 [14, 23]. We set

𝐵𝑓 (𝑥) :=

𝑗

∑

𝑛=1

∫

𝑥

0

(𝑥 − 𝑠)
𝑛−1

(𝑛 − 1)!
𝑓 (𝑠) 𝑑𝑠, 𝑗 ∈ N, 𝑥 ∈ [0, 1] ,

𝑓 ∈ 𝑋.

(53)

Obviously,𝐵 ∈ 𝐿(𝑋) and𝐵𝐴 ⊂ 𝐴𝐵.Then fromTheorem 10(ii)
(𝐶 = 𝐼), (𝐼 + 𝑒−𝑎√𝜆𝐵)𝐴 subgenerates an exponentially
bounded𝐾

𝑎
-convoluted semigroup {T̃

𝐾
(𝑡)}
𝑡≥0

on𝑋.

Example 15. Let𝑋 := 𝐶
0
(R) ⊕ 𝐶

0
(R) ⊕ 𝐶

0
(R),

𝐴 (𝑓, 𝑔, ℎ) (⋅) := (𝑓

, 𝑔

, (𝜒
[0,∞)

− 𝜒
(−∞,0]

) ℎ) ,

(𝑓, 𝑔, ℎ) ∈ 𝐷 (𝐴)

= {(𝑓, 𝑔, ℎ) ∈ 𝑋 : 𝑓

∈ 𝐶
0 (R) , 𝑔


∈ 𝐶
0 (R) , ℎ (0) = 0}

(54)

and 𝐶(𝑓, 𝑔, ℎ) := (𝑓, 𝑔, sin(⋅)ℎ(⋅)), 𝑓, 𝑔, ℎ ∈ 𝐶
0
(R). Arguing as

in [3, Examples 8.1 and 8.2], one gets that 𝐴 is a generator of
an exponentially bounded once integrated𝐶-semigroup [16].

For 𝑓, 𝑔, ℎ ∈ 𝐶
0
(R) and 𝑡 ∈ R, we set

𝐵 (𝑓, 𝑔, ℎ) (𝑡)

= (𝑒
−𝑡
∫

𝑡

0

𝑓 (𝑠) 𝑑𝑠, 𝑒
−2𝑡
∫

𝑡

0

𝑔 (𝑠) 𝑑𝑠, 𝑡𝑒
−3𝑡 sin 𝑡 ⋅ ℎ (𝑡)) .

(55)
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Then one can simply verify that 𝐵 ∈ 𝐿(𝑋), 𝑅(𝐵) ⊂ 𝐶(𝐷(𝐴)),
and 𝐵𝐶(𝑓, 𝑔, ℎ) = 𝐶𝐵(𝑓, 𝑔, ℎ), (𝑓, 𝑔, ℎ) ∈ 𝑋. Then from
Theorem 11(i), (𝐼 + 𝑒−𝜆

2

𝐵)𝐴 subgenerates an exponentially
bounded once integrated 𝐶-semigroup on𝑋.

Example 16. Let𝑋
1
= 𝐿
2
(R3),𝑋

2
= 𝐿
𝑝
(R3) (1 ≤ 𝑝 ≤ ∞),

𝐴
1
= Δ, 𝐷 (𝐴

1
) = 𝐻

2
(R
3
) ,

𝐴
2
= 𝑎Δ +

3

∑

𝑖=1

𝑐
𝑖

𝜕

𝜕𝑥
1

+ 𝑐
4
(𝑎 > 0, 𝑐

𝑖
∈ R, 𝑖 = 1, 2, 3, 4) ,

𝐷 (𝐴
2
) = 𝑊

2,𝑝
(R
3
) .

(56)

Then 𝐴
1
generates a strongly continuous cosine function

C
1
(⋅) on 𝑋

1
. It follows from [5] that 𝐴

2
generates an expo-

nentially bounded 𝐶
2
-cosine function C

2
(⋅) on 𝑋

2
, where

𝐶
2
= (1 − Δ)

−1.
Set 𝑟
1
(⋅) ∈ 𝐻

2
(R3), 𝑟

2
(⋅) ∈ 𝑊

2,𝑝
(R3), 𝑞

1
(⋅) ∈ 𝐶

2

𝑐
(R3),

𝑞
2
(⋅) ∈ 𝐶

𝑐
(R3). Define bounded linear operators 𝐵

1
: 𝑋
2
→

𝑋
1
, 𝐵
2
: 𝑋
1
→ 𝑋
2
as follows:

(𝐵
1
𝜙) (𝜉) = 𝑟

1
(𝜉) ∫

R3
𝑞
1
(𝜎) 𝜙 (𝜎) 𝑑𝜎,

(𝐵
2
𝜙) (𝜉) = 𝑟

2
(𝜉) ∫

R3
𝑞
2
(𝜎) 𝜙 (𝜎) 𝑑𝜎.

(57)

Let𝑋 = 𝑋
1
× 𝑋
2
,

𝐴 = (
𝐴
1
0

0 𝐴
2

) , 𝐷 (𝐴) := 𝐷 (𝐴1) × 𝐷 (𝐴2) ,

𝐵 = (
0 𝐵
1

𝐵
2
0
) , 𝐷 (𝐵) := 𝑋.

(58)

Taking 𝜆
0
∈ 𝜌(𝐴) and putting 𝐶 = (𝜆

0
− 𝐴)
−1, then 𝐴

generates an exponentially bounded 𝐶-cosine function C(⋅)
on𝑋, where

C (𝑡) = (C1 (𝑡) (𝜆0 − 𝐴1)
−1

0

0 C
2
(𝑡) 𝐶
−1

2
(𝜆
0
− 𝐴
2
)
−1) . (59)

We denote S
1
(𝑡) := ∫

𝑡

0
C
1
(𝑠)𝑑𝑠, S

2
(𝑡) := ∫

𝑡

0
C
2
(𝑠)𝑑𝑠, S(𝑡) :=

∫
𝑡

0
C(𝑠)𝑑𝑠, then

S (𝑡) = (S1 (𝑡) (𝜆0 − 𝐴1)
−1

0

0 S
2 (𝑡) 𝐶

−1

2
(𝜆
0
− 𝐴
2
)
−1) , (60)

and for any 𝑥 = ( 𝑥1𝑥
2
) ∈ 𝐷(𝐴), 0 ≤ 𝑠 ≤ 𝑡 < ∞,

𝐶
−1
𝐵𝐴S (𝑡 − 𝑠) 𝑥

= (
(𝜆
0
− 𝐴
1
) 𝐵
1
𝐴
2
S
2
(𝑡 − 𝑠) 𝐶

−1

2
(𝜆
0
− 𝐴
2
)
−1
𝑥
2

(𝜆
0
− 𝐴
2
) 𝐵
2
𝐴
1
S
1
(𝑡 − 𝑠) (𝜆

0
− 𝐴
1
)
−1
𝑥
1

) .

(61)

It follows from 𝑅(𝐵
1
) ⊂ 𝐷(𝐴

1
) and 𝑅(𝐵

2
) ⊂ 𝐷(𝐴

2
) that there

exist𝑀, 𝜔 > 0 such that

𝑒
−𝜆𝑡



∫

𝑡

0

𝐶
−1
𝐵𝐴C (𝑡 − 𝑠) 𝑥𝑑𝑠



≤
𝑀

𝜔
𝑒
−𝜆𝑡
(𝑒
𝜔𝑡
− 1) ‖𝑥‖ , 𝑥 ∈ 𝐷 (𝐴) ,

(62)

then

𝐿 (𝜆) := sup{∫
𝑎

0

𝑒
−𝜆𝑡



∫

𝑡

0

𝐶
−1
𝐵𝐴C (𝑡 − 𝑠) 𝑥𝑑𝑠



𝑑𝑡,

𝑥 ∈ 𝐷 (𝐴) , ‖𝑥‖ ≤ 1} < ∞,

(63)

and then (40) is satisfied.
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[12] I. Ciorănescu andG. Lumer, “On𝐾(𝑡)-convoluted semigroups,”
in Recent Developments in Evolution Equations (Glasgow, 1994),
vol. 324, pp. 86–93, Longman Scientific and Technical, Harlow,
UK, 1995.
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A negative solution and a positive solution are obtained for a modified capillary surface equation by variational methods.

1. Introduction

In this paper, we study the existence of nontrivial solutions to
the following quasilinear elliptic equation:

− div (
|∇𝑢|
2𝑝−2

∇𝑢

√1 + |∇𝑢|
2𝑝

) = 𝑓 (𝑥, 𝑢) in Ω,

𝑢 = 0 on 𝜕Ω,

(1)

where 𝑝 > 1, andΩ is a bounded domain inR𝑁 with smooth
boundary.The function 𝑓 ∈ 𝐶(Ω×R,R) with the subcritical
growth

(𝑓)

𝑓 (𝑥, 𝑡)
 ≤ 𝑐 (1 + |𝑡|

𝑞−1
) , 𝑡 ∈ R, 𝑥 ∈ Ω, (2)

where 𝑞 ∈ [1,𝑁𝑝/(𝑁 − 𝑝)) if 1 < 𝑝 < 𝑁 or 𝑞 ∈ [1, +∞) if
1 < 𝑁 ≤ 𝑝, and 𝑐 is a positive constant.

In the case that 𝑝 = 1, (1) is the mean curvature equation
or the capillary surface equation; when 𝑓(𝑥, 𝑢) ≡ 𝑢, it des-
cribes the equilibrium shape of a liquid surface with constant
surface tension in a uniform gravity field, and this is the shape
of a pendent drop [1]. When 𝑝 > 1, one calls (1) a modified
capillary surface equation which is also worth considering
even though it is not exactly the capillary surface equation
[2]. For the capillary surface equation, radially symmetric
solutions in the case thatΩ is a ball or entire space have been

investigated precisely; See, for example, [3–5] and the refer-
ences therein. In [2], by minimization sequence method and
the Ambrosetti-Rabinowitz mountain pass lemma without
Palais-Smale condition, positive solutions were obtained to
nonlinear eigenvalue problem for the modified capillary sur-
face equation which is of the form

− div (
|∇𝑢|
2𝑝−2

∇𝑢

√1 + |∇𝑢|
2𝑝

) = 𝜆𝑓 (𝑥, 𝑢) in Ω,

𝑢 ≥ 0 in Ω,

𝑢 = 0 on 𝜕Ω,

(3)

where 𝜆 is a positive parameter. In the proof of the main
results of [2], 𝜆 is crucial not only to the existence of global
or local minimizer but also to the construction of mountain
pass geometry. In our paper, one object is to find existence
conditions of solutions to (1) without the constraint of 𝜆.
Since

√1 + |∇𝑢|
2𝑝
− 1 ∼ |∇𝑢|

𝑝 as |∇𝑢| → ∞, (4)

the other object is to investigate the probability to present the
property of 𝑓 by the eigenvalue of the problem

−Δ
𝑝
𝑢 = 𝜆|𝑢|

𝑝−2
𝑢 in Ω,

𝑢 = 0 on 𝜕Ω,

(5)

where Δ
𝑝
𝑢 = div (|∇𝑢|𝑝−2∇𝑢).

http://dx.doi.org/10.1155/2013/710592
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In the following, we recall some known facts about prob-
lem (5). Let 𝜆

1
> 0 be the first eigenvalue of the problem (5).

It is known that 𝜆
1
is characterized by

𝜆
1
:= inf {∫

Ω

|∇𝑢|
𝑝
𝑑𝑥 : ∫

Ω

|𝑢|
𝑝
𝑑𝑥 = 1, 𝑢 ∈ 𝑊

1,𝑝

0
(Ω) \ {0}} ,

(6)

where 𝑊1,𝑝
0

(Ω) is the reflexive Banach space defined as the
completion of 𝐶∞

0
(Ω) with respect to the norm ‖𝑢‖ :=

(∫
Ω
|∇𝑢|
𝑝
𝑑𝑥)
1/𝑝. Also, 𝜆

1
is single and has an associated

eigenfunction𝜑
1
> 0 inΩ and ‖𝜑

1
‖ = 1.The reader is referred

to [6, 7] for details.
By a solution 𝑢 of (1), we mean that 𝑢 satisfies (1) in the

weak sense; that is, for all 𝜑 ∈ 𝑊
1,𝑝

0
(Ω),

∫
Ω

|∇𝑢|
2𝑝−2

∇𝑢∇𝜑

√1 + |∇𝑢|
2𝑝

𝑑𝑥 = ∫
Ω

𝑓 (𝑥, 𝑢) 𝜑𝑑𝑥. (7)

A solution such that 𝑢(𝑥) ≥ 0 in Ω and 𝑢 ̸= 0, respectively,
𝑢(𝑥) ≤ 0 in Ω and 𝑢 ̸= 0, is a positive, respectively, negative,
solution.

Define

𝐽 (𝑢) =
1

𝑝
∫
Ω

(√1 + |∇𝑢|
2𝑝
− 1) 𝑑𝑥, 𝑢 ∈ 𝑊

1,𝑝

0
(Ω) ,

𝐾 (𝑢) = ∫
Ω

𝐹 (𝑥, 𝑢) 𝑑𝑥, 𝑢 ∈ 𝑊
1,𝑝

0
(Ω) ,

𝐼 (𝑢) = 𝐽 (𝑢) − 𝐾 (𝑢) , 𝑢 ∈ 𝑊
1,𝑝

0
(Ω) ,

(8)

where 𝐹(𝑥, 𝑡) = ∫
𝑡

0
𝑓(𝑥, 𝑠)𝑑𝑠. From a variational stand point,

finding solutions of (1) in 𝑊
1,𝑝

0
(Ω) is equivalent to finding

critical points of the𝐶1 functional 𝐼. As to the differentiability
of the functional 𝐼, one can consult [2] for details. Since 𝑓
satisfies the subcritical growth condition (𝑓

0
), stand proofs

show that 𝐾 is weakly continuous. Since the function 𝜑(𝑡) =
√1 + 𝑡2𝑝 is convex, the functional 𝐽 is also convex. In
addition, 𝐽 belongs to 𝐶

1. Hence, 𝐽 is weakly lower semi-
continuous.Thus, we have shown that 𝐼 is weakly lower semi-
continuous.

Now, let us state the main results of this paper.

Theorem 1. Let (𝑓) hold. Furthermore, assume that𝑓 satisfies
the following conditions.

(𝑓
0
)There is some 𝑟 > 0 small such that

𝑝𝐹 (𝑥, 𝑡) ≥ 𝜆
1|𝑡|
𝑝
, |𝑡| ≤ 𝑟, 𝑥 ∈ Ω, (9)

(𝑓
1
) lim sup

|𝑡|→∞
(𝑝𝐹(𝑥, 𝑡)/|𝑡|

𝑝
) < 𝜆

1
uniformly for

𝑥 ∈ Ω.

Then, (1) has at least a negative solution and a positive solution
which correspond to negative critical values of the associated
functional given by (8).

Theorem 2. Let (𝑓) and (𝑓
0
) hold. Furthermore, assume that

𝑓 satisfies the following conditions.

(𝑓
2
) lim
|𝑡|→∞

(𝑝𝐹(𝑥, 𝑡)/|𝑡|
𝑝
) = 𝜆

1
uniformly for 𝑥 ∈

Ω,
(𝑓
3
) lim
|𝑡|→∞

(𝑓(𝑥, 𝑡) − 𝑝𝐹(𝑥, 𝑡)) = +∞ uniformly for
𝑥 ∈ Ω.

Then, (1) has at least a negative solution and a positive solution
which correspond to negative critical values of the associated
functional given by (8).

Remark 3. With the conditions (𝑓
0
)–(𝑓
3
), Liu and Su in

[8] have studied the existence of solutions to p-Laplacian
quasilinear elliptic equation

−Δ
𝑝
𝑢 = 𝑓 (𝑥, 𝑢) in Ω,

𝑢 = 0 on 𝜕Ω.

(10)

Under the conditions (𝑓
0
) and (𝑓

1
), (10) may be resonant at

the eigenvalue 𝜆
1
near the origin. With the conditions (𝑓

2
)

and (𝑓
3
), it may be resonant at 𝜆

1
both near the origin and

near infinity. In fact, the condition (𝑓
0
) allows (10) to be

resonant near the origin from the right side of 𝜆
1
, while the

conditions (𝑓
2
) and (𝑓

3
) allow it to be resonant at infinity

from the left side of 𝜆
1
.

Remark 4. Theorems 1 and 2 have shown a new fact that
the interaction between the first eigenvalue of −Δ

𝑝
with zero

Dirichlet boundary data and nonlinearity𝑓 can influence the
existence of nontrivial solutions to (1).

Before concluding this section, we explain somenotations
used in the paper. |Ω| is the Lebesgue measure ofΩ. 𝑐

𝑖
(𝑖 ∈ N)

is always a positive constant independent of functions. ⟨⋅, ⋅⟩
is the duality between (𝑊1,𝑝

0
(Ω))
∗ and𝑊1,𝑝

0
(Ω). In addition,

we use | ⋅ | to denote the usual norm of R𝑁.

2. The Proof of the Main Results

In this section, we proveTheorems 1 and 2.

Proof of Theorem 1. The proof consists of two steps.
(i) To obtain a positive solution, cut-off techniques are

used. Define

�̂� (𝑥, 𝑡) = {
𝑓 (𝑥, 𝑡) , 𝑡 ≥ 0,

0, 𝑡 < 0,

�̂� (𝑥, 𝑡) = ∫

𝑡

0

�̂� (𝑥, 𝑠) 𝑑𝑠,

�̂� (𝑢) = 𝐽 (𝑢) − ∫
Ω

�̂� (𝑥, 𝑢) 𝑑𝑥, 𝑢 ∈ 𝑊
1,𝑝

0
(Ω) .

(11)

Since 𝑓 ∈ 𝐶(Ω × R,R) and (𝑓
1
) holds, for any given 𝜀 > 0,

there exists 𝑐
1
> 0 such that

�̂� (𝑥, 𝑡) ≤
1

𝑝
(𝜆
1
− 𝜀) |𝑡|

𝑝
+ 𝑐
1
, 𝑡 ∈ R, 𝑥 ∈ Ω. (12)
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By the Poincaré inequality, for 𝑢 ∈ 𝑊1,𝑝
0

(Ω),

�̂� (𝑢) =
1

𝑝
∫
Ω

√1 + |∇𝑢|
2𝑝
𝑑𝑥 − ∫

Ω

�̂� (𝑥, 𝑢) 𝑑𝑥 −
|Ω|

𝑝

≥
1

𝑝
∫
Ω

|∇𝑢|
𝑝
𝑑𝑥 −

1

𝑝
(𝜆
1
− 𝜀) ∫

Ω

|𝑢|
𝑝
𝑑𝑥

− (𝑐
1
+
1

𝑝
) |Ω|

≥
1

𝑝
(1 −

𝜆
1
− 𝜀

𝜆
1

) ‖𝑢‖
𝑝
− (𝑐
1
+
1

𝑝
) |Ω|

=
𝜀

𝑝𝜆
1

‖𝑢‖
𝑝
− (𝑐
1
+
1

𝑝
) |Ω| .

(13)

Hence, �̂� is coercive; that is, �̂�(𝑢) → ∞ as 𝑛 → ∞. In
addition, since �̂� also satisfies the condition (𝑓), �̂� is weakly
lower semi-continuous. So, it has a global minimizer.

Take a number 𝑡
0
> 0 such that 0 < 𝑡

0
𝜑
1
≤ 𝑟 in Ω. By the

condition (𝑓
0
), we have that

�̂� (𝑡
0
𝜑
1
) =

1

𝑝
∫
Ω

(√1 + 𝑡
2𝑝

0

∇𝜑1


2𝑝
− 1) 𝑑𝑥

− ∫
Ω

𝐹 (𝑥, 𝑡
0
𝜑
1
) 𝑑𝑥

<
1

𝑝
𝑡
𝑝

0
∫
Ω

|∇𝜑
1
|
𝑝
𝑑𝑥 −

1

𝑝
𝜆
1
𝑡
𝑝

0
∫
Ω

𝜑
𝑝

1
𝑑𝑥

= 0.

(14)

Thus, the global minimizer of �̂� is a nontrivial critical point,
denoted by 𝑢

1
which satisfies �̂�(𝑢

1
) < 0. Putting 𝑢

−

1
(𝑥) =

min{𝑢
1
(𝑥), 0}, we have that

⟨�̂�


(𝑢
1
) , 𝑢
−

1
⟩ = ∫

Ω

|∇𝑢
−

1
|
2𝑝

√1 + |∇𝑢
−

1
|
2𝑝

𝑑𝑥 = 0. (15)

Hence, 𝑢−
1
= 0. So, 𝑢

1
is a positive solution of (1), and 𝐼(𝑢

1
) <

0.
(ii) To obtain a negative solution, we only need to replace

�̂� with

�̃� (𝑥, 𝑡) = {
0, 𝑡 > 0,

𝑓 (𝑥, 𝑡) , 𝑡 ≤ 0.
(16)

Similar to step (i), it is shown that (1) has a negative solution
𝑢
2
with 𝐼(𝑢

2
) < 0.

The proof is completed.

Proof of Theorem 2. We adopt the notations in the proof of
Theorem 1.

First of all, we show that the functional �̂� is also coercive
under the conditions (𝑓

2
) and (𝑓

3
). Write

�̂� (𝑥, 𝑡) =
1

𝑝
𝜆
1
(𝑡
+
)
𝑝

+ �̂� (𝑥, 𝑡) ,

�̂� (𝑥, 𝑡) = 𝜆
1
|𝑡|
𝑝−2

𝑡
+
+ �̂� (𝑥, 𝑡) ,

(17)

where 𝑡+ = max{𝑡, 0}. Given 𝑥 ∈ Ω, we have that

lim
𝑡→+∞

𝑝�̂� (𝑥, 𝑡)

𝑡𝑝
= 0,

lim
𝑡→+∞

(�̂� (𝑥, 𝑡) 𝑡 − 𝑝�̂� (𝑥, 𝑡)) = +∞.

(18)

Thus, for every𝑀 > 0, there exists 𝑅
𝑀
> 0 such that

�̂� (𝑥, 𝑡) 𝑡 − 𝑝�̂� (𝑥, 𝑡) ≥ 𝑀, 𝑡 ≥ 𝑅
𝑀
, 𝑥 ∈ Ω. (19)

Integrating the equality

𝑑

𝑑𝑡
(
�̂� (𝑥, 𝑡)

𝑡𝑝
) =

�̂� (𝑥, 𝑡) 𝑡 − 𝑝�̂� (𝑥, 𝑡)

𝑡𝑝+1
(20)

over the interval [𝑡, 𝑇] ⊂ [𝑅
𝑀
, +∞),

�̂� (𝑥, 𝑇)

𝑇𝑝
−
�̂� (𝑥, 𝑡)

𝑡𝑝
≥
𝑀

𝑝
(
1

𝑡𝑝
−

1

𝑇𝑝
) . (21)

Letting 𝑇 → +∞, we show that �̂�(𝑥, 𝑡) ≤ −𝑀/𝑝, 𝑡 ≥ 𝑅
𝑀
.

Suppose that {𝑢
𝑛
} ⊂ 𝑊

1,𝑝

0
(Ω) satisfies ‖𝑢

𝑛
‖ → ∞ and

�̂�(𝑢
𝑛
) ≤ 𝐶 for some constant 𝐶 ∈ R. Let V

𝑛
= 𝑢
𝑛
/‖𝑢
𝑛
‖. Up

to subsequence if necessary, we may assume that there exists
V
0
∈ 𝑊
1,𝑝

0
(Ω) such that

V
𝑛
⇀ V
0

in 𝐸,

V
𝑛
→ V
0

in 𝐿
𝑝
(Ω) ,

V
𝑛
(𝑥) → V

0
(𝑥) a.e. 𝑥 ∈ Ω.

(22)

Given𝑀 = 1 in (19), we have that

�̂� (𝑥, 𝑡) ≤ −
1

𝑝
, 𝑡 ≥ 𝑅

1
. (23)

Let 𝑐
2
= max

(𝑥,𝑡)∈Ω×[−𝑅
1
,𝑅
1
]
|�̂�(𝑥, 𝑡)|. Thus,

𝐶

𝑢𝑛


𝑝
≥

1

𝑝
𝑢𝑛



𝑝
(∫
Ω

√1 + |∇𝑢|
2𝑝
𝑑𝑥 − 𝜆

1
∫
Ω

𝑢𝑛


𝑝
𝑑𝑥)

−
1

𝑢𝑛


𝑝
∫
Ω

�̂� (𝑥, 𝑢
𝑛
) 𝑑𝑥 −

|Ω|

𝑝
𝑢𝑛



𝑝

≥
1

𝑝
∫
Ω

(
∇V𝑛



𝑝
− 𝜆
1

V𝑛


𝑝
) 𝑑𝑥 −

|Ω|

𝑝
𝑢𝑛



𝑝

−
1

𝑢𝑛


𝑝
∫
|𝑢
𝑛
|≥𝑅
1

�̂� (𝑥, 𝑢
𝑛
) 𝑑𝑥

−
1

𝑢𝑛


𝑝
∫
|𝑢
𝑛
|≤𝑅
1

�̂� (𝑥, 𝑢
𝑛
) 𝑑𝑥

≥
1

𝑝
∫
Ω

(
∇V𝑛



𝑝
− 𝜆
1

V𝑛


𝑝
) 𝑑𝑥 −

|Ω|

𝑝
𝑢𝑛



𝑝
−
𝑐
2 |Ω|

𝑢𝑛


𝑝

=
1

𝑝
∫
Ω

(
∇V𝑛



𝑝
− 𝜆
1

V𝑛


𝑝
) 𝑑𝑥 +

𝑐
3

𝑢𝑛


𝑝
,

(24)
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where 𝑐
3
= (1/𝑝+𝑐

2
)|Ω|. It follows from (22) and the previous

inequality that

lim sup
𝑛→∞

∫
Ω

|∇V
𝑛
|
𝑝
𝑑𝑥 ≤ 𝜆

1
∫
Ω

|V
0
|
𝑝
𝑑𝑥. (25)

Because the norm is weakly lower semi-continuous, using
Poincaré inequality, we get that

lim sup
𝑛→∞

∫
Ω

|∇V
𝑛
|
𝑝
𝑑𝑥 ≤ 𝜆

1
∫
Ω

V0


𝑝
𝑑𝑥 ≤ ∫

Ω

∇V0


𝑝
𝑑𝑥

≤ lim inf
𝑛→∞

∫
Ω

∇V𝑛


𝑝
𝑑𝑥

≤ lim sup
𝑛→∞

∫
Ω

|∇V
𝑛
|
𝑝
𝑑𝑥.

(26)

Hence, ∫
Ω
|∇V
0
|
𝑝
𝑑𝑥 = 𝜆

1
∫
Ω
|V
0
|
𝑝
𝑑𝑥 and V

𝑛
→ V
0
in𝑊1,𝑝
0

(Ω)

with ‖V
0
‖ = 1. So, V

0
is the corresponding eigenfunction to𝜆

1
.

Without loss of generality, we may assume that V
0
= 𝜑
1
.Thus,

𝑢
𝑛
→ +∞ a.e. 𝑥 ∈ Ω. Consequently, �̂�(𝑥, 𝑢

𝑛
(𝑥)) → −∞

a.e. 𝑥 ∈ Ω. Therefore,

𝐶 ≥ −∫
Ω

�̂� (𝑥, 𝑢
𝑛
) 𝑑𝑥 → +∞, (27)

which contradicts the fact that 𝐶 ∈ R. From the fact that �̂�
is weakly low semi-continuous, we know that it has a global
minimizer 𝑢

1
. As in the proof of Theorem 1, 𝑢

1
is a positive

solution of (1) with 𝐼(𝑢
1
) < 0. In a similar way, we can obtain

a negative solution with negative critical value.
The proof is completed.
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We define the Wiener product on a bosonic Connes space associated to a Bilaplacian and we
introduce formal Wiener chaos on the path space. We consider the vacuum distribution on
the bosonic Connes space and show that it is related to the heat semigroup associated to the
Bilaplacian. We deduce a Cameron-Martin quasi-invariance formula for the heat semigroup
associated to the Bilaplacian by using some convenient coherent vector. This paper enters under
the Hida-Streit approach of path integral.

1. Introduction

Let us recall some basic tools of Wiener analysis. Let Bt be a one-dimensional Brownian
motion starting from 0. It is classically related to the heat equation on R:

∂

∂t
E
[
f(Bt)

]
=

1
2
E
[
Δf(Bt)

]
, (1.1)

where Δ = ∂2/∂x2 is the standard Laplacian and f is a smooth function with bounded
derivatives at each order. Associated to the heat equation there is a convenient probability
measure on a convenient path space. Almost surely, the trajectory of B is continuous. We
construct by this way theWiener measure dP on the continuous path space endowed with its
Borelian σ-algebra. Let H be the Hilbert space L2([0, 1];R). We consider the symmetric tensor
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product H
⊗̂n of this Hilbert space. It is constituted of maps hn(s1, . . . , sn) symmetric in si such

that

‖hn‖2 =
∫

[0,1]n
h2n(s1, . . . , sn)ds1 · · ·dsn <∞. (1.2)

We consider the symmetric Fock space F(H) of set σ =
∑∞

n=0 hn such that

‖σ‖2 =
∑

n!‖hn‖2 <∞. (1.3)

We consider the vacuum expectation.

μ[σ] = h0. (1.4)

With an element hn of H
⊗̂n is associated the Wiener chaos

Ψ(hn) =
∫

[0,1]n
hn(s1, . . . , sn)dBs1 · · ·dBsn . (1.5)

The mat Ψ realizes a isomorphism between F(H) and L2(dP). On the level of the Fock space
some important elements are constituted by coherent vectors:

σ =
∑ h⊗n

n!
. (1.6)

The functional associated to such a coherent vector is a so-called exponential martingale

Ψ(σ) = exp

[∫1

0
hsdBs −

‖h‖2
2

]

. (1.7)

We refer to the books of Hida et al. [1], to the book of Obata [2], and to the book of Meyer [3]
for an extensive study on that subject. Especially on the Fock space, we can define the Wiener
product:

Ψ(σ1 · σ2) = Ψ(σ1)Ψ(σ2), (1.8)

where we consider the ordinary product of the two Ψ(σi). For that, we use the Itô table for
the Laplacian

dBs · dBs = 1
2
ds,

dBs · ds = ds · ds = 0
(1.9)
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which reflect algebraically the Itô formula for the Brownian motion. From this Itô table, we
deduce classically that if σ is an exponential vector, Ψ(σ) = exp[

∫1
0 hsdBs − ‖h‖2/2] and not

exp[
∫1
0 hsdBs].
The law of Bt +

∫ t
0 hsds is absolutely continuous with respect of the law of Bt, and the

Radon-Nikodym derivative between these two laws is Ψ(σ) = exp[− ∫1
0 hsdBs − ‖h‖2/2]. It is

the subject of the Cameron-Martin formula.
The construction of a full path probability measure associated to a semi-group is

related to Hunt theory: the generator L of the semi-group has to satisfy maximum principle.
We are motivated where we take others type of generator. To simplify the computations
we take the simplest of such operators L = −∂4/∂x4. We have implemented recently some
stochastic tools for semi-groups whose generators do not simplify maximum principle ([4–
10]). We construct in [8, 9] the Wiener distribution associated to a Bilaplacian using the
Hida-Streit approach of path integrals as distribution. We refer to the works of Funaki [11],
Hochberg [12], Krylov [13], and the review paper of Mazzucchi [14] for other approaches.
We refer to the review paper of Albeverio [15] for various approach of path integrals.

In the Hida-Streit approach of path integral, there are basically 3 objects:

(i) an algebraic space, generally a kind of Fock space;

(ii) a map Ψ from this algebraic space into a set of functionals on a mapping space;

(iii) the path integral is continuous on the level of the algebraic set. We say that it is an
Hida-type distribution.

Generally, people were considering map Ψ as the map Wiener chaos. A breakdown
was performed by Getzler [16]motivated by the works of Atiyah-Bismut-Witten relating the
structure of the free loop space and the Index theory. Developments were done by Léandre
in [17, 18]. Especially, in [8, 9] we were using map Ψ as related to cylindrical functional to
define a path integral associated to the Bilaplacian and to state some properties related to this
path integral.

In this paper, we come back to the original map Ψ of Wiener, by using Wiener chaos.
But we use formal Wiener chaos. We consider a continuous path ws. We consider a map
hi1,...,inn (s1, . . . , sn) s1 < s2 < · · · < sn < 1 with values in R. We consider the formal Wiener
chaos:

Ψ(hn) =
∫

0<s1<···<sn<1
hi1,...,inn (s1, . . . , sn)dwi1

s1 · · ·dw
in
sn . (1.10)

We put

dw4
s = 24ds. (1.11)

If i > 4, dwi
s = 0. We use in order to define the Wiener product on formal chaos associated to

the Bilaplacian L the Itô table for the Bilaplacian:

dwi
sdw

j
s = dw

i+j
s . (1.12)
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In order to simplify the exposition, we use in the sequel Connes space and not a Hida Fock
space. We consider L∞ the set of map h from [0, 1] into R

3 such that

sup
s
|h(s)| = ‖h‖∞. (1.13)

We introduce the bosonic Connes space CO∞−(L∞) (a refinement of the traditional bosonic
Fock space). To σ ∈ CO∞−(L∞), we associate a formal Wiener chaosΨ(σ). We use the Itô table
for the Bilaplacian in order to define a Wiener product on the bosonic Connes space:

Ψ(σ1 · σ2) = Ψ(σ1)Ψ(σ2). (1.14)

The bosonic Connes space becomes a commutative topological algebra for the Wiener prod-
uct (For similar consideration for the case of the standard Laplacian, we refer to the book of
Meyer [3]).

We consider as classical the vacuum expectation on the bosonic Connes space, and we
state a kind of Itô-Segal-Bargmann-Wiener isomorphism, but in this case there is no Hilbert
space involved. We show that for the vacuum expectation ws has in some sense independ-
ent increments. We consider a type of generalization of the exponential martingale of the
Brownian motion:

Ψ(σt) =
∑∫

0<s1<···<sn<t
hs1dw

1
s1 · · ·hsndw1

sn . (1.15)

We suppose that h is continuous. Let f be a polynomial on R. We put

Qh
t

[
f
]
= μ

[
f
(
w1
t

)
Ψ(σt)

]
. (1.16)

We show the following Cameron-Martin-Maruyama-Girsanov type formula:

∂

∂t
Qh
t

[
f
]
= Qh

t

[
Lh,tf

]
, (1.17)

where

Lh,t = L + lowerterm. (1.18)

2. Formal Wiener Chaos Associated to a Bilaplacian

We consider the set L∞. (L∞)⊗n is constituted of maps:

∑

i1,...,in

hi1,...,in(s1, . . . , sn)ei1 ⊗ · · · ⊗ ein = hn(s1, . . . , sn), (2.1)

where ei is the standard basis of R
3. On (L∞)⊗n, we consider the natural supremum norm

‖hn‖∞. Moreover, there is a natural action of the symmetric group on (L∞)⊗n. Elements which
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are invariant under this action of the symmetric group are called elements of the symmetric
tensor product (L∞)⊗̂n. COC,r(L∞) (r > 0, C > 0) is constituted of formal series σ =

∑
hn

where hn belongs to (L∞)⊗̂n such that

‖σ‖C =
∑

Cnn!‖hn‖∞ <∞. (2.2)

Definition 2.1. The intersection of all COC(L∞) is called the bosonic Connes space CO∞−(L∞).

Remark 2.2. In the sequel we could choose an Hida Fock space.

Definition 2.3. The vacuum expectation μ on CO∞−(L∞) is defined by

μ(σ) = h0. (2.3)

If hn belongs to (L∞)⊗̂n, we consider the formal Wiener chaos:

Ψ(hn) =
∑

i1,...,in

∫

0<s1<···<sn<1
hi1,..,inn (s1, . . . sn)dwi1

s1 · · ·dw
in
sn . (2.4)

We could do the same expression if hn belongs to (L∞)⊗n.

Definition 2.4. The map Ψ defined on CO∞−(L∞) is called the map formal Wiener chaos.

Let {1, . . . , n}, {n+1, . . . , n+m}. Let {l} be a concatenation (or pairing). It is an increas-
ing injective map from a set with l element in {1, . . . , n} into {n+1, . . . , n+m}. There is at most
Cn+m pairing of length l. We consider h1n⊗{l},sh{l}h

2
m where we concatain the time in hn and in

hm according the pairing, and we shuffle according to the shuffle shl and the time in h1n and
h1m between two continuous times in the pairing. When we concatenate two times, we use the
Itô table for the Bilaplacian, and we symmetrized the expression in the time.

The classical product of Ψ(h1n)Ψ(h2m) is equal to
∑

{l},sh{l} Ψ(h1n⊗{l},sh{l}h
2
m) and

generalized with this new Itô table the standard formula which gives the product of two
Wiener chaos in the Brownian case. There are at most Cn+mCl

nC
l
m pairing {l} and shuffle

according to the pairing {l}.

Definition 2.5. The Wiener product of h1n and h
2
m is defined by

Ψ
(
h1n · h2m

)
= Ψ

(
h1n

)
Ψ
(
h2n

)
. (2.5)

Theorem 2.6. TheWiener product endows the symmetric Connes space with a structure of topological
commutative algebra.

Proof. Let us show first of all that the Wiener product is continuous. We have

∥∥∥h1n⊗{l},sh{l}h2m
∥∥∥
∞
≤ Cn+m

∥∥∥h1n
∥∥∥
∞

∥∥∥h2m
∥∥∥
∞
. (2.6)
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Therefore,

∥∥∥h1n · h2m
∥∥∥
C
≤ Cn+m

1 Cn+m
∥∥∥h1n

∥∥∥
∞

∥∥∥h2m
∥∥∥
∞

∑

{l},sh{l}
C−l((n +m − 2l)!). (2.7)

But

∑

{l},sh{l}
C−l ≤

∑

l

Cl
nC

l
mC

n+m
3 C−l ≤ Cn+m

2

(
1 + C−1

)n+m ≤ Cn+m
4 . (2.8)

On the other hand, by the Stirling formula,

(n!)−1(m!)−1(n +m − 2l)! ≤ Cn+m
3 . (2.9)

We deduce that

‖σ1 · σ2‖C ≤ K‖σ1‖C′ ‖σ2‖C′ (2.10)

and therefore the Wiener product is continuous on the bosonic Connes space.

Let hn1 , hn2 , and hn3 be 3 elements of the bosonic Connes space.

Let sh1,2,3 be a shuffle between the 3 sets {1, n1}, {n1 + 1, n1 + n2}, and {n1 + n2 +
1, n1 + n2 + n3}.

We perform two concatenations between the times when the shuffle is done:

(i) either we concatain 2 contiguous times in {1, n1} and in {n1 + 1, n1 + n2} and two
contiguous time in {1, n1} and in {n1 + n2 + 1, n1 + n2 + n3};

(ii) either we concatain 2 contiguous times in {n1 + 1, n1 + n2} and in {1, n1} and two
contiguous times in {n1 + 1, n1 + n2} and in {n1 + n2 + 1, n1 + n2 + n3};

(iii) either we concatain 2 contiguous times in {n1 + n2 + 1, n1 + n2 + n3} and in {1, n1}
and two contiguous times in {n1 + n2 + 1, n1 + n2 + n3} and in {n1 + 1, n1 + n2};

(iv) or we concatain 3 contiguous times in {1, n1}, in {n1 + 1, n1 + n2} and in {n1 + n2 +
1, n1 + n2 + n3}.

When we concatain time, we use the iterated Itô rule:

(
dwi1

s · dwi2
s

)
· dwi3

s = dwi1+i2+i3
s . (2.11)

Such a concatenation is called l1,2,3 and the final result is called hn1⊗sh1,2,3,l1,2,3hn2⊗sh1,2,3l1,2,3hn3 . We
deduce the formula

(hn1 · hn2) · hn3 =
∑

l1,2,3,sh1,2,3

hn1⊗sh1,2,3,l1,2,3hn2⊗sh1,2,3l1,2,3hn3 . (2.12)

From this formula we deduce the associativity of the Wiener product.

From the product formula, we deduce easily the next theorem.
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Theorem 2.7 (Itô-Bargmann-Wiener-Segal). Let h
i1,..,in1
n1 and h

j1,..,jn2
n2 be elements of the bosonic

Connes space. They are seen as a function on the involved simplices. Then

μ[Ψ(hn1)Ψ(hn2)] = δn1,n2
∏

δil+jl=424
n1

×
∫

0<s1<···<sn<1
hi1,...,inn1 (s1, . . . , sn)h

j1,...,jn
n1 (s1, . . . , sn)ds1 · · ·dsn.

(2.13)

Remark 2.8. In the case of the classical Laplacian, this formula justifies the choice of H instead
of L∞. But in the previous formula, only a prehilbert space appears. So it is not obviously
justified to choose H instead of L∞ to perform our computations. We have chosen L∞ because
the estimates are simpler with this space.

We say that hn belongs to CO∞−,t](L∞) if hn vanishes as soon as one of the si ≥ t. We
say that hn belongs to CO∞−,[t(L∞) if hn vanishes as soon as one of the si ≤ t. We get the next
theorem whose proof is obvious.

Theorem 2.9. CO∞−,t](L∞) andCO∞−,[t(L∞) are subalgebras ofCO∞−(L∞) for theWiener product.
Moreover, if σ1 ∈ CO∞−,t](L∞) and if σ2 ∈ CO∞−,[t(L∞),

μ[Ψ(σ1)Ψ(σ2)] = μ[Ψ(σ1)]μ[Ψ(σ2)]. (2.14)

Remark 2.10. Let us justify heuristically this part. Let Q0
t be the semi-group generated by L.

Let us suppose that there is a formal measure dμ on a path space t → wt such that

Q0
t

[
f
]
=
∫
f(wt)dμ. (2.15)

(In the case of the standard Laplacian it is the measure of the Brownian motion). We refer to
[19] for a physicist way to construct this measure. We have

Q0
t

[
x4
]
= 24t (2.16)

So the infinitesimal increment (dwt)
i of wt should satisfy the Itô table (1.12) and the formal

Wiener chaos should be an extension of the classical Wiener chaos in the Brownian case.

3. A Cameron-Martin-Maruyama-Girsanov Formula
Associated to a Bilaplacian

We put if f is a polynomial,

Qh
t

[
f
]
= μ

[
f
(
w1
t

)
Ψ(σt)

]
, (3.1)
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where

Ψ(σt) =
∑∫

0<s1<···<sn<t
hs1dw

1
s1 · · ·hsndw1

sn . (3.2)

We suppose that h is continuous. In this formula, only finite sums appear due to (2.13). We
get the following.

Theorem 3.1 (Cameron-Martin-Maruyama-Girsanov). If f is a polynomial,

∂

∂t
Qh
t

[
f
]
= Qh

t

[
Lh,tf

]
, (3.3)

where

Lh = − ∂4

∂x4
+ αht

∂3

∂x3
. (3.4)

Proof. Let us consider the case where f(x) = xn. We use w1
t =

∫ t
0 dw

1
s and the fact that the

Wiener product is associative. We get

(
w1 +w1

t+Δt −w1
t

)n
=
∑

Ck
n

(
w1
t

)n−k(
w1
t+Δt −w1

t

)k
. (3.5)

We put

σΔt =
∑ I

⊗n
[t,t+Δt]

n!
(3.6)

such that by the Itô rules on [t, t + Δt] for Δt > 0:

σt+Δt = σt · σΔt . (3.7)

We use Theorem 2.9 and the Itô table on [t, t + Δt]. We deduce that

μ
[(
w1
t+Δt

)n
Ψ(σt+Δt)

]
= μ

[(
w1
t

)n
Ψ(σt)

]

+ n(n − 1)(n − 2)(n − 3)μ
[(
w1
t

)n−4
Ψ(σt)

]
Δt

+ αhtn(n − 1)(n − 2)μ
[(
w1
t

)n−3
Ψ(σt)

]
Δt + o(Δt).

(3.8)

Therefore, the result is obtained.
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The local Gevrey regularity of the solutions of the linearized spatially homogeneous Boltzmann
equation has been shown in the non-Maxwellian case with mild singularity.

1. Introduction

This paper focuses on the Gevrey class smoothing property of solutions of the following
linear Cauchy problems of the spatially homogeneous Boltzmann equation:

∂f

∂t
= Lf = Q

(
μ, f

)
+Q

(
f, μ

)
, v ∈ R

3, t > 0, μ(v) = (2π)−3/2e−|v|
2/2,

f |t=0 = f0,
(1.1)

where the initial datum f0 /≡ 0 satisfies the natural boundedness onmass, energy, and entropy:

f0 ≥ 0,
∫

R3
f0(v)

{
1 + |v|2 + log

(
1 + f0(v)

)}
dv < +∞. (1.2)

Q(g, f) is the Boltzmann quadratic operator which has the following form:

Q
(
g, f

)
=
∫

R3

∫

S2
B(v − v∗, σ)

{
g
(
v′
∗
)
f
(
v′) − g(v∗)f(v)

}
dσ dv∗, (1.3)
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where σ ∈ S
2 (unit sphere of R

3); the post- and precollisional velocities are given as follows:

v′ =
v + v∗

2
+
|v + v∗|

2
σ, v′

∗ =
v + v∗

2
− |v + v∗|

2
σ. (1.4)

The Boltzmann collision cross-section B(|z|, σ) is a nonnegative function which depends only
on |z| and the scalar product 〈z/|z|, σ〉. To capture its main properties, we usually assume

B(|v − v∗|, σ) = Φ(|v − v∗|)b(cos θ), cos θ =
〈
v − v∗
|v − v∗| , σ

〉
, θ ∈

[
0,
π

2

]
. (1.5)

μ is called the normalized Maxwellian distribution in (1.1). Notice that Q(μ, μ) ≡ 0.
Recall that the inverse power law potential 1/ρs, where s > 1, and ρ denotes the

distance between two particles, has the form (1.5) with the corresponding kinetic factors:

Φ(|v − v∗|) ≈ |v − v∗|1−4/s,

b(cos θ) ≈ K

θ2+ν
, θ −→ 0,

(1.6)

for a constant K > 0 and 0 < ν = 2/s < 2. The cases 1 < s < 4, s = 4, and s > 4 correspond to
so-called soft, Maxwellian, and hard potentials, respectively.

We will concentrate on the modified hard potentials as follows:

Φ(|v − v∗|) =
(
1 + |v − v∗|2

)γ/2
, 0 < γ < 1,

b(cos θ) ≈ K

θ2+ν
, θ −→ 0, 0 < ν < 2,

(1.7)

where the singularity is called the mild singularity when 0 < ν < 1 and the strong singularity
when 1 ≤ ν < 2. In this paper, we consider only the case of the mild singularity. Before making
the discussion, we start by introducing the norms of the weighted function spaces:

∥∥f
∥∥
L
p
r
=
∥∥〈|v|〉rf(v)∥∥Lp ,

∥∥f
∥∥
Hs

r
=
∥∥〈|D|〉s〈|v|〉rf(v)∥∥L2 , (1.8)

where 〈|v|〉 = (1 + |v|2)1/2 and 〈|D|〉 is the corresponding pseudodifferential operator. And
then, we list the definition of the weak solution in the Cauchy problem (1.1); compare [1].
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Definition 1.1. For an initial datum f0(v) ∈ L1
2(R

3), f(t, v) is called a weak solution of the
Cauchy problem (1.1) if it satisfies

f(t, v) ∈ C
(
R

+;D′
(
R

3
))

∩ L2
(
[0, T];L1

2

(
R

3
))

∩ L∞
(
[0, T];L1

(
R

3
))
, f(0, v) = f0,

∫

R3
f(t, v)ϕ(t, v)dv −

∫

R3
f(0, v)ϕ(0, v)dv −

∫ t

0
dτ

∫

R3
f(τ, v)∂τϕ(τ, v)dv

=
∫ t

0
dτ

∫

R3
L
(
f
)
(τ, v)ϕ(τ, v)dv,

(1.9)

for any test function ϕ ∈ L∞([0, T];W2,∞(R3)).

For the definition of the Gevrey class functions, compare [1–5].

Definition 1.2. Suppose thatW is a bounded open set on R
3, for s ≥ 1, u ∈ Gs(W)which is the

Gevrey class function space with index s, if u ∈ C∞(W) and for any compact subset U ⊂ W ,
there exists a constant C = C(U) > 0 such that for any k ∈ N,

∥∥∥Dku
∥∥∥
L2(U)

≤ Ck+1(k!)s, (1.10)

or equivalently,

∥∥∥〈|D|〉ku
∥∥∥
L2(U)

≤ Ck+1(k!)s, (1.11)

where

∥∥∥Dku
∥∥∥
2

L2(U)
=
∑

|β|=k

∥∥∥Dβu
∥∥∥
2

L2(U)
, 〈|D|〉 =

(
1 + |Dv|2

)1/2
. (1.12)

Particularly, u ∈ Gs(R3), that is, ||Dku||L2(R3) ≤ Ck+1(k!)s, is equivalent to the fact that there
exists ε0 > 0 such that eε0〈|D|〉1/su ∈ L2(R3).

Notice that G1(R3) is the usual analytic function space. When 0 < s < 1, we call Gs(R3)
the ultra-analytic function space, cpmpare [4, 5].

There have been some results about the Gevrey regularity of the solutions for the
Boltzmann equation; compare [1, 4, 6–8]. Among them, unique local solutions having the
same Gevrey regularity as the initial data are first constructed in [8]. This implies the
propagation of the Gevrey regularity. In 2009, Desvillettes et al. improved this result for
the nonlinear spatially homogeneous Boltzmann equation, they showed in [6] that, for the
Maxwellian molecules model, the Gevrey regularity can propagate globally in time. Other
results for the nonlinear case can be found in [4], where the Gevrey regularity of the radially
symmetric weak solutions has been proved. Meanwhile, this issue is also considered in [7]
for the Maxwellian decay solutions. For the linear case, the best result so far is obtained by
the work of Morimoto et al. in [1]; they proved the propagation of Gevrey regularity of the
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solutions, without any extra assumption for the initial data. We mention that the crucial tools
in [1, 6] are the following pseudodifferential operator:

Gδ(t,Dv) =
1

δ + e−t〈|Dv |〉ν/2
, 0 < ν < 2. (1.13)

In theMaxwellian case, this pseudodifferential operator can be used successfully, but it
seems unsuitable for the non-Maxwellian model. The difficulty comes from the commutator
of the kinetic factor Φ and the pseudodifferential operator (1.13) which lacks of the effective
estimations. In this paper, we apply a new method which is based on the mathematical
induction to overcome it. Compared with [7], we consider only the local space; however,
we discuss this issue by using the much weaker preconditions (actually, we do not need
any smooth assumption for the initial data). Concerning the same issue for the other related
equations, such as the Landau equation and the Kac equation, compare [2–5].

Now we can state our main result.

Theorem 1.3. Suppose Φ, b have the forms in (1.7), 0 < ν < 1. LetW be a bounded open set of R
3,

and f(t, v) be the weak solution of the Cauchy problem (1.1) satisfying

sup
t∈(0,T]

∥∥f(t, ·)∥∥L2(W) < +∞. (1.14)

Then for any t ∈ (0, T], there exists a number s = s(t) > 3 satisfying f(t, ·) ∈ Gs(W). More precisely,
for any fixed 0 < t0 ≤ T and compact subset U ⊂ W , there exists a constant C = C(U) > 0 and a
number s > 3 such that for any k ∈ N,

sup
t∈[t0,T]

∥∥∥Dkf(t, ·)
∥∥∥
L2(U)

≤ Ck+1(k!)s. (1.15)

From Theorem 1.3, we have the following remark.

Remark 1.4. Suppose that Φ, b have the forms in (1.7), 0 < ν < 1. If the weak solution f(t, v)
satisfies that

sup
t∈(0,T]

∥∥f(t, ·)∥∥L2(R3) < +∞, (1.16)

then for any t ∈ (0, T], any bounded open setU ⊂ R
3, there exists a constant s = s(t) satisfying

f(t, ·) ∈ Gs(U).
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2. Useful Lammas for the Main Result

In order to gain the main result, we need to prove the following lemmas in this section.

Lemma 2.1. Suppose Φ(v) = 〈|v|〉γ = (1 + |v|2)γ/2 where γ ∈ (0, 1), v ∈ R
n, and n ∈ N. Then the

kth order derivative of Φ satisfies

∣∣∣Φ(k)(v)
∣∣∣ ≤ 4kk!Φ(v)〈|v|〉−k. (2.1)

Proof. Without loss of generality, we only consider the case of n = 1; the other cases are similar.
By direct calculation, we have

Φ(2m)(v) =
m∑

i=0

Ci,2mγ
(
γ − 2

) · · · (γ − 2i − 2m + 2
)(

1 + v2
)γ/2−i−m

v2i,

Φ(2m+1)(v) =
m∑

i=0

Ai,2m+1γ
(
γ − 2

) · · · (γ − 2i − 2m
)(

1 + v2
)γ/2−i−m−1

v2i+1.

(2.2)

In addition,

Ci,2m + 2(i + 1)Ci+1,2m = Ai,2m+1,

(2i + 1)Ai,2m+1 +Ai−1,2m+1 = Ci,2m+2.
(2.3)

Thus we obtain

Ci,2m+2 = Ci−1,2m + (4i + 1)Ci,2m + (2i + 1)(2i + 2)Ci+1,2m (2.4)

and then we will prove the following inequality:

|Ci,2m| ≤ 22m
∣∣(γ − 2i − 2m

) · · · (γ − 4m + 2
)∣∣. (2.5)

The inequality is obviously true form = 1. Suppose it is valid for 1 ≤ m ≤M, then

|Ci,2M+2| = |Ci−1,2M + (4i + 1)Ci,2M + (2i + 1)(2i + 2)Ci+1,2M|

≤ 22M
[
(4i + 1)

∣∣γ − 2i − 2M
∣∣ +
(
γ − 2i + 2 − 2M

)∣∣γ − 2i − 2M
∣∣

+ (2i + 1)(2i + 2)
]∣∣(γ − 2i − 2 − 2M

) · · · (γ − 4M + 2
)∣∣

≤ 22(M+1)∣∣(γ − 2i − 2 − 2M
) · · · (γ − 4M

)(
γ − 4M − 2

)∣∣

(2.6)
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which proves (2.5) by induction. Therefore, we have

∣∣∣Φ(2m)(v)
∣∣∣ ≤ 22m

∣∣γ
(
γ − 2

) · · · (γ − 4m + 2
)∣∣

m∑

i=0

(
1 + v2

)γ/2−i−m
v2i

≤ (m + 1)24m−1(2m − 1)!Φ(v)〈|v|〉−2m

≤ 42m(2m)!Φ(v)〈|v|〉−2m.

(2.7)

The case of (2m+ 1)th order derivative is similar. This completes the proof of Lemma 2.1.

SettingMN(ξ) = (1+ |ξ|2)Nt/2 for any ξ ∈ R
3 andN ∈ N, by using the similar technique

of Lemma 2.1, we conclude the following.

Remark 2.2. For t ∈ (0, 1],

∣∣∣∂kξMN(ξ)
∣∣∣ ≤ 4k〈|ξ|〉Nt−k|N(N − 1) · · · (N − k + 1)|

≤ 4k〈|ξ|〉(N−k)t|N(N − 1) · · · (N − k + 1)|,
(2.8)

where k ∈ N, 1 ≤ k ≤N.

Lemma 2.3. There exists a constant C such that for any k ∈ N,

∣∣∣∂kvμ(v)
∣∣∣ ≤ Ck · k! ·max

(
1, |v|k

)
· μ(v), (2.9)

where μ is the absolute Maxwellian distribution in (1.1).

Proof. Without loss of generality, we also only consider the case in the real space R
1. Putting

∂kvμ(v) = ∂
k
v

(
e−v

2/2
)
=

k∑

j=0

a′j,kv
je−v

2/2,

∂kvμ
−1(v) = ∂kv

(
ev

2/2
)
=

k∑

j=0

aj,kv
jev

2/2.

(2.10)

Evidently,

0 ≤
∣∣∣a′j,k

∣∣∣ ≤ aj,k,
∣∣∣a′k,k

∣∣∣ = ak,k ≡ 1,

1∑

j=0

aj,1 = 1 ≤ 81 · 1!,

aj,k+1 = aj−1,k +
(
j + 1

)
aj+1,k.

(2.11)
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Therefore, fixed a numberm ≥ 0, together with the following assumption (Fm):

∑

j

aj,m ≤ 8m ·m!, (2.12)

we can obtain (Fm+1)

∑

j

aj,m+1 =
∑

j

(
aj−1,m +

(
j + 1

)
aj+1,m

) ≤ (m + 2) ·
⎛

⎝
∑

j

aj−1,m +
∑

j

aj+1,m

⎞

⎠

≤ 2(m + 2) · 8m ·m! ≤ 8m+1 · (m + 1)!.

(2.13)

This completes the proof of Lemma 2.3 by induction.

Setting

H∗(v) =
(
1 + |v∗|2

)4
μ∗(v) =

(
1 + |v∗|2

)4 · μ(v + v∗), (2.14)

where v is belong to a bounded setU. Then we state Lemma 2.4 as below.

Lemma 2.4. There exists a constant C = C(U) > 0, which satisfies that for any k ∈ N,

sup
v∗

∣∣∣∂kvH
∗(v)

∣∣∣ ≤ Ck · (k!)2. (2.15)

Proof. Since e−(v+v∗)
2/4 ≤ ev2/4 · e−v2∗/8, and the fact that when |v| ≥ 1,

∣∣∣vke−v
2/4
∣∣∣ =

|v|k
(∑+∞

n=0 |v|2n/22n · n!
) ≤ |v|k

(
|v|k/2k · (k/2)!

) ≤ 2k · k!, (2.16)

by using Lemma 2.3, we have

∣∣∣∂kvH
∗(v)

∣∣∣ =
∣∣∣∣
(
1 + |v∗|2

)4
∂kvμ

∗(v)
∣∣∣∣

≤
(
1 + |v∗|2

)4 · Ck · k! ·max
(
1, |v + v∗|k

)
· μ(v + v∗)

≤
(
1 + |v∗|2

)4 · Ck · k! ·
[
max

(
1, |v + v∗|k

)
· e−(v+v∗)2/4

]
· e−(v+v∗)2/4

≤
[(

1 + |v∗|2
)4
e−v

2
∗/8
]
· Ck · k! ·

[
max

(
1, |v + v∗|k

)
· e−(v+v∗)2/4

]
· ev2/4

≤
(
Ck · k!

)2 ≤ [C(U)]k · (k!)2.

(2.17)

This completes the proof of Lemma 2.4.
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By applying the Cauchy integral theorem, we will prove the helpful estimates as
follows.

Lemma 2.5. Suppose the Fourier transform for v∗,

F(Φ(|v − v∗|)μ(v∗)
)
(ξ) = h(v, ξ)μ̂(ξ), (2.18)

where μ is the absolute Maxwellian distribution in (1.1). Then we have

h(v, ξ) = (2π)−3/2
∫

R3
e−|v∗|

2/2
[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2
dv∗. (2.19)

Proof. First we consider the case of n = 1,

F(Φ(|v − v∗|)μ(v∗)
)
(ξ) =

∫

R1

(
1 + |v − v∗|2

)γ/2
(2π)−3/2e−|v∗|

2/2−iv∗·ξdv∗

= (2π)−3/2e−ξ
2/2
∫

R1

[
1 + (v − v∗)2

]γ/2
e−(v∗+iξ)

2/2dv∗

= (2π)−3/2e−ξ
2/2
∫

C

e−z
2/2
[
1 + (v − z + iξ)2

]γ/2
dz,

(2.20)

where z = v∗ + iξ, and C denotes the curve: v∗ + iξ, −∞ < v∗ <∞. By Cauchy integral theorem
[9], it follows that

∫

C

e−z
2/2
[
1 + (v − z + iξ)2

]γ/2
dz =

∫

R1
e−|v∗|

2/2
[
1 + (v − v∗ + iξ)2

]γ/2
dv∗. (2.21)

Now we turn to consider the case of n = 3. Letting v = (v1, v2, v3), and v∗ = (v∗1, v∗2, v∗3) and
using the previous result, we have

F(Φ(|v − v∗|)μ(v∗)
)
(ξ)

=
∫

R3

(
1 + |v − v∗|2

)γ/2
(2π)−3/2e−|v∗|

2/2−iv∗·ξdv∗

= (2π)−3/2
∫

R2

(∫

R1

[
1 + (v1 − v∗1)2 + (v2 − v∗2)2 + (v3 − v∗3)2

]γ/2
e−v

2
∗1/2−iv∗1ξ1dv∗1

)

× e−(v2∗2+v2∗3)/2−i(v∗2ξ2+v∗3ξ3)dv∗2dv∗3
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= (2π)−3/2
∫

R2

(∫

R1

[
1 + (v1 − v∗1 + iξ1)2 + (v2 − v∗2)2 + (v3 − v∗3)2

]γ/2
e−v

2
∗1/2−ξ21/2dv∗1

)

× e−(v2∗2+v2∗3)/2−i(v∗2ξ2+v∗3ξ3)dv∗2dv∗3

= (2π)−3/2e−|ξ|
2/2
∫

R3
e−|v∗|

2/2

⎡

⎣1 +
3∑

j=1

(
vj − v∗j + iξj

)2
⎤

⎦

γ/2

dv∗

= (2π)−3/2μ̂(ξ)
∫

R3
e−|v∗|

2/2
[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2
dv∗.

(2.22)

Thus we conclude the result of Lemma 2.5.

Lemma 2.6. For the expression of h(v, ξ) in Lemma 2.5, we have

|h(v, ξ)| ≤ C · 〈|v|〉γ〈|ξ|〉γ ,
∣∣∣∇2

ξh(v, ξ)
∣∣∣ ≤ C · 〈|v|〉γ〈|ξ|〉γ ,

|h(v, ξ+) − h(v, ξ)| ≤ C · 〈|v|〉γ〈|ξ|〉1+γ sin θ
2
, θ = arc cos

〈
ξ

|ξ| , σ
〉
,

(2.23)

where ξ+ = (ξ + |ξ|σ)/2, and C is a constant independent of v and ξ.

Proof. The first inequality is obvious. To prove the third one, set ξ = (ξ1, ξ2, ξ3). Since

h(v, ξ)μ̂(ξ) = F(Φ(|v − v∗|)μ(v∗)
)
(ξ)

=
∫

R3

(
1 + |v − v∗|2

)γ/2
(2π)−3/2e−|v∗|

2/2−iv∗·ξdv∗,
(2.24)

proceeding as in the proof of Lemma 2.5, we can get

∂ξi
(
h(v, ξ)μ̂(ξ)

)
= μ̂(ξ)

[
∂ξih(v, ξ) − ξih(v, ξ)

]

=
∫

R3

(
1 + |v − v∗|2

)γ/2
(2π)−3/2e−|v∗|

2/2−iv∗·ξ(−iv∗i)dv∗

= (2π)−3/2μ̂(ξ)
∫

R3

[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· e−|v∗|2/2 · (−ξi − iv∗i)dv∗.

(2.25)
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Therefore,

∂ξih(v, ξ) = (2π)−3/2
∫

R3
e−|v∗|

2/2
[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· (−ξi − iv∗i)dv∗ + ξih(v, ξ)

= (2π)−3/2
∫

R3
e−|v∗|

2/2
[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· (−iv∗i)dv∗

(2.26)

which implies that

∣∣∇ξh(v, ξ)
∣∣ ≤ C · 〈|v|〉γ〈|ξ|〉γ . (2.27)

By the mean value theorem of differentials, we have

|h(v, ξ+) − h(v, ξ)| ≤ C · ∣∣∇ξh
(
v, η

)∣∣ · |ξ+ − ξ|

≤ C′ · 〈|v|〉γ〈∣∣η∣∣〉γ |ξ+ − ξ| ≤ C′′ · 〈|v|〉γ〈|ξ|〉1+γ sin θ
2
,

(2.28)

where θ = arc cos〈ξ/|ξ|, σ〉. Thus the third inequality has been obtained.
Finally, the above way can also be used in estimating the second one. Similarly,

∂2ξiξj
(
h(v, ξ)μ̂(ξ)

)
= ∂ξj

(
∂ξi
(
h(v, ξ)μ̂(ξ)

))

= −
∫

R3

(
1 + |v − v∗|2

)γ/2
(2π)−3/2e−|v∗|

2/2−iv∗·ξv∗iv∗jdv∗

= − (2π)−3/2μ̂(ξ)
∫

R3

[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· e−|v∗|2/2(v∗i − iξi)
(
v∗j − iξj

)
dv∗.

(2.29)

On the other hand,

∂2ξiξj
(
h(v, ξ)μ̂(ξ)

)
= ∂ξj

{
μ̂(ξ)

[
∂ξih(v, ξ) − ξih(v, ξ)

]}

= μ̂(ξ)
[
ξjξih(v, ξ) + ∂2ξj ξih(v, ξ) − ξj∂ξih(v, ξ) − ξi∂ξj h(v, ξ)

]
.

(2.30)
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Combining with the above expressions of h(v, ξ) and ∂ξih(v, ξ), we get

∂2ξj ξih(v, ξ) = ξi∂ξj h(v, ξ) + ξj∂ξih(v, ξ) − ξjξih(v, ξ)

− (2π)−3/2
∫

R3

[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· e−|v∗|2/2(v∗i − iξi)
(
v∗j − iξj

)
dv∗

= − (2π)−3/2
∫

R3

[
1 + |v − v∗|2 − |ξ|2 + 2i(v − v∗) · ξ

]γ/2

· e−|v∗|2/2v∗iv∗jdv∗.

(2.31)

Therefore,

∣∣∣∇2
ξh(v, ξ)

∣∣∣ ≤ C · 〈|v|〉γ〈|ξ|〉γ . (2.32)

This completes the proof of the second inequality.

Lemma 2.7. Suppose that 0 < ν < 1 in (1.7). Then for any r > 0, f ∈ L1
2+γ(R

3) ∩H+∞(R3), there
exists a constant C independent of r satisfying

I0(τ) =
(
Q
(
f, μ

)
, 〈|D|〉rf)L2 ≤ C

∥∥f
∥∥
L1
2+γ

∥∥f
∥∥
L1(r + 3)!. (2.33)

Proof. Let ξ± = (ξ ± |ξ|σ)/2, from Bobylev’s formula (see [10]), we have

I0(τ) =
∫

R3
〈|ξ|〉r f̂(ξ)

[∫

R6

∫

S2
Φ(|v − v∗|)b

(
ξ

|ξ| · σ
)
μ(v∗)f(v)

×
(
e−i(v∗·ξ

++v·ξ−) − e−iv∗·ξ
)
dσ dv dv∗

]
dξ

=
∫

R3
〈|ξ|〉r f̂(ξ)

∫

R3

∫

S2

[
F(Φ(|v − v∗|)μ(v∗)

)
(ξ+)bf(v)e−iv·ξ

−

−F(Φ(|v − v∗|)μ(v∗)
)
(ξ)bf(v)

]
dσ dv dξ

=
∫

R3
〈|ξ|〉r f̂(ξ)

∫

R3

∫

S2
[h(v, ξ+) − h(v, ξ)]μ̂(ξ+)bf(v)e−iv·ξ−dσ dv dξ

+
∫

R3
〈|ξ|〉r f̂(ξ)

∫

R3

∫

S2
h(v, ξ)

[
μ̂(ξ+) − μ̂(ξ)]bf(v)e−iv·ξ−dσ dv dξ

+
∫

R3
〈|ξ|〉r f̂(ξ)

∫

R3

∫

S2
h(v, ξ)μ̂(ξ)bf(v)

[
e−iv·ξ

− − e0
]
dσ dv dξ

= I01 + I02 + I03.

(2.34)
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In [1], it is shown that

∣∣μ̂(ξ+) − μ̂(ξ)∣∣ ≤ μ̂(ξ+)|ξ|2sin2 θ

2
, e−|ξ|

2/2 = μ̂(ξ) ≤ μ̂(ξ+) ≤ e−|ξ|2/4,

〈|ξ|〉r+γ+2 ≤ (r + 3)!e〈|ξ|〉
(r+γ+2)/(r+3) ≤ (r + 3)!e〈|ξ|〉.

(2.35)

Together with Lemma 2.6, we have

|I02| ≤ C · ∥∥f∥∥L1
1+γ

∫

R3
〈|ξ|〉r+γ+2e−|ξ|2/4f̂(ξ)dξ

≤ C · ∥∥f∥∥L1
1+γ

∥∥f
∥∥
L1

∫

R3
〈|ξ|〉r+γ+2e−|ξ|2/4dξ

≤ C · ∥∥f∥∥L1
1+γ

∥∥f
∥∥
L1(r + 3)!

∫

R3
e〈|ξ|〉−|ξ|

2/4dξ

≤ C′∥∥f
∥∥
L1
1+γ

∥∥f
∥∥
L1(r + 3)!.

(2.36)

Now we turn to estimate the terms in I01 and I03. For the case 0 < ν < 1 in (1.7), it is easy to
see that

∣∣∣e−iv·ξ
− − e0

∣∣∣ =
∣∣∣∣−2 sin

v · ξ−
2

(
sin

v · ξ−
2

+ i cos
v · ξ−
2

)∣∣∣∣ ≤ C|v|
∣∣ξ−
∣∣ ≤ C|v||ξ| sin θ

2
. (2.37)

Therefore, applying the above estimates and Lemma 2.6, we also conclude that

|I0i| ≤ C′∥∥f
∥∥
L1
1+γ

∥∥f
∥∥
L1(r + 3)! (2.38)

for any i ∈ {1, 3}. This completes the proof of Lemma 2.7.

3. Related Analysis

Let f be the weak solution of the Cauchy problem (1.1). For any k ∈ N, the compact support

supp
(
Mkf

) ⊆ supp
(
f
)
, (3.1)

which implies that for any compact subsetU ⊂W ,

f∗ =

{
f, if v ∈ U,
0, if v /∈ U,

(3.2)
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is also a weak solution of the following equation

(
∂f

∂t
,M2

kf

)

L2(R3)
=
(
Q
(
μ, f

)
+Q

(
f, μ

)
,M2

kf
)

L2(R3)
. (3.3)

Since Theorem 1.3 is mainly concerned with the Gevrey smoothness property of the solution
f on W , we need only to study the solution of the above equation on any fixed compact
subset ofW . That is, we can suppose that f has compact support inU for any t ∈ [0, T],

supp
(
f
) ⊆ U, f(Uc) ≡ 0. (3.4)

Thus, for any p ≥ 0,

∥∥f
∥∥
L1
p(R3) ≤ O(1)

∥∥f
∥∥
L1(U) < +∞,

∥∥f
∥∥
Hp(R3) =

∥∥f
∥∥
Hp(U).

(3.5)

Together with Lemma 2.6, we can get the fact that f ∈ H+∞(R3). This proof is similar as
the proof of [11, Theorem 1.1] and hence omitted. Clearly, ||f ||Hr(R3) = ||f ||Hr(U). Moreover,
without loss of generality, we restrict T ≤ 1, then for any k ∈ N, it is assumed that

(Ek): for any i ∈ [0, k − 1], sup
t∈(0,T]

∥∥f(t, ·)∥∥Hit ≤ Ci+1
0 (i!)s, (3.6)

where C0 is a sufficiently large constant satisfying

C0 ≥ 166 max

(

sup
t∈(0,T]

∥∥f
∥∥
Li , i = 1, 2

)

. (3.7)

In the following discussion, wewill useC andCi, i ∈ N to denote the positive constants
independent of k and t. Let Mk(Dv) = 〈|Dv|〉kt and Φ∗(v) = 〈|v − v∗|〉γ . In order to prove
Theorem 1.3, we need the propositions as below.



14 Journal of Function Spaces and Applications

Proposition 3.1. One has

sup
t∈(0,T]

∥∥[Mk(Dv),Φ∗]f(t, v)
∥∥
L2 ≤ C · Ck+1

0 (k!)s. (3.8)

Proposition 3.2. One has

sup
t∈(0,T]

∥∥∇v[Mk(Dv),Φ∗]f(t, v)
∥∥
L2 ≤ C

{
(k + 1)

∥∥Mkf(t, v)
∥∥
L2 + Ck+1

0 (k!)s
}
, (3.9)

sup
t∈(0,T]

∥∥[Mk(Dv),H∗]f(t, v)
∥∥
L2 ≤ C · Ck+1

0 (k!)s, (3.10)

whereH∗ is the function which has the form (2.14).

The proof of the above propositions will be given in Section 5.

4. Proof of Theorem 1.3

Now we will prove the main result in this section. For any t ∈ (0, T], we state the following
identity from [11]:

(
Q
(
μ, f

)
,M2

kf
)

L2
− (Q(μ,Mkf

)
,Mkf

)
L2 = I1 + I2 + I3, (4.1)

where

I1 =
∫

R6

∫

S2
b(cos θ)μ(v∗)(Mk(ξ) −Mk(ξ+))Φ̂∗f(ξ+)e−iv∗ξ

−
Mk(ξ)f̂(ξ)dσ dv∗dξ,

I2 =
∫

R6

∫

S2
b(cos θ)μ(v∗)

{
[Mk,Φ∗]f

(
v′) ·Mkf

(
v′) − [Mk,Φ∗]f(v) ·Mkf(v)

}
dσ dv∗dv,

I3 =
∫

R6

∫

S2
b(cos θ)μ(v∗)

(
[Mk,Φ∗]f(v) − [Mk,Φ∗]f

(
v′))Mkf

(
v′)dσ dv∗dv.

(4.2)

Our purpose is to obtain the estimations of I1, I2 and I3. Setting η = |ξ|2 and η+ = |ξ+|2,
since |ξ+| = |ξ| cos(θ/2) and |ξ+|2 − |ξ|2 = |ξ|2sin2(θ/2), applying the mean value theorem and
the fact that 0 < t ≤ T ≤ 1, we have

|Mk(ξ) −Mk(ξ+)| =
∣∣∣
(
1 + η

)kt/2 − (1 + η+)kt/2
∣∣∣

≤ C · kt · (η − η+)(1 + η0
)kt/2−1

≤ C · kt · sin2 θ

2
(
1 + η

)kt/2

≤ C′ · k · sin2θMk(ξ),

(4.3)
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where η0 is a number between η an η+. Therefore,

|I1| ≤ C

∫

R3

∫

S2
b sin2θMk(ξ)

∣∣∣∣

∫

R6
Φ(|v − v∗|)μ(v∗)f(v)e−iv∗·ξ−−iv·ξ+dv∗dv

∣∣∣∣

×
∣∣∣kMk(ξ)f̂(ξ)

∣∣∣dσ dξ

= C

∫

R3

∫

S2
b sin2θMk(ξ)

∣∣∣∣

∫

R6
Φ(|v∗|)μ(v∗ + v)f(v)e−iv∗·ξ−−iv·ξdv∗dv

∣∣∣∣

×
∣∣∣kMk(ξ)f̂(ξ)

∣∣∣dσ dξ

≤ C

∫

R6

∫

S2
b sin2θ〈|v∗|〉γ−8 ·

∣∣∣Mk(ξ)Ĥ∗f(ξ)
∣∣∣ ·
∣∣∣kMk(ξ)f̂(ξ)

∣∣∣dσ dv∗dξ

≤ C

∫

R6

∫

S2
b sin2θ〈|v∗|〉γ−8 ·

∣∣∣Mk(ξ)Ĥ∗f(ξ)
∣∣∣
2
dσ dv∗dξ

+ C
∫

R6

∫

S2
b sin2θ〈|v∗|〉γ−8 ·

∣∣∣kMk(ξ)f̂(ξ)
∣∣∣
2
dσ dv∗dξ = I11 + I12.

(4.4)

HereH∗ is the function which has the form (2.14). It is clear that

I12 ≤ C′k2
∥∥Mkf

∥∥2
L2 ,

I11 ≤ C

∫

R3
〈|v∗|〉γ−8 ·

∥∥Mk(Dv)H∗f
∥∥2
L2dv∗

≤ C

∫

R3
〈|v∗|〉γ−8

∥∥[Mk,H
∗]f
∥∥2
L2dv∗

+ C
∫

R3
〈|v∗|〉γ−8

∥∥H∗Mkf
∥∥2
L2dv∗

= I111 + I112.

(4.5)

By the hypothesis (3.4), f has compact support inU, we obtain

I112 ≤ C

∫

R3
〈|v∗|〉γ+8 ·

∥∥μ(v + v∗)Mkf
∥∥2
L2dv∗

≤ C

∫

R3
〈|v∗|〉γ+8e−|v∗|2/4 ·

∥∥∥e|v|
2/2Mkf

∥∥∥
2

L2
dv∗

≤ C′∥∥Mkf
∥∥2
L2 .

(4.6)
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Here we use the fact that e−|v+v∗|
2/2 ≤ e|v|2/2 · e−|v∗|2/4. By (3.10) of Proposition 3.2, we get

I111 ≤ C′ ·
[
Ck+1

0 (k!)s
]2
. (4.7)

This, together with (4.5)-(4.6), implies

|I1| ≤ C1 ·
(
k2
∥∥Mkf

∥∥2
L2 +

[
Ck+1

0 (k!)s
]2)

. (4.8)

The cancellation lemma gives (cf. [10, 11])

I2 = S
∫

R6
μ(v∗)[Mk,Φ∗]f(v) ·Mkf(v)dv dv∗, (4.9)

where S is a constant function. Therefore,

|I2| ≤ C
∥∥μ
∥∥
L1 ·

∥∥[Mk,Φ∗]f
∥∥
L2 ·

∥∥Mkf
∥∥
L2

≤ C · Ck+1
0 (k!)s

∥∥μ
∥∥
L1 ·

∥∥Mkf
∥∥
L2

≤ C2

{[
Ck+1

0 (k!)s
]2

+
∥∥Mkf

∥∥2
L2

}
.

(4.10)

Since |v′ − v| ≤ C〈|v′|〉〈|v∗|〉 sin(θ/2), by using (3.4), Proposition 3.2, and the change of
variables

v −→ z = v′ + τ
(
v − v′) (4.11)

whose Jacobian is bounded uniformly for v∗, σ, τ (see [11]), we have

|I3| ≤ C

∫1

0

∫

R6

∫

S2
b(cos θ)

∣∣v′ − v∣∣ · ∣∣Mkf
(
v′)∣∣ · ∣∣∇v[Mk,Φ∗]f

(
v′ + τ

(
v − v′))∣∣

× ∣∣μ(v∗)
∣∣dσ dv dv∗dτ

≤ C′
∫1

0

∫

R6

∫

S2
b(cos θ) sin

θ

2
∣∣Mkf

(
v′)∣∣ · ∣∣∇v[Mk,Φ∗]f

(
v′ + τ

(
v − v′))∣∣

× 〈|v∗|〉
∣∣μ(v∗)

∣∣dσ dv dv∗dτ
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≤ C′
∫1

0

∫

R6

∫

S2
b(cos θ) sin

θ

2
〈|v∗|〉μ(v∗)

×
{∣∣Mkf

(
v′)∣∣2 +

∣∣∇v[Mk,Φ∗]f
(
v′ + τ

(
v − v′))∣∣2

}
dσdvdv∗dτ

≤ C′′
(∥∥Mkf

∥∥2
L2 +

∥∥∇v[Mk,Φ∗]f
∥∥2
L2

)

≤ C3

{[
Ck+1

0 (k!)s
]2

+ k2
∥∥Mkf

∥∥2
L2

}
.

(4.12)

Combining (4.8), (4.10), and (4.12), we obtain

(
Q
(
μ, f

)
,M2

kf
)

L2
− (Q(μ,Mkf

)
,Mkf

)
L2 ≤ C4

{[
Ck+1

0 (k!)s
]2

+ k2
∥∥Mkf

∥∥2
L2

}
. (4.13)

Moreover, by [11, Lemma 2.2] and [11, page 467], we have

∥∥∥〈·〉γ/2Mkf
∥∥∥
2

Hν/2
= O(1)

∥∥∥〈|D|〉ν/2Mkf
∥∥∥
2

L2
γ/2

,

(
Q
(
μ,Mkf

)
,Mkf

)
L2 ≤ −Cμ,1

∥∥∥〈·〉γ/2Mkf
∥∥∥
2

Hν/2
+ Cμ,2

∥∥Mkf
∥∥2
L2
γ/2
,

(4.14)

where Cμ,1 and Cμ,2 are the constants depending only on μ. Therefore, by (3.4) and (4.14), we
get

(
Q
(
μ,Mkf

)
,Mkf

)
L2 ≤ −C5

∥∥Mkf
∥∥2
Hν/2 + C6

∥∥Mkf
∥∥2
L2 . (4.15)

Together with (4.13), we thus have

(
Q
(
μ, f

)
,M2

kf
)

L2
≤ C7 ·

[
Ck+1

0 (k!)s
]2

+ C8 · k2
∥∥Mkf

∥∥2
L2 − C5

∥∥Mkf
∥∥2
Hν/2 . (4.16)

LetM2
kf be the test function in the Cauchy problem (1.1), for any t ∈ (0, T], we have

∥∥Mkf(t, v)
∥∥2
L2 =

∥∥f0(v)
∥∥2
L2 + 2

∫ t

0

∫

R3
L
(
f
)
(τ, v)M2

kf(τ, v)dv dτ

+
∫ t

0

∫

R3
f(τ, v)

(
∂τM

2
k(τ)

)
f(τ, v)dv dτ

= 2
∫ t

0

{(
Q
(
μ, f

)
,M2

kf
)

L2
+
(
Q
(
f, μ

)
,M2

kf
)

L2

}
dτ

+
∫ t

0

∫

R3
f(τ, v)

(
∂τM

2
k(τ)

)
f(τ, v)dv dτ +

∥∥f0(v)
∥∥2
L2 .

(4.17)
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Since

O(1)(k!)2s ≥ 22(k+2)[(k + 2)!]2 ≥ (2k + 3)!,

∂tM
2
k(t, ξ) = 2kM2

k(t, ξ) log〈ξ〉,
(4.18)

by Lemma 2.7 and (4.16), it holds that

∥∥Mkf(t, v)
∥∥2
L2 + C5

∫ t

0

∥∥Mkf
∥∥
2

Hν/2

dτ

≤ 2k
∫ t

0

∥∥∥
(
log〈Dv〉

)1/2(
Mkf

)
(τ)
∥∥∥
2

L2
dτ

+ C8

∫ t

0
k2
∥∥Mkf

∥∥2
L2dτ + C9

[
Ck+1

0 (k!)s
]2

+
∥∥f0(v)

∥∥2
L2 .

(4.19)

The Young’s inequality gives

C8k
2 ≤

[
4C8

C5 · (ν + 2)

]2/ν
· C8ν

ν + 2
· k2+4/ν〈|ξ|〉−2 + C5

2
〈|ξ|〉ν,

2k log〈|ξ|〉 =
4k
ν

log 〈|ξ|〉ν/2

≤ 4k
ν

· 〈|ξ|〉ν/2

≤
[

4 · (4 + ν)
C8 · ν(ν + 2)

](4+ν)/ν 2
ν + 2

· k2+4/ν〈|ξ|〉−2 + C5

2
〈|ξ|〉ν,

(4.20)

which implies

2k
∫ t

0

∥∥∥
(
log〈Dv〉

)1/2(
Mkf

)
(τ)
∥∥∥
2

L2
dτ + C8

∫ t

0

∥∥kMkf
∥∥2
L2dτ

≤ C5

∫ t

0

∥∥Mkf
∥∥2
Hν/2dτ + C10 · k2+4/ν ·

∫ t

0

∥∥Mk−1f
∥∥2
L2dτ.

(4.21)

Taking (4.21) into (4.19), and applying the assumption (Ek), we have

∥∥Mkf(t, v)
∥∥2
L2 ≤

∥∥f0(v)
∥∥2
L2 + C9

[
Ck+1

0 (k!)s
]2

+ C10 · k2+4/ν
∫ t

0

∥∥Mk−1f
∥∥2
L2dτ

≤ ∥∥f0(v)
∥∥2
L2 + C9

[
Ck+1

0 (k!)s
]2

+ C10 · k2+4/ν
{
Ck

0 · [(k − 1)!]s
}2

≤ C11

[
Ck+1

0 (k!)s
]2
,

(4.22)
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which implies that

sup
t∈(0,T]

∥∥Mkf(t, v)
∥∥
L2 = sup

t∈(0,T]

∥∥f(t, ·)∥∥Hkt ≤ C11 · Ck+1
0 (k!)s. (4.23)

In other words, it follows from (Ek) that

(Ek+1): for any i ∈ [0, k], sup
t∈(0,T]

∥∥f(t, ·)∥∥Hit ≤ C11 · Ci+1
0 (i!)s. (4.24)

Taking the same procedures as above, we can also gain (Ek+2) from (Ek+1), which is described
as below:

(Ek+2): for any i ∈ [0, k + 1], sup
t∈(0,T]

∥∥f(t, ·)∥∥Hit ≤ C2
11 · Ci+1

0 (i!)s, (4.25)

that is,

sup
t∈(0,T]

∥∥f(t, ·)∥∥H0t ≤ C1
0(0!)

s =⇒ sup
t∈(0,T]

∥∥f(t, ·)∥∥H1t ≤ C1
11 · C2

0(1!)
s

=⇒ sup
t∈(0,T]

∥∥f(t, ·)∥∥H2t ≤ C2
11 · C3

0(2!)
s

...

=⇒ sup
t∈(0,T]

∥∥f(t, ·)∥∥Hkt ≤ Ck
11 · Ck+1

0 (k!)s.

(4.26)

Let C12 = C0 · C11, we thus conclude that for any k ∈ N,

sup
t∈(0,T]

∥∥f(t, ·)∥∥Hkt(U) ≤ Ck+1
12 (k!)s. (4.27)

For any fixed number 0 < t ≤ T ≤ 1, suppose that

s0 =
(⌈

1
t

⌉
+ 1
)
s,

s1 =
�1/t�∑

i=0
(1 − it),

(4.28)
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where �1/t� denotes the smallest integer bigger than 1/t. With a convention that k! = 1 if
0 ≥ k ∈ Z, we have

2ks1 = 2k · 2k(1−t) · 2k(1−2t) · · · 2k(1−{1/t}t)

≥ k!
(kt)![(1 − t)k]! ·

[(1 − t)k]!
(kt)![(1 − 2t)k]!

· · · [(1 − �1/t�t)k]!
(kt)![(1 − (�1/t� + 1)t)k]!

≥ k!

[(kt)!](�1/t�+1)

≥ k!

[(kt)!]s0/s
.

(4.29)

This, together with (4.27), implies that

sup
t∈(0,T]

∥∥f(t, ·)∥∥Hkt(U) ≤ Ck+1
12 (k!)s ≤ 2kss1Ck+1

12 [(kt!)]s0 ≤ Ck+1
13 [(kt!)]s0 , (4.30)

where k ∈ N, and C16 is a constant only depending on t. Furthermore, for any fixed number
t0 > 0, put

s′0 =
(⌈

1
t0

⌉
+ 1
)
s,

s′1 =
�1/t0�∑

i=0
(1 − it0).

(4.31)

Then for any k ∈ N, we can choose C′
13 = 2ss

′
1C12 and have the fact that

sup
t∈[t0,T]

∥∥f(t, ·)∥∥Hkt(U) ≤
(
C′

13

)k+1[(k!)]s
′
0 . (4.32)

This completes the proof of Theorem 1.3.

5. Proof of Propositions 3.1 and 3.2

Proof of Proposition 3.1. We first notice that

[Mk(Dv),Φ∗]f(v) = Mk(Dv)
(
Φ∗f

)
(v) −Φ∗(v)Mk(Dv)f(v)

=
(
F−1Mk(ξ) ∗Φ∗f

)
(v) −Φ∗(v)

(
F−1Mk(ξ) ∗ f

)
(v)

=
∫

R6
ei(v−y)ξMk(ξ)dξf

(
y
)(
Φ∗(y

) −Φ∗(v)
)
dy.

(5.1)
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Using the Taylor formula of order k + 6, we get

Φ∗(y
) −Φ∗(v) =

k+5∑

j=1

(
y − v)j
j!

∂
j
vΦ∗(v) +

(
y − v)k+6
(k + 6)!

∂k+6v Φ∗(c) (5.2)

for some c ∈ (y, v). Hence,

[Mk(Dv),Φ∗]f(v) =
k+5∑

j=1

Γjf(v) + Γk+6f, (5.3)

where

Γjf(v) =
∫

R6
ei(v−y)ξMk(ξ)dξf

(
y
)
(
y − v)j
j!

∂
j
vΦ∗(v)dy

=
(−i)j
j!

∫

R6
ei(v−y)ξ∂jξMk(ξ)dξf

(
y
)
∂
j
vΦ∗(v)dy

=
(−i)j
j!

(
F−1∂j

ξ
Mk ∗ f

)
(v) · ∂jvΦ∗(v),

Γk+6f =
∫

R6
ei(v−y)ξMk(ξ)dξf

(
y
)
(
y − v)k+6
(k + 6)!

∂k+6v Φ∗(c)dy

=
(−i)k+6
(k + 6)!

∫

R6
ei(v−y)ξ∂k+6ξ Mk(ξ)dξf

(
y
)
∂k+6v Φ∗(c)dy.

(5.4)

From Lemma 2.1, Remark 2.2, (3.6), and (3.7), it follows that

k∑

j=1

∥∥Γjf(v)
∥∥
L2 =

k∑

j=1

∥∥∥∥∥
(−i)j
j!

(
F−1∂j

ξ
Mk ∗ f

)
(v) · ∂jvΦ∗(v)

∥∥∥∥∥
L2

≤
k∑

j=1

1
j!

∥∥∥∂
j

ξ
Mk(ξ)Ff(ξ)

∥∥∥
L2

·
∥∥∥∂

j
vΦ∗(v)

∥∥∥
L∞

≤ C ·
k∑

j=1

16jk · · · (k − j + 1
){(

k − j)!}s · Ck−j+1
0

≤ C · Ck+1
0 {(k − 1)!}sk2

≤ C1 · Ck+1
0 (k!)s,



22 Journal of Function Spaces and Applications

k+5∑

j=k+1

∥∥Γjf(v)
∥∥
L2 ≤

k+5∑

j=k+1

1
j!

∥∥∥∂
j

ξ
Mk(ξ)Ff(ξ)

∥∥∥
L2

·
∥∥∥∂

j
vΦ∗(v)

∥∥∥
L∞

≤ C · (k + 5)! sup
t∈(0,T]

∥∥f(t, v)
∥∥
L2

≤ C2 · Ck+1
0 (k!)s,

∥∥Γk+6f
∥∥
L2 =

∥∥∥∥∥
(−i)k+6
(k + 6)!

∫

R6
ei(v−y)ξ∂k+6ξ Mk(ξ)dξf

(
y
)
∂k+6v Φ∗(c)dy

∥∥∥∥∥
L2

≤ 1
(k + 6)!

∥∥∥∥

∫

R6

∣∣∣∂k+6ξ Mk(ξ)
∣∣∣dξ ·

∣∣f
(
y
)∣∣ ·

∣∣∣∂k+6v Φ∗(c)
∣∣∣dy

∥∥∥∥
L2

≤ C · Ck+1
0 (k!)s

∫

R3

(
1 + |ξ|2

)−3
dξ

≤ C3 · Ck+1
0 (k!)s.

(5.5)

Combining (5.5), we complete the proof of Proposition 3.1.

Proof of Proposition 3.2. One has

∥∥∇v[Mk(Dv),Φ∗]f(t, v)
∥∥
L2 ≤ C · ∥∥〈|ξ|〉F([Mk,Φ∗]f

)
(t, ξ)

∥∥
L2

≤ C · ∥∥[〈Dv〉Mk,Φ∗]f(t, v) − [〈Dv〉,Φ∗]Mkf(t, v)
∥∥
L2 .

(5.6)

Similar to the proof of Proposition 3.1, we obtain

∥∥[〈Dv〉Mk,Φ∗]f(t, v)
∥∥
L2 ≤ C

{
(k + 1)

∥∥Mkf(t, v)
∥∥
L2 + Ck+1

0 (k!)s
}
,

∥∥[〈Dv〉,Φ∗]Mkf(t, v)
∥∥
L2 ≤ C

{∥∥Mkf(t, v)
∥∥
L2 + Ck+1

0 (k!)s
}
.

(5.7)

Then (3.9) is obtained. The proof of (3.10) is similar so is omitted. This completes the proof
of Proposition 3.2.

Acknowledgments

This work was supported by the Tian Yuan Specialized Research Fund for Mathematics (no.
11226167), the Natural Science Foundation of Hainan Province (no. 111005), the Scientific
Research Foundation of Hainan Province Education Bureau (no. Hjkj2011-19), and the Ph.D.
Scientific Research Starting Foundation of Hainan Normal University (no. HSBS1016).



Journal of Function Spaces and Applications 23

References

[1] Y. Morimoto, S. Ukai, C.-J. Xu, and T. Yang, “Regularity of solutions to the spatially homogeneous
Boltzmann equation without angular cutoff,” Discrete and Continuous Dynamical Systems A, vol. 24,
no. 1, pp. 187–212, 2009.

[2] H. Chen, W.-X. Li, and C.-J. Xu, “Gevrey hypoellipticity for linear and non-linear Fokker-Planck
equations,” Journal of Differential Equations, vol. 246, no. 1, pp. 320–339, 2009.

[3] H. Chen, W. Li, and C. Xu, “Gevrey regularity for solution of the spatially homogeneous Landau
equation,” Acta Mathematica Scientia B, vol. 29, no. 3, pp. 673–686, 2009.

[4] N. Lekrine and C.-J. Xu, “Gevrey regularizing effect of the Cauchy problem for non-cutoff
homogeneous Kac’s equation,” Kinetic and Related Models, vol. 2, no. 4, pp. 647–666, 2009.

[5] Y. Morimoto and C.-J. Xu, “Ultra-analytic effect of Cauchy problem for a class of kinetic equations,”
Journal of Differential Equations, vol. 247, no. 2, pp. 596–617, 2009.

[6] L. Desvillettes, G. Furioli, and E. Terraneo, “Propagation of Gevrey regularity for solutions of the
Boltzmann equation for Maxwellian molecules,” Transactions of the American Mathematical Society, vol.
361, no. 4, pp. 1731–1747, 2009.

[7] Y. Morimoto and S. Ukai, “Gevrey smoothing effect of solutions for spatially homogeneous nonlinear
Boltzmann equation without angular cutoff,” Journal of Pseudo-Differential Operators and Applications,
vol. 1, no. 1, pp. 139–159, 2010.

[8] S. Ukai, “Local solutions in Gevrey classes to the nonlinear Boltzmann equation without cutoff,” Japan
Journal of Applied Mathematics, vol. 1, no. 1, pp. 141–156, 1984.

[9] W. Rudin, Real and Complex Analysis, McGraw-Hill Book Co., Singapore, 3rd edition, 1987.
[10] R. Alexandre, L. Desvillettes, C. Villani, and B. Wennberg, “Entropy dissipation and long-range

interactions,” Archive for Rational Mechanics and Analysis, vol. 152, no. 4, pp. 327–355, 2000.
[11] Z. Huo, Y. Morimoto, S. Ukai, and T. Yang, “Regularity of solutions for spatially homogeneous

Boltzmann equation without angular cutoff,” Kinetic and Related Models, vol. 1, no. 3, pp. 453–489,
2008.



Hindawi Publishing Corporation
Journal of Function Spaces and Applications
Volume 2012, Article ID 406540, 17 pages
doi:10.1155/2012/406540

Research Article
Some Estimates of Rough Bilinear
Fractional Integral

Yun Fan1, 2 and Guilian Gao1

1 Department of Mathematics, Zhejiang University, Hangzhou 310027, China
2 Department of Mathematics, Huzhou Teachers College, Huzhou 313000, China

Correspondence should be addressed to Guilian Gao, gaoguilian305@163.com

Received 23 July 2012; Revised 11 September 2012; Accepted 25 September 2012

Academic Editor: Ti-Jun Xiao

Copyright q 2012 Y. Fan and G. Gao. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

We study the boundedness of rough bilinear fractional integral BΩ,α on Morrey spaces Lp,λ(Rn)
and modified Morrey spaces L̃p,λ(Rn) and obtain some sufficient and necessary conditions on the
parameters. Furthermore, we consider the boundedness of BΩ,α on generalized central Morrey
space Ḃp,ϕ(Rn). These extend some known results.

1. Introduction

In recent years, multilinear analysis becomes a very active research topic in studying
harmonic analysis. As one of the most important operators, the multilinear fractional integral
has also attracted much attention. In this note, we will consider the multilinear fractional
integral with rough kernel. For fixed distinct and nonzero real numbers θ1, . . . , θm, and
0 < α < n, them-linear fractional with rough kernel is defined by

IΩ,α
(
�f
)
=
∫

Rn

m∏

i=1

fi
(
x − θiy

) Ω
(
y
)

∣∣y
∣∣n−α

dy, (1.1)

where Ω ∈ Ls(Sn−1) (s ≥ 1) is homogeneous of degree zero on R
n, and Sn−1 denotes the unit

sphere of R
n.

When Ω ≡ 1, The Lp boundedness of operator I1,α has been well studied in [1, 2].
Recently, Hendar and Idha discussed the boundedness property of I1,α on generalizedMorrey
space in [3].
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Here, without loss of generality, we will study the case m = 2. More specifically, we
will study the rough bilinear fractional integral:

BΩ,α
(
f, g
)
(x) =

∫

Rn

f
(
x − y)g(x + y

) Ω
(
y
)

∣∣y
∣∣n−α

dy, 0 < α < n. (1.2)

The study of the operators BΩ,α and its related operators with rough kernel Ω recently
attracted many attentions. In 2002, Ding and Chin first discussed its Lp(Rn) boundedness.
The following theorem is their main result:

Theorem A (see [4]). Let 0 < α < n, 1 ≤ s′ < n/α and 1 ≤ p1, p2 ≤ ∞. If

1
p1

+
1
p2

≥ α

n
,

1
q
=

1
p1

+
1
p2

− α

n
, (1.3)

there exists a positive constant C such that for any f ∈ Lp1(Rn), g ∈ Lp2(Rn),
(1) when s′ < min{p1, p2},

∥∥BΩ,α
(
f, g
)∥∥

Lq(Rn) ≤ C
∥∥f
∥∥
Lp1 (Rn)

∥∥g
∥∥
Lp2 (Rn); (1.4)

(2) when s′ = min{p1, p2},
∥∥BΩ,α

(
f, g
)∥∥

Lq,∞(Rn) ≤ C
∥∥f
∥∥
Lp1 (Rn)

∥∥g
∥∥
Lp2 (Rn). (1.5)

Later, when q > n/(n−α), Chen and Fan in [5] relaxed the conditions ofΩ in Theorem
A using Hölder inequality. Their main result is as follows.

Theorem B. Let q > n/(n − α), 0 < α < n, p1, p2 > 1 and

1
q
=

1
p1

+
1
p2

− α

n
. (1.6)

If Ω ∈ Ln/(n−α)(Sn−1), then there exists a positive constant C such that

∥∥BΩ,α(f, g)
∥∥
Lq(Rn) ≤ C

∥∥f
∥∥
Lp1 (Rn)

∥∥g
∥∥
Lp2 (Rn). (1.7)

We note that when q ≤ n/(n − α), Hölder inequality is not sufficient in Theorem B. So
how to relax the index of q is left. In fact, in [6, 7] the authors have obtained the necessary
and sufficient conditions on the parameters for the m-linear fractional integral operator IΩ,α
with rough kernel from Lp1(Rn) × Lp2(Rn) × · · ·Lpm(Rn) to Lq(Rn) by using the pointwise
rearrangement estimate of them-linear convolution.

Theorem C. Let 0 < α < n, Ω and be homogeneous of degree zero on R
n, Ω ∈ Ln/(n−α)(Sn−1), let

p be the harmonic mean of p1, p2, . . . , pm > 1, and n/(n − α) ≤ p < n/α. Then the condition 1/q =
1/p−α/n is necessary and sufficient for the boundedness of IΩ,α from Lp1(Rn)×Lp2(Rn)×· · ·Lpm(Rn)
to Lq(Rn).
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This paper is organized as follows: in the second part of this work we prove some
boundedness properties of BΩ,α on Morrey space and extend Theorem C to Morrey spaces;
in the third part, we obtain the sufficient and necessary conditions on the parameters for
the boundedness of BΩ,α on modified Morrey space; in the last part, we find the sufficient
condition on the pair (ϕ, ν) which ensures the boundedness of the operators BΩ,α on the
generalized center Morrey space. Since Morrey space, modified Morrey space and central
Morrey space all can be seen as generalized Lp space.

2. The Boundedness of BΩ,α on Morrey Space

The classical Morrey spaces Lp,λ(Rn)were originally introduced byMorrey in [8] to study the
local behavior of solutions to second-order elliptic partial differential equations. The reader
can find more details in [9].

For x ∈ R
n and t > 0, let B(x, t) denotes the open ball centered at x of radius t, and

|B(x, t)| is the Lebesgue measure of the ball B(x, t). When 1 ≤ p < ∞ and λ ≥ 0, Morrey space
Lp,λ(Rn) is defined by

Lp,λ(Rn) =
{
f ∈ Lploc(Rn) :

∥∥f
∥∥
Lp,λ(Rn) <∞

}
, (2.1)

where

∥∥f
∥∥
Lp,λ(Rn) = sup

x∈Rn,t>0

(
1
tλ

∫

B(x,t)
|f(x)|pdx

)1/p

. (2.2)

If 1 ≤ p < ∞, then Lp,0(Rn) = Lp(Rn) and Lp,n(Rn) = L∞(Rn). When λ > n, Lp,λ(Rn) =
{0}. So we only consider the case 0 < λ < n.

Since Morrey space can be seen as the generalized Lp space, we will be interested in
the boundedness of BΩ,α on Morry space Lp,λ(Rn). In order to prove our results, we need the
following bilinear maximal function:

M
(
f, g
)
(x) = sup

r>0

1
rn

∫

|y|<r

∣∣f
(
x − y)∣∣∣∣g(x + y

)∣∣dy. (2.3)

Lemma 2.1. Let p > 1, 0 < λ < n and 1/p = 1/p1 + 1/p2. If

λ

p
=
λ1
p1

+
λ2
p2
, 0 < λ1, λ2 < n, (2.4)

then there exists a positive constant C such that

∥∥M(f, g)
∥∥
Lp,λ(Rn) ≤ C

∥∥f
∥∥
Lp1 ,λ(Rn)

∥∥g
∥∥
Lp2 ,λ(Rn). (2.5)
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Proof. In [10], Fefferman and Stein have proved that for every p, 1 < p <∞, there is a constant
Cp > 0 such that for any measurable functions f on R

n and ϕ ≥ 0, the following inequality
holds,

∫

Rn

(
Mf(x)

)p
ϕ(x)dx ≤ Cp

∫

Rn

∣∣f(x)
∣∣pMϕ(x)dx, (2.6)

where M is the Hardy-LittleWood maximal function. Set ϕ(x) be the characteristic function
χ(x), when 1 ≤ δ < p, by the above inequality, we can get

∫

Rn

(
Mδf(x)

)p
χ(x)dx ≤ Cp

∫

Rn

∣∣f(x)
∣∣pMχ(x)dx, (2.7)

whereMδf(x) = (Mfδ)1/δ(x).
Taking f ∈ Lp,λ(Rn), 0 < λ < n, χ(x) is the characteristic function of a ball B(x0, r) in

R
n, by simple calculating,

∫

B(x0,r)

(
Mδf(x)

)p
dx ≤ C∥∥f∥∥p

Lp,λ(Rn)
rλ, (2.8)

that is, ‖Mδf‖Lp,λ(Rn) ≤ C‖f‖Lp,λ(Rn). For More details, see [11] about the boundedness of
Hardy-Littlewood maximal function on Morrey space.

So when p > 1, 1/p = 1/p1 + 1/p2, λ/p = λ1/p1 + λ2/p2, we have

∥∥M
(
f, g
)∥∥

Lp,λ(Rn) ≤
∥∥Mp1/p

(
f
)
Mp2/p

(
g
)∥∥

Lp,λ(Rn)

≤ ∥∥Mp1/p

(
f
)∥∥

Lp1 ,λ1 (Rn)

∥∥Mp2/p

(
g
)∥∥

Lp2 ,λ2 (Rn)

≤ C∥∥f∥∥Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn).

(2.9)

Theorem 2.2. Suppose 0 < α < n, and let Ω ∈ Ls(Sn−1) be homogeneous of degree zero on R
n, let p

be the harmonic mean of p1 and p2, 1 < p < n/α, 0 < λ < n − αp and s′ < p. If

1
q
=

1
p
− α

n − λ,
λ

p
=
λ1
p1

+
λ2
p2
, 0 < λ1, λ2 < n, (2.10)

then there exists a positive constant C such that

∥∥BΩ,α
(
f, g
)∥∥

Lq,λ(Rn) ≤ C
∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.11)
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Proof. Let f ∈ Lp1,λ1(Rn), g ∈ Lp2,λ2(Rn), σ = (n − αs′ + λ)/2, for s′ < p and 0 < λ < n − αp, we
can get λ < σ < n − αs′, (n − λ)/p > α > (n − σ)/s′. First, |BΩ,α(f, g)(x)| is decomposed by

∣∣BΩ,α
(
f, g
)
(x)
∣∣ =

(∫

|y|≤ε
+
∫

|y|≥ε

)

f
(
x − y)g(x + y

) Ω
(
y
)

∣∣y
∣∣n−α

=: I1(x) + I2(x).

(2.12)

Estimate of I1(x) is

I1(x) =
∞∑

m=1

∫

|y|∼ε2−m

∣∣f
(
x − y)g(x + y

)∣∣
∣∣Ω
(
y
)∣∣

∣∣y
∣∣n−α

dy

≤
∞∑

m=1

(
ε2−m

)α−n
∫

|y|∼ε2−m

∣∣f
(
x − y)g(x + y

)∣∣∣∣Ω
(
y
)∣∣dy

≤
∞∑

m=1

(
ε2−m

)α
M
(
fs

′
, gs

′)1/s′
(x)

≤ CεαM
(
fs

′
, gs

′)1/s′
(x)

=: CεαMs′
(
f, g
)
(x),

(2.13)

and estimate of I2(x) is

I2(x) ≤
(∫

|y|≥ε

fs
′(
x − y)gs′(x + y

)

|y|σ dy

)1/s′(∫

|y|≥ε

∣∣y
∣∣(σ/s′+α−n)s∣∣Ω

(
y
)∣∣sdy

)1/s

≤ Cε(σ/s′+α−n)+n/s
(∫

|y|≥ε

fs
′(
x − y)gs′(x + y

)

|y|σ dy

)1/s′

=: Cε(σ/s
′+α−n)+n/sFσ

(
f, g
)
(x).

(2.14)

For Fσ(f, g)(x), we have the following estimates:

Fσ
(
f, g
)
(x) ≤

⎛

⎝
∞∑

k=0

∫

|y|∼ε2k

∣∣∣fs
′(
x − y)gs′(x + y

)∣∣∣

|y|σ dy

⎞

⎠

1/s′

≤
∞∑

k=0

⎛

⎝
∫

|y|∼ε2k

∣∣∣fs
′(
x − y)gs′(x + y

)∣∣∣

|y|σ dy

⎞

⎠

1/s′

≤
∞∑

k=0

(
ε2k
)−σ/s′

(∫

|y|∼ε2k

∣∣∣fs
′(
x − y)gs′(x + y

)∣∣∣dy

)1/s′



6 Journal of Function Spaces and Applications

≤
∞∑

k=0

(
ε2k
)(n−σ)/s′−n/p

(∫

|y|∼ε2k

∣∣fp1
(
x − y)∣∣dy

)1/p1(∫

|y|∼ε2k

∣∣gp2
(
x − y)∣∣dy

)1/p2

≤
∞∑

k=0

(
ε2k
)(n−σ)/s′−n/p+λ1/p1+λ2/p2∥∥f

∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn)

≤ C(ε)(n−σ)/s′−(n−λ)/p∥∥f∥∥Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn).

(2.15)

Combining the above estimates, we have

∣∣BΩ,α
(
f, g
)
(x)
∣∣ ≤ CεαMs′

(
f, g
)
(x) + Cε(λ−n)/p+α

∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.16)

Let εαMs′(f, g)(x) = ε((λ−n)/p)+α‖f‖p1,λ1‖g‖p2,λ2 , then

∣∣BΩ,α
(
f, g
)
(x)
∣∣ ≤ C(Ms′

(
f, g
)
(x)
)p/q∥∥f

∥∥1−p/q
Lp1 ,λ1 (Rn)

∥∥g
∥∥1−p/q
Lp2 ,λ2 (Rn)

. (�)

By computation, we get

(
1
rλ

∫

B(x,r)

(
Ms′
(
f, g
)
(x)
)(p/q)×q

dx

)1/q

=

(
1
rλ

∫

B(x,r)

(
M
(
fs

′
, gs

′)
(x)
)p/s′

dx

)1/p×p/q

≤
(

1
rλ1

∫

B(x,r)
f(x)p1dx

)1/p1×p/q( 1
rλ2

∫

B(x,r)
g(x)p2dx

)1/p2×p/q

≤ ∥∥f∥∥p/q
Lp1 ,λ1 (Rn)

∥∥g
∥∥p/q
Lp2 ,λ2 (Rn)

.

(2.17)

Taking the supremum of r, we have

∥∥∥
(
Ms′
(
f, g
))p/q∥∥∥

Lq,λ(Rn)
≤ ∥∥f∥∥p/q

Lp1 ,λ1 (Rn)

∥∥g
∥∥p/q
Lp2 ,λ2 (Rn)

. (2.18)

Hence

∥∥BΩ,α
(
f, g
)∥∥

Lq,λ(Rn) ≤ C
∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.19)

Theorem 2.3. Suppose 0 < α < n, and let Ω ∈ Ls(Sn−1) be homogeneous of degree zero on R
n, let p

be the harmonic mean of p1 and p2, 1 < p < n/α, 0 < λ < n−αp, s′ < p and λ/p = λ1/p1+λ2/p2, 0 <
λ1, λ2 < n, then the condition 1/q = 1/p − α/(n − λ) is necessary and sufficient for the boundedness
of BΩ,α from Lp1,λ1(Rn) × Lp2,λ2(Rn) to Lq,λ(Rn).
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Proof. Sufficiency part of Theorem 2.3 is proved in Theorem 2.2.
Necessity. Let 1 < p < n/α and f ∈ Lp1,λ1(Rn), g ∈ Lp2,λ2(Rn). Denote ft(x) =: f(tx) and

gt(x) =: g(tx). Then we have

∥∥ft
∥∥
Lp1 ,λ1 (Rn) = t

−n/p1+λ1/p1∥∥f
∥∥
Lp1 ,λ1 (Rn),

∥∥gt
∥∥
Lp2 ,λ2 (Rn) = t

−n/p2+λ2/p2∥∥g
∥∥
Lp2 ,λ2 (Rn),

BΩ,α
(
ft, gt

)
(x) = t−αBΩ,α

(
f, g
)
(tx),

∥∥BΩ,α
(
ft, gt

)∥∥
Lq,λ(Rn) = t

−α−n/q+λ/q∥∥BΩ,α
(
f, g
)∥∥

Lq,λ(Rn).

(2.20)

Since BΩ,α is bounded from Lp1,λ1(Rn) × Lp2,λ2(Rn) to Lq,λ(Rn), it is true that

∥∥BΩ,α
(
f, g
)∥∥

Lq,λ(Rn) = t
α+n/q−λ/q∥∥BΩ,α

(
ft, gt

)∥∥
Lq,λ(Rn)

≤ Ctα+n/q−λ/q∥∥ft
∥∥
Lp1 ,λ1 (Rn)

∥∥gt
∥∥
Lp2 ,λ2 (Rn)

≤ Ctα+n/q−λ/q−n/p+λ/p∥∥f∥∥Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn),

(2.21)

where C depends only on p, q, λ, and n.
If 1/q < 1/p − α/(n − λ), then in the case t → 0, for all f ∈ Lp1,λ1(Rn), g ∈ Lp2,λ2(Rn),

we have ‖BΩ,α(f, g)‖Lq,λ(Rn) = 0.
If 1/q > 1/p − α/(n − λ), then in the case t → ∞, for all f ∈ Lp1,λ1(Rn), g ∈ Lp2,λ2(Rn),

we have ‖BΩ,α(f, g)‖Lq,λ(Rn) = 0.
Therefore, we get 1/q = 1/p − α/(n − λ).

Corollary 2.4. Let 0 < α < n,Ω ∈ Ls(Sn−1) be homogeneous of degree zero on R
n, p be the harmonic

mean of p1 and p2, 1 < p < n/α, 0 < λ < n − αp, and s′ < p. If

1
q
=

1
p
− α

n
;

μ

q
=
λ

p
=
λ1
p1

+
λ2
p2
, 0 < λ1, λ2 < n, (2.22)

then there exists a positive constant C such that

∥∥BΩ,α
(
f, g
)∥∥

Lq,μ(Rn) ≤ C
∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.23)

Proof. By Hölder inequality, it is easy to know when t = (n − λ)q/(n − μ), we have Lt,λ(Rn) ⊆
Lq,μ(Rn), through the given condition, 1/t = 1/p − α/(n − λ). Applying Theorem 2.2, we get

∥∥BΩ,α
(
f, g
)∥∥

Lq,μ(Rn) ≤
∥∥BΩ,α

(
f, g
)∥∥

Lt,λ(Rn) ≤ C
∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.24)

From the inequality (�) and Theorem 2.2, we obtain an Olsen inequality involving a
multiplication operator.
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Corollary 2.5. Suppose 0 < α < n, and let Ω ∈ Ls(Sn−1) be homogeneous of degree zero on R
n, let p

be the harmonic mean of p1 and p2, 1 < p < n/α, 0 < λ < n − αp, s′ < p, andW ∈ L(n−λ)/α,λ(Rn). If

1
q
=

1
p
− α

n − λ ;
λ

p
=
λ1
p1

+
λ2
p2
, 0 < λ1, λ2 < n. (2.25)

One has

∥∥W · BΩ,α
(
f, g
)∥∥

Lp,λ(Rn) ≤ C‖W‖L(n−λ)/α,λ(Rn)

∥∥f
∥∥
Lp1 ,λ1 (Rn)

∥∥g
∥∥
Lp2 ,λ2 (Rn). (2.26)

3. The Boundedness of BΩ,α on Modified Morrey Space

After studying Morrey spaces in detail, people are led to considering the local and global
counterpart. There are many famous work by V. I. Burenkov, H. V. Guliyev and V. S.
Guliyev, and so forth and (see [12–20]). Recently, Guliyev et al. have considered the following
modified Morrey spaces L̃p,λ(Rn) in [21].

Definition 3.1. Let 1 ≤ p < ∞, 0 ≤ λ ≤ n and [t]1 = min{1, t}. L̃p,λ(Rn) is defined as the set of
all functions f ∈ Lloc

p (Rn), with the finite norms

∥∥f
∥∥

L̃p,λ
= sup

x∈Rn, t>0

(
1

[t]λ1

∫

B(x,t)
|f(y)|pdy

)1/p

. (3.1)

Note that

L̃p,0(Rn) = Lp,0(Rn) = Lp(Rn),

L̃p,λ(Rn)⊂Lp,λ(Rn) ∩ Lp(Rn), max
{∥∥f
∥∥
Lp,λ ,
∥∥f
∥∥
Lp

} ≤ ∥∥f∥∥L̃p,λ ,
(3.2)

and if λ < 0 or λ > n, then L̃p,λ(Rn) = Lp,λ(Rn) = {0}.
In [21], the authors discussed the boundedness of maximal function in modified

Morrey spaces L̃p,λ(Rn) and obtained the following generalized Hardy-Littlewood-Sobolev
inequalities in modified Morrey spaces.

Theorem D. Let 0 < α < n and 0 ≤ λ < n − α. If 1 < p < (n − λ)/α, then condition α/n ≤
1/p−1/q ≤ α/(n−λ) is necessary and sufficient for the boundedness of the operator Iα from L̃p,λ(Rn)
to L̃q,λ(Rn).

We also can extend Theorem D to the multilinear case.
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Lemma 3.2. Let p > 1, 0 < λ < n and 1/p = 1/p1 + 1/p2. If

λ

p
=
λ1
p1

+
λ2
p2
, 0 < λ1, λ2 < n, (3.3)

then there exists a positive constant C such that

∥∥M
(
f, g
)∥∥

L̃p,λ(Rn) ≤ C
∥∥f
∥∥
L̃p1 ,λ(Rn)

∥∥g
∥∥
L̃p2 ,λ(Rn). (3.4)

Proof. When 1 ≤ δ < p, the following inequality:

∫

Rn

(
Mδf(x)

)p
χ(x)dx ≤ Cp

∫

Rn

∣∣f(x)
∣∣pMχ(x)dx (3.5)

holds, whereM is the Hardy-littlewood maximal function andMδf(x) = (Mfδ)1/δ(x).
Taking f ∈ L̃p,λ(Rn), 0 < λ < n. Using the method in [21], we get ‖Mδf‖L̃p,λ(Rn) ≤

C‖f‖L̃p,λ(Rn).
Hence, with the same arguments in Lemma 2.1, we complete the proof of Lemma 3.2.

Theorem 3.3. Suppose 0 < α < n, Ω ∈ Ls(Sn−1) and let be homogeneous of degree zero on R
n, let p

be the harmonic mean of p1 and p2, 1 < p < n/α, 0 < λ < n − αp, s′ < p and λ/p = λ1/p1 + λ2/p2,
0 < λ1, λ2 < n. Then the condition α/n ≤ 1/p − 1/q ≤ α/(n − λ) is necessary and sufficient for the
boundedness of BΩ,α from L̃p1,λ1(Rn) × L̃p2,λ2(Rn) to L̃q,λ(Rn).

Proof. (1) Sufficiency. Let f ∈ L̃p1,λ1(Rn), g ∈ L̃p2,λ2(Rn), σ = (n − αs′ + λ)/2, since s′ < p and
0 < λ < n−αp, we can get λ < σ < n−αs′, (n−λ)/p > α > (n−σ)/s′ and λ < n− ((n−σ)/s′)p <
n − αp.

Do the same decomposition of BΩ,α(f, g)(x) in the proof of Theorem 2.2, then we only
need to estimate Fσ(f, g)(x). We can easily obtain

Fσ
(
f, g
)
(x) ≤

⎛

⎝
∞∑

k=0

∫

|y|∼ε2k

∣∣∣fs
′(
x − y)gs′(x + y

)∣∣∣

|y|σ dy

⎞

⎠

1/s′

≤
∞∑

k=0

(
ε2k
)(n−σ)/s′−n/p

(∫

|y|∼ε2k

∣∣fp1
(
x − y)∣∣dy

)1/p1

×
(∫

|y|∼ε2k

∣∣gp2
(
x − y)∣∣dy

)1/p2

≤ (ε)(n−σ)/s
′−n/p

∞∑

k=0

(
2k
)(n−σ)/s′−n/p[

ε2k
]λ/p

1

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn).

(3.6)
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For 0 < ε < 1/2, we get

∞∑

k=0

(
2k
)(n−σ)/s′−n/p[

ε2k
]λ/p

1
=

[log2(1/2ε)]∑

k=0

ελ/p
(
2k
)(n−σ)/s′−n/p+λ/p

+
∞∑

k=[log2(1/2ε)]+1

(
2k
)(n−σ)/s′−n/p

≤ C
(
ελ/p + ε(n−σ)/s

′−n/p
)
≤ Cελ/p.

(3.7)

While ε ≥ 1/2, we obtain

∞∑

k=0

(
2k
)(n−σ)/s′−n/p[

ε2k
]λ/p

1
=

∞∑

k=0

(
2k
)(n−σ)/s′−n/p ≤ C. (3.8)

Thus, we obtain

Fσ
(
f, g
)
(x) ≤ C(ε)((n−σ)/s

′)−(n/p)[2ε]λ/p1

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn),

∣∣BΩ,α
(
f, g
)
(x)
∣∣ ≤ C

(
εαMs′

(
f, g
)
(x) + εα−(n/p)[ε]λ/p1

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

)

≤ Cmin
{
εαMs′

(
f, g
)
(x) + εα−n/p

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn) ,

εαMs′
(
f, g
)
(x) + εα−(n−λ)/p

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

}
.

(3.9)

Set

ε =
(
Ms′(f, g)(x)

−1∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

)p/(n−λ)
,

ε =
(
Ms′(f, g)(x)

−1∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

)p/n
,

(3.10)

we have

∣∣BΩ,α
(
f, g
)
(x)
∣∣

≤ Cmin

⎧
⎨

⎩

(
Ms′
(
f, g
)
(x)

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

)1−pα/(n−λ)
,

(
Ms′
(
f, g
)
(x)

∥∥f
∥∥
L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

)1−pα/n⎫⎬

⎭

× ∥∥f∥∥L̃p1 ,λ1 (Rn)

∥∥g
∥∥
L̃p2 ,λ2 (Rn)

≤ C(Ms′
(
f, g
)
(x)
)p/q∥∥f

∥∥1−p/q
L̃p1 ,λ1 (Rn)

∥∥g
∥∥1−p/q
L̃p2 ,λ2 (Rn)

.

(3.11)
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Hence, by the boundedness of M(f, g)(x) in Lemma 3.2, we prove that BΩ,α is
bounded from L̃p1,λ1(Rn) × L̃p2,λ2(Rn) to L̃q,λ(Rn).

(2) Necessity. Let 1 < p < n/α and f ∈ L̃p1,λ1(Rn), g ∈ L̃p2,λ2(Rn). Denote ft(x) =: f(tx),
gt(x) =: g(tx), and [t]1,+ = max{1, t}. Then from [21], we have

∥∥ft
∥∥
L̃p1 ,λ1 (Rn) = t

−n/p1[t]λ1/p11,+

∥∥f
∥∥
L̃p1 ,λ1 (Rn),

∥∥gt
∥∥
L̃p2 ,λ2 (Rn) = t

−n/p2[t]λ2/p21,+

∥∥f
∥∥
L̃p2 ,λ2 (Rn),

BΩ,α
(
ft, gt

)
(x) = t−αBΩ,α

(
f, g
)
(tx),

∥∥BΩ,α
(
ft, gt

)∥∥
L̃q,λ(Rn) = t

−α−n/q[t]λ/q1,+

∥∥BΩ,α
(
f, g
)∥∥

L̃q,λ(Rn).

(3.12)

By the boundedness of BΩ,α, we have

∥∥BΩ,α
(
f, g
)∥∥

L̃q,λ(Rn) = t
α+n/q[t]−λ/q1,+

∥∥BΩ,α
(
ft, gt

)∥∥
L̃q,λ(Rn)

≤ Ctα+n/q[t]−λ/q1,+

∥∥ft
∥∥
L̃p1 ,λ1 (Rn)

∥∥gt
∥∥
L̃p2 ,λ2 (Rn)

≤ Ctα+n/q−(n/p)[t]λ/p−λ/q1,+

∥∥ft
∥∥
L̃p1 ,λ1 (Rn)

∥∥gt
∥∥
L̃p2 ,λ2 (Rn).

(3.13)

If 1/q > 1/p − α/(n − λ), then in the case t → 0, for all f ∈ L̃p1,λ1(Rn), g ∈ L̃p2,λ2(Rn),
we have ‖BΩ,α(f, g)‖L̃q,λ(Rn) = 0.

If 1/q < 1/p − α/(n − λ), then in the case t → ∞, for all f ∈ L̃p1,λ1(Rn), g ∈ L̃p2,λ2(Rn),
we have ‖BΩ,α(f, g)‖Lq,λ(Rn) = 0.

Therefor α/n ≤ 1/p − 1/q ≤ α/(n − λ).

4. The Boundedness of BΩ,α on Generalized Center Morrey Space

Definition 4.1. Let ϕ(r) be a positive measurable function on R+ and 1 ≤ p < ∞. We denote
by Ḃp,ϕ(Rn) the generalized central Morrey space, the space of all functions f ∈ Lloc

p (Rn)with
finite quasinorm

∥∥f
∥∥
Ḃp,ϕ(Rn) = sup

r>0
ϕ(r)−1|B(0, r)|−1/p∥∥f∥∥Lp(B(0,r)), (4.1)

where B(0, r) denotes a ball centered at 0 with side length r and |B(0, r)| is the Lebesgue
measure of the ball B(0, r).

According to this definition, we recover the spaces Ḃp,λ(Rn) under the choice ϕ(r) =
rnλ. About the Ḃp,λ(Rn) space, the readers can refer to [22], In fact, we can easily check that
Ḃp,λ(Rn) is a Banach space, Ḃp,λ(Rn) reduce to {0}when λ < −1/p, Ḃp,(−1/p)(Rn) = Lp(Rn) and
Ḃp,0(Rn) = Ḃp(Rn).

There are many papers that discussed the conditions on ϕ to obtain the boundedness
of fractional integral on the generalized Morrey spaces, see [23, 24]. In [25] the following
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condition was imposed on the pair (ϕ1, ϕ2):

∫∞

r

ess inft<s<∞ϕ1(s)sn/p

tn/q+1
≤ Cϕ2(r) (4.2)

for the fractional integral Iα, where 1/q = 1/p − α/n and C (> 0) does not depend on r.

Theorem E (see [26]). The inequality

ess sup
t>0

ω(t)Hg(t) ≤ c ess sup
t>0

ν(t)g(t) (4.3)

holds for all nonnegative and nonincreasing g on (0,∞) if and only if

A := sup
t>0

ω(t)
t

∫ t

0

dr

ess supt>0ν(s)
<∞, (4.4)

and c ≈ A, where theH is the Hardy operator

Hg(t) :=
1
t

∫ t

0
g(r)dr, 0 < t <∞. (4.5)

In this section we are going to discuss the boundedness of BΩ,α on generalized central
Morrey space.

Lemma 4.2. Suppose 0 < α < n, 1/p = 1/p1 + 1/p2, 1/q = 1/p − α/n, and s ≥ p′, then for
1 < p < n/α, the inequality

∥∥BΩ,α
(
f, g
)∥∥

Lq(B(0,r))

≤ Crn/q
(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1(∫∞

2r

∥∥g
∥∥p2/p
Lp2 (B(0,t))

dt

tn/q+1

)p/p2 (4.6)

holds for any ball B(0, r) and for all f ∈ Lloc
p1 (R

n) and g ∈ Lloc
p2 (R

n).

Proof. Let 1 < p < n/α, 1/p = 1/p1 + 1/p2, 1/q = 1/p − α/n and s ≥ p′. For any r > 0, set
B = B(0, r), we write

f(x) = f(x)χ3B(x) + f(x)χ(3B)c(x) := f1(x) + f2(x),

g(x) = g(x)χ3B(x) + g(x)χ(3B)c(x) := g1(x) + g2(x).
(4.7)

Hence

∥∥BΩ,α
(
f, g
)∥∥

Lq(B) ≤
∥∥BΩ,α

(
f1, g1

)∥∥
Lq(B) +

∥∥BΩ,α
(
f1, g2

)∥∥
Lq(B)

+
∥∥BΩ,α

(
f2, g1

)∥∥
Lq(B) +

∥∥BΩ,α
(
f2, g1

)∥∥
Lq(B).

(4.8)



Journal of Function Spaces and Applications 13

Since BΩ,α is bounded from Lp1 × Lp2 to Lq, we have

∥∥BΩ,α
(
f1, g1

)∥∥
Lq(B) ≤

∥∥BΩ,α
(
f1, g1

)∥∥
Lq(Rn) ≤ C

∥∥f1
∥∥
Lp1 (Rn)

∥∥g1
∥∥
Lp2 (Rn)

≤ C∥∥f∥∥Lp1 (3B)
∥∥g
∥∥
Lp2 (3B),

(4.9)

where the constant C > 0 is independent of f and g.
To estimate BΩ,α(f1, g2), it follows that

∣∣BΩ,α
(
f1, g2

)∣∣ =

∣∣∣∣∣

∫

Rn

f1
(
x − y)g2

(
x + y

)
Ω
(
y
)

∣∣y
∣∣n−α

dy

∣∣∣∣∣

≤
(∫

Rn

∣∣∣f
p1/p

1

(
x − y)Ω(y)

∣∣∣dy
)p/p1

⎛

⎝
∫

Rn

∣∣∣g
p2/p

2

(
x − y)Ω(y)

∣∣∣
∣∣y
∣∣(n−α)p2/p

dy

⎞

⎠

p/p2

≤
(∫

4B

∣∣fp1
(
y
)∣∣dy

)1/p1(∫

4B

∣∣∣Ωp′(x − y)
∣∣∣dy
)p/p1p′

×
(∫

(2B)c

∣∣gp2/p
(
y
)
Ω
(
x − y)∣∣

∣∣y
∣∣(n−α)p2/p

dy

)p/p2

≤ Crpn/p1p′
(
rn/q
∥∥f
∥∥p1/p
Lp1 (4B)

∫∞

4r

dt

tn/q+1

)p/p1

×
(∫

(2B)c

∣∣∣gp2/p
(
y
)
Ω
(
x − y)

∣∣∣
∫∞

|y|
dt

|t|(n−α)p2/p+1
dy

)p/p2

≤ Crpn/p1p′+np/qp1
(∫∞

4r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1

×
(∫∞

2r

∫∞

2r≤|y|<t
∣∣∣gp2/p

(
y
)
Ω
(
x − y)

∣∣∣dy
dt

|t|(n−α)p2/p+1
)p/p2

≤ Cr(p/p1)(n−α)
(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1

×
(∫∞

2r

∥∥g
∥∥
p2/p

Lp2 (B(0,t))

dt

|t|(n−α)p2/p+1−(n/p′)
)p/p2

≤ C
(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1

×
(∫∞

2r
|t|(p/p1)(n−α)∥∥g∥∥p2/pLp2 (B(0,t))

dt

|t|(n−α)p2/p+1−(n/p′)
)p/p2
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≤ C
(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1

×
(∫∞

2r

∥∥g
∥∥p2/p
Lp2 (B(0,t))

dt

|t|n/q+1
)p/p2

.

(4.10)

So

∥∥BΩ,α
(
f1, g2

)∥∥
Lq(B(0,r)) ≤ Crn/q

(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

t(n/q)+1

)p/p1(∫∞

2r

∥∥g
∥∥p2/p
Lp2 (B(0,t))

dt

t(n/q)+1

)p/p2
.

(4.11)

By the same estimating, we also can obtain

∥∥BΩ,α
(
f2, g1

)∥∥
Lq(B(0,r)) ≤ Crn/q

(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

t(n/q)+1

)p/p1(∫∞

2r

∥∥g
∥∥p2/p
Lp2 (B(0,t))

dt

t(n/q)+1

)p/p2
.

(4.12)

To estimate BΩ,α(f2, g2), we get

∣∣BΩ,α
(
f2, g2

)∣∣ =

∣∣∣∣∣

∫

Rn

f1
(
x − y)g2

(
x + y

)
Ω
(
y
)

∣∣y
∣∣n−α

dy

∣∣∣∣∣

≤
⎛

⎝
∫

Rn

∣∣∣f
p1/p

2

(
x − y)Ω(y)

∣∣∣
∣∣y
∣∣n−α

dy

⎞

⎠

p/p2

×
⎛

⎝
∫

Rn

∣∣∣g
p2/p

2

(
x − y)Ω(y)

∣∣∣
∣∣y
∣∣n−α

dy

⎞

⎠

p/p2

≤
(∫

(2B)c

∣∣fp1/p
(
y
)
Ω
(
x − y)∣∣

∣∣y
∣∣n−α

dy

)p/p1

×
(∫

(2B)c

∣∣gp2/p
(
y
)
Ω
(
x − y)∣∣

∣∣y
∣∣n−α

dy

)p/p2

≤ C
(∫

(2B)c

∣∣∣fp1/p
(
y
)
Ω
(
x − y)

∣∣∣
∫∞

|y|
dt

|t|n−α+1
dy

)p/p1

×
(∫

(2B)c

∣∣∣gp2/p
(
y
)
Ω
(
x − y)

∣∣∣
∫∞

|y|
dt

|t|n−α+1
dy

)p/p2
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≤ C
(∫∞

2r

∫∞

2r≤|y|<t

∣∣∣fp1/p
(
y
)
Ω
(
x − y)

∣∣∣dy
dt

|t|n−α+1
)p/p1

×
(∫∞

2r

∫∞

2r≤|y|<t

∣∣∣gp2/p
(
y
)
Ω
(
x − y)

∣∣∣dy
dt

|t|n−α+1
)p/p2

≤ C
(∫∞

2r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1(∫∞

2r

∥∥g2
∥∥p2/p
Lp2 (B(0,t))

dt

|t|n/q+1
)p/p2

.

(4.13)

Combining the above estimates, we end the proof of Lemma 4.2.

Theorem 4.3. Suppose 0 < α < n, 1/p = 1/p1 + 1/p2, 1 < p < n/α, 1/q = 1/p − α/n, and s ≥ p′.
If (ϕ1, ν1) satisfies the condition

∫∞

r

ess inft<s<∞ϕ
p1/p

1 (s)sn/p

tn/q+1
≤ Cνp1/p1 (r), (4.14)

and (ϕ2, ν2) satisfies the condition

∫∞

r

ess inft<s<∞ϕ
p1/p

2 (s)sn/p

tn/q+1
≤ Cνp1/p2 (r), (4.15)

where the constant C > 0 does not depend on r. Let ϕ = ν1ν2, then BΩ,α is bounded from Ḃp1,ϕ1 × Ḃp2,ϕ2

to Ḃq,ϕ.

Proof. By Theorem E and Lemma 4.2, we have

∥∥BΩ,α
(
f, g
)∥∥

Ḃq,ϕ(Rn) ≤ C sup
r>0

ϕ(r)−1
(∫∞

r

∥∥f
∥∥p1/p
Lp1 (B(0,t))

dt

tn/q+1

)p/p1

×
(∫∞

r

∥∥g2
∥∥p2/p
Lp2 (B(0,t))

dt

|t|n/q+1
)p/p2

= C sup
r>0

(

ν1(r)−p1/p
∫ r−n/q

0

∥∥f
∥∥p1/p
Lp1 (B(0,t−q/n))

dt

)p/p1

×
(

ν2(r)
−p2/p

∫ r−n/q

0

∥∥g2
∥∥p2/p
Lp2 (B(0,t−q/n))

dt

)p/p2

= C sup
r>0

(
ν1
(
r−q/n

)−p1/p
∫ r

0

∥∥f
∥∥p1/p
Lp1 (B(0,t−q/n))

dt

)p/p1

×
(
ν2(r−q/n)

−p2/p
∫ r

0

∥∥g2
∥∥p2/p
Lp2 (B(0,t−q/n))

dt

)p/p2
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≤ C sup
r>0

(
ϕ1

(
r−q/n

)−p1/p
rq/p
∥∥f
∥∥p1/p
Lp1 (B(0,r−q/n))

)p/p1

× sup
r>0

(
ϕ2

(
r−q/n

)−p2/p
rq/p
∥∥g
∥∥p2/p
Lp2 (B(0,r−q/n))

)p/p2

≤ C∥∥f∥∥Ḃp1 ,ϕ1 (Rn)

∥∥g
∥∥
Ḃp2 ,ϕ2 (Rn).

(4.16)

Corollary 4.4. Suppose 0 < α < n, 1/p = 1/p1 + 1/p2, 1 < p < n/α, 1/q = 1/p − α/n, s ≥ p′,
λ1 < −αp/np1, λ2 < −αp/np2, and λ < λ1 + λ2 + α/n, then BΩ,α is bounded from Ḃp1,λ1 × Ḃp2,λ2 to
Ḃq,λ.

Remark 4.5. Although we worked on the bilinear case. Applying same ideas in the argument,
we may obtain similar extension of IΩ,α( �f).
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It is well known that the gradient-projection algorithm (GPA) for solving constrained convex
minimization problems has been proven to have only weak convergence unless the underlying
Hilbert space is finite dimensional. In this paper, we introduce a new hybrid gradient-projection
algorithm for solving constrained convex minimization problems with generalized mixed
equilibrium problems in a real Hilbert space. It is proven that three sequences generated by this
algorithm converge strongly to the unique solution of some variational inequality, which is also
a common element of the set of solutions of a constrained convex minimization problem, the set
of solutions of a generalized mixed equilibrium problem, and the set of fixed points of a strict
pseudocontraction in a real Hilbert space.

1. Introduction

Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Let C be a nonempty
closed convex subset of H and let PC be the metric projection of H onto C. Recall that a
ρ-Lipschitz continuous mapping T : C → H is a mapping on C such that

∥∥Tx − Ty∥∥ ≤ ρ∥∥x − y∥∥, ∀x, y ∈ C, (1.1)

where ρ ≥ 0 is a constant. In particular, if ρ ∈ [0, 1) then T is called a contraction on C; if ρ = 1
then T is called a nonexpansive mapping on C. A mapping A : C → H is called monotone if

〈
Ax −Ay, x − y〉 ≥ 0, ∀x, y ∈ C. (1.2)
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A mapping A : C → H is called α-inverse strongly monotone if there exists a constant α > 0
such that

〈
Ax −Ay, x − y〉 ≥ α∥∥Ax −Ay∥∥2, ∀x, y ∈ C; (1.3)

see, for example, [1]. A self-mapping S : C → C is called k-strictly pseudocontractive if there
exists a constant k ∈ [0, 1) such that

∥∥Sx − Sy∥∥2 ≤ ∥∥x − y∥∥2 + k∥∥(I − S)x − (I − S)y∥∥2, ∀x, y ∈ C; (1.4)

see, for example, [2]. In particular, if k = 0, then S reduces to a nonexpansive self-mapping
on C.

Consider the following constrained convex minimization problem:

minimize
{
f(x) : x ∈ C}, (1.5)

where f : C → R is a real-valued convex function. If f is (Frechet) differentiable, then
the gradient-projection method (for short, GPM) generates a sequence {xn} via the recursive
formula

xn+1 = PC
(
xn − λ∇f(xn)

)
, ∀n ≥ 0, (1.6)

or more generally,

xn+1 = PC
(
xn − λn∇f(xn)

)
, ∀n ≥ 0, (1.7)

where in both (1.6) and (1.7), the initial guess x0 is taken from C arbitrarily, the parameters,
λ or λn, are positive real numbers, and PC is the metric projection from H onto C. The
convergence of the algorithms (1.6) and (1.7) depends on the behavior of the gradient∇f . As
a matter of fact, it is known that if ∇f is strongly monotone and Lipschitzian; namely, there
are constants η, L > 0 satisfying the properties

〈∇f(x) − ∇f(y), x − y〉 ≥ η∥∥x − y∥∥2, (1.8)
∥∥∇f(x) − ∇f(y)∥∥ ≤ L∥∥x − y∥∥ (1.9)

for all x, y ∈ C, then, for 0 < λ < 2η/L2, the operator

T := PC
(
I − λ∇f) (1.10)

is a contraction; hence, the sequence {xn} defined by algorithm (1.6) converges in norm to
the unique solution of the minimization (1.5). More generally, if the sequence {λn} is chosen
to satisfy the property

0 < lim inf
n→∞

λn ≤ lim sup
n→∞

λn <
2η
L2 (1.11)
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then the sequence {xn} defined by algorithm (1.7) converges in norm to the uniqueminimizer
of (1.5). However, if the gradient ∇f fails to be strongly monotone, the operator T defined in
(1.10) would fail to be contractive; consequently, the sequence {xn} generated by algorithm
(1.6)may fail to converge strongly (see Section 4 in Xu [3]). The following theorem states that
if the Lipschitz condition (1.9) holds, then the algorithms (1.6) and (1.7) can still converge in
the weak topology.

Theorem 1.1 (see [3, Theorem 3.2]). Assume the minimization (1.5) is consistent and letΩ denote
its solution set. Assume the gradient ∇f satisfies the Lipschitz condition (1.9). Let the sequence of
parameters, {λn}, satisfy the condition

0 < lim inf
n→∞

λn ≤ lim sup
n→∞

λn <
2
L
. (1.12)

Then the sequence {xn} generated by the gradient-projection algorithm (1.7) converges weakly to a
minimizer of (1.5).

From the above theorem, it is known that the gradient-projection algorithm has weak
convergence, in general, unless the underlying Hilbert space is finite dimensional. This gives
naturally rise to a question how to appropriately modify the gradient-projection algorithm so
as to have strong convergence. Xu [3] gave two such modifications, one of which is simply
a convex combination of a contraction with the point generated by the projected gradient
algorithm.

Theorem 1.2 (see [3, Theorem 5.2]). Assume the minimization (1.5) is consistent and letΩ denote
its solution set. Assume the gradient ∇f satisfies the Lipschitz condition (1.9). Let Q : C → C be
a ρ-contraction with ρ ∈ [0, 1). Let a sequence {xn} be generated by the following hybrid gradient-
projection algorithm:

xn+1 = αnQxn + (1 − αn)PC
(
xn − λn∇f(xn)

)
, ∀n ≥ 0. (1.13)

Assume the sequence {λn} satisfies the condition (1.12) and, in addition, the following conditions are
satisfied for {λn} and {αn} ⊂ [0, 1]:

(i) αn → 0;

(ii)
∑∞

n=0 αn = ∞;

(iii)
∑∞

n=0 |αn+1 − αn| <∞;

(iv)
∑∞

n=0 |λn+1 − λn| <∞.

Then the sequence {xn} converges in norm to a minimizer of (1.5) which is also the unique solution
of the variational inequality of finding x∗ ∈ Ω such that

〈(I −Q)x∗, x − x∗〉 ≥ 0, ∀x ∈ Ω. (1.14)

In other words, x∗ is the unique fixed point of the contraction PΩQ, x∗ = PΩQx∗.

On the other hand, Peng and Yao [4] recently introduced the following generalized
mixed equilibrium problem of finding x ∈ C such that

Θ
(
x, y

)
+ ϕ
(
y
) − ϕ(x) + 〈Fx, y − x〉 ≥ 0, ∀y ∈ C, (1.15)
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where F : C → H is a nonlinear mapping and ϕ : C → R is a function and Θ : C × C → R
is a bifunction. The set of solutions of problem (1.15) is denoted by GMEP. Subsequently, Yao
et al. [5] and Ceng and Yao [6] also considered problem (1.15).

The problem (1.15) is very general in the sense that it includes, as special cases, opti-
mization problems, variational inequalities, minimax problems, Nash equilibrium problems
in noncooperative games, and others; see, for example, [7–15]. Here some special cases of
problem (1.15) are stated as follows.

If F = 0, then problem (1.15) reduces to the following mixed equilibrium problem of
finding x ∈ C such that

Θ
(
x, y

)
+ ϕ
(
y
) − ϕ(x) ≥ 0, ∀y ∈ C, (1.16)

which was considered by Ceng and Yao [7] and Bigi et al. [16]. Very recently, Peng [10]
further discussed this problem. The set of solutions of this problem is denoted by MEP.

If ϕ = 0, then problem (1.15) reduces to the following generalized equilibrium problem
of finding x ∈ C such that

Θ
(
x, y

)
+
〈
Fx, y − x〉 ≥ 0, ∀y ∈ C, (1.17)

which was studied by S. Takahashi and W. Takahashi [8].
If ϕ = 0 and F = 0, then problem (1.15) reduces to the following equilibrium problem

of finding x ∈ C such that

Θ
(
x, y

) ≥ 0, ∀y ∈ C. (1.18)

If Θ = 0, ϕ = 0 and F = A, then problem (1.15) reduces to the following classical
variational inequality of finding x ∈ C such that

〈
Ax, y − x〉 ≥ 0, ∀y ∈ C, (1.19)

whose solution set is denoted by VI(C,A).
The variational inequalities have been extensively studied in the literature; see [14, 17–

27] and the references therein. In 2006, Nadezhkina and Takahashi [22, 25] and Zeng and
Yao [18] proposed some variants of Korpelevič’s extragradient method [17] for finding an
element of Fix(S) ∩ VI(C,A), where S is a nonexpansive self-mapping on C.

Very recently, Peng [10] also introduced a variant of Korpelevič’s extragradient
method [17] for finding a common element of the set of solutions of a mixed equilibrium
problem, the set of fixed points of a strict pseudocontraction, and the set of solutions of a
variational inequality for a monotone, Lipschitz continuous mapping.

Theorem 1.3 (see [10, Theorem 3.1]). Let C be a nonempty closed convex subset of a real Hilbert
space H. Let Θ : C × C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R a
lower semicontinuous and convex function with assumptions (A1) or (A2), where

(H1) Θ(x, x) = 0, for all x ∈ C;
(H2) Θ is monotone, that is, Θ(x, y) + Θ(y, x) ≤ 0, for all x, y ∈ C;
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(H3) for each y ∈ C, x �→ Θ(x, y) is weakly upper semicontinuous;

(H4) for each x ∈ C, y �→ Θ(x, y) is convex and lower semicontinuous;

(A1) for each x ∈ H and r > 0, there exists a bounded subset Dx ⊂ C and yx ∈ C such that for
any z ∈ C \Dx,

Θ
(
z, yx

)
+ ϕ
(
yx
) − ϕ(z) + 1

r

〈
yx − z, z − x

〉
< 0; (1.20)

(A2) C is a bounded set.

Let A : C → H be a monotone and L-Lipschitz-continuous mapping and S : C → C be a k-strict
pseudocontraction for some 0 ≤ k < 1 such that Fix(S) ∩ VI(C,A) ∩ MEP /= ∅. For given x0 ∈ H
arbitrarily, let {xn}, {tn}, {yn}, {un}, {zn} be sequences generated by

Θ
(
tn, y

)
+ ϕ
(
y
) − ϕ(tn) + 1

rn

〈
y − tn, tn − xn

〉 ≥ 0, ∀y ∈ C,

yn = PC(tn − λnAtn),
un = PC

(
tn − λnAyn

)
,

zn = αnun + (1 − αn)Sun,

Cn =
{
z ∈ C : ‖zn − z‖2 ≤ ‖xn − z‖2 − (1 − αn)(αn − ε)‖tn − Stn‖2

}
,

Qn = {z ∈ H : 〈xn − z, x − xn〉 ≥ 0},
xn+1 = PCn∩Qnx, ∀n ≥ 0.

(1.21)

Assume that {λn} ⊂ [a, b] for some a, b ∈ (0, 1/L), {αn} ⊂ [c, d] for some c, d ∈ (k, 1) and let
{rn} ⊂ (0,∞) satisfy lim infn→∞rn > 0. Then, {xn}, {tn}, {yn}, {un}, {zn} converge strongly to
w = PFix(S)∩VI(C,A)∩MEPx.

Furthermore, related iterative methods for solving fixed point problems, variational
inequalities, equilibrium problems, and optimization problems can be found in [1, 2, 6, 11, 13–
16, 19, 20, 24, 26–35].

In this paper, let C be a nonempty closed convex subset of a real Hilbert space H.
Let Θ : C × C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R
a lower semicontinuous and convex function with assumptions (A1) or (A2). Suppose
the minimization (1.5) is consistent and let Ω denote its solution set. Let the gradient
∇f be L-Lipschitzian with constant L > 0 and F : C → H be an α-inverse strongly
monotone mapping. Let S : C → C be a k-strictly pseudocontractive mapping such that
Fix(S) ∩Ω ∩GMEP /= ∅. Let Q : C → C be a ρ-contraction with ρ ∈ [0, 1/2). For given x0 ∈ C
arbitrarily, let the sequences {xn}, {yn} and {zn} be generated iteratively by

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C,

yn = αnQxn + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(1.22)
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where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α] and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1]
such that βn + γn + δn = 1 for all n ≥ 0. It is proven that under very mild conditions, the
sequences {xn}, {yn} and {zn} converge strongly to the unique solution of the variational
inequality of finding x∗ ∈ Fix(S) ∩Ω ∩GMEP such that

〈(I −Q)x∗, x − x∗〉 ≥ 0, ∀x ∈ Fix(S) ∩Ω ∩GMEP . (1.23)

In other words, x∗ is the unique fixed point of the contraction PFix(S)∩Ω∩GMEPQ, x∗ =
PFix(S)∩Ω∩GMEPQx

∗. The result presented in this paper generalizes and improves some well-
known results in the literature. Indeed, compared with some well-known results in the
literature, our result improves and extends them in the following aspects.

(i) Compared with Xu [3, Theorem 3.2], a weak convergence result, our result is a
strong convergence result.

(ii) Our problem of finding an element of Fix(S) ∩Ω ∩GMEP is more general than the
problem of finding an element of Fix(S) ∩ VI(C,A) in [14, 18, 22, 23, 25].

(iii) In our algorithm (1.22), Xu’s modified gradient-projection algorithm in [3, Theorem
5.2] is rewritten as the second iteration step

yn = αnQxn + (1 − αn)PC
(
zn − λn∇f(zn)

)
. (1.24)

Here the main purpose of the reason why we use such an iteration step is to play a
convenience and efficiency role in the computation of an element of Ω. Therefore,
Xu’s algorithm (1.13) is extended to develop our algorithm (1.22).

(iv) Our problem of finding an element of Fix(S) ∩Ω ∩GMEP is more general than the
problem of finding an element of Ω in Xu [3]. In addition, it is worth pointing out
that Xu’s conditions

∑∞
n=0 |αn+1 − αn| < ∞ and

∑∞
n=0 |λn+1 − λn| < ∞ in the above

Theorem 1.2 are replaced by the weaker conditions limn→∞(αn − αn+1) = 0 and
limn→∞(λn − λn+1) = 0 in our result (see Theorem 3.2 in Section 3).

2. Preliminaries

LetH be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ ·‖ and C a nonempty closed
convex subset of H. We write → to indicate that the sequence {xn} converges strongly to x
and⇀ to indicate that the sequence {xn} converges weakly to x. Moreover, we use ωw(xn) to
denote the weak ω-limit set of the sequence {xn}, that is,

ωw(xn) :=
{
x : xni ⇀ x for some subsequence {xni} of {xn}

}
. (2.1)

For every point x ∈ H, there exists a unique nearest point in C, denoted by PCx, such
that

‖x − PCx‖ ≤ ∥∥x − y∥∥, ∀x ∈ C. (2.2)

PC is called the metric projection of H onto C. We know that PC is a firmly nonexpansive
mapping ofH onto C; that is, there holds the following relation:

〈
PCx − PCy, x − y〉 ≥ ∥∥PCx − PCy

∥∥2, ∀x, y ∈ H. (2.3)



Journal of Function Spaces and Applications 7

Consequently, PC is nonexpansive and monotone. It is also known that PC is characterized by
the following properties: PCx ∈ C and

〈
x − PCx, PCx − y〉 ≥ 0, (2.4)

∥∥x − y∥∥2 ≥ ‖x − PCx‖2 +
∥∥y − PCx

∥∥2, (2.5)

for all x ∈ H, y ∈ C; see [36] for more details. Let A : C → H be a monotone mapping. In
the context of the variational inequality, this implies that

x ∈ VI(C,A) ⇐⇒ x = PC(x − λAx) ∀λ > 0. (2.6)

A set-valued mapping T : H → 2H is called monotone if for all x, y ∈ H, f ∈ Tx and
g ∈ Ty imply 〈f − g, x − y〉 ≥ 0. A monotone mapping T : H → 2H is called maximal if
its graph G(T) is not properly contained in the graph of any other monotone mapping. It is
known that a monotonemapping T is maximal if and only if for (x, f) ∈ H×H, 〈f−g, x−y〉 ≥
0 for every (y, g) ∈ G(T) implies f ∈ Tx.

Let A : C → H be a monotone, k-Lipschitz-continuous mapping and let NCv be the
normal cone to C at v ∈ C, that is,NCv = {w ∈ H : 〈v − u,w〉 ≥ 0, for all u ∈ C}. Define

Tv =

{
Av +NCv, if v ∈ C,
∅, if v /∈ C.

(2.7)

Then, T is maximal monotone and 0 ∈ Tv if and only if v ∈ VI(C,A); see [37].
Recall that a mapping S : C → C is called a strict pseudocontraction if there exists a

constant 0 ≤ k < 1 such that

∥∥Sx − Sy∥∥2 ≤ ∥∥x − y∥∥2 + k∥∥(I − S)x − (I − S)y∥∥2, ∀x, y ∈ C. (2.8)

In this case, we also say that S is a k-strict pseudocontraction. A mapping A : C → H is
called α-inverse strongly monotone if there exists a constant α > 0 such that

〈
Ax −Ay, x − y〉 ≥ α∥∥Ax −Ay∥∥2, ∀x, y ∈ C. (2.9)

It is obvious that any α-inverse strongly monotone mapping is Lipschitz continuous. Mean-
time, observe that (2.8) is equivalent to

〈
Sx − Sy, x − y〉 ≤ ∥∥x − y∥∥2 − 1 − k

2
∥∥(I − S)x − (I − S)y∥∥2, ∀x, y ∈ C. (2.10)

It is easy to see that if S is a k-strictly pseudocontractive mapping, then I − S is ((1 − k)/2)-
inverse strongly monotone and hence (2/(1 − k))-Lipschitz continuous. Thus, S is Lipschitz
continuous with constant (1 + k)/(1 − k). We denote by Fix(S) the set of fixed points of S. It
is clear that the class of strict pseudocontractions strictly includes the one of nonexpansive
mappings which are mappings S : C → C such that ‖Sx − Sy‖ ≤ ‖x − y‖ for all x, y ∈ C.
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In order to prove our main result in the next section, we need the following lemmas
and propositions.

Lemma 2.1 (see [7]). LetC be a nonempty closed convex subset of a real Hilbert spaceH. LetΘ : C ×
C → R be a bifunction satisfying conditions (H1)–(H4) and let ϕ : C → R be a lower semicontinuous
and convex function. For r > 0 and x ∈ H, define a mapping T (Θ,ϕ)

r : H → C as follows:

T
(Θ,ϕ)
r (x) =

{
z ∈ C : Θ

(
z, y

)
+ ϕ
(
y
) − ϕ(z) + 1

r

〈
y − z, z − x〉 ≥ 0, ∀y ∈ C

}
(2.11)

for all x ∈ H. Assume that either (A1) or (A2) holds. Then the following conclusions hold:

(i) T (Θ,ϕ)
r (x)/= ∅ for each x ∈ H and T (Θ,ϕ)

r is single-valued;

(ii) T (Θ,ϕ)
r is firmly nonexpansive, that is, for any x, y ∈ H,

∥∥∥T
(Θ,ϕ)
r x − T (Θ,ϕ)

r y
∥∥∥
2 ≤

〈
T
(Θ,ϕ)
r x − T (Θ,ϕ)

r y, x − y
〉
; (2.12)

(iii) Fix(T (Θ,ϕ)
r ) = MEP(Θ, ϕ);

(iv) MEP(Θ, ϕ) is closed and convex.

Remark 2.2. If ϕ = 0, then T (Θ,ϕ)
r is rewritten as TΘ

r .

The following lemma is an immediate consequence of an inner product.

Lemma 2.3. In a real Hilbert spaceH, there holds the inequality

∥∥x + y
∥∥2 ≤ ‖x‖2 + 2

〈
y, x + y

〉
, ∀x, y ∈ H. (2.13)

Proposition 2.4 (see [6, Proposition 2.1]). Let C, H, Θ, ϕ, and T (Θ,ϕ)
r be as in Lemma 2.1. Then

the following relation holds:

∥∥∥T
(Θ,ϕ)
s x − T (Θ,ϕ)

t x
∥∥∥
2 ≤ s − t

s

〈
T
(Θ,ϕ)
s x − T (Θ,ϕ)

t x, T
(Θ,ϕ)
s x − x

〉
(2.14)

for all s, t > 0 and x ∈ H.

Recall that S : C → C is called a quasi-strict pseudocontraction if the fixed point set of
S, Fix(S), is nonempty and if there exists a constant 0 ≤ k < 1 such that

∥∥Sx − p∥∥2 ≤ ∥∥x − p∥∥2 + k‖x − Sx‖2 ∀x ∈ C, p ∈ Fix(S). (2.15)

We also say that S is a k-quasi-strict pseudocontraction if condition (2.15) holds.

Proposition 2.5 (see [2, Proposition 2.1]). Assume C is a nonempty closed convex subset of a real
Hilbert spaceH and let S : C → C be a self-mapping on C.
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(i) If S is a k-strict pseudocontraction, then S satisfies the Lipschitz condition

∥∥Sx − Sy∥∥ ≤ 1 + k
1 − k

∥∥x − y∥∥, ∀x, y ∈ C. (2.16)

(ii) If S is a k-strict pseudocontraction, then the mapping I − S is demiclosed (at 0). That is, if
{xn} is a sequence in C such that xn ⇀ x̃ and (I − S)xn → 0, then (I − S)x̃ = 0, that is,
x̃ ∈ Fix(S).

(iii) If S is a k-quasi-strict pseudocontraction, then the fixed point set Fix(S) of S is closed and
convex so that the projection PFix(S) is well defined.

The following lemma was proved by Suzuki [30].

Lemma 2.6 (see [30]). Let {xn} and {yn} be bounded sequences in a Banach spaceX and let {βn} be
a sequence in [0, 1] with 0 < lim infn→∞βn ≤ lim supn→∞βn < 1. Suppose xn+1 = (1−βn)yn +βnxn
for all integers n ≥ 0 and lim supn→∞(‖yn+1 −yn‖− ‖xn+1 −xn‖) ≤ 0. Then, limn→∞‖yn −xn‖ = 0.

Lemma 2.7 (see [34]). Let {an} be a sequence of nonnegative numbers satisfying the condition

an+1 ≤ (1 − δn)an + δnσn, ∀n ≥ 0, (2.17)

where {δn}, {σn} are sequences of real numbers such that

(i) {δn} ⊂ [0, 1] and
∑∞

n=0 δn = ∞, or equivalently,

∞∏

n=0
(1 − δn) := lim

n→∞

n∏

j=0

(
1 − δj

)
= 0; (2.18)

(ii) lim supn→∞σn ≤ 0, or,

(iii)
∑∞

n=0 δnσn is convergent.

Then limn→∞an = 0.

3. Strong Convergence Theorem

In order to prove our main result, we shall need the following lemma given in [21].

Lemma 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let S : C → C
be a k-strictly pseudocontractive mapping. Let γ and δ be two nonnegative real numbers. Assume
(γ + δ)k ≤ γ . Then

∥∥γ
(
x − y) + δ(Sx − Sy)∥∥ ≤ (γ + δ)∥∥x − y∥∥, ∀x · y ∈ C. (3.1)

We are now in a position to state and prove our main result.

Theorem 3.2. Let C be a nonempty bounded closed convex subset of a real Hilbert spaceH. Let Θ :
C ×C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R a lower semicontinuous
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and convex function with assumptions (A1) or (A2). Suppose the minimization (1.5) is consistent
and let Ω denote its solution set. Assume the gradient ∇f is L-Lipschitzian with constant L > 0
and F : C → H is an α-inverse strongly monotone mapping. Let S : C → C be a k-strictly
pseudocontractive mapping such that Fix(S) ∩ Ω ∩ GMEP /= ∅. Let Q : C → C be a ρ-contraction
with ρ ∈ [0, 1/2). For given x0 ∈ C arbitrarily, let the sequences {xn}, {yn}, and {zn} be generated
iteratively by

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C,

yn = αnQxn + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.2)

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α], and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that

(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 2α and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and (γn + δn)k ≤ γn < (1 − 2ρ)δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞δn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then the sequences {xn}, {yn}, and {zn} converge strongly to the unique solution of the variational
inequality of finding x∗ ∈ Fix(S) ∩Ω ∩GMEP such that

〈(I −Q)x∗, x − x∗〉 ≥ 0, ∀x ∈ Fix(S) ∩Ω ∩GMEP . (3.3)

In other words, x∗ is the unique fixed point of the contraction PFix(S)∩Ω∩GMEPQ, x∗ =
PFix(S)∩Ω∩GMEPQx

∗.

Proof. First it is obvious that there hold the following assertions:

(a) x∗ ∈ C solves the minimization (1.5);

(b) x∗ solves the fixed point equation

x∗ = PC
(
I − λ∇f)x∗, (3.4)

where λ > 0 is any fixed positive number;

(c) x∗ solves the variational inequality of finding x∗ ∈ C such that
〈∇f(x∗), x − x∗〉 ≥ 0, ∀x ∈ C, (3.5)

where its solution set is denoted by VI(C,∇f).
We divide the proof into several steps.

Step 1. We claim that limn→∞‖xn+1 − xn‖ = 0.
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Indeed, first, we can write (3.2) as xn+1 = βnxn + (1 − βn)un, for all n ≥ 0, where un =
(xn+1 − βnxn)/(1 − βn). It follows that

un+1 − un =
xn+2 − βn+1xn+1

1 − βn+1 − xn+1 − βnxn
1 − βn

=
γn+1PC

(
zn+1 − λn+1∇f(zn+1)

)
+ δn+1Syn+1

1 − βn+1 − γnPC
(
zn − λn∇f(zn)

)
+ δnSyn

1 − βn

=
γn+1

[
PC
(
zn+1 − λn+1∇f(zn+1)

) − PC
(
zn − λn∇f(zn)

)]
+ δn+1

(
Syn+1 − Syn

)

1 − βn+1

+
(

γn+1
1 − βn+1 − γn

1 − βn

)
PC
(
zn − λn∇f(zn)

)
+
(

δn+1
1 − βn+1 − δn

1 − βn

)
Syn.

(3.6)

From Lemma 3.1 and (3.2), we get

∥∥γn+1
[
PC
(
zn+1 − λn+1∇f(zn+1)

) − PC
(
zn − λn∇f(zn)

)]
+ δn+1

(
Syn+1 − Syn

)∥∥

≤ ∥∥γn+1
(
yn+1 − yn

)
+ δn+1

(
Syn+1 − Syn

)∥∥

+ γn+1
∥∥[PC

(
zn+1 − λn+1∇f(zn+1)

) − yn+1
]
+
[
yn − PC

(
zn − λn∇f(zn)

)]∥∥

≤ (γn+1 + δn+1
)∥∥yn+1 − yn

∥∥ + γn+1αn+1
∥∥Qxn+1 − PC

(
zn+1 − λn+1∇f(zn+1)

)∥∥

+ γn+1αn
∥∥Qxn − PC

(
zn − λn∇f(zn)

)∥∥.

(3.7)

Let {T (Θ,ϕ)
rn } be a sequence of mappings defined as in Lemma 2.1. Note that the L-Lipschitz

continuity of ∇f implies that the gradient ∇f is (1/L)-ism [31]. Since ∇f and F are (1/L)-
inverse stronglymonotonemapping and α-inverse stronglymonotonemapping, respectively,
then we have

∥∥(I − λ∇f)x − (I − λ∇f)y∥∥2

=
∥∥x − y∥∥2 − 2λ

〈∇f(x) − ∇f(y), x − y〉 + λ2∥∥∇f(x) − ∇f(y)∥∥2

≤ ∥∥x − y∥∥2 + λ
(
λ − 2

L

)∥∥∇f(x) − ∇f(y)∥∥2,
∥∥(I − μF)x − (I − μF)y∥∥2 ≤ ∥∥x − y∥∥2 + μ(μ − 2α

)∥∥Fx − Fy∥∥2.

(3.8)

It is clear that if 0 ≤ λ ≤ 2/L and 0 ≤ μ ≤ 2α, then (I − λ∇f) and (I − μF) are nonexpansive. It
follows from that

∥∥PC
(
zn+1 − λn+1∇f(zn+1)

) − PC
(
zn − λn∇f(zn)

)∥∥

≤ ∥∥zn+1 − λn+1∇f(zn+1) −
(
zn − λn∇f(zn)

)∥∥

≤ ∥∥zn+1 − λn+1∇f(zn+1) −
(
zn − λn+1∇f(zn)

)∥∥ + |λn+1 − λn|
∥∥∇f(zn)

∥∥
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≤ ‖zn+1 − zn‖ + |λn+1 − λn|
∥∥∇f(zn)

∥∥

=
∥∥∥T

(Θ,ϕ)
rn+1 (xn+1 − rn+1Fxn+1) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥ + |λn+1 − λn|

∥∥∇f(zn)
∥∥

≤
∥∥∥T

(Θ,ϕ)
rn+1 (xn+1 − rn+1Fxn+1) − T (Θ,ϕ)

rn+1 (xn − rnFxn)
∥∥∥

+
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥ + |λn+1 − λn|

∥∥∇f(zn)
∥∥

≤ ‖(xn+1 − rn+1Fxn+1) − (xn − rnFxn)‖

+
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥ + |λn+1 − λn|

∥∥∇f(zn)
∥∥

≤ ‖(xn+1 − rn+1Fxn+1) − (xn − rn+1Fxn)‖ + |rn+1 − rn|‖Fxn‖

+
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥ + |λn+1 − λn|

∥∥∇f(zn)
∥∥

≤ ‖xn+1 − xn‖ +
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥

+ |rn+1 − rn|‖Fxn‖ + |λn+1 − λn|
∥∥∇f(zn)

∥∥.

(3.9)

Then,

∥∥yn+1 − yn
∥∥

≤ ∥∥PC
(
zn+1 − λn+1∇f(zn+1)

) − PC
(
zn − λn∇f(zn)

)∥∥

+ αn+1
∥∥Qxn+1 − PC

(
zn+1 − λn+1∇f(zn+1)

)∥∥ + αn
∥∥Qxn − PC

(
zn − λn∇f(zn)

)∥∥

≤ ‖xn+1 − xn‖ +
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥

+ |rn+1 − rn|‖Fxn‖ + |λn+1 − λn|
∥∥∇f(zn)

∥∥

+ αn
∥∥Qxn − PC

(
zn − λn∇f(zn)

)∥∥ + αn+1
∥∥Qxn+1 − PC

(
zn+1 − λn+1∇f(zn+1)

)∥∥.
(3.10)

So, from (3.6), (3.7), and (3.10), we have

‖un+1 − un‖ ≤ ‖xn+1 − xn‖ +
(
1 +

γn+1
1 − βn+1

)
αn
∥∥Qxn − PC

(
zn − λn∇f(zn)

)∥∥

+
(
1 +

γn+1
1 − βn+1

)
αn+1

∥∥Qxn+1 − PC
(
zn+1 − λn+1∇f(zn+1)

)∥∥

+
∣∣∣∣

γn+1
1 − βn+1 − γn

1 − βn

∣∣∣∣
(∥∥PC

(
zn − λn∇f(zn)

)∥∥ +
∥∥Syn

∥∥)

+
∥∥∥T

(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥

+ |rn+1 − rn|‖Fxn‖ + |λn+1 − λn|
∥∥∇f(zn)

∥∥.

(3.11)
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Utilizing Proposition 2.4 and condition (ii), we have

lim
n→∞

∥∥∥T
(Θ,ϕ)
rn+1 (xn − rnFxn) − T (Θ,ϕ)

rn (xn − rnFxn)
∥∥∥ = 0. (3.12)

This implies that

lim sup
n→∞

(‖un+1 − un‖ − ‖xn+1 − xn‖) ≤ 0. (3.13)

Hence by Lemma 2.6, we get limn→∞‖un − xn‖ = 0. Consequently,

lim
n→∞

‖xn+1 − xn‖ = lim
n→∞

(
1 − βn

)‖un − xn‖ = 0. (3.14)

Step 2. We claim that limn→∞‖∇f(zn) − ∇f(x∗)‖ = 0 and limn→∞‖Fxn − Fx∗‖ = 0.
Indeed, let x∗ ∈ Fix(S) ∩Ω ∩ GMEP. Then we have x∗ = Sx∗, x∗ = PC(x∗ − λn∇f(x∗))

and

x∗ = T (Θ,ϕ)
rn (x∗ − rnFx∗). (3.15)

Hence from (3.8), we have

∥∥PC
(
zn − λn∇f(zn)

) − PC
(
x∗ − λn∇f(x∗)

)∥∥2 ≤ ∥∥(zn − λn∇f(zn)) − (x∗ − λn∇f(x∗))
∥∥2

≤ ‖zn − x∗‖2 + λn
(
λn − 2

L

)∥∥∇f(zn) − ∇f(x∗)
∥∥2,

(3.16)

‖zn − x∗‖2 =
∥∥∥T

(Θ,ϕ)
rn (xn − rnFxn) − T (Θ,ϕ)

rn (x∗ − rnFx∗)
∥∥∥
2

≤ ‖(xn − rnFxn) − (x∗ − rnFx∗)‖2

≤ ‖xn − x∗‖2 + rn(rn − 2α)‖Fxn − Fx∗‖2.
(3.17)

It follows from (3.2), (3.16), and (3.17) that

∥∥yn − x∗∥∥2 ≤ (1 − αn)
∥∥PC(zn − λn∇f(zn)) − PC(x∗ − λn∇f(x∗))

∥∥2 + αn‖Qxn − x∗‖2

≤ αn‖Qxn − x∗‖2 + ‖zn − x∗‖2 + λn
(
λn − 2

L

)∥∥∇f(zn) − ∇f(x∗)
∥∥2

≤ αn‖Qxn − x∗‖2 + ‖xn − x∗‖2 + rn(rn − 2α)‖Fxn − Fx∗‖2

+ λn
(
λn − 2

L

)∥∥∇f(zn) − ∇f(x∗)
∥∥2.

(3.18)
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Utilizing the convexity of ‖ · ‖, we have

‖xn+1 − x∗‖2

=
∥∥∥∥βn(xn − x∗) + (1 − βn) 1

1 − βn [γn(PC(zn − λn∇f(zn)) − x
∗) + δn(Syn − x∗)]

∥∥∥∥

2

≤ βn‖xn − x∗‖2 + (1 − βn
)
∥∥∥∥

γn
1 − βn (PC(zn − λn∇f(zn)) − x

∗) +
δn

1 − βn (Syn − x
∗)
∥∥∥∥

2

= βn‖xn − x∗‖2 + (1 − βn
)
∥∥∥∥
γn(yn − x∗) + δn(Syn − x∗)

1 − βn +
αnγn
1 − βn (PC(zn − λn∇f(zn)) −Qxn)

∥∥∥∥

2

≤ βn‖xn − x∗‖2 + (1 − βn
)
∥∥∥∥∥
γn
(
yn − x∗) + δn

(
Syn − x∗)

1 − βn

∥∥∥∥∥

2

+Mαn

≤ βn‖xn − x∗‖2 + (1 − βn
)∥∥yn − x∗∥∥2 +Mαn,

(3.19)

whereM > 0 is some appropriate constant. So, from (3.18) and (3.19), it follows that

‖xn+1 − x∗‖2 ≤ ‖xn − x∗‖2 + rn(rn − 2α)
(
1 − βn

)‖Fxn − Fx∗‖2

+ λn
(
λn − 2

L

)(
1 − βn

)∥∥∇f(zn) − ∇f(x∗)
∥∥2 +

(
M + ‖Qxn − x∗‖2

)
αn.

(3.20)

Therefore,

λn

(
2
L
− λn

)(
1 − βn

)∥∥∇f(zn) − ∇f(x∗)
∥∥2 + rn(2α − rn)

(
1 − βn

)‖Fxn − Fx∗‖2

≤ ‖xn − x∗‖2 − ‖xn+1 − x∗‖2 +
(
M + ‖Qxn − x∗‖2

)
αn

≤ (‖xn − x∗‖ + ‖xn+1 − x∗‖)‖xn − xn+1‖ +
(
M + ‖Qxn − x∗‖2

)
αn.

(3.21)

Since lim infn→∞λn(2/L − λn)(1 − βn) > 0, lim infn→∞rn(2α − rn)(1 − βn) > 0, ‖xn − xn+1‖ → 0
and αn → 0, we have

lim
n→∞

∥∥∇f(zn) − ∇f(x∗)
∥∥ = 0, lim

n→∞
‖Fxn − Fx∗‖ = 0. (3.22)

Step 3. We claim that limn→∞‖Syn − yn‖ = 0.
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Indeed, set vn = PC(zn − λn∇f(zn)). Noticing the firm nonexpansivity of T (Θ,ϕ)
rn , we

have

‖zn − x∗‖2

=
∥∥∥T

(Θ,ϕ)
rn (xn − rnFxn) − T (Θ,ϕ)

rn (x∗ − rnFx∗)
∥∥∥
2

≤ 〈(xn − rnFxn) − (x∗ − rnFx∗), zn − x∗〉

=
1
2

(
‖xn − x∗ − rn(Fxn − Fx∗)‖2 + ‖zn − x∗‖2 − ‖(xn − x∗) − rn(Fxn − Fx∗) − (zn − x∗)‖2

)

≤ 1
2

(
‖xn − x∗‖2 + ‖zn − x∗‖2 − ‖(xn − zn) − rn(Fxn − Fx∗)‖2

)

=
1
2

(
‖xn − x∗‖2 + ‖zn − x∗‖2 − ‖xn − zn‖2 + 2rn〈xn − zn, Fxn − Fx∗〉 − r2n‖Fxn − Fx∗‖2

)
,

(3.23)

‖vn − x∗‖2

=
∥∥PC

(
zn − λn∇f(zn)

) − PC
(
x∗ − λn∇f(x∗)

)∥∥2

≤ 〈zn − λn∇f(zn) −
(
x∗ − λn∇f(x∗)

)
, vn − x∗〉

=
1
2

(∥∥zn − λn∇f(zn) −
(
x∗ − λn∇f(x∗)

)∥∥2 + ‖vn − x∗‖2

−∥∥zn − λn∇f(zn) −
(
x∗ − λn∇f(x∗)

) − (vn − x∗)
∥∥2
)

≤ 1
2

(
‖zn − x∗‖2 + ‖vn − x∗‖2 − ‖zn − vn‖2

+2λn
〈∇f(zn) − ∇f(x∗), zn − vn

〉 − λ2n
∥∥∇f(zn) − ∇f(x∗)

∥∥2
)

≤ 1
2

(
‖xn − x∗‖2 + ‖vn − x∗‖2 − ‖zn − vn‖2 + 2λn

〈∇f(zn) − ∇f(x∗), zn − vn
〉)
.

(3.24)

Thus, we have

‖zn − x∗‖2 ≤ ‖xn − x∗‖2 − ‖xn − zn‖2 + 2rn〈xn − zn, Fxn − Fx∗〉 − r2n‖Fxn − Fx∗‖2, (3.25)

‖vn − x∗‖2 ≤ ‖xn − x∗‖2 − ‖zn − vn‖2 + 2λn
∥∥∇f(zn) − ∇f(x∗)

∥∥‖zn − vn‖. (3.26)

It follows that

∥∥yn − x∗∥∥2 ≤ αn‖Qxn − x∗‖2 + (1 − αn)‖vn − x∗‖2

≤ αn‖Qxn − x∗‖2 + ‖vn − x∗‖2

≤ αn‖Qxn − x∗‖2 + ‖xn − x∗‖2 − ‖zn − vn‖2 + 2λn
∥∥∇f(zn) − ∇f(x∗)

∥∥‖zn − vn‖.
(3.27)
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From (3.18), (3.19), and (3.25), we have

‖xn+1 − x∗‖2 ≤ βn‖xn − x∗‖2 + (1 − βn
)
αn‖Qxn − x∗‖2 + (1 − βn

)‖zn − x∗‖2 +Mαn

≤ ‖xn − x∗‖2 − (1 − βn
)‖xn − zn‖2 + 2

(
1 − βn

)
rn‖xn − zn‖‖Fxn − Fx∗‖

+
(
M + ‖Qxn − x∗‖2

)
αn.

(3.28)

It follows that

(
1 − βn

)‖xn − zn‖2 ≤ (‖xn − x∗‖ + ‖xn+1 − x∗‖)‖xn+1 − xn‖ +
(
M + ‖Qxn − x∗‖2

)
αn

+ 2
(
1 − βn

)
rn‖xn − zn‖‖Fxn − Fx∗‖.

(3.29)

Note that ‖xn+1 − xn‖ → 0, αn → 0 and ‖Fxn −Fx∗‖ → 0. Then we immediately deduce that

lim
n→∞

‖xn − zn‖ = 0. (3.30)

From (3.19) and (3.27), we have

‖xn+1 − x∗‖2 ≤ ‖xn − x∗‖2 − (1 − βn
)‖zn − vn‖2

+ 2λn
(
1 − βn

)∥∥∇f(zn) − ∇f(x∗)
∥∥‖zn − vn‖ +

(
M + ‖Qxn − x∗‖2

)
αn.

(3.31)

So, we obtain

(
1 − βn

)‖zn − vn‖2 ≤ (‖xn − x∗‖ + ‖xn+1 − x∗‖)‖xn+1 − xn‖

+
(
M + ‖Qxn − x∗‖2

)
αn + 2λn

(
1 − βn

)∥∥∇f(zn) − ∇f(x∗)
∥∥‖zn − vn‖.

(3.32)

Note that ‖xn+1 − xn‖ → 0, αn → 0 and ‖∇f(zn) − ∇f(x∗)‖ → 0. Then we immediately
conclude that

lim
n→∞

‖zn − vn‖ = 0. (3.33)

This together with ‖yn − vn‖ ≤ αn‖Qxn − vn‖ → 0, implies that

lim
n→∞

∥∥zn − yn
∥∥ = 0. (3.34)

Thus, from (3.30) and (3.34), we deduce that

lim
n→∞

∥∥xn − yn
∥∥ = 0. (3.35)
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Since
∥∥δn

(
Syn − xn

)∥∥ ≤ ‖xn+1 − xn‖ + γn
∥∥PC

(
zn − λn∇f(zn)

) − xn
∥∥

≤ ‖xn+1 − xn‖ + γn
∥∥yn − xn

∥∥ + γnαn
∥∥Qxn − PC

(
zn − λn∇f(zn)

)∥∥.
(3.36)

Therefore,

lim
n→∞

∥∥Syn − xn
∥∥ = 0, lim

n→∞
∥∥Syn − yn

∥∥ = 0. (3.37)

Step 4. We claim that lim supn→∞〈Qx∗ − x∗, xn − x∗〉 ≤ 0 where x∗ = PFix(S)∩Ω∩GMEPQx
∗.

Indeed, since {xn} is bounded, there exists a subsequence {xni} of {xn} such that xni ⇀
u and

lim sup
n→∞

〈Qx∗ − x∗, xn − x∗〉 = lim
i→∞

〈Qx∗ − x∗, xni − x∗〉 = 〈Qx∗ − x∗, u − x∗〉. (3.38)

We can obtain that u ∈ Fix(S) ∩ Ω ∩ GMEP. First, we show u ∈ Ω (= VI(C,∇f)). Since
xn − zn → 0 and vn − zn → 0, we conclude that zni ⇀ u and vni ⇀ u. Let

Tv =

{
∇f(v) +NCv, ifv ∈ C,
∅, ifv /∈ C,

(3.39)

where NCv is the normal cone to C at v ∈ C. We have already mentioned that in this case,
the mapping T is maximal monotone, and 0 ∈ Tv if and only if v ∈ VI(C,∇f)(= Ω); see [37].
Let G(T) be the graph of T and let (v,w) ∈ G(T). Then, we have w ∈ Tv = ∇f(v) +NCv and
hence w − ∇f(v) ∈ NCv. So, we have 〈v − t,w − ∇f(v)〉 ≥ 0 for all t ∈ C. On the other hand,
from vn = PC(zn − λn∇f(zn)) and v ∈ C, we have

〈
zn − λn∇f(zn) − vn, vn − v

〉 ≥ 0 (3.40)

and hence
〈
v − vn, vn − zn

λn
+∇f(zn)

〉
≥ 0. (3.41)

From 〈v − t,w − ∇f(v)〉 ≥ 0 for all t ∈ C and vni ∈ C, we have

〈v − vni ,w〉
≥ 〈v − vni ,∇f(v)

〉

≥ 〈v − vni ,∇f(v)
〉 −
〈
v − vni ,

vni − zni
λni

+∇f(zni)
〉

=
〈
v − vni ,∇f(v) − ∇f(vni)

〉
+
〈
v − vni ,∇f(vni) − ∇f(zni)

〉 −
〈
v − vni ,

vni − zni
λni

〉

≥ 〈v − vni ,∇f(vni) − ∇f(zni)
〉 −
〈
v − vni ,

vni − zni
λni

〉
.

(3.42)



18 Journal of Function Spaces and Applications

Hence, we obtain 〈v − u,w〉 ≥ 0 as i → ∞. Since T is maximal monotone, we have u ∈ T−10
and hence u ∈ VI(C,∇f) (= Ω).

Secondly, let us show u ∈ Fix(S). Since xn−yn → 0 and xni ⇀ u, we have yni ⇀ u. Also,
since yn−Syn → 0, it follows that yni −Syni → 0 as i → ∞. So, in terms of Proposition 2.5(ii)
we obtain u ∈ Fix(S).

Next, let us show u ∈ GMEP. From zn = T (Θ,ϕ)
rn (xn − rnFxn), we know that

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C. (3.43)

From (H2), it follows that

ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ Θ
(
y, zn

)
, ∀y ∈ C. (3.44)

Replacing n by ni, we have

ϕ
(
y
) − ϕ(zni) +

〈
Fxni , y − zni

〉
+
〈
y − zni ,

zni − xni
rni

〉
≥ Θ

(
y, zni

)
, ∀y ∈ C. (3.45)

Put zs = sy + (1 − s)u for all s ∈ (0, 1] and y ∈ C. Then, we have zs ∈ C. So, from (3.45), we
have

〈zs − zni , Fzs〉 ≥ 〈zs − zni , Fzs〉 − ϕ(zs) + ϕ(zni) − 〈zs − zni , Fxni〉

−
〈
zs − zni ,

zni − xni
rni

〉
+ Θ(zs, zni)

= 〈zs − zni , Fzs − Fzni〉 + 〈zs − zni , Fzni − Fxni〉 − ϕ(zs) + ϕ(zni)

−
〈
zs − zni ,

zni − xni
rni

〉
+ Θ(zs, zni).

(3.46)

Since ‖zni−xni‖ → 0, we have ‖Fzni−Fxni‖ → 0. Further, from themonotonicity of F, we have
〈zs−zni , Fzs−Fzni〉 ≥ 0. So, from (H4), the weakly lower semicontinuity of ϕ, (zni−xni)/rni →
0 and zni ⇀ u, we have

〈zs − zni , Fzs〉 ≥ −ϕ(zs) + ϕ(u) + Θ(zs, u), (3.47)

as i → ∞. From (H1), (H4), and (3.47), we also have

0 = Θ(zs, zs) + ϕ(zs) + ϕ(zs)

≤ sΘ(zs, y
)
+ (1 − s)Θ(zs, u) + sϕ

(
y
)
+ (1 − s)ϕ(u) − ϕ(zs)

= s
[
Θ
(
zs, y

)
+ ϕ
(
y
) − ϕ(zs)

]
+ (1 − s)[Θ(zs, u) + ϕ(u) − ϕ(zs)

]

≤ s[Θ(zs, y
)
+ ϕ
(
y
) − ϕ(zs)

]
+ (1 − s)〈zs − u, Fzs〉

= s
[
Θ
(
zs, y

)
+ ϕ
(
y
) − ϕ(zs)

]
+ (1 − s)s〈y − u, Fzs

〉
,

(3.48)
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and hence

0 ≤ Θ
(
zs, y

)
+ ϕ
(
y
) − ϕ(zs) + (1 − s)〈y − u, Fzs

〉
. (3.49)

Letting s → 0, we have, for each y ∈ C,

0 ≤ Θ
(
u, y

)
+ ϕ
(
y
) − ϕ(u) + 〈y − u, Fu〉. (3.50)

This shows that u ∈ GMEP. Therefore, u ∈ Fix(S) ∩ Ω ∩ GMEP. Hence, it follows from (2.4)
that

lim sup
n→∞

〈Qx∗ − x∗, xn − x∗〉 = lim
i→∞

〈Qx∗ − x∗, xni − x∗〉 = 〈Qx∗ − x∗, u − x∗〉 ≤ 0. (3.51)

Step 5. We claim that limn→∞‖xn − x∗‖ = 0.
Indeed, from (3.2) and the convexity of ‖ · ‖, we have

‖xn+1 − x∗‖2

=
∥∥βn(xn − x∗) + γn(yn − x∗) + δn(Syn − x∗) + γnαn(PC(zn − λn∇f(zn)) −Qxn)

∥∥2

≤ ∥∥βn(xn − x∗) + γn
(
yn − x∗) + δn

(
Syn − x∗)∥∥2

+ 2γnαn
〈
PC
(
zn − λn∇f(zn)

) −Qxn, xn+1 − x∗〉

≤ βn‖xn − x∗‖2 + (1 − βn
)
∥∥∥∥

1
1 − βn [γn(yn − x

∗) + δn(Syn − x∗)]
∥∥∥∥

2

+ 2γnαn
〈
PC
(
zn − λn∇f(zn)

) − x∗, xn+1 − x∗〉 + 2γnαn〈x∗ −Qxn, xn+1 − x∗〉.

(3.52)

Utilizing Lemma 3.1, we get from (3.52)

‖xn+1 − x∗‖2

≤ βn‖xn − x∗‖2 + (1 − βn
)∥∥yn − x∗∥∥2 + 2γnαn

∥∥PC
(
zn − λn∇f(zn)

) − x∗∥∥‖xn+1 − x∗‖

+ 2γnαn〈x∗ −Qxn, xn+1 − x∗〉

≤ βn‖xn − x∗‖2 + (1 − βn
)[
(1 − αn)‖zn − x∗‖2 + 2αn

〈
Qxn − x∗, yn − x∗〉

]

+ 2γnαn‖zn − x∗‖‖xn+1 − x∗‖ + 2γnαn〈x∗ −Qxn, xn+1 − x∗〉.
(3.53)
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From (3.17), we note that ‖zn − x∗‖ ≤ ‖xn − x∗‖. Hence we have

‖xn+1 − x∗‖2

≤ βn‖xn − x∗‖2 + (1 − βn
)
(1 − αn)‖xn − x∗‖2 + 2αn

(
1 − βn

)〈
Qxn − x∗, yn − x∗〉

+ 2γnαn‖xn − x∗‖‖xn+1 − x∗‖ + 2γnαn〈x∗ −Qxn, xn+1 − x∗〉
≤ [1 − (1 − βn

)
αn
]‖xn − x∗‖2 + 2αnγn

〈
Qxn − x∗, yn − xn+1

〉

+ 2αnδn
〈
Qxn − x∗, yn − x∗〉 + 2αnγn‖xn − x∗‖‖xn+1 − x∗‖

≤ [1 − (1 − βn
)
αn
]‖xn − x∗‖2 + 2αnγn‖Qxn − x∗‖∥∥yn − xn+1

∥∥

+ 2αnδn〈Qxn − x∗, xn − x∗〉 + 2αnδn
〈
Qxn − x∗, yn − xn

〉
+ 2αnγn‖xn − x∗‖‖xn+1 − x∗‖

≤ [1 − (1 − βn
)
αn
]‖xn − x∗‖2 + 2αnγn‖Qxn − x∗‖∥∥yn − xn+1

∥∥

+ 2αnδnρ‖xn − x∗‖2 + 2αnδn〈Qx∗ − x∗, xn − x∗〉
+ 2αnδn‖Qxn − x∗‖∥∥yn − xn

∥∥ + 2αnγn‖xn − x∗‖‖xn+1 − x∗‖
≤ [1 − (1 − βn

)
αn
]‖xn − x∗‖2 + 2αnγn‖Qxn − x∗‖∥∥yn − xn+1

∥∥

+ 2αnδnρ‖xn − x∗‖2 + 2αnδn〈Qx∗ − x∗, xn − x∗〉

+ 2αnδn‖Qxn − x∗‖∥∥yn − xn
∥∥ + αnγn

(
‖xn − x∗‖2 + ‖xn+1 − x∗‖2

)
,

(3.54)

that is,

‖xn+1 − x∗‖2

≤
[

1 −
(
1 − 2ρ

)
δn − γn

1 − αnγn αn

]

‖xn − x∗‖2 +
[(
1 − 2ρ

)
δn − γn

]
αn

1 − αnγn

×
{

2γn
(
1 − 2ρ

)
δn − γn

‖Qxn − x∗‖∥∥yn − xn+1
∥∥ +

2δn(
1 − 2ρ

)
δn − γn

‖Qxn − x∗‖∥∥yn − xn
∥∥

+
2δn(

1 − 2ρ
)
δn − γn

〈Qx∗ − x∗, xn − x∗〉
}

.

(3.55)

Note that lim infn→∞((1−2ρ)δn−γn)/(1−αnγn) > 0. It follows that (
∑∞

n=0((1−2ρ)δn−γn)/(1−
αnγn))αn = ∞. It is clear that

lim sup
n→∞

{
2γn

(
1 − 2ρ

)
δn − γn

‖Qxn − x∗‖∥∥yn − xn+1
∥∥ +

2δn(
1 − 2ρ

)
δn − γn

‖Qxn − x∗‖∥∥yn − xn
∥∥

+
2δn(

1 − 2ρ
)
δn − γn

〈Qx∗ − x∗, xn − x∗〉
}

≤ 0.

(3.56)
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Therefore, all conditions of Lemma 2.7 are satisfied. This immediately implies that xn → x∗.
It is readily seen that both {yn} and {zn} converge strongly to the same point x∗. The proof is
complete.

Utilizing Theorem 3.2, we establish the following corollaries.

Corollary 3.3. Let C be a nonempty bounded closed convex subset of a real Hilbert space H. Let
Θ : C × C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R be a lower
semicontinuous and convex function with assumptions (A1) or (A2). Suppose the minimization (1.5)
is consistent and letΩ denote its solution set. Assume the gradient∇f is L-Lipschitzian with constant
L > 0 and F : C → H is an α-inverse strongly monotone mapping. Let S : C → C be a k-strictly
pseudocontractive mapping such that Fix(S) ∩ Ω ∩ GMEP /= ∅. For fixed u ∈ C and given x0 ∈ C
arbitrarily, let the sequences {xn}, {yn} and {zn} be generated iteratively by

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C,

yn = αnu + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.57)

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α], and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that:

(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 2α and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and (γn + δn)k ≤ γn < δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞δn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then, {xn}, {yn} and {zn} converge strongly to the same point x∗ = PFix(S)∩Ω∩GMEPu.

Corollary 3.4. Let C be a nonempty bounded closed convex subset of a real Hilbert space H. Let
Θ : C × C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R be a lower
semicontinuous and convex function with assumptions (A1) or (A2). Suppose the minimization (1.5)
is consistent and letΩ denote its solution set. Assume the gradient∇f is L-Lipschitzian with constant
L > 0 and F : C → H is an α-inverse strongly monotone mapping. Let S : C → C be a nonexpansive
mapping such that Fix(S) ∩ Ω ∩ GMEP /= ∅. Let Q : C → C be a ρ-contraction with ρ ∈ [0, 1/2).
For given x0 ∈ C arbitrarily, let the sequences {xn}, {yn} and {zn} be generated iteratively by

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C,

yn = αnQxn + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.58)

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α] and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that
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(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 2α and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and γn < (1 − 2ρ)δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞γn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then {xn}, {yn}, and {zn} converge strongly to the same point x∗ = PFix(S)∩Ω∩GMEPQx
∗.

Corollary 3.5. Let C be a nonempty bounded closed convex subset of a real Hilbert spaceH. Let Θ :
C ×C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R a lower semicontinuous
and convex function with assumptions (A1) or (A2). Suppose the minimization (1.5) is consistent
and let Ω denote its solution set. Assume the gradient ∇f is L-Lipschitzian with constant L > 0 and
F : C → H is an α-inverse strongly monotone mapping. Let S : C → C be a nonexpansive mapping
such that Fix(S) ∩ Ω ∩ GMEP /= ∅. For fixed u ∈ C and given x0 ∈ C arbitrarily, let the sequences
{xn}, {yn}, and {zn} be generated iteratively by

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C,

yn = αnu + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.59)

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α], and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that:

(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 2α and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and γn < δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞γn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then, {xn}, {yn}, and {zn} converge strongly to the same point x∗ = PFix(S)∩Ω∩GMEPu.

Corollary 3.6. Let C be a nonempty bounded closed convex subset of a real Hilbert spaceH. Suppose
the minimization (1.5) is consistent and let Ω denote its solution set. Assume the gradient ∇f is L-
Lipschitzian with constant L > 0 and A : C → H is an α-inverse strongly monotone mapping. Let
S : C → C be a k-strictly pseudocontractive mapping such that Fix(S) ∩Ω ∩VI(C,A)/= ∅. For fixed
u ∈ C and given x0 ∈ C arbitrarily, let the sequences {xn}, {yn}, and {zn} be generated iteratively by

zn = PC(xn − rnAxn),
yn = αnu + (1 − αn)PC

(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.60)



Journal of Function Spaces and Applications 23

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 2α], and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that:

(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 2α and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and (γn + δn)k ≤ γn < δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞δn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then, {xn}, {yn} and {zn} converge strongly to the same point x∗ = PFix(S)∩Ω∩VI(C,A)u.

Proof. In Theorem 3.2, putting Θ = 0, ϕ = 0 and F = A, the following relation

Θ
(
zn, y

)
+ ϕ
(
y
) − ϕ(zn) +

〈
Fxn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C, (3.61)

is reduced to

〈
Axn, y − zn

〉
+

1
rn

〈
y − zn, zn − xn

〉 ≥ 0, ∀y ∈ C. (3.62)

This implies that

〈
y − zn, xn − rnAxn − zn

〉 ≤ 0, ∀y ∈ C. (3.63)

So, it follows that zn = PC(xn − rnAxn) for all n ≥ 0. Then, by Theorem 3.2, we obtain the
desired result.

Let T : C → C be a k̃-strictly pseudocontractive mapping. For recent convergence
result for strictly pseudocontractive mappings, we refer to Zeng et al. [38]. Putting F = I − T ,
we know that

∥∥(I − F)x − (I − F)y∥∥2 ≤ ∥∥x − y∥∥2 + k̃∥∥Fx − Fy∥∥2, ∀x, y ∈ C. (3.64)

Note that

∥∥(I − F)x − (I − F)y∥∥2 = ∥∥x − y∥∥2 + ∥∥Fx − Fy∥∥2 − 2
〈
x − y, Fx − Fy〉. (3.65)

Hence

〈
x − y, Fx − Fy〉 ≥ 1 − k̃

2
∥∥Fx − Fy∥∥2, ∀x, y ∈ C. (3.66)

This implies that the mapping F = I − T is ((1 − k̃)/2)-inverse-strongly monotone.



24 Journal of Function Spaces and Applications

Corollary 3.7. Let C be a nonempty bounded closed convex subset of a real Hilbert spaceH. Let Θ :
C ×C → R be a bifunction satisfying conditions (H1)–(H4) and ϕ : C → R a lower semicontinuous
and convex function with assumptions (A1) or (A2). Suppose the minimization (1.5) is consistent and
let Ω denote its solution set. Assume the gradient ∇f is L-Lipschitzian with constant L > 0 and T :
C → C is a k̃-strictly pseudocontractive mapping. Let S : C → C be a k-strictly pseudocontractive
mapping such that Fix(S) ∩ Ω ∩ GMEP /= ∅, where F = I − T . For fixed u ∈ C and given x0 ∈ C
arbitrarily, let the sequences {xn}, {yn}, and {zn} be generated iteratively by

zn = T (Θ,ϕ)
rn ((1 − rn)xn + rnTxn),

yn = αnu + (1 − αn)PC
(
zn − λn∇f(zn)

)
,

xn+1 = βnxn + γnPC
(
zn − λn∇f(zn)

)
+ δnSyn, ∀n ≥ 0,

(3.67)

where {λn} ⊂ (0, 2/L], {rn} ⊂ (0, 1− k̃] and {αn}, {βn}, {γn}, {δn} are four sequences in [0, 1] such
that

(i) 0 < lim infn→∞λn ≤ lim supn→∞λn < 2/L and limn→∞(λn − λn+1) = 0;

(ii) 0 < lim infn→∞rn ≤ lim supn→∞rn < 1 − k̃ and limn→∞(rn − rn+1) = 0;

(iii) βn + γn + δn = 1 and (γn + δn)k ≤ γn < δn for all n ≥ 0;

(iv) limn→∞αn = 0 and
∑∞

n=0 αn = ∞;

(v) 0 < lim infn→∞βn ≤ lim supn→∞βn < 1 and lim infn→∞δn > 0;

(vi) limn→∞(γn+1/(1 − βn+1) − γn/(1 − βn)) = 0.

Then, {xn}, {yn} and {zn} converge strongly to the same point x∗ = PFix(S)∩Ω∩GMEPu.

Proof. Since T is a k̃-strictly pseudocontractive mapping, the mapping F = I − T is (1 − k̃)/2-
inverse-strongly monotone. In this case, put α = (1 − k̃)/2. Then, we conclude that

zn = T (Θ,ϕ)
rn (xn − rnFxn) = T (Θ,ϕ)

rn (xn − rn(I − T)xn) = T (Θ,ϕ)
rn ((1 − rn)xn + rnTxn). (3.68)

So, by Theorem 3.2, we obtain the desired result.
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This paper is concerned with the pointwise estimates for the sharp function of the maximal multi-
linear commutators T ∗

Σb and maximal iterated commutator T∗
Πb, generalized by m-linear operator

T and a weighted Lipschitz function b. The (Lp1(μ) × · · · × Lpm(μ), Lr(μ1−r)) boundedness and the
(Lp1(μ) × · · · × Lpm(μ), Lr(μ1−mr)) boundedness are obtained for maximal multilinear commutator
T ∗
Σb and maximal iterated commutator T ∗

Πb, respectively.

1. Introduction and Notation

The theory of multilinear Calderón-Zygmund singular integral operators,originated from the
work of Coifman andMeyers’, has an important role in harmonic analysis. Its study has been
attracting a lot of attention in the last few decades. So far, a number of properties for multi-
linear operators are parallel to those of the classical linear Calderón-Zygmund operators but
new interesting phenomena have also been observed. A systematic analysis of many basic
properties of such multilinear operators can be found in the articles by Coifman and Meyer
[1], Grafakos and Torres [2–4], and Lerner et al. [5]. So we first recall the definition and results
of multilinear Calderón-Zygmund operators as well as the corresponding maximal multi-
linear operators.

Definition 1.1. Let T be a multilinear operator initially defined on the m-fold product of
Schwartz space and taking values into the space of tempered distributions:

T : S(Rn) × · · · × S(Rn) −→ S′(Rn). (1.1)
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Following [2], we say that T is an m-linear Calderón-Zygmund operator if for some 1 ≤
qj < ∞, it extends to a bounded multilinear operator from Lq1 × · · · × Lqm to Lq, where 1/q =
(1/q1)+· · ·+(1/qm), and if there exists a functionK, defined off the diagonal x = y1 = · · · = ym
in (Rn)m+1, satisfying

T
(
f1, . . . , fm

)
(x) =

∫

(Rn)m
K
(
x, y1, . . . , ym

)
f1
(
y1
) · · · fm

(
ym
)
dy1 · · · dym, (1.2)

for all x /∈ ⋂m
j=1suppfj .

And

∣∣K
(
y0, y1, . . . , ym

)∣∣ ≤ A
(∑m

k,l=0

∣∣yk − yl
∣∣
)mn , (1.3)

∣∣∣K
(
y0, . . . , yj , . . . , ym

) −K
(
y0, . . . , y

′
j , . . . , ym

)∣∣∣ ≤
A
∣∣∣yj − y′

j

∣∣∣
ε

(∑m
k,l=0

∣∣yk − yl
∣∣
)mn+ε , (1.4)

for some ε > 0 and all 0 ≤ j ≤ m, where |yj − y′
j | ≤ (1/2) max0≤k≤m|yj − yk|.

The maximal multilinear singular integral operator was defined by

T ∗
(
�f
)
(x) = sup

δ>0

∣∣Tδ
(
f1, . . . , fm

)
(x)
∣∣, (1.5)

where Tδ is the smooth truncation of T given by

Tδ
(
f1, . . . , fm

)
(x) =

∫

|x−y1|2+···+|x−ym|2>δ2
K
(
x, y1, . . . , ym

)
f1
(
y1
) · · · fm

(
ym
)
dy1 · · · dym.

(1.6)

As pointed in [4], T ∗( �f) is pointwise well defined when fj ∈ Lqj (Rn) with 1 ≤ qj <∞.
The study for the multilinear singular integral operator and its maximal operators

attracts many authors’ attention. For maximal multilinear operator T∗, one can see [4] for de-
tails. We list some results for T ∗ as follows.

Theorem A (see [4]). Let 1 ≤ qj < ∞ and q such that 1/q = (1/q1) + · · · + (1/qm) and ω ∈ Aq1 ∩
· · · ∩Aqm . Let T be an m-linear Calderón-Zygmund operator. Then there exists a constant Cn,q < ∞,
such that for all �f = (f1, . . . , fm) satisfying

∥∥∥T ∗
(
�f
)∥∥∥

Lq(ω)
≤ Cn,q(A +W)

m∏

j=1

∥∥fj
∥∥
L
qj (ω), (1.7)

where W is the norm of T in the mapping T : L1 × · · ·L1 → L1/m,∞.
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Theorem B (see [4]). Let T be an m -linear Calderón-Zygmund operator. Then, for all exponents
p, p1, . . . , pm, satisfying (1/p1) + · · · + (1/pm) = 1/p, one has

T ∗ : Lp1 × · · · × Lpm −→ Lp, (1.8)

when 1 < p1, . . . , pm ≤ ∞, one also has

T ∗ : Lp1 × · · · × Lpm −→ Lp,∞, (1.9)

when at least one pj is equal one. In either cases the norm of T ∗ is controlled by a constant multiple of
A +W .

Definition 1.2 (see [5] (commutators in the jth entry)). Given a collection of locally integrable
function �b = (b1, . . . , bm), we define the commutators of the m-linear Calderón-Zygmund
operator T to be

TΣb
(
f1, . . . , fm

)
=

m∑

j=1

T
j

bj

(
�f
)
, (1.10)

where each term is the commutator of bj and T in the jth entry of T , that is

T
j

bj

(
�f
)
= bjT

(
f1, . . . , fj , . . . , fm

) − T(f1, . . . , bjfj , . . . , fm
)
. (1.11)

In [6], the following more general iterated commutators of multilinear Calderón-
Zygmund operators and pointwise multiplication with functions in BMO were defined and
studied in products of Lebesgue spaces, including strong type and weak end-point estimates
with multiple A�p weights. That is,

TΠb
(
�f
)
(x) =

[
b1,
[
b2, . . . , [bm−1, [bm, T]m]m−1

]
2

]
1

=
∫

(Rn)m
K
(
x, y1, . . . , ym

) m∏

j=1

(
bj(x) − bj

(
yj
))
f1
(
y1
) · · · fm

(
ym
)
dy1 · · · dym.

(1.12)

For the operator [b, T], when T is the Calderón-Zygmund singular integral operator
and b ∈ Λ̇β(Rn) (the homogeneous Lipschitz spaces), Paluszyński [7] established the (Lp, Lq)
boundedness with 1 < p < 1/β and 1/q = 1/p + β/n. Hu and Gu [8] extended this results to
the case: b ∈ Lipβ,μ with μ ∈ A1.

Now we present the definitions of two classes of maximal commutators of multilinear
singular integral operators. One is

T ∗
Σb

(
�f
)
(x)

= sup
δ>0

∣∣∣∣∣∣

m∑

j=1

∫

∑m
i=1 |x−yi|2>δ2

K
(
x, y1, . . . , ym

)
f1
(
y1
) · · · (bj(x) − bj

(
yj
))
fj
(
yj
) · · · fm

(
ym
)
d�y

∣∣∣∣∣∣
,

(1.13)
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the other is

T ∗
Πb

(
�f
)
(x) = sup

δ>0

∣∣∣
[
b1,
[
b2, . . . , [bm−1, [bm, Tδ]m]m−1, . . .

]
2

]
1

(
�f
)
(x)
∣∣∣

= sup
δ>0

∣∣∣∣∣∣

∫

∑m
i=1 |x−yi|2>δ2

K
(
x, y1, . . . , ym

) m∏

j=1

(
bj(x) − bj

(
yj
))
f1
(
y1
) · · · fm

(
ym
)
d�y

∣∣∣∣∣∣
,

(1.14)

where d�y = dy1 · · · dym. It is obvious to see that

T ∗
Σb

(
�f
)
(x) ≤

m∑

j=1

T
∗,j
bj

(
�f
)
(x). (1.15)

The main purpose of this paper is to extend the results in [8] to the maximal commutators
generated by multilinear singular integrals T and Lipβ,μ functions �b.

We can formulate our result as following.

Theorem 1.3. Assume that the kernelK satisfies (1.3) and (1.4). Let 1 < q1, . . . , qm, q <∞ be given
numbers satisfying 1/q = (1/q1) + · · · + (1/qm). And assume that T maps Lq1(Rn) × · · · × Lqm(Rn)
to Lq(Rn). For j ∈ {1, . . . , m} and let 1/r = (1/p) − (β/n), 1 < p < r < ∞, 0 < β < 1, and 1/p =
1/p1 + · · ·+ 1/pm with 1 < pi <∞, i = 1, . . . , m. Given μ such that μ ∈ A1(Rn) and bj ∈ Lipβ,μ(R

n)
(j = 1, . . . , m), then one has

∥∥∥T
∗,j
bj

(
�f
)∥∥∥

Lr(μ1−r)
≤ C∥∥bj

∥∥
Lipβ,μ

m∏

i=1

∥∥fi
∥∥
Lpi (μ), j = 1, . . . , m. (1.16)

From (1.15) and (1.16), one can get

∥∥∥T ∗
Σb( �f)

∥∥∥
Lr(μ1−r)

≤ C
m∑

j=1

∥∥bj
∥∥
Lipβ,μ

m∏

i=1

∥∥fi
∥∥
Lpi (μ). (1.17)

If μ = 1, one can get the following.

Theorem 1.4. Assume that the kernelK satisfies (1.3) and (1.4). Let 1 < q1, . . . , qm, q <∞ be given
numbers satisfying 1/q = (1/q1) + · · · + (1/qm). And assume that T maps Lq1(Rn) × · · · × Lqm(Rn)
to Lq(Rn). For j ∈ {1, . . . , m} and let 1/r = (1/p) − (β/n), 1 < p < r < ∞, 0 < β < 1 and 1/p =
(1/p1) + · · · + (1/pm) with 1 < pi <∞, i = 1, . . . , m. Set bj ∈ Lipβ(R

n)(j = 1, . . . , m), then one has

∥∥∥T
∗,j
bj

(
�f
)∥∥∥

Lr(Rn)
≤ C∥∥bj

∥∥
Lipβ

m∏

i=1

∥∥fi
∥∥
Lpi (Rn), j = 1, . . . , m. (1.18)
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From (1.15), one can get

∥∥∥T ∗
Σb( �f)

∥∥∥
Lr(Rn)

≤ C
m∑

j=1

∥∥bj
∥∥
Lipβ

m∏

i=1

∥∥fi
∥∥
Lpi (Rn). (1.19)

The following theorem states the weighted estimates with two different weights for
maximal iterated commutator of multilinear singular integrals.

Theorem 1.5. Assume that the kernelK satisfies (1.3) and (1.4). Let 1 < q1, . . . , qm, q <∞ be given
numbers satisfying 1/q = (1/q1) + · · · + (1/qm). And assume that T maps Lq1(Rn) × · · · × Lqm(Rn)
to Lq(Rn). Let 1/ri = (1/pi) − (βi/n), 1 < pi < ri < ∞, 0 < βi < 1, i = 1, . . . , m with 1/p =
(1/p1) + · · · + (1/pm), 1/r = (1/r1) + · · · + (1/rm), and β = β1 + · · · + βm, 0 < β < 1. Given μ such
that μ ∈ A1(Rn) and bi ∈ Lipβi,μ(R

n)(i = 1, . . . , m), then one has

∥∥∥T ∗
Πb

(
�f
)∥∥∥

Lr(μ1−mr)
≤ C

m∏

i=1

‖bi‖Lipβi,μ
∥∥fi
∥∥
Lpi (μ). (1.20)

Similarly as Theorem 1.4, one also obtains the unweighted estimates of maximal iterat-
ed commutators.

Theorem 1.6. Assume that the kernelK satisfies (1.3) and (1.4). Let 1 < q1, . . . , qm, q <∞ be given
numbers satisfying 1/q = (1/q1)+ · · ·+(1/qm). And assume that T maps Lq1(Rn)× · · · ×Lqm(Rn) to
Lq(Rn). Let 1/ri = (1/pi)−(βi/n), 1 < pi < ri <∞, 0 < βi < 1, i = 1, . . . , mwith 1/p = (1/p1)+· · ·
+(1/pm), 1/r = (1/r1) + · · · + (1/rm), and β = β1 + · · · + βm, 0 < β < 1. Set bi ∈ Lipβi(R

n)(i =
1, . . . , m), then one has

∥∥∥T ∗
Πb

(
�f
)∥∥∥

Lr(Rn)
≤ C

m∏

i=1

‖bi‖Lipβi
∥∥fi
∥∥
Lpi (Rn). (1.21)

The rest of this paper is organized as follows. In Section 2, we recall some standard def-
initions and lemmas. Section 3 is devoted to the proof of our theorems. Throughout this
paper, we use the letter C to denote a positive constant that varies line to line, but it is inde-
pendent of the essential variable. For any 1 ≤ p ≤ ∞, the p′ is always used to denote the dual
index such that (1/p) + (1/p′) = 1.

2. Preliminaries

A nonnegative function μ defined on R
n is called weight if it is locally integrable. A weight μ

is said to belong to theMuckenhoupt classAp(Rn), 1 < p <∞, if there exists a constantC such
that

sup
B

(
1
|B|
∫

B

μ(x)dx
)(

1
|B|
∫

B

μ(x)−1/(p−1) dx
)p−1

≤ C <∞, (2.1)
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for every ball B ⊂ R
n. A weight μ is said to belong to class A1(Rn) if

(
1
|B|
∫

B

μ(x)dx
)

≤ C inf
x∈B

μ(x), almost all x ∈ R
n, (2.2)

for every ball B � x. The class A∞(Rn) can be characterized as A∞ =
⋃

1≤p<∞Ap.
Many properties of weights can be found in the book [9], we only collect some of them

in the following lemma which will be used bellow.

Lemma 2.1. (i) Ap ⊂ Aq for 1 ≤ p < q ≤ ∞;

(ii) if μ ∈ A1, then μθ ∈ A1 for 0 ≤ θ ≤ 1;

(iii) for 1 < p <∞, μ ∈ Ap if and only if μ1−p′ ∈ Ap′ .

A locally integrable function f belongs to the weighted Lipschitz space Lipp
β,μ

(Rn) for
1 ≤ p ≤ ∞, 0 < β < 1 and μ ∈ A∞ if

sup
B�x

1

μ(B)β/n

(
1
B

∫

B

∣∣f(x) − fB
∣∣pμ(x)1−p dx

)1/p

≤ C <∞. (2.3)

The smallest bound C satisfying (1.19) is then taken to be the norm of f denoted by ‖f‖Lipp
β,μ
.

Put Lipβ,μ = Lip1
β,μ.

If μ ∈ A1, b ∈ Lipβ,μ(0 < β < 1), from the definition of ‖f‖Lipβ,μ , it is obvious to see

|bB − b2k+1B| ≤ Ckμ(x)μ
(
B
(
x, 2k+1R

))β/n
‖b‖Lipβ,μ , (2.4)

where bB = (1/|B|) ∫B b(y) dy.
The important properties of the weights are the weighted estimates for the maximal

function, the sharp maximal function and their variants. One first recalls the maximal func-
tion defined by

M
(
f
)
(x) = sup

B�x

1
|B|
∫

B

∣∣f
(
y
)∣∣dy, (2.5)

It is well known that for 1 < p <∞, M maps Lp(μ) into itself if and only if μ ∈ Ap, see [10].
The sharp maximal function is defined by

M#(f
)
(x) = sup

B�x

1
|B|
∫

B

∣∣f(x) − fB
∣∣dy ≈ sup

B�x
inf
c

1
|B|
∫

B

∣∣f(x) − c∣∣dy. (2.6)

One also recalls the variantsMδ(f)(x) = (M(|f |δ)(x))1/δ, andM#
δ
(f)(x) = (M#(|f |δ)(x))1/δ.

We denote the weighted fractional maximal operators by

Mα,μ,s

(
f
)
(x) = sup

B�x

(
1

μ(B)1−(sα/n)

∫

B

∣∣f
(
y
)∣∣sμ

(
y
)
dy

)1/s

. (2.7)
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Recall thatMα :=Mα,1,1 is the weighted fractional maximal operators, that is

Mα

(
f
)
(x) = sup

B�x

(
1

μ(B)1−(α/n)

∫

B

∣∣f
(
y
)∣∣μ
(
y
)
dy

)

. (2.8)

The following lemmas are all from [11].

Lemma 2.2 (Kolmogorov’s inequality). Let (X, μ) be a probability measure space and let 0 < p <
q <∞ then there exists a constant C = Cp,q such that for any measurable function f

∥∥f
∥∥
Lp(μ) ≤ C

∥∥f
∥∥
Lq,∞(μ). (2.9)

Lemma 2.3. Let 0 < p, δ < ∞ and μ ∈ A∞(Rn), there exists C > 0 depending on the A∞(Rn)
constant of μ such that

∥∥Mδ

(
f
)∥∥

Lp(μ) ≤ C
∥∥∥M#

δ

(
f
)∥∥∥

Lp(μ)
, (2.10)

for any function f for which the left side of the above inequality is finite.

Lemma 2.4. Suppose that 0 < α < n, 0 < s < p < α/n, 1/q = (1/p) − (α/n). If μ ∈ A∞(Rn), then
there exists a constant C = Cp,q such that for any measurable function f

∥∥Mα,μ,s

(
f
)∥∥

Lq(μ) ≤ C
∥∥f
∥∥
Lp(μ). (2.11)

Lemma 2.5. Suppose that 0 < α < n, 0 < s < p < α/n, 1/q = (1/p) − (α/n). If μ ∈ A1+(q/p′)(Rn),
then there exists a constant C = Cp,q such that for any measurable function f

∥∥Mα

(
f
)∥∥

Lq(μ) ≤ C
∥∥f
∥∥
Lp(μp/q). (2.12)

3. Two Estimates for Maximal Multilinear Commutators

We will prove our theorems in this section. To begin, we prepare another two iterated opera-
tors to control the commutators.

Let ϕ, ψ ∈ C∞([0,+∞)) such that |ϕ′(t)| ≤ C/t, |ψ ′(t)| ≤ C/t and satisfying

χ[2,∞)(t) ≤ ϕ(t) ≤ χ[1,∞)(t), χ[1,2](t) ≤ ϕ(t) ≤ χ[1/2,3](t). (3.1)
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We define the maximal operators

Φ∗
(
�f
)
(x) = sup

η > 0

∣∣∣∣∣∣∣

∫

(Rn)m
K
(
x, y1, . . . , ym

)
ϕ

⎛

⎜
⎝

√∣∣x − y1
∣∣ + · · · + ∣∣x − ym

∣∣

η

⎞

⎟
⎠

m∏

i=1

fi
(
yi
)
d�y

∣∣∣∣∣∣∣
,

Ψ∗
(
�f
)
(x) = sup

η > 0

∣∣∣∣∣∣∣

∫

(Rn)m
K
(
x, y1, . . . , ym

)
ψ

⎛

⎜
⎝

√∣∣x − y1
∣∣ + · · · + ∣∣x − ym

∣∣

η

⎞

⎟
⎠

m∏

i=1

fi
(
yi
)
d�y

∣∣∣∣∣∣∣
.

(3.2)

For simplicity, we denoteKϕ,η(x, y1, . . . , ym) = K(x, y1, . . . , ym)ϕ(
√
|x − y1| + . . . + |x − ym|/η),

Kψ,η(x, y1, . . . , ym) = K(x, y1, . . . , ym)ψ(
√
|x − y1| + · · · + |x − ym|/η) and

Φη

(
�f
)
(x) =

∫

(Rn)m
Kϕ,η

(
x, y1, . . . , ym

) m∏

i=1

fi
(
yi
)
d�y,

Ψη

(
�f
)
(x) =

∫

(Rn)m
Kψ,η

(
x, y1, . . . , ym

) m∏

i=1

fi
(
yi
)
d�y.

(3.3)

The kernels of Φη and Ψη satisfy conditions (1.3) and (1.4) uniformly in η, respectively. And
by the same argument in [4], both Φ∗ and Ψ∗ have the same weighted estimates to T ∗ that
appeared in Theorems A and B.

It is easy to see that T ∗( �f) ≤ Φ∗( �f) + Ψ∗( �f). Moreover,

T ∗
Σb

(
�f
)
≤ Φ∗

Σb

(
�f
)
+ Ψ∗

Σb

(
�f
)
, T ∗

Πb

(
�f
)
≤ Φ∗

Πb

(
�f
)
+ Ψ∗

Πb

(
�f
)
, (3.4)

where

Φ∗
Σb

(
�f
)
(x) = sup

η > 0

∣∣∣∣∣∣

m∑

j=1

∫

(Rn)m
Kϕ,η

(
x, y1, . . . , ym

)
f1
(
y1
)

· · · (bj(x) − bj
(
yj
))
fj
(
yj
) · · · fm

(
ym
)
d�y

∣∣∣∣∣∣

≤
m∑

j=1

sup
η > 0

∣∣∣∣∣

∫

(Rn)m
Kϕ,η

(
x, y1, . . . , ym

)
f1
(
y1
)

· · · (bj(x) − bj
(
yj
))
fj
(
yj
) · · · fm

(
ym
)
d�y

∣∣∣∣∣

=
m∑

j=1

Φ∗,j
bj

(
�f
)
(x),
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Ψ∗
Σb

(
�f
)
(x) = sup

η > 0

∣∣∣∣∣∣

m∑

j=1

∫

(Rn)m
Kψ,η

(
x, y1, . . . , ym

)
f1
(
y1
)

· · · (bj(x) − bj
(
yj
))
fj
(
yj
) · · · fm

(
ym
)
d�y

∣∣∣∣∣∣

≤
m∑

j=1

sup
η > 0

∣∣∣∣∣

∫

(Rn)m
Kψ,η

(
x, y1, . . . , ym

)
f1
(
y1
)

· · · (bj(x) − bj
(
yj
))
fj
(
yj
) · · · fm

(
ym
)
d�y

∣∣∣∣∣

=
m∑

j=1

Ψ∗,j
bj

(
�f
)
(x),

Φ∗
Πb

(
�f
)
(x) = sup

η > 0

∣∣∣∣
[
b1,
[
b2, . . . ,

[
bm−1,

[
bm,Φη

]
m

]

m−1
· · ·
]

2

]

1

(
�f
)
(x)
∣∣∣∣

= sup
η > 0

∣∣∣∣∣∣

∫

(Rn)m
Kϕ,η

(
x, y1, . . . , ym

) m∏

j=1

(
bj(x) − bj

(
yj
)) m∏

i=1

fi
(
yi
)
d�y

∣∣∣∣∣∣
,

Ψ∗
Πb

(
�f
)
(x) = sup

η > 0

∣∣∣∣
[
b1,
[
b2, . . . ,

[
bm−1,

[
bm,Ψη

]
m

]

m−1
. . .
]

2

]

1

(
�f
)
(x)
∣∣∣∣

= sup
η > 0

∣∣∣∣∣∣

∫

(Rn)m
Kψ,η

(
x, y1, . . . , ym

) m∏

j=1

(
bj(x) − bj

(
yj
)) m∏

i=1

fi
(
yi
)
d�y

∣∣∣∣∣∣
.

(3.5)

For simplicity, we will only prove for the case m = 2. The arguments for the case m > 2 are
similar. For the similarity to the two commutators Φ∗

Σb(
�f) and Ψ∗

Σb(
�f), we might as well con-

sider the former. We only consider the former. And we establish the following crucial lemma.

Lemma 3.1. Let μ ∈ A1(Rn) and bj ∈ Lipβ,μ, with 0 < β < 1, j = 1, 2. Let 0 < δ < 1/2 < 1 < s <
n/β. Then one has

M#
δ

[
Φ∗,j
bj

(
f1, f2

)]
(x) ≤ Cμ(x)∥∥bj

∥∥
Lipβ,μ

Mβ,μ,s

(
Φ∗(f1, f2

))
(x) + Cμ(x)

∥∥bj
∥∥
Lipβ,μ

× (Mβ,μ,s

(
f1
)
(x)M

(
f2
)
(x) +M

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x)
)
,

(3.6)

M#
δ

[
Ψ∗,j
bj

(
f1, f2

)]
(x) ≤ Cμ(x)∥∥bj

∥∥
Lipβ,μ

Mβ,μ,s

(
Ψ∗(f1, f2

))
(x) + Cμ(x)

∥∥bj
∥∥
Lipβ,μ

× (Mβ,μ,s

(
f1
)
(x)M

(
f2
)
(x) +M

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x)
)
.

(3.7)
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Proof. Without loss of generality, we only consider the case j = 1 and denote b1 by b for con-
venience. Fix x ∈ R

n and let B = B(x,R), λ = bB∗ be the average of b on B∗, where B∗ =
B(x, 2R). To proceed, we decompose fi = f0

i + f∞
i , where f0

i = fiχB∗ , i = 1, 2. Let c be a con-
stant to be fixed along the proof.

Since 0 < δ < 1, we have

(
1
|B|
∫

B

∣∣∣∣
∣∣∣Φ∗,1

b (f1, f2)(y)
∣∣∣
δ − |c|δ

∣∣∣∣dy
)1/δ

≤
(

1
|B|
∫

B

∣∣∣Φ∗,1
b

(
f1, f2

)(
y
) − c

∣∣∣
δ
dy

)1/δ

≤
(

1
|B|
∫

B

∣∣(b
(
y
) − λ)Φ∗(f1, f2

)(
y
)∣∣δdy

)1/δ

+
(

1
|B|
∫

B

∣∣∣Φ∗
(
(b − λ)f0

1 , f
0
2

)(
y
)∣∣∣
δ
dy

)1/δ

+
(

1
|B|
∫

B

∣∣∣Φ∗
(
(b − λ)f0

1 , f
∞
2

)(
y
)∣∣∣
δ
dy

)1/δ

+
(

1
|B|
∫

B

∣∣∣Φ∗
(
(b − λ)f∞

1 , f
0
2

)(
y
)δ∣∣∣dy

)1/δ

+

(
1
|B|
∫

B

sup
η>0

∣∣Φη

(
(b − λ)f∞

1 , f
∞
2
)(
y
) − c∣∣δdy

)1/δ

:= I + II + III + IV + V.
(3.8)

For I, since 0 < δ < 1, μ ∈ A1 and b ∈ Lipβ,μ, by Hölder’ inequality, we have

I ≤ 1
|B|
∫

B

∣∣(b
(
y
) − λ)Φ∗(f1, f2

)(
y
)∣∣dy

≤ C

|B∗|
∫

B∗

∣∣b
(
y
) − bB∗

∣∣μ
(
y
)−1/sΦ∗(f1, f2

)(
y
)
μ
(
y
)1/s

dy

≤ C

|B∗|
∫

B∗

(∣∣b
(
y
) − bB∗

∣∣s′μ
(
y
)1−s′

dy
)1/s′(∫

B∗
Φ∗(f1, f2

)(
y
)s
μ
(
y
)
dy

)1/s

≤ C 1

μ(B∗)β/n

(
1

μ(B∗)

∫

B∗

∣∣b
(
y
) − bB∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′ μ(B∗)(β/n)+(1/s
′)

|B∗|

×
(

1

μ(B∗)1−(sβ/n)

∫

B∗
Φ∗(f1, f2

)(
y
)s
μ
(
y
)
dy

)1/s

μ(B∗)(1/s)−(β/n)

≤ C‖b‖Lipβ,μMβ,μ,s

(
Φ∗(f1, f2

))
(x)

μ(B∗)
|B∗|

≤ Cμ(x)‖b‖Lipβ,μMβ,μ,s

(
Φ∗(f1, f2

))
(x).

(3.9)
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To estimate the second term II. Since 0 < δ < 1/2, using Kolmogorov’s inequality with
p = δ, q = 1/2, X = B, ω = dx/|B| and the (L1(Rn) × L1(Rn), L1/2,∞(Rn))-boundedness of Φ∗,
we derive that

II ≤
∥∥∥Φ∗
(
(b − λ)f0

1 , f
0
2

)∥∥∥
L1/2,∞(dy/|B|)

≤ C
(

1
|B|
∫

B∗

∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)∣∣dy1

)(
1
|B|
∫

B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ C
(

1
|B∗|

∫

B∗

∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)∣∣dy1

)(
1

|B∗|
∫

B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ Cμ(x)‖b‖Lipβ,μMβ,μ,s

(
f1
)
(x)M

(
f2
)
(x),

(3.10)

where we have used the analogous technique in I to get the last inequality.
For the term III, using the fact |y − y2| ∼ |y2 − x| for any y2 ∈ (B∗)c, y ∈ B, and note

that Kϕ,η satisfies (1.3) uniformly in η, we obtain

III ≤ 1
|B|
∫

B

∣∣∣Φ∗
(
(b − λ)f0

1 , f
∞
2

)(
y
)∣∣∣dy

≤ 1
|B|
∫

B

∫

B∗×(Rn\B∗)

A
∣∣b
(
y1
) − λ∣∣∣∣f1

(
y1
)∣∣∣∣f2

(
y2
)∣∣

(∣∣y − y1
∣∣ +
∣∣y − y2

∣∣)2n
dy1 dy2 dy

≤
∫

B∗

∣∣b
(
y1
) − bB∗ | f1

(
y1
)∣∣dy1

∫

Rn\B∗

∣∣f2
(
y2
)∣∣

∣∣y2 − x
∣∣2n

dy2

≤ C
(∫

B∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣dy1

)( ∞∑

k=1

∫

2kB∗\2k−1B∗

∣∣f2
(
y2
)∣∣

∣∣y2 − x
∣∣2n

dy2

)

≤ C 1
|B∗|
(∫

B∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣dy1

)( ∞∑

k=1

2−kn
1

∣∣2kB∗∣∣

∫

2kB∗

∣∣f2
(
y2
)∣∣dy2

)

≤ Cμ(x)‖b‖Lipβ,μMβ,μ,s

(
f1
)
(x)M

(
f2
)
(x).

(3.11)

For the term IV , using the fact |y − y1| ∼ |y1 − x| for any y1 ∈ (B∗)c, y ∈ B, and note that Kϕ,η

satisfies (1.3) uniformly in η, and using (2.4), we obtain

IV ≤ 1
|B|
∫

B

∣∣∣Φ∗
(
(b − λ)f∞

1 , f
0
2

)(
y
)∣∣∣dy

≤ 1
|B|
∫

B

∫

(Rn\B∗)×B∗

A
∣∣b
(
y1
) − λ∣∣∣∣f1

(
y1
)∣∣∣∣f2

(
y2
)∣∣

(∣∣y − y1
∣∣ +
∣∣y − y2

∣∣)2n
dy1 dy2 dy

≤ C
∫

Rn\B∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣

∣∣x − y1
∣∣2n

dy1

∫

B∗

∣∣f2
(
y2
)∣∣dy2
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≤ C
( ∞∑

k=0

∫

2k+1B∗\2kB∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣

∣∣x − y1
∣∣2n

dy1

)(∫

B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ C
( ∞∑

k=0

1
∣∣2kB∗∣∣2

∫

2k+1B∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣dy1

)(∫

B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ C
( ∞∑

k=0

2−kn
1

∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣b
(
y1
) − bB∗

∣∣∣∣f1
(
y1
)∣∣dy1

)(
1

|B∗|
∫

B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ CM(f2
)
(x)

∞∑

k=0

2−kn
1

∣∣2k+1B∗∣∣

(∫

2k+1B∗

∣∣b
(
y1
) − b2k+1B∗

∣∣∣∣f1
(
y1
)∣∣dy1

+|bB∗ − b2k+1B∗ |
∫

2k+1B∗

∣∣f1
(
y1
)∣∣dy1

)

≤ CM(f2
)
(x)

∞∑

k=0

2−kn
⎛

⎝μ(x)‖b‖Lipβ,μMβ,μ,s

(
f1
)
(x)

+kμ(x)‖b‖Lipβ,μ
μ
(
B
(
x, 2k+1R

))β/n
∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣f1
(
y1
)∣∣dy1

⎞

⎠

≤ Cμ(x)‖b‖Lipβ,μM
(
f2
)
(x)Mβ,μ,s

(
f1
)
(x).

(3.12)

For V , fix the value of c by taking c = Φ∗((b − λ)f∞
1 , f

∞
2 )(x), recall that Kϕ,η satisfies

(1.4) uniformly in η, then we can obtain

V ≤ 1
|B|
∫

B

∣∣Φ∗((b − λ)f∞
1 , f

∞
2
)(
y
) −Φ∗((b − λ)f∞

1 , f
∞
2
)
(x)
∣∣dy

≤ 1
|B|
∫

B

sup
η>0

∣∣Φη

(
(b − λ)f∞

1 , f
∞
2
)(
y
) −Φη

(
(b − λ)f∞

1 , f
∞
2
)
(x)
∣∣dy

≤ 1
|B|
∫

B

∫

(Rn\B∗)2
sup
η>0

∣∣Kϕ,η

(
y, y1, y2

) −Kϕ,η

(
x, y1, y2

)∣∣∣∣b
(
y1 − λ

)∣∣∣∣f1
(
y1
)∣∣

× ∣∣f2
(
y2
)∣∣dy1 dy2 dy

≤ C

|B|
∫

B

∫

(Rn\B∗)2

∣∣x − y∣∣ε
(∣∣y − y1

∣∣ +
∣∣y − y2

∣∣)2n+ε
∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)
f2
(
y2
)∣∣dy1 dy2 dy

≤ C

|B|
∞∑

k=0

∫

2k+1B∗\2kB∗

∣∣x − y∣∣ε
∣∣y1 − x

∣∣2n+ε
∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)∣∣∣∣f2

(
y2
)∣∣dy1 dy2 dy

≤ C
( ∞∑

k=0

|B∗|ε/n
∣∣2kB∗∣∣2+ε/n

∫

2k+1B∗

∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)∣∣dy1

)(∫

2k+1B∗

∣∣f2
(
y2
)∣∣dy2

)
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≤ C
( ∞∑

k=0

2−kε
1

∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣(b
(
y1
) − bB∗

)
f1
(
y1
)∣∣dy1

)(
1

∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ Cμ(x)‖b‖Lipβ,μMβ,μ,s

(
f1
)
(x)M

(
f2
)
(x),

(3.13)

where in the last inequality, we use the same computation in the IV term.
Consequently, combining the estimates of I, II, III, and V , we conclude the proof of

Lemma 3.1.

Now we are ready to return to prove Theorem 1.3.

Proof. First, by Lemma 2.1, we have that μ ∈ A1 ⊂ Ar ′ , and hence μ1−r ∈ Ar ⊂ A∞. Then by
Lemma 2.3, we obtain

∥∥∥Φ
∗,j
bj

(
f1, f2

)
(x)
∥∥∥
Lr(μ1−r)

≤
∥∥∥Mδ

(
Φ∗,j
bj

(
f1, f2

))
(x)
∥∥∥
Lr(μ1−r)

≤
∥∥∥M#

δ

(
Φ∗,j
bj

(
f1, f2

))
(x)
∥∥∥
Lr(μ1−r)

.

(3.14)

For j = 1, 2, by Lemma 3.1, we reduce to bound the ‖ · ‖Lr(μ1−r) norm of the right-hand side of
(3.6). For the first term, since 1/r = (1/p) − (β/n) and taking s such that 1 < s < p < n/β, by
Lemma 2.4, and Theorem B(ii), we have

∥∥μMβ,μ,s

(
Φ∗(f1, f2

))∥∥
Lr(μ1−r) =

∥∥Mβ,μ,s

(
Φ∗(f1, f2

))∥∥
Lr(μ)

≤ C∥∥Φ∗(f1, f2
)∥∥

Lp(μ)

≤ C∥∥f1
∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ).

(3.15)

For the second term, we let 1/r = 1/p2+1/l, and 1/l = 1/p1−β/n. Then by Lemma 2.4
again, together with Hölder’s inequality, we obtain

∥∥μMβ,μ,s

(
f1
)
M
(
f2
)∥∥

Lr(μ1−r) =
∥∥Mβ,μ,s

(
f1
)
M
(
f2
)∥∥

Lr(μ)

≤ ∥∥Mβ,μ,s

(
f1
)∥∥

Ll(μ)

∥∥M
(
f2
)∥∥

Lp2 (μ)

≤ C∥∥f1
∥∥
Lp1

(
μ
)∥∥f2

∥∥
Lp2

(
μ
)
.

(3.16)

We can obtain that
∥∥∥Φ∗,1

b

(
f1, f2

)∥∥∥
Lr(μ1−r)

≤ C‖b‖Lipβ,μ
∥∥f1
∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ) . (3.17)

Similarly, we have
∥∥∥Ψ∗,1

b

(
f1, f2

)∥∥∥
Lr(μ1−r)

≤ C‖b‖Lipβ,μ
∥∥f1
∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ). (3.18)

Consequently, by the above arguments, we conclude the proof of Theorem 1.3.
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Similarly as the proof of Lemma 3.1 and that of Theorem 1.3, we only consider the case
m = 2 and establish the following sharp maximal function for Φ∗

Πb.

Lemma 3.2. Let μ ∈ A1(Rn) and bi ∈ Lipβ1,μ, i = 1, 2; β = β1 + β2, and 0 < β < 1. And let 0 < δ <
1/3 < 1 < si < n/βi, i = 1, 2. Then one has

M#
δ

(
Φ∗

Πb

(
f1, f2

))
(x) ≤ μ(x)2

2∏

j=1

∥∥bj
∥∥
Lipβj ,μ

× (Mβ,μ,s

(
Φ∗(f1, f2

))
(x) +Mβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x)
)
,

(3.19)

M#
δ

(
Ψ∗

Πb

(
f1, f2

))
(x) ≤ μ(x)2

2∏

j=1

∥∥bj
∥∥
Lipβj ,μ

× (Mβ,μ,s

(
Φ∗(f1, f2

))
(x) +Mβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x)
)
.

(3.20)

Proof. Fix x ∈ R
n and let B = B(x,R) with n > 0. Taking λi = (bi)B∗ , the average of bi on B∗,

i = 1, 2, where B∗ = B(x, 2R). Let c be a constant to be fixed along the proof. We split Φ∗
Πb(f1,

f2)(y) in the following way:

Φ∗
Πb

(
f1, f2

)(
y
)
= sup

η > 0

∣∣(b1
(
y
) − λ1

)(
b2
(
y
) − λ2

)
Φη

(
f1, f2

)(
y
)

− (b1
(
y
) − λ1

)
Φη

(
f1, (b2 − λ2)f2

)(
y
) − (b2

(
y
) − λ2

)
Φη

×((b1 − λ1)f1, f2
)(
y
)
+ Φη

(
(b1 − λ1)f1, (b2 − λ2)f2

)(
y
)∣∣.

(3.21)

Since 0 < δ < 1/3, then we have

(
1
|B|
∫

B

∣∣∣
∣∣Φ∗

Πb

(
f1, f2

)(
y
)∣∣δ − |c|δ

∣∣∣dy
)1/δ

≤
(

1
|B|
∫

B

∣∣Φ∗
Πb

(
f1, f2

)(
y
) − c∣∣δdy

)1/δ

≤
(

1
|B|
∫

B

∣∣(b1
(
y
) − λ1

)(
b2
(
y
) − λ2

)
Φ∗(f1, f2

)(
y
)∣∣δdy

)1/δ

+

⎛

⎝ 1
|B|
∫

B

(

sup
η>0

∣∣(b1
(
y
) − λ1

)
Φη

(
f1, (b2 − λ2)f2

)(
y
)∣∣
)δ

dy

⎞

⎠

1/δ

+

⎛

⎝ 1
|B|
∫

B

(

sup
η>0

∣∣(b2
(
y
) − λ2

)
Φη

(
(b1 − λ1)f1, f2

)(
y
)∣∣
)δ

dy

⎞

⎠

1/δ

+

(
1
|B|
∫

B

sup
η>0

∣∣Φη

(
(b1 − λ1)f1, (b2 − λ2)f2

) − c∣∣δdy
)1/δ

:= U1 +U2 +U3 +U4.

(3.22)
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For the termU1, since 0 < δ < 1/3, and β = β1 + β2, then by Hölder’s inequality, we have

U1 ≤
(

1
|B|
∫

B

∣∣b1
(
y
) − λ1

∣∣3δ dy
)1/3δ( 1

|B|
∫

B

∣∣b2
(
y
) − λ2

∣∣3δdy
)1/3δ

×
(

1
|B|
∫

B

∣∣Φ∗(f1, f2
)(
y
)∣∣3δdy

)1/3δ

≤ C
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣dy
)(

1
|B∗|

∫

B∗

∣∣b2
(
y
) − (b2)B∗

∣∣dy
)

×
(

1
|B∗|

∫

B∗

∣∣Φ∗(f1, f2
)(
y
)∣∣dy

)

≤ C
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′( 1
|B∗|

∫

B∗
μ
(
y
)
dy

)1/s

×
(

1
|B∗|

∫

B∗

∣∣b2
(
y
) − (b2)B∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′( 1
|B∗|

∫

B∗
μ
(
y
)
dy

)1/s

×
(

1
|B∗|

∫

B∗

∣∣Φ∗(f1, f2
)(
y
)∣∣sμ

(
y
)
dy

)1/s( 1
|B∗|

∫

B∗
μ
(
y
)−s′/s

dy

)1/s′

≤ C 1

μ(B∗)β1/n

(
1

μ(B∗)

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′ μ(B∗)(β1/n)+1

|B∗|

× 1

μ(B∗)β2/n

(
1

μ(B∗)

∫

B∗

∣∣b2
(
y
) − (b2)B∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′ μ(B∗)(β2/n)+1

|B∗|

×
(

1

μ(B∗)1−(sβ/n)

∫

B∗
Φ∗(f1, f2

)(
y
)s
μ
(
y
)
dy

)1/s
μ(B∗)(1/s)−(β/n)μ(B∗)(1/s

′)−1

|B∗|

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
Φ∗(f1, f2

))
(x).

(3.23)

For the term U2, noting that 0 < δ < 1/3, we use the facts 1 = δ + (1 − δ) and 0 <
δ/(1 − δ) < 1/2, then by Hölder’s inequality and Komolgorov’s inequality (Lemma 2.2) and
Theorem B, we have

U2 ≤ C
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣dy
)(

1
|B∗|

∫

B∗
sup
η>0

∣∣Φη

(
f1, (b2 − λ2)f2

)(
y
)∣∣δ/(1−δ)dy

)(1−δ)/δ

≤
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣dy
)(

1
|B∗|

∫

B∗

∣∣Φ∗(f1, (b2 − λ2)f2
)(
y
)∣∣δ/(1−δ)dy

)1−δ/δ

≤
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣dy
)∥∥Φ∗(f1, (b2 − λ2)f2

)∥∥
L1/2,∞(dy/|B∗|)

≤
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣dy
)(

1
|B∗|

∫

B∗

∣∣f1
(
y1
)∣∣dy1

)
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×
(

1
|B∗|

∫

B∗

∣∣(b2
(
y2
) − (b2)B∗

)
f2
(
y2
)∣∣dy2

)

≤
(

1
|B∗|

∫

B∗

∣∣b1
(
y
) − (b1)B∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′(∫

B∗
μ
(
y
)
dy

)1/s

×
(

1
|B∗|

∫

B∗

∣∣f1
(
y1
)∣∣sμ

(
y1
)
dy1

)1/s( 1
|B∗|

∫

B∗
μ
(
y1
)−s′/s

dy1

)1/s′

× 1
|B∗|
(∫

B∗

∣∣b2
(
y2
) − (b2)B∗

∣∣s′μ
(
y2
)1−s′

dy2

)1/s′(∫

B∗

∣∣f2
(
y2
)∣∣sμ

(
y2
)
dy2

)1/s

≤ 1

μ(B∗)β1/n

(
1

μ(B∗)

∫

B∗

∣∣b
(
y
) − bB∗

∣∣s′μ
(
y
)1−s′

dy

)1/s′ μ(B∗)(β1/n)+1

|B∗|

×
(

1

μ(B∗)1−(sβ/n)

∫

B∗

∣∣f1
(
y1
)∣∣sμ

(
y1
)
dy1

)1/s
μ(B∗)(1/s)−(β/n)μ(B∗)−1/s

|B∗|

× 1

μ(B∗)β2/n

(
1

μ(B∗)

∫

B∗

∣∣b2
(
y
) − (b2)B∗

∣∣s′μ
(
y
)1−s′

dy2

)1/s′ μ(B∗)(β2/n)+(1/s
′)

|B∗|

×
(

1

μ(B∗)1−(sβ/n)

∫

B∗

∣∣f2
(
y2
)∣∣sμ

(
y2
)
dy2

)1/s

μ(B∗)(1/s)−(β/n)

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x).

(3.24)

Similarly, for the termU3, we have

U3 ≤ Cμ(x)2‖b1‖Lipβ,μ‖b2‖Lipβ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x). (3.25)

Now we turn to estimate the last term U4. To proceed, we denote that fi = f0
i + f∞

i ,
where f0

i = fiχB∗ , i = 1, 2. Let c = c1 + c2 + c3, where

c1 = Φη

(
(b1 − λ1)f0

1 , (b2 − λ2)f∞
2

)
(x),

c2 = Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f0
2

)
(x),

c3 = Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f∞
2
)
(x).

(3.26)

We split IV in the following way:

U4 ≤ U41 +U42 +U43 +U44, (3.27)
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where

U41 =

(
1
|B|
∫

B

sup
η > 0

∣∣∣Φη

(
(b1 − λ1)f0

1 , (b2 − λ2)f0
2

)(
y
)∣∣∣
δ
dy

)1/δ

,

U42 =

(
1
|B|
∫

B

sup
η > 0

∣∣∣Φη

(
(b1−λ1)f0

1 , (b2−λ2)f∞
2

)(
y
)

−Φη

(
(b1−λ1)f0

1 , (b2−λ2)f∞
2

)
(x)
∣∣∣
δ
dy

)1/δ

,

U43 =

(
1
|B|
∫

B

sup
η > 0

∣∣∣Φη

(
(b1−λ1)f∞

1 , (b2−λ2)f0
2

)(
y
)

−Φη

(
(b1−λ1)f∞

1 , (b2−λ2)f0
2

)
(x)
∣∣∣
δ
dy

)1/δ

,

U44 =

(
1
|B|
∫

B

sup
η > 0

∣∣Φη

(
(b1−λ1)f∞

1 , (b2−λ2)f∞
2
)(
y
)

−Φη

(
(b1−λ1)f∞

1 , (b2−λ2)f∞
2
)
(x)
∣∣δdy

)1/δ

.

(3.28)

For the term U41, we choose 1 < p0 < 1/2δ and use Kolmogorov’s inequality and
Theorem B, then we use the same computation asU2 to deduce that

U41 ≤
(

1
|B|
∫

B

∣∣∣Φ∗
(
(b1 − λ1)f0

1 , (b2 − λ2)f0
2

)(
y
)∣∣∣
p0δ
dy

)1/p0δ

≤
∥∥∥Φ∗
(
(b1 − λ1)f0

1 , (b2 − λ2)f0
2

)∥∥∥
L1/2,∞(dy/|B|)

≤
(

1
|B|
∫

B

∣∣∣
(
b1
(
y1
) − λ1

)
f0
1

(
y1
)∣∣∣dy1

)(
1
|B|
∫

B

∣∣∣
(
b2
(
y2
) − λ2

)
f0
2

(
y2
)∣∣∣dy2

)

≤ C
(

1
|B∗|

∫

B∗

∣∣(b1
(
y1
) − (b1)B∗

)
f1
(
y1
)∣∣dy1

)(
1

|B∗|
∫

B∗

∣∣(b2
(
y2
) − (b2)B∗

)
f2
(
y2
)∣∣dy2

)

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x).

(3.29)

For U42, by the fact |y − y2| ∼ |y2 − x|, for any y2 ∈ (B∗)c, y ∈ B, and note that Kϕ,η

satisfies (1.4) uniformly in η, then we get that

U42 ≤
(

1
|B|
∫

B

sup
η > 0

∣∣∣Φη

(
(b1 − λ1)f0

1 , (b2 − λ2)f∞
2

)(
y
)

−Φη

(
(b1 − λ1)f0

1 , (b2 − λ2)f∞
2

)
(x)
∣∣∣dy
)

≤ C

|B|
∫

B

(∫

B∗

∣∣(b1
(
y1
) − λ1

)
f1
(
y1
)∣∣dy1

∫

(B∗)c

∣∣y − x∣∣ε∣∣b2
(
y2
) − λ2

∣∣∣∣f2
(
y2
)∣∣

(∣∣y − y1
∣∣ +
∣∣y − y2

∣∣)2n+ε
dy2

)

dy
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≤
(∫

B∗

∣∣(b1
(
y1
) − (b1)B∗

)
f1
(
y1
)∣∣dy1

)

×
( ∞∑

k=0

∫

2k+1B∗\2kB∗

∣∣y − x∣∣ε∣∣b2
(
y2
) − (b2)B∗

∣∣∣∣f2
(
y2
)∣∣

∣∣x − y2
∣∣2n+ε

dy2

)

≤
(∫

B∗

∣∣(b1
(
y1
) − (b1)B∗

)
f1
(
y1
)∣∣dy1

)

×
( ∞∑

k=0

|B∗|ε/n
∣∣2kB∗∣∣2+ε/n

∫

2k+1B∗

∣∣b2
(
y2
) − (b2)B∗

∣∣∣∣f2
(
y2
)∣∣dy2

)

≤
(

1
|B∗|

∫

B∗

∣∣(b1
(
y1
) − (b1)B∗

)
f1
(
y1
)∣∣dy1

)

×
( ∞∑

k=0

2−kε
1

∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣b2
(
y2
) − (b2)B∗

∣∣∣∣f2
(
y2
)∣∣dy2

)

≤ Cμ(x)‖b1‖Lipβ1 ,μMβ,μ,s

(
f1
)
(x)

∞∑

k=1

2−kε
1

∣∣2k+1B∗∣∣

(∫

2k+1B∗

∣∣b2
(
y2
) − (b2)2k+1B∗

∣∣∣∣f2
(
y2
)∣∣dy2

+|(b2)B∗ −(b2)2k+1B∗ |
∫

2k+1B∗

∣∣f2
(
y2
)∣∣dy2

)

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x),

(3.30)

where we have used the same computation of IV to gain the last inequality.
Similarly asU42, we can get the estimates forU43,

U43 ≤ Cμ(x)2‖b1‖Lip β,μ
‖b2‖Lipβ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x). (3.31)

Nowwe turn toU44, by the fact |y−y1| ∼ |y1−x|, |y−y2| ∼ |y2−x| for any y1, y2 ∈ (B∗)c,
y ∈ B, and recalling that Kϕ,η satisfies (1.4) uniformly in η, then we can obtain

∣∣Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f∞
2
)(
y
) −Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f∞
2
)
(x)
∣∣

≤ C
∞∑

k=0

∫

(2k+1B∗\2kB∗)2

∣∣x − y∣∣ε
(∣∣y − y1

∣∣ +
∣∣y − y2

∣∣)2n+ε

∣∣(b1
(
y1
) − λ1

)
f1
(
y1
)(
b2
(
y − 2

) − λ2
)
f2
(
y2
)∣∣dy1 dy2

≤ C
∞∑

k=0

∫

(2k+1B∗\2kB∗)2

∣∣x − y∣∣ε
∣∣y − y1

∣∣2n+ε
∣∣(b1
(
y1
) − λ1

)
f1
(
y1
)(
b2
(
y − 2

) − λ2
)
f2
(
y2
)∣∣dy1 dy2

≤ C
∞∑

k=0

|B∗|ε/n
∣∣2kB∗∣∣2+ε/n

∫

2k+1B∗

∣∣(b1
(
y1
) − λ1

)
f1
(
y1
)∣∣ dy1

∫

2k+1B∗

∣∣(b2
(
y2
) − λ2

)
f2
(
y2
)∣∣dy2
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≤ C
∞∑

k=0

2−kε
(

1
∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣(b1
(
y1
) − λ1

)
f1
(
y1
)∣∣dy1

)

×
(

1
∣∣2k+1B∗∣∣

∫

2k+1B∗

∣∣(b2
(
y2
) − λ2

)
f2
(
y2
)∣∣dy2

)

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x).

(3.32)

Therefore,

U44 ≤ 1
|B|
∫

B

sup
η > 0

∣∣Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f∞
2
)(
y
) −Φη

(
(b1 − λ1)f∞

1 , (b2 − λ2)f∞
2
)
(x)
∣∣dy

≤ Cμ(x)2‖b1‖Lipβ1 ,μ‖b2‖Lipβ2 ,μMβ,μ,s

(
f1
)
(x)Mβ,μ,s

(
f2
)
(x).

(3.33)

Consequently, the estimate for U1, together with those of U2, U3, and U4, can conclude the
proof of Lemma 3.2.

Now we return to prove Theorem 1.5.

Proof. Similarly as the proof of Theorem 1.3,

∥∥Φ∗
Πb

(
f1, f2

)∥∥
Lr(μ1−2r) ≤

∥∥Mδ

(
Φ∗

Πb

(
f1, f2

))∥∥
Lr(μ1−2r) ≤

∥∥∥M#
δ

(
Φ∗

Πb

(
f1, f2

))∥∥∥
Lr(μ1−2r)

. (3.34)

We reduce to bound the ‖ · ‖Lr(μ1−r) norm of the right-hand side of (3.19). We estimate each
term as follows. For the first term, since 1/r = (1/p) − (β/n) and choosing s such that 1 < s <
p < n/β, by Lemma 2.4 and Theorem A and observe that μ ∈ A1, we obtain

∥∥∥μ2Mβ,μ,s

(
Φ∗(f1, f2

))∥∥∥
Lr(μ1−2r)

=
∥∥Mβ,μ,s

(
Φ∗(f1, f2

))∥∥
Lr(μ)

≤ C∥∥Φ∗(f1, f2
)∥∥

Lp(μ)

≤ C∥∥f1
∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ).

(3.35)

For the second term, since 1/r = (1/r1) + (1/r2), by Hölder’s inequality and Lemma 2.4, we
get

∥∥∥μ2Mβ,μ,s

(
f1
)
Mβ,μ,s

(
f2
)∥∥∥

Lr(μ1−2r)
=
∥∥Mβ,μ,s

(
f1
)
Mβ,μ,s

(
f2
)∥∥

Lr(μ)

≤ ∥∥Mβ,μ,s

(
f1
)∥∥

Lr1 (μ)

∥∥Mβ,μ,s

(
f2
)∥∥

Lr2 (μ)

≤ C∥∥f1
∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ).

(3.36)
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Similarly, we also have

∥∥Ψ∗
Πb

(
f1, f2

)∥∥
Lr(μ1−2r) ≤ C∥∥f1

∥∥
Lp1 (μ)

∥∥f2
∥∥
Lp2 (μ). (3.37)

This estimate together with that for Φ∗
Πb(f1, f2) finishes the proof of Theorem 1.5.
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