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Operating room scheduling is a prominent study topic due to its complexity and significance. The increasing number of technical
operating room scheduling articles produced each year calls for another evaluation of the literature to enable academics to respond
to new trends more quickly. The mathematical application of a model for the patient admission scheduling issue with stochastic
arrivals and departures is the subject of this study. The approach for applying our model to real-world issues is discussed here. We
present a solution technique for efficient computing, a numerical model analysis, and examples to demonstrate the methodology.
This study looked at the challenge of assigning procedures to operate rooms in the face of ambiguity regarding surgery length and
the arrival of emergency patients based on a flexible policy (capacity reservation). We demonstrate that the proposed methods
derived from deterministic models are inadequate compared to the answers produced from our stochastic model using simple
numerical examples. We also use heuristics to estimate the objective function to build more complicated numerical examples for
large-scale issues, demonstrating that our methodology can be applied quickly to real-world situations that often include big
information sets.

1. Introduction

Patients seeking medical treatment often turn to outpa-
tient services, and their efficiency is critical to patient
satisfaction with the healthcare system. Outpatient service
operations management has faced a number of challenges
in response to the growing demand for outpatient services
and the changing behavioral patterns of patients. In to-
day’s healthcare system, it is widely recognized that timely
and straightforward access to healthcare services must be
provided to all patients. In general, there has been an
increase in the demand for healthcare services over the

past decade. The reasons for this include an aging pop-
ulation and increasing awareness of the benefits of pre-
ventative care. In contrast, the global economic crisis is
forcing healthcare systems to reorganize. There is a re-
duction in public healthcare providers at the macro level
[1]. Patients can easily access clinics through a good
scheduling system [2]. Thus, long patient wait times are
caused by inefficient or poorly planned schedules. As a
result, there are more complaints and unhappy patients.
By recognizing and appreciating the importance of ef-
fective patient scheduling, as highlighted by Suss et al,,
outpatient clinics can use various scheduling strategies to
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strike a balance between patient satisfaction and resource
utilization [3].

Furthermore, outpatient clinics’ use of appointment
systems was praised by patients as a sign of competent
service delivery [4]. Consumers perceive that scheduling
appointments enhances patient accessibility and satisfaction
in a significant way [4]. A study by Sprentrup et al. con-
cluded that appointment systems’ dependability, particularly
in clinics, had been widely acknowledged as a means to
ensure improved patient care and organizational incentives
[5, 6]. The most popular methods of scheduling in healthcare
are walk-ins and appointments [6-10]. Walk-in scheduling
techniques are popular because they are able to maintain a
continuous patient flow. According to this method, patients
are treated based on a first-come, first-served basis [11]. The
appointment system is unique, in that it includes certain
delimited intervals or slots in a schedule that can accom-
modate patients on the same day they seek or apply for an
appointment. Schoenfelder et al. concluded that each
scheduling approach aims to improve one metric at the
expense of another. Therefore, it may be difficult to achieve a
balance between patient contentment and resource utili-
zation using a single scheduling strategy [12]. Two sched-
uling strategies are used by HAS to increase its ability to
meet both patient and clinic needs. While appointments
allow patients to shorten wait times, walk-ins allow them to
enter the facility without an appointment, giving them more
freedom [6]. As well as reviewing numerous papers written
in English and published in peer-reviewed journals, we
searched databases covering a variety of disciplines, such as
Scopus and Google Scholar, for relevant articles using terms
such as “nurse scheduling,” “nurse rostering,” “patient ad-
mission scheduling,” “patient to bed assignment,” “oper-
ating room scheduling,” and “operating theater scheduling.”
We conducted a forward and backward search for the
publications identified to identify related papers. We only
examined English-language articles published between 2010
and 2020 (see Figure 1). All articles describing the impli-
cations of metaheuristics in arranging healthcare decision-
making within an optimization setting were also considered.

The scheduling of patients is the subject of several studies
since it affects the length of time it takes for patients to be
seen, as well as the waiting time and idle time in the system
over time. Outpatient clinics employ single queues,
according to Brahimi and Worthington. Depending on their
arrival time, patients may have to wait in long lines.
However, such a strategy is ineffective since patients’ needs
differ. According to Brahimi and Worthington, some people
may come to the center for non-health-related consultations,
but others may need immediate medical care. In order to
ensure increased operating efficiency, a more efficient
scheduling approach is required. In addition, each patient is
assigned a specific period of time; therefore, the time slot
may be squandered if a customer fails to show up. Never-
theless, Aburayya et al. noted that the health center loses
money [3]. Section 2 examines the current literature on
outpatient scheduling difficulties. In Section 3, we discuss
essential patient planning programs by implementing flow
and model thinking to better understand general service
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time distribution and overall performance criteria of current
appointment scheduling methods. Section 4 discusses a
number of healthcare application areas and methodologies.
The patients’ choice function, on the other hand, covers a
wider range of topics. Provider selection impacts carrier
fines and healthcare income, day of the week selection
impacts carrier delays, and appointment time selection
impacts patient convenience. Section 5 concludes with a
discussion of the results and recommendations for the fu-
ture. The mathematical application of a model for the patient
admission scheduling issue with stochastic arrivals and
departures is the subject of this study. The approach for
applying our model to real-world issues is discussed here.
We present a solution technique for efficient computing, a
numerical model analysis, and examples to demonstrate the
methodology. This study looked at the challenge of assigning
procedures to operate rooms in the face of ambiguity re-
garding surgery length and the arrival of emergency patients
based on a flexible policy (capacity reservation).

2. Previous Investigations

The goal of this review, as stated before, is to examine
outpatient appointment scheduling approaches and com-
pare different tactics to explain the benefits of appointment
scheduling. Over the last few decades, outpatient appoint-
ment scheduling has piqued the interest of various aca-
demics and clinicians, starting with the work of Welch and
Bailey [13]. In recent decades, the literature has properly
covered appointment scheduling, including outpatient
scheduling [14], operation room scheduling [15-24], and
medical examination scheduling [25-29]. The primary issues
with appointment scheduling are connected to optimizing
healthcare resources through better usage of human re-
sources and medical equipment, which results in shorter
patient wait times. Numerous research studies have found
that patient dissatisfaction with outpatient scheduling is
typically due to long wait times and that reasonable wait
times are necessarily based on clinical competency [30].
Simulation models are among the most well-known
methods for examining the impact of random variables on
patient wait times and idle doctor time in appointment
scheduling [31]. For the issue of appointment scheduling,
Granja et al. [32] presented a simulation model optimization
method. The suggested simulation model demonstrates good
effectiveness in the assessment of medical imaging processes.
The patient appointment scheduling is optimized using a
simulated annealing approach, which reduces the average
service period and overall patient waiting times.

In comparison to the existing scenario, the whole service
time and patient waiting time have been decreased by
roughly 5% and 38%, respectively, according to the acquired
results. Zonderland et al. [1] investigated an open-access
policy that expanded a system and suggested an appropriate
heuristic policy for patient-cancelable appointment sched-
uling. They showed a model that takes data from a real clinic
and examines it section by section using a heuristics ap-
proach. With all of the other measures in place, many pa-
tients have above-average performance. According to Zhao
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et al. [33], there is a growing trend toward web-based ap-
pointment systems. They discussed the benefits of a wide
range of patient outcomes from web-based scheduling that
overlapped with other research. Early patient acceptance and
continued use of a conventional appointment scheduling
system were studied by Grain [34]; however, the usual kind
of customer utilized an E-Health Service and an E-Ap-
pointment Scheduling system. The study was based on a
review evaluation to gather relevant information from pa-
tients, such as their approval of the system, their thoughts on
its features, and their justifications for utilizing it.

Wu et al. [35] devised scheduling principles that define a
succession of review responsibilities and different services.
The simulation findings assign functions to correct the
service time, support the pharmaceutical task across many
resources, and optimize the utilization flow. According to
Harding and Bottrell [36], waiting times for outpatient
physiotherapy were percent shorter in the year after
implementing the triage model's specified, timely appoint-
ments [33, 34]. Rohleder and Klassen [37] presented a
framework for distinguishing patients' viewpoints, reducing
the number of times doctors are idle and the number of
times patients are waiting. Kong et al. [38] created a robust
distributional model that reduces the total cost of patient
waiting time. They also provided a model that considered a
service provider's idle and overtime to optimize patient
arrival times. This approach is challenging because calcu-
lating the total cost of a schedule requires linear integer
programming with uncertainty in both the goal character-
istic and the structure of the restrictions. A new perturbation
approach was developed by Liu et al. [39] to improve the
dynamical stability of digital chaotic maps. Wu et al. [40]
proposed a distributed architecture to permit the scalability
of several association-rule-based recommendation algo-
rithms. Wu et al. [41] studied an efficient SQL-to-MapRe-
duce Translator (CAT) that is cost-aware. CAT stands out for

two reasons. Based on digital footprint images, Sharifi et al.
[42] proposed a new method to diagnose tired feet. Abadi et
al. [46] combined the salp swarm algorithm with genetic
algorithms to develop a novel method for scheduling nurses
for the care of COVID-19 patients. Eslami et al. [44] in-
vestigated an attention-based multiscale convolutional
neural network (A+MCNN) for automatically classifying
frequent distress and non-distress items in pavement pho-
tographs. Zheng et al. [45] compared six state-of-the-art
class rebalancing approaches against five common classifi-
cation algorithms for SBR prediction. They outline eight key
conclusions from their empirical investigations, which may
be used to advise practitioners in selecting optimal class
rebalancing strategies and classifiers for SBR prediction. In a
multistage outpatient healthcare system, Diamant et al. [46]
developed a unique appointment technique for assessing
existing healthcare service deployments and observations.
The clinic develops a unique appointment scheduling
technique in which patients are assigned to a particular
appointment day. However, the absence of decision-making
in patients’ judgments renders this technique ineffective;
therefore, they attempted to overcome this restriction. They
used a discrete-event simulation to compare their solutions
to heuristic scheduling techniques and assess the quality of
their solutions based on structural results. Chervenak et al.
[47] suggested investigating the detrimental effects of ma-
lignant religion and nationalism on patients’ biopsy-
chosocial health and medical professionalism. Davoudi et al.
[48] used machine learning to investigate the influence of
statins taken before infection on the severe decrease of
COVID-19. Jia et al. [49] investigated a probabilistic method
to schedule port vehicles. Yazdani et al. [50] suggest an
application of eXtended Classifier Systems (XCS) for
detecting database intrusions in this research. Rezaei et al.
[51] suggested a data-driven technique for segmenting the
hand parts on depth maps that does not need any additional
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FIGURE 3: The pie chart for the applications to patient and outpatient scheduling problems.

work to produce segmentation labels. The proposed tech-
nique learns to predict the hand form and posture given a
depth map by using the labels previously supplied by public
datasets in terms of main 3D hand joint positions. Sade-
ghipour et al. [52] suggested an Intelligent Diabetes Diag-
nosis System using the XCSLA System. Ahmadi et al. [53]
showed how to segment brain tumors using the FWNNet
approach. The authors introduced a unique supervised
segmentation approach based on the FWNNet layer in this
article. Garaix et al. [54] used previously published research
to create models that optimize the number of patient visits,
reduce affected patient waiting time, and improve patient
satisfaction.

The majority of the literature review studies such as Deng
et al. [55] Moreover, Robinson and Chen focused on static
modeling techniques [56]. As you can see, the quantity of
recent articles has outgrown its capacity. Figure 2 depicts the
proportion of application areas related to patient and out-
patient scheduling issues. The majority of extant patient
scheduling applications, as can be shown, are in the fields of
chemotherapy and radiation. As a result, we suggest a pie
chart depicting the many healthcare branches responsible

for green outpatient scheduling inside a radiation depart-
ment, which is defined in such a way as to illustrate various
real-life scenarios. The success of the research presented is
assessed using haphazardly created problems and a real-life
scenario. The results are highly encouraging because the
created optimization models enable us to outperform hu-
man specialists (see Figure 2).

As seen in Figures 2 and 3, many literature review topics
have covered appointment scheduling. In general, the issues are
based on highly aggregated data collected at various periods
throughout the year. It is worth noting that over half of the
contributions are from 2013 or later, demonstrating the
growing number of subjects for researchers in the appointment
scheduling program. We limit manuscripts to those submitted
in or after 2014 and 2015 due to many submissions. Between
2014 and 2015, there were just a few publications published in
English on this topic. Nevertheless, due to the collaboration
between researchers and the healthcare industry, the number of
articles published after 2015 has increased. They recognized
that they might profit from the benefits of this approach, such
as increased staff productivity and appropriate follow-up for
typical chronic disease patients.
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This contribution has enabled scholars in this field to
pursue more exciting and new subjects. We have provided a
taxonomy of outpatient scheduling concepts and method-
ologies in. The majority of the research, as described in
Appendix, focuses on the modeling techniques discussed
previously in this review article, which explored achieving
equilibrium between patient waiting time and doctor usage
through hospital consultation and resources. In actuality,
one of the first practical variables in appointment scheduling
is direct and indirect waiting time. Nevertheless, modeling a
process indirectly is challenging for a variety of reasons. To
begin with, unlike the direct waiting period during which the
appointment is terminated, waiting-time difficulties are
more accurately depicted as infinite problems. Second, in a
schedule conflict, outpatients are given a good appointment
time to choose among multiple preferred physicians. ASPs
created on a given day for a specific doctor are also linked to
various days and physicians.

2.1. Decision Level in Production Control. Production plan-
ning was defined by Szander et al. [25] and improved by Stamps
et al. [26]. The five hierarchical phases of resource capacity
management as proposed by Vissers et al. are strategy devel-
opment, patient volume planning and control, resource planning
and control, patient group planning and control, and patient
planning and control. Each hierarchical tier is listed below:

Level I: Strategic planning: This is the most high level of
the framework. This level of decision-making takes place
every two to five years. In addition to being connected to the
provider’s top executives, they help determine the future
direction of the provider.

Level 2: Plan and manage the patient volume: Each patient
group has a target number of patients, service levels, and
production volume. The process could take up to two years.

Level 3: Resource allocation and control: This section
deals with the allocation of resources to groups of patients,
such as specialties or departments. These rules determine
how patients are grouped. The effects of these activities last
from three months to one year.

Level 4: Patient group planning and control: We are
referring to the resources required to perform the patient
planning and control function. It takes between three weeks
and three months for decisions to be made at this stage.

Level 5: Patient planning and control: This is the area
where you arrange daily tasks relating to patient planning.
The choices last between one and seven days and relate to the
point at which waiting patients are approved. They deter-
mine when they will be admitted and released.

Although this approach views healthcare providers as self-
contained commercial organizations, it only addresses resource
capacity management and ignores online decision-making.

2.2. Optimizing Operating Room Scheduling. The scheduling
operating room literature has a variety of techniques that apply
to the optimization sector. To solve the challenge of operating
room scheduling, several heuristics and metaheuristics have
been used. [1] Constructing a weekly operating theater oper-
ation schedule utilizing an open scheduling method is

proposed in this context. This project aims to maximize op-
erating room utilization, reduce operating theater overtime
costs, and reduce unplanned idle time among surgical patients.
The solution process in this work is divided into two parts. The
first step is assigning a particular date for each surgeon to each
patient, and surgeons are allowed to allocate their cases to any
time block. Then, the daily timetable is established to maintain
the operation sequence, taking into account the available re-
cuperation beds. A set-partitioning integer-programming
paradigm is used in the suggested technique, and the solution is
found via a column-generation-based heuristic procedure. The
daily scheduling problem is addressed in the second phase,
represented by a two-staged hybrid flow-shop model that is
addressed by a hybrid genetic algorithm that employs a Tabu
search technique for local search. Depending on Belgian
university hospital data, the suggested approach was evaluated
with several actual surgical schedules. The findings indicate that
there was reduced idle time between surgical patients as a result
of the operation schedules as well as more operating room
utilization with little overtime. Additionally, [20] created a
unique two-stage stochastic mixed-integer-programming ap-
proach to handle surgical schedules across many operating
rooms under uncertainty. The major point of this study is that
the availability of several operating rooms and assistance and
support from other surgeons, particularly the chief staff sur-
geon, allows many procedures to be done concurrently. It
explained why surgeons should pool their resources and share
them. The following diagram depicts the summary of all op-
timization algorithms and data collections with categorization
(see Table 1).

3. Methodologies

3.1. Overlapping Appointment Scheduling Methods.
Generally, there are several approaches used in the field of
healthcare study. Using appointment scheduling is one of
the essential aspects. In this part, various approaches are
compared to see one is more practical than the others, using
their benefits as a foundation. Just the online or phone
services initiate the admission procedure, which may be
done with or without an appointment. The primary objective
is to reduce access time by allocating specific resources to
patients who phone in for an appointment the same day or
within a few days [69]. A standard appointment scheduling
process for a multidoctor outpatient unit may be reduced to
gathering many discrete single-doctor problems [70]. In an
outpatient healthcare hospital with a random service time,
the overlapping appointment scheduling (OLAS) method
minimizes patient awaiting time and doctor idle time while
increasing doctor productivity and patient contentment
[71]. The OLAS method is used to determine the best
overlapping intervals between patient appointments and
service hours. Given the probability distributions for patient
flow and service time, OLAS is generally framed as an
optimization process to reduce the overall cost of patients
awaiting and idle doctor time [71, 72]. Much research has
been performed to organize patient care time in hospitals
utilizing innovative OLAS model techniques. It may be
employed to look at a queuing system for patient satisfaction
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TaBLE 1: Healthcare scheduling in optimization context: a review.

References Method Uncertain/elective

[56] Programming in a stochastic manner Uncertainty

[46] Programs that use integers —

[57] Linear stochastic program Uncertainty

[58] Exact solution algorithm based on branch and price

[59] Algorithm of branching and bounding —

[60] Local search and heuristics Elective

[61] Dynamic stochastic programming Elective

[62] Light robustness approach and mixed-integer linear formulation Elective

[63] Model of integer linear programming Elective

[64] Model of stochastic dynamic programming Elective

[65] Bi-criteria heuristics discrete-event simulation model heuristics GA Elective

[66] Binary programming, local search, integer programming Elective/emergency

[67] Discrete-event model Uncertain

[68] Discrete event dynamic system Elective

in a hospital setting in a particular field study. Patient
satisfaction is essential to any hospital’s performance and the
public’s perception of the hospital as they stand in line for
their opportunity to visit a doctor and during their time with
the doctor [70]. This finding should aid in the improvement
of clinic services and the assurance of the quality of service.
Patients’ satisfaction with the quality of treatments in out-
patient clinics was examined in another research at Egypt’s
University Hospital, indicating that the healthcare envi-
ronment requires continuous quality development and at-
tention, notably to please patients [73].

The Monte Carlo (MC) numerical solution may be used
to evaluate the findings of optimal overlapping periods
provided by an OLAS model as an alternate technique. The
OLAS approach may also be employed to test the elements
that influence the procedure of establishing an overlap
period in clinics, such as service time distribution, over time,
and no-shows [74]. The development of an overlap period in
clinics with various assumptions is linked to service time
distribution over time and no-shows [75]. The lack of
particular scheduling services, such as alerts and warnings of
overlapping periods, is one of OLAS’s significant benefits for
appointment scheduling. Despite the cost of extra em-
ployees, OLAS enhances overall productivity and profit. In
addition, specific appointment analyses place a premium on
the number of operation studies. Furthermore, we can
expand the MC simulation feature to figure out the number
of patients to schedule an appointment with at the start of
the session and the duration of a gap between the remaining
appointment times using a simulation approach like MC.
After this is known, the value may be noted; utilizing this
results in a suitable equilibrium between the patient’s
waiting time and the doctor’s idle time. It was observed that
the shorter the mean consulting times, the faster the pa-
tient’s waiting time, and the doctor’s idle time decreased
[76].

3.2. Model Assumptions. The goal of the MC simulation is to
evaluate randomness to provide more accurate findings
based on the patient’s historical data. MC simulation pro-
vides the decision-maker with a variety of probable out-
comes and the probability associated with each option.
Table 1 categorizes the simulation techniques for outpatient
scheduling difficulties. In the simplest optimization model,
one customer is included in all modeling to determine the
start time of each engaged patient where the OLAS model is
particular. For each patient and service level, there are also
stochastic factors. For the version, the notation explanation
is as follows:

tOLAS: The appointment begins at the time of patient i
(OLAS + doctor and patient) fori=1,2, ..., N. t%° The
appointment begins at the appointed time for patient j
(doctor just patient) for j=1, 2, ..., M.

SOLAS: OLAS provides service i to patients at a set time.
WOLAS: Patient i’s OLAS waiting time.

I: Doctor’s idle time between patients k and k-1, where
k=1,2,.., N+ M.

T: Clinic closure time.

O: The clinic’s extra time working. C9*4%: The cost of
the patients who are waiting for the OLAS.

cdoc; The cost of the patient’s time spent waiting for the
doctor.

Ay: Arrival time for the kth patient in the second and
A(k) is the kth order statistic for k=1, 2, ..., N+ M.

W The time it takes for a doctor to see the kth patient,
where W(k) is the kth-order statistic for k=1, 2, ...,
N+ M.

Si: Kth patient visited by the doctor’s appointment
time, where S(k) is the kth-order statistics for k=1, 2,
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The definitions that apply are as follows:
WOLAS _
WS = max{ Wi + SP14 —1 offori =2, ,N,
W1 =0fork =1,
Wk = max{Wk — 1 + Sk -1 — Ak — 1,0}ork = 2,...... ,N + M, (1)
I1 =0,
Ik = max{Ak - (Ak -1+ Wk—-1+Sk-1),0fork=2...... SN+ M,

O = max{Ak-(Ak -1+ Wk -1+ Sk-1),0}-Tfork = N + M.

Flow time of outpatient
i= WA LW, 4 SO g (2)

The goal of the equation is to construct an approxi-
mation timetable that minimizes the following function:
total projected cost of patient wait length and service point,
doctor idle time, and clinic overtime.

We can suppose that E follows a uniform distribution in
the case of OLAS. Outpatients are anticipated to arrive at

different times t,, t,. . ...ty and , to,. . .. . . tarif they come up.
n m k
MincO"°E [z W?LAS] +clE Lz Wk:| +cIE [Z Ik] +colo].
i=1 j=1 k=1
(3)
ti t; subject to
£, >0,
ty<T,
(OLIS L(OLAS ¢ OUAS, (@
doc doc doc
1<t <L <y,

t;, t;integer.

Given that integer values are appointment start instances, it
is still accurate that the doctor’s maximal work is comparable to
T - Y,;I; +O depending on the stated mathematic equations.
Outpatients could be accepted earlier, late, or on time for their
planned appointment. The OLAS is used to see patients. The
doctor line is organized depending on their first appointment
time and examination room availability. Patients are displayed
in the line according to a first-come-first-served principle. An
OLAS-afflicted patient, for instance, can immediately enter the
physicians’ queue when the OLAS is done.

If a physician-only patient with a later appointment
comes before the OLAS, the health doctor will see them first.
If there is a vacant examination room, a doctor-only patient
will instantly join the medical doctor line. After admittance,
all patients are put in exam room lines. A qualified patient is
allocated to an exam room if one is accessible or waiting in
line. They are in both the OLAS and doctor queues at the
same time. As a result of the first appointment and exam-
ination room, the number of exam rooms is restricted.

Generally, OLAS individuals in an examination room will
seek medical assistance sooner than doctor-only individuals
who have not yet been allocated a room. Simultaneously,
with several phases, overall service examples are generally
more significant. The goal is to devise schedules that reduce
the accessible ready time for patients while minimizing idle
time and time spent outside of the fitness care facility’s
control. Most OLAS modeling techniques are created for an
outpatient healthcare program, and several parameter pairs
are mathematically tested. The findings also touch on the
topic of appointment scheduling. This approach examines
some variables including service time, coefficient, variance,
cost ratio, total doctor idle time and overtime, and patient
waiting time. Furthermore, numerical studies show that the
OLAS approach can considerably cut clinic costs. Outpa-
tients with a long service duration, a high coefficient of
variation for service time, a high-cost ratio, and a high no-
show rate have the most extended overlap period and lowest
cost. As a result, this technique may be studied and con-
trasted with other appointment scheduling strategies [64].

Furthermore, discrete-event modeling is a flexible
technique designed to form the techniques necessary to alert
healthcare scheduling, thanks to those simulation methods
types. It provides for a wider range of tools than the Markov
standard approach and the creation of procedures at a level
appropriate for the task. Its risks are low and easily handled,
putting our field closer to the need for strong modes that
decision-makers can rely on. To manage the clock in most
discrete-event simulations, AnyLogic or Arena Simulation
software is used.

3.3. Multiple Objectives. Preoperative holding units (PHUs),
multiple ORs, postanesthesia care units (PACUs), and in-
tensive care units (ICUs) are the three components of an
operating room. They are all useful in supplying effective
planning and scheduling for surgical procedures. The most
efficient components of the operating room, such as nu-
merous ORs and critical care units, are evaluated in this
study’s operation schedule (ICUs). Other areas, on the other
hand, are believed to have adequate resources. The weekly
scheduling of operations for chosen patients and the
problem of assigning procedures to operate rooms in the
event of ambiguity about surgery duration and the coming of
emergency patients depending on a flexible policy (capacity



reservation) were studied in this research. We have a list of
chosen patients awaiting surgery and some surgeons with
various specialties who should be booked in the event of
ambiguity about the length of surgery and the advent of
emergency patients on their surgeon’s days off. The
scheduling of operating room units and intensive care units
is taken into account in this research. The problem under
investigation has several restrictions. These considerations
comprise the intensive care unit (ICU), the restricted time
accessible for work, the noninterference of procedures in-
volving an operating room, and the noninterference of
operations involving a surgeon because most multiple ORs
are outfitted with specialized equipment and can accom-
modate a variety of operations. We approached the oper-
ating room separately, and it is also conceivable to add a
restricted number of beds to the intensive care units (ICUs)
in the event of a bed constraint.

The following are the assumption of the theory in
question.

(i) All patients are operated, both nonpreferentially
and selectively, in the many ORs available

(ii) The value of a weekly routine cannot be overstated
(iii) It is possible to schedule multiple rooms

(iv) The length of the operation varies

(v) Emergency patients are also admitted at random

(vi) The objectives of patients are taken into account
while scheduling

(vii) It is feasible to do business outside of regular
working hours (overtime)

(viii) Anesthesiologists, nurses, surgeons’ assistants, and
other human resources are available

(ix) Professionals, on the other hand, see constraints as
the most valuable human resource

(x) The characteristics of operating rooms are the
same

(xi) Index:

p: Set of all patients

q': Set of all noninfectious patients
p': Set of all nonemergency patients
p': Set of all emergency patients

o0: Set of all multiple ORs

s: A Set of all surgeons

t: A set of all available time blocks
d: Set of all available days

(xii) Parameters:

C st The expense of assigning the P th patient to
the O th operating room and assigning the s th
surgeon to the P th patient

D,: The jexpense of altering a nonemergency
panent p's treatment plan

EC,;: On the d th day, the expense of not utilizing
the o operating room

LC,;: On the d th day, the expense of excessive
usage of the operating room
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9+ The total number of modlﬁcatlons made to the
nonemergency patient program p to this point
U,;: Intensive care unit (ICU) shortfall cost per
day d
du,: When the patient’s p operation lasts, the
number of blocks
cly: After q th operation, the number of time
blocks required to clean the operating area
dap: The most recent time frame (day) in which
we are permitted to operate on my p th patient
dI ,: The number of days in the intensive care unit
that the p th patient should spend (ICUs)
R,,: If the p th patient may be allocated to the o th
operating room, R, is one; otherwise, it is zero
Q,: If the p th patient can be allocated to the s
surgeon, Q,, equals one; otherwise, it equals zero
G: The number of nonemergency surgical time
blocks a surgeon can do each day
HN ,;: The number of time blocks allotted on the
d th day to run the o th operating room
HS,;: Max number of extra work block for
chosen patients in the o operating room on the d
th day
HO,;: The maximum number of time blocks that
emergency patients can utilize the operating
room after the authorized time blocks linked to
the o operating room on the d th day
HM,;: The amount of time allotted to emergency
patients in the o operating room on day d; this
parameter has a wusual distribution with
E(HM,,;) as the mean and Var (HM,,) as the
variance
MT?7%*: The s physician is max working hours on
the planning
WICU ;: The number of intensive care unit (ICU)
units allotted to emergency patients; this variable
has a normal distribution with E(WICL CU,) as the
mean and Var (WICT CU,) as the variance
Cicuy: The number of boards accessible in the
intensive care unit (ICUs); this variable has a
normal distribution with E(é?c;td) as the mean
and Var(éi\chd) as the variance

post 4+ It is one if the p th patient’s preoperative
surgery in the operating room begins utilizing the
sth surgeon in the t th time block on the d th day;
otherwise, it is zero
0: The most significant number of times a non-
emergency patient’s treatment schedule can be
altered

(xiii) Decision variables:

X posta’ 1f the p th patient’s operation is started in
the operating room by the s th surgeon in the ¢ th
time block on the dth day, x4 is one; otherwise,
it is zero

X posta: 1 the p th patient’s operation is done in the
operating room by the s th surgeon in the ¢ th
time block on the d th day, X, equals one;
otherwise, it equals zero
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¥pa: 1t the p th patient is admitted to the intensive
care unit (ICU) on the dth day, Ypd equals one;
otherwise, it equals zero

¥,q: If the p patient is in the intensive care unit
(ICUs) on the d th day, ., is one; otherwise, it is
zero

Z ;: The number of intensive care beds in limited
supply on the d th day

yp: If the treatment plan for the p’th non-
emergency patient is altered, y, equals one;
otherwise, it equals zero

o, The length of time on the d th day that the
operating room will not be used

Boq: On the d th day, the amount of time to
misuse the operation room

(xiv) Mathematical model.

(xv) This section contains a list of patients.

p: All patients, including patients, are gathered
q: Compile a list of all infected patients

q': All noninfectious patients are gathered

p': All nonemergency patients are gathered

This area does not have any emergency patients; only the
capacity is set aside for them.
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F1GURE 4: The amount of time allowed to work for room 1 and each
day.

Room

5th Day 1st Day
4th Day5 v x 2nd Day
6

3rd Day
—— Room 2

FIGURE 5: The amount of time allowed to work for room 2 and each
day.

Equation (5)’s goal is to reduce the expense of assigning
patients to many ORs and surgeons, not utilizing and overusing
multiple ORs, and the cost of overusing an intensive care unit.
Restriction (6) guarantees that each patient (including emer-
gency and nonemergency) is allocated to a particular operating
room and surgeon on a given day and for a specific amount of
time. Restriction (7) guarantees that each patient receives the
appropriate time blocks for time block surgery. Limit (8)
guarantees that each operating room is cleaned after surgery for
each contaminated patient for at least cl q Minutes. Limit 9)
indicates that each operating room can only execute one surgery
during each time block in a day. Restriction (10) specifies that
each surgeon can only do one surgery in one operating room
during each time block in a day. Restriction (11) guarantees that
each patient is allocated to a specific operating room and
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Room

5th Day / 1st Day
4th Day < 2nd Day

3rd Day
—&— Room 3

F1GURE 6: The amount of time allowed to work for room 3 and each
day.

surgeon before a deadline. Restrictions (12) and (13) guarantee
that each patient is allocated to a particular operating room and
surgeon. Restriction (14) guarantees that physicians do not work
more than a specific number of hours per day on nonemer-
gency patients. Patients can utilize each operating room as
much as they like in emergency and nonemergency situations,
according to restrictions (15) and (16). Restrictions (17) and
(18) measure the amount of time that operating rooms are
overused and underutilized for nonemergency patients on
various days. The restriction (19) is linked to surgeons’ max-
imum working hours. It regulates the amount of time on
nonemergency patients. Restriction (20) guarantees that each
patient who has surgery is admitted to the critical care unit. The
restriction above (21) guarantees that each patient receives a
bed in an intensive care unit (ICU) for the number of days
necessary for admission. Restriction (22) estimates the number
of bed limitations for emergency and nonemergency patients
based on the intensive care unit’s capacity. Daily, restriction
(23) guarantees that infected patients are the last patients al-
located to operating rooms.

4. Computational Results

A small-scale instance is presented for each suggested model
in this part to comprehend and verify the concepts above. In
the first half of the instance, there are three operating rooms
and three surgeons. Each day is separated into six time
periods. Ten patients were scheduled in different operating
rooms and intensive care units, comprising eight chosen
patients and three infectious patients (patients 1, 2, and 3).
The number of time intervals permitted to work for each
room each day HN ; is different in this case. Over time, it is
deemed if the patient’s room allotment exceeds this amount
(see Figures 4-7).
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0 0.5

W first day
M second day
m third day

The value of the objective function

1.5 2 2.5 3

m fourth day
m fifth day

FIGURE 7: Intensive care schedule (part 1).

TABLE 2: Calculation of the objective function.

3.5

4.5

3569

Solving time (seconds)
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The amount of time
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operating room
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F1Gure 8: The amount of time not to use the operating room 1

The amount of time not
to use the operating
room
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3rd Day5 2nd Day
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FIGURE 9: The amount of time not to use the operating room 2
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The amount of time not
to use the operating
room

4th D:
ay 1st Day

3rd Day 2nd Day

—@- Room not used 3

FiGgure 10: The amount of time not to use the operating room 3.

The results are derived from the GAMS program output
(see Figures 8-10).

5. Discussion

Compared to other sectors, healthcare quality assessment is
doubly important due to the sensitivity of the services provided
in this area on the one hand due to their relationship with death
and life of individuals and on the other hand due to the
asymmetry of information between providers and patients.
Along with reducing the length of hospital stays, improving the
quality of healthcare can also reduce mortality. Healthcare
system managers can identify their opportunities and weak-
nesses with a tool that measures patient expectations and
perceptions. A manager who identifies and covers service
quality gaps will likely increase customer satisfaction by in-
creasing customer perception of service quality. From the point
of view of outpatients, not all aspects of service quality were in
good condition. This indicates a gap between the expectations
and perceptions of clients of the quality of services provided in
this center, which needs to be improved in all its dimensions.
For this reason, it is suggested that managers pay more at-
tention to patients’ needs and provide appropriate services to
reduce the existing quality gap. Trying to reduce the gap be-
tween patients’ expectations and perceptions will lead to greater
satisfaction and ultimately loyalty and return to the organi-
zation. Also, by using the SERVQUAL model (as one of the
quality measurement tools), managers are able to evaluate the
quality of services from the perspective of patients as the most
important customers, and with proper planning and correction
of existing disorders and weaknesses, ultimately improved
service quality is possible. Based on the literature review de-
scribed above, the performance of outpatient facilities in the
different departments evaluated in the healthcare clinic has
greatly improved. To improve the efficiency of outpatient care,
various techniques such as scheduling, modeling, and artificial
intelligence are used to create a patient-centered appointment
cycle. Treatment duration varies greatly depending on the
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patient. The challenge is choosing which model is more ef-
fective despite the fact that we have studied several articles and
shown the benefits of several models. Since many scientists in
this field have conducted simulation work, we can conclude
that separate event simulation offers the most advantages and a
better understanding of how to overcome the restrictions. In
general, discrete-event simulation is an effective method of
coordinating the many scheduling techniques required for
healthcare. It also has a larger scale than classical Markov chain
optimization, which makes it perfect for this application. It is
imperative that our industry meet the rigorous design criteria
that decision-makers will accept because the dangers are
minimal and straightforward.

6. Conclusion and Limitation

Healthcare in the United States is complicated and ex-
pensive. Therefore, there are many opportunities for re-
searchers from a variety of disciplines to contribute to the
improvement of healthcare systems. A hospital’s oper-
ating room (OR) generates the most income and expense,
according to healthcare analysts. In this study, we looked
at existing modeling techniques for outpatient appoint-
ment scheduling in the healthcare industry. More than
200 publications are examined in this respect better to
understand outpatient appointment scheduling issues in
the literature. Researchers have paid great attention to the
scheduling issue in the twenty-first century. Published
technical OR scheduling publications have steadily in-
creased since 2000. Rather than that, it reflects the di-
versity of viewpoints and healthcare contexts around the
world on the issue. The reader may see an increasing trend
of study interest in recent years (Figure 1) due to expanded
hospital resources based on the data reports provided in this
research. Despite the abundance of literature on outpatient
appointment scheduling, there are several ways to enhance the
current research, such as establishing planning models, per-
formance metrics, and forecasting skills under various gen-
eralized situations. More research, for example, may be
designed to focus on developing timetables that can be per-
formed successfully on this issue.

It may be possible to create alternative healthcare access
solutions by understanding scheduling systems’ perfor-
mance dynamics. It is necessary to have a different area of
inspection in order to reduce overbooking. Healthcare ac-
cess and service delivery will likely be scrutinized more
closely by the general public due to their desire to improve.
Mathematics can also be used to model numerous providers,
such as double bookings, overtime expenses, and increasing
the effectiveness time of visiting doctors. A mathematical
model for the patient admission scheduling problem with
stochastic arrivals and departures is the subject of this study.
We discuss how we can apply our model to real-world
problems. We present a solution technique for efficient
computing, a numerical model analysis, and examples to
demonstrate the method. In this study, we examined the
challenge of assigning procedures to operating rooms in the
face of ambiguity regarding surgery length and emergency
arrivals based on a flexible policy (capacity reservations).
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Using simple numerical examples, we demonstrate that the
proposed methods derived from deterministic models are
inadequate compared to the answers obtained from our
stochastic model. Similarly, we use heuristics to estimate the
objective function to build more complicated numerical
examples for large-scale issues, showing that our method-
ology can be applied quickly to real-world situations.
[30, 77].

6.1. Future Work. Researchers should examine how outpa-
tients and walk-ins unexpectedly arrive at clinics, disrupting
operations. A discrete-event simulation technique is often used
in healthcare for real-time decision-making but is rarely dis-
cussed publicly. In healthcare applications, such as screening
and illness management, discrete-event simulation is the most
accurate modeling method. Let’s use a version of healthcare
optimization. In such a case, different patients must be con-
vinced of their benefits and limitations within the healthcare
industry. Further studies are needed to evaluate how walk-in
outpatients affect the timeliness of scheduled arrivals in greater
detail. A further area of future investigation would be the
formulation of sequencing issues based on individual un-
punctuality habits. A game theory approach could be used to
extend current models to account for physicians, nurses, and
patients” unpredictable behavior. As a research gap, scheduling
difficulties during outpatient appointments might be used to
simulate the multistage health process, like the initial exami-
nation, drug test, and preparation of patients, or to optimize
multivisit schedules in clinics.
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Several studies aimed at improving healthcare management have shown that the importance of healthcare has grown in recent
years. In the healthcare industry, effective decision-making requires multicriteria group decision-making. Simultaneously, big
data analytics could be used to help with disease detection and healthcare delivery. Only a few previous studies on large-scale
group decision-making (LSDGM) in the big data-driven healthcare Industry 4.0 have focused on this topic. The goal of this work is
to improve healthcare management decision-making by developing a new MapReduce-based LSDGM model (MR-LSDGM) for
the healthcare Industry 4.0 context. Clustering decision-makers (DM), modelling DM preferences, and classification are the three
stages of the MR-LSDGM technique. Furthermore, the DMs are subdivided using a novel biogeography-based optimization
(BBO) technique combined with fuzzy C-means (FCM). The subgroup preferences are then modelled using the two-tuple fuzzy
linguistic representation (2TFLR) technique. The final classification method also includes a feature extractor based on long short-
term memory (LSTM) and a classifier based on an ideal extreme learning machine (ELM). MapReduce is a data management
platform used to handle massive amounts of data. A thorough set of experimental analyses is carried out, and the results are
analysed using a variety of metrics.

1. Introduction

Recent technologies, such as big data, the internet of things
(IoT), wearables, and so on, have a significant impact on
society, healthcare organisations, and our daily lives. Big
data plays an important role in obtaining the necessary data
during the decision-making process. Big data is defined as a
complex and massive volume of data derived from various
sources and clinical data sets that provide critical infor-
mation for patient treatment [1]. Furthermore, big data has
the potential to improve healthcare operations through

data-driven decision-making in the ambiguous environ-
ment of Industry 4.0. Big data analytics provide significant
benefits for evaluating and assimilation of massive amounts
of complex healthcare data. The medical system keeps track
of the world’s most pressing social and economic issues in
order to find innovative solutions through technology and
science. The Industry 4.0 model was first proposed in 2011,
and it was initially referred to as the production or
manufacturing process. While incorporating, medical
services and Industry 4.0 are complementary methodolo-
gies. Furthermore, with the rise of big data and the
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widespread use of electronic healthcare records of patients
in healthcare organisations, chasing solutions to pop-
ulation medical problems is no longer viable. Using big
data for better decision-making, on the other hand, poses
some healthcare challenges.

In recent years, group decision-making has received a lot
of attention in various areas of healthcare organisations [2].
The more severe the challenge, the more complex it can
withstand the loss caused by a decision-making error. As a
result, many civil organisations and government depart-
ments, as well as managers and experts in various fields,
would be involved in decision-making. Based on the pref-
erences of decision-makers, LSGDM selects sufficient al-
ternates from a group of possible alternates [3]. When the
number of decision-makers (DM) increases, the standard
group decision-making problem transforms into the
LSGDM problem. LSGDM problem-solving methods typi-
cally consist of four phases: (i) the cluster standardised
individual decision matrices, (ii) standardising original in-
dividual decision metrics, (iii) selecting the best alternatives,
and (iv) aggregating the cluster decision metrics.

Based on the conventional decision-making method,
the current study significantly innovates by incorporating
four factors: distinct decision-makers’ preference data
expression, attribute weight determination method,
large-scale group clustering method, and large group
preference data aggregation method [4]. One of the most
common fields of study is large-scale group preference
data aggregation. Despite the fact that the number of
studies deliberating big data is steadily increasing, ap-
plications of large-scale group decision-making proce-
dures in the context of big data studies and medical
Industry 4.0 remain rare. This work creates a new
MapReduce-based LSDGM model (MR-LSDGM) for the
Industry 4.0 environment to improve decision-making in
healthcare management. With the rapid advancement of
information technology, as exemplified by the Internet,
decision support systems will evolve toward socialisation
in the era of big data. This is because DMs from various
areas can be invited to collaborate on difficult issues on a
single network platform. Simultaneously, we can conduct
online voting on a particular item and perform auto-
mated statistical analysis. Additionally, it may analyse
and research multitemporal and group events, such as
those on e-commerce websites and search engines, to
provide critical data support for qualitative decision-
making. It appears to be worthwhile to develop large-
scale group support tools to aid in decision-making, given
that the big data era may contain a variety of data sources,
including social media, mobile devices, and websites.
Several researchers have developed software imple-
mentations of LSGDM, including the WTALGDM for
LSGDM on energy network dispatch optimization,
MENTOR for visualizing opinion evolution, and a
multiagent system model for assisting with CRP. Other
application fields, such as healthcare and engineering,
require the use of these tools. A large number of simu-
lations are run to demonstrate the improved results of the
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MR-LSDGM technique, and the experimental findings
are examined using several metrics.

2. Related Works

Li and Wei [5] created an LSGDM model for making medical
management decisions. For describing the decision data, the
HFLTS is used. For clustering the DM into many subgroups, a
clustering technique based on the ideal point is presented. The
DM preference is then combined with the PDEHFLTS model
to retain the decision data. A subgroup weight method is
proposed for calculating the ranking weight based on the
subgroup size and the presented hesitant entropy of
PDEHFLTS. For large-scale GDM problems, Li et al. [6] used
a fuzzy cluster analysis to integrate heterogeneous data. Fuzzy
cluster analysis is used to divide large groups into smaller
ones, and F-statistics are used to calculate the number of
clusters required. The original data is kept depending on the
degree of similarity. A consensus-building process is then
used among these smaller groups to reach a common un-
derstanding. While other groups could not agree, a feedback
system was devised to update the smaller GDM matrix, and
the TOPSIS model was used to select the best option.

Song and Yuan [7] proposed a new GDM method based
on arithmetic programming and employing IMGFLPR. As a
result, a consensus procedure based on IMGFLPR is de-
veloped, while dynamic adaptation of expert weights is
considered. Finally, problems with emergency plan election
are solved using the presented method, which demonstrates
the effective outcome of GDM. Wan et al. [8], inspired by
multiplayer game concepts, proposed a two-step optimi-
zation algorithm that first maximises individual fulfilment
while minimizing group conflict. The provided approach
effectively saves decision-making time when it comes to
ensuring the quality of LSGDM.

Hsu et al. [9] identified eight potential developments for
providing a proper approach to the medical industry. The
modified Z-DEMATEL method is used to build the mutually
important relationship and prioritises this trend. By opti-
mising the classic fuzzy number and representing the as-
sessment environments’ confidence under uncertainty, the
Z-number technique improves the consistency of expert
evaluation. Liu et al. [10] developed an LGDA approach for
managing dependency in HRA based on the interval two-
tuple linguistic variable and cluster analysis model. In ad-
dition, an expanded Muirhead mean operator was developed
to determine the amounts of reliance between the activities
of consecutive operators. Finally, empirical medical de-
pendency analysis is used to demonstrate the applicability
and effectiveness of the presented LGDA model [11].

Du and Shan [12] proposed a dynamic intelligent in-
tegration suggestion approach for product ideas. They began
by creating one-of-a-kind product concept assessment
condition systems that included both output and input
criteria. The following section describes a step for static data
combination and data extraction. Later, the fundamental
likelihood assignments function is used as a data extraction
approach to accurately reflect and effectively capture the
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validity of experts’ evaluations. Dursun et al. [13] proposed a
fuzzy multicriteria GDM architecture based on the fuzzy
integral and measure principle to evaluate the HCW
treatment alternatives for Istanbul. In the case of the GDM
problem, an expert consensus is required for the calculation
method to be carried out correctly. The OWA operators are
used in this work to aggregate DM opinions.

Pan et al. [14] concentrated on using dynamic pro-
gramming to solve the large-scale GDM problem, in
which the data is in the form of linguistic variables. Be-
cause the linguistic variable cannot be directly computed,
the interval type-2 fuzzy set is used for encoding. The
distinct similarity and distance models are then con-
structed concurrently in order to determine the rela-
tionship between the interval type-2 fuzzy set. Later, a
dynamic programming approach based on clustering
models was presented for clustering the DM from an
overall perspective. Gao et al. [15] created a novel para-
digm for selecting an appropriate physician in the index
system that balances the 2D calculation result. The re-
searchers created questionaries and conducted field re-
search to bring the given technique closer to the actual
situation in China. They then calculated the best outcome
for the best medical services provided by doctors [16].

3. The Proposed MR-LSDGM Technique

The MapReduce tool is used in this study to create a new
MR-LSDGM approach for the healthcare industry. The
MR-LSDGM approach includes BBO-FCM-based DM
clustering, 2TFLR-based preference modelling, and
LSTM-OELM-based classification procedures. The pro-
posed MR-LSDGM model is depicted in its entirety in
Figure 1. The MapReduce tool is used by the MR-LSDGM
approach to managing massive amounts of data in the
healthcare industry. The sections that follow provide a
more detailed explanation of these processes [17].

3.1. MapReduce. The primary goal of the Map procedure is
to compute the geometric distance between cluster centres
and sampling point data. Read the data from Hadoop
Distributed File Systems (HDFS) and use the stated (value,
key) pair input formats as Map function input values, where
“key” denotes the sampling point data ID numbers and
“value” means the entire data sampling point and then read
the maximal consumption. The minimal distance approach
would evaluate the major cluster centre, compute Euclidean
distances between other cluster centres using sample point
data, and integrate the membership degree (MD) [18].
The primary goal of Reduce functions, on the other hand,
is to obtain a large number of Map function outputs. To
begin, obtain the key values pair from the Map functions,
where “key” represents the cluster centres and “value”
represents the sampling point data equivalent to the cluster
centres. The data sample from a number of distinct cluster
centres is then merged, and a new cluster centre is evaluated.
Finally, it is determined whether the geometric distance
between the novel and equivalent cluster centres exceeds a

( !
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)

FIGURE 1: Overall process of MR-LSDGM model.

Performance Evaluation

predetermined threshold or whether the number of itera-
tions exceeds that threshold.

Despite outperforming traditional hard clustering al-
gorithms in terms of clustering effects, fuzzy clustering al-
gorithms have a few drawbacks. The current clustering
algorithms are extremely sensitive to early clustering centres.
Because the algorithms use the concept of gradual iteration,
the objective functions are continuously reduced during the
iteration. As a result, when the ¢ clustering centre is arbi-
trarily chosen in each sample data set at first, the geometric
distance that would produce the last clustering results for
falling to the current optimum solution is smaller. To avoid
situations in which the geometric distance between the
arbitrarily chosen cluster centre is smaller, the minimum
and maximum distance methods were used to determine the
early cluster centre in this study.

3.2. Design of BBO-FCM Technique. In the beginning, the
BBO-FCM approach is used to divide the DMs into sub-
groups. Every feature vector with a coeflicient between [0, 1]
belongs to one of the FCM clusters. Finally, the algorithm
labels all of the data points (feature vectors) based on the
maximum coeflicient of these data points across all clusters.
By minimizing the following equation, the cluster centre and
fuzzy membership matrix are calculated.

C
Zui)j =1, (1)
g-1

where u represents the sum of data; ¢ indicates the
quantity of clusters; u, ; signifies the fuzzy association of jth
point to ith clusters; d, ; means the cluster centres and data
point I € (1,00), a fuzzy weight factor that determines the
quantity of fuzziness produced as a result In most cases, and
[=2 is chosen (it can be stated that this value of m does not
generate optimum solutions for each problem).

Because of the constraints in (1), all points must com-

pletely allocate their memberships to each cluster [19]. The



fuzzy weight centre of gravity of the data is used to define the
cluster centre (centroid)X.

n
_ 1
vi= f’lZui)j,xxj. (2)
j=1

Asu, ; influences the calculation of the cluster centres ;,
data with more memberships would have a greater influence
on the prototype position than data with fewer member-
ships. Because u (g, j) has an effect on the calculation of the
cluster centres v;, it is necessary to consider it. The distance
d_is used in the fuzzy C-means technique (g, j). Clustering
using fuzzy logic (sometimes referred to as soft clustering or
soft k-means) allows each individual data point to be
assigned to more than one cluster. For fuzzy C-means ap-
proach, distance d - is determined by

W[ (3)

2 — —
dgu” = "x |

The cluster centre v; represents the common value of that

cluster, where the 1, ; components of the association matrix

denote the range where the data point x; is related to its

model. The minimalization of divide function (1) would
derive the following equation:

d .
29 D g

(4)

N

d 9]

Equation (4) is defined in an iterative manner as the
distance d ; is based on membership u;;. The process to
compute the FCM is given below:

(i) Opt for the number of cluster ¢, 2 <c <n; select m,
1 <1< co.InitializeU ©.

(ii) Compute the cluster centre v; by (2).
(iii) Compute the novel partition matrix U by (4).

(iv) Relate UY) & UU*D. When the variations of the MD
u;; computed by proper standards are smaller when
compared to the provided threshold, end the pro-
cess and return to step (2).

The BBO algorithm is used to define the optimal initial
cluster centre of the FCM technique. The BBO has a
population-based optimised technique that simulates the
development and the balance of predator and prey in
different ecosystems. According to research, the BBO
produces better results than the other population-based
techniques [20]. This technique utilises the BBO algorithm

i _(/\n + ‘un)Pn + 1 Py
Pn = _(An + /’{n)Pn + Aun+1Pn+1 + An—lpn—l’
_(/\n + ‘un)Pn + An—lpn—l’

.. @ — {H" HSI"}

At this point, J.
habitat and calculates all equivalent HSIs, and T =
(n,m, A, 7, Q, M) describes the function that switches from

sets an ecosystem of
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to select the optimal initial cluster centre to use for its initial
cluster centre determination process. For each setting, the
BBO uses an optimal population-based technique to
simulate development and the balance between predators
and prey. It has been discovered through research that the
BBO generates superior results when compared to other
population-based approaches. From one iteration to the
next, a collection of solutions is retained, and all habitats
send and receive inhabitants. The various habitats are
determined by their immigration and emigration rates,
which are probabilistically modified. An arbitrary number
of habitats are occasionally mutated during all iterations.
All of the solution parameters are now referred to as
suitability index variables (SIV). Simon was the first to
propose the concept of a biogeography-based optimization
method. Using the scientific understanding of migration
and the dispersion of species from one habitat to another,
this method has been devised and tested. Each location has
a habitat suitability index (HSI), which is based on the
concepts of this algorithm and acts in a similar way to the
fitness function in other population-centred algorithms. In
addition, the suitability index variables refer to the inde-
pendent factors that are used to determine the suitability
index of a settlement (SIV).

The mathematical method of immigration (A;) and
emigration (y;) is expressed as follows:

S )
Ao=I(1-—-1,
k ( Smax

Sk
:E — ),
Hie (Smax)

where I refers to the maximal rate of immigration, E defines
the maximal rate of emigration, S, ,, implies the maximal
number of habitats, and S, represents the habitant count of
k.

The following are the modifications to all habitats that
improve the evaluation of BBO:

m(s) = My, x(l - PP" ), (6)

max

where m, . represents the higher value of mutation
determined as a user, P, ,, demonstrates the superior mu-
tation probabilities of every habitat. and P, refers to the
mutation probabilities of n' habitat that is given by

n=0;
1<n<S,,, —1=0; (7)
n=

one optimised cycle to the next. The six tuples of elements
are described, where n implies the number of habitats, m
refers to the number of SIVs, A represents the rate of
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immigration, T demonstrates the rate of emigration, Q) refers
to the migration function, and M indicates the mutation
operator.

3.3. Modelling Preferences of DMs Using 2TLFR Technique.
Once the DMs have been clustered, their perspectives can be
defined and fused using the 2TLFR technique to retain as
much decision information as possible. Decision-making in
healthcare is based on dynamic conditions and ambiguous
information, and most decision-makers prefer linguistic
variables or fuzzy values over hard numbers. In the two-
tuple linguistic depiction method, the data measured in the
linguistic hierarchy term set could be unified with no data
loss.

Definition 1. S = {so, Spreees sg} represents a linguistic term
set; Be[0, g] denotes the outcome of an aggregation index of
a group of labels measured in S. (s, @) indicates linguistic
two tuples; 5,€S and ae[-0.5,0.5]; Sy characterises the lin-
guistic label of the data; and « means the mathematical value
that expresses the values of the translation from the original
results 5 to the nearest index label y in S, namely, the
symbolic translation.

The following function converts mathematical numbers
and linguistic two tuples. They can convert mathematical
values to linguistic two tuples using (9) [8].

A: [0, g] — sx, (8)

Sy» y = round (),

a=p-r, «ac[-0.50.5] ©)

A(p) = <I
Using the eq., they can convert a linguistic phrase to a
real value (between 0 and g).
A" 5% [-0.5,0.5] — [0, g]
A71<sy,oc) =y+a=p

To further unify the dimension, they could use the eq. to
map the linguistic term between zero and one.

(10)

A s %[-0.5,0.5] —> [0,1],

(11)
A_l(s oc) = y;(x.

y?

3.4. Automated Disease Classification Model. Finally, the
disease classification process is divided into three stages: feature
extraction using LSTM, classification using ELM, and pa-
rameter tuning using tree growth algorithm (TGA). As pre-
viously stated, convolution models can work on a single image
and transform it from input pixel to matrix/vector represen-
tation. Current CNN pretrained models are used for feature
extraction. The main goal is that CNN may not be trained, but
training may be provided by the BP errors from the LSTM-DL
classifiers via CNN multiple input images. Convolutional
neural networks (CNNs) are used because of their improved
transferability. Knowledge of this cutting-edge technology will

e A

=+ — C,

X
O (O] [man]
he, | I I I O- X) > hy

D

FiGure 2: LSTM structure.

benefit not just researchers who use CNN for radiology and
medical imaging jobs but also clinical radiologists, since deep
learning may influence their practise in the near future. Fol-
lowing CNN training, medical professionals or computer-aided
detection (CADe) systems can specify the target lesions in
medical pictures during the deployment phase. Figure 2 depicts
a general LSTM cell. The LSTM cell contains various gates and
parameters that control the behaviour of each memory cell.
Every cell state is governed by the activation function of gates.
For different types of gates, the input value is fed into the input
gate (I), forget gate (f), activation vector (c), and output gate

(0).
Jr=¢€ j(ijPt +wpyih +wga, g + bj)
fi=¢€ f(prt +wph,_; + Wyra_y + bf)

a; = fra, + jteu(wpcpt +wy ey + ba), (12)

>
>

Ot = Eo(wpopt + whot—lh T Wy + bO),
h, =0, € h(a,),

where w,;, Wy, j, W j» Wi 1> W £ Wpa> Whas Wpo» aDd W, denote
weight (input weight, hidden weight, output weight, etc.)
and b, by, b,, and b, indicate the bias weight [21].

Each time step includes a single CNN series and an
LSTM model. As a single step, CNN could be passed and
used on every output to the LSTM input image for all input
images. The result could be achieved by folding up a CNN
input framework with multiple layers in a time distribution
method. The same layer is used multiple times to achieve a
similar result. To determine the presence of diseases, the
extracted features are fed into the ELM classifier. Assume a
training data A {(x;,t,)}~,, the output functions of SLEN
using L hidden neuron could be determined by

f(x)= Zﬁjhj( pbpx) =h(x)Bi=1,...,N, (13)
j=1

where B = B,,..., B denotes the output weight matrix and
h(x;) = [hy(ay, by, x;), ..., hj(a, by, x;)]  represents  the
network output equivalent to the training samples x;. h; (-)
indicates a nonlinear piecewise continuous function and
aj€ R%, and b; € R(j=1,2,...,L) means a parameter of jth
hidden node. The training network is to discover appropriate

network parameters for minimizing the error functions
|HB - Tll,, where
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[ h(x))

H= E bl
| h(x
_ T( ) (14)
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[ t],

It represents an SLEFN using an L hidden neuron and
denotes the hidden, output matrix, and target output.

ELM uses arbitrary hidden node parameters and the tune-
free trained approach to FENN instead of iteratively upgrading
network parameters as in traditional gradient descent algo-
rithms. ELM is flexible because it employs a hidden activation
function, as demonstrated by the universal approximate ability
theorem. Almost any nonlinear piecewise continuous function
and its linear combination perform well in the ELM algorithm
[22]. The extreme learning machine (ELM) is a fast convergent
training method for single hidden layer feedforward neural
networks (SLFNs). This type of SLEN allows for faster con-
vergence training and avoids the need for many iterations to
update the hidden layer weights. Compared to other classical
learning algorithms in applications with increasing noise, ELM
appears to outperform ELM in regression and classification
tests. With a single hidden layer of neurons and random feature
mapping, an ELM model learns quicker than other models.
High dimensions and large data sets have aroused substantial
scholarly interest in the low computing complexity.

The TGA is used to optimise the ELM model’s parameter
computation, resulting in improved overall classification
performance. The TGA approach is stimulated by the com-
petition between trees in the forest. A tree’s attention is divided
between food and sunlight. Exploration and exploitation are
the two major stages of the approach. During the exploration
stage, the tree moves toward the sunlight, allowing it to in-
vestigate new locations. The tree is now fulfilled with light in the
exploitation stage, and thus, it moves towards better nutrients
in the root, as it moves towards the global/local optimal. The
forest’s tree population is classified into four types.

The first group of trees has found a light source, and they
can now compete for food. To compete with light, the tree in
the second group switches to the two optimal options that are
closest to it. In the third group, a new tree is planted in place of
the worst tree. Finally, an optimal tree is used to create a novel
plant [23]. Initially, this approach arbitrarily creates the early
population of the tree (solution) within the lower and upper
bounds, where the fitness values for all solutions are calculated.
The following is how the early population is produced.

X;; = min; + rand - (maxj - mlnj), (15)
where x; ; is the jth variable of ith solution of the population,
rand represents an arbitrary value derived by the uniform
distribution, and min; and max; indicates lower bound and

j
upper bound of jth variable, respectively.
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Next, the population is arranged based on the fitness
values, and the present optimal solution at the jth iterations
is established. The global optimal solutions are represented
as T.p,. The optimal solution is allocated to the initial group
(N,), and the solution from this population carries out the
local search as follows:

i _T] j (16)
T; —g+f><Tw

where T{H represents the novel ith solution and T7 is the
ith solution in jth iteration. 6 represents the rate of power
decreases, and r specifies an arbitrary number between
[0,1].

When the novel solution has a higher fitness value than
the current solution, greedy selections are used to find it. The
novel solution either replaces the current one or keeps the
current solutions for the next generation.

The second optimal solution is allocated to N, sub-
population. All solutions from the N, group must be
shifted to the two nearest solutions (from the initial and
second subpopulation) at distinct « angles. The Euclidean
distance is used to measure the distance between two

solutions.
N,+N, 12
d,:( y (T{\,Z—Tf)2> :
i=1
, . (17)
. d;if Ty #T),

0ifTYy, =17,

where d; denotes the distance of ith solution, The trees that
exist now are depicted as Tf\,l, and the ith solution in the

population are signified as T7.

The poorest solution from the population is found in the
third subpopulation, N;. This solution is calculated by
replacing it with a recent arbitrary solution.

N,=N-N,-N,, (18)

where the population sizes are represented by N.N, and N,
are the first and second subpopulation, respectively. Next,
the novel population (N) is determined by adding the initial
groups N, N,, and Nj.

N=N,+N,+N,. (19)

The last group N, includes arbitrary novel results.N, is
the final group of entire set outcomes which contains ar-
bitrary novel findings.. Using mask operators, the pop-
ulation adapts an optimal solution from the initial group
(N), and the adapted solution is fused. The fitness values are
used to organise the novel population, and the best N so-
lution is chosen for the next iteration. The procedure is
repeated until the desired result is obtained. Finally, the best
solution is determined.



Journal of Healthcare Engineering

Run-1
AN 493 0 0 500 Walk [FEEES 500
Up 9 0 400 Up 400
— Down 1 /] 300 3 Down 300
2 2
< ) < .
Std @ 0 0 26 506 0 Std
100 100
Lay 0 0 0 0 0 537 Lay
0 0
Walk Up Down Sit Std Lay Down  Sit
Predicted Predicted
Run-3 Run-4
Walk 0 0 500 Walk 500
Up 0 0 400 Up 400
~ Down 1 0 399 = Down 300
2 2
é Sit 42 0 é i
i 200 Sit 200
Std (] (%] 0 25 0
100 Std 100
Lay 0 0 0 0 2 Lay
0 0
Walk  Up Down  Sit Std Lay Walk  Up Down  Sit Std Lay
Predicted Predicted
Walk 0 0 500
Up 0 0 400
E Down 1 0 300
5]
< .
Sit 38 (%] 200
Std 0
100
Lay © 0 0 0 3
(]
Walk  Up Down  Sit Std Lay
Predicted

Figure 3: Confusion matrix analysis of MR-LSDGM model.

4. Performance Validation

The performance of the MR-LSDGM approach is investi-
gated in this section using the benchmark activity recog-
nition data set from the UCI repository [24]. The data set
contains information on 30 people, each with 561 attributes.
The data set contains 496 instances from the Walk class, 471
instances from the Up class, 420 instances from the Down
class, 491 instances from the Sitting class, 532 instances from
the Standing class, and 537 instances from the Lying class.

After five repetitions, the MR-LSDGM approach pro-
duced a collection of five confusion matrices, as shown in
Figure 3. The graph shows that the MR-LSDGM method

yielded the best possible result in each execution run [25].
For example, the MR-LSDGM technique classified 493 in-
stances as Walk, 464 instances as Up, 415 instances as Down,
447 instances as Sit, 506 instances as Stand, and 537 in-
stances as Lay under run-1. Similarly, the MR-LSDGM
approach classified 495 instances as Walk, 466 instances as
Up, 416 instances as Down, 451 instances as Sit, 510 in-
stances as Stand, and 537 instances as Lay in run-2. Similarly,
the MR-LSDGM method classified 495 instances as Walk,
464 instances as Up, 416 instances as Down, 450 instances as
Sit, 508 instances as Stand, and 536 instances as Lay under
run-4. Furthermore, under run-5, the MR-LSDGM algo-
rithm classified 495 instances as Walk, 464 instances as Up,
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TaBLE 1: Result analysis of MR-LSDGM technique under different runs.

No. of runs Methods Sensitivity Specificity Precision Accuracy F-score
Walk 0.994 1.000 1.000 0.999 0.997
Up 0.985 0.997 0.985 0.995 0.985
Down 0.988 0.998 0.986 0.996 0.987
Run-1 Sit 0.910 0.989 0.943 0.976 0.926
Std 0.951 0.981 0.918 0.976 0.934
Lay 1.000 1.000 1.000 1.000 1.000
Average 0.971 0.994 0.972 0.990 0.972
Walk 0.998 1.000 1.000 1.000 0.999
Up 0.989 0.998 0.992 0.997 0.990
Down 0.991 0.998 0.991 0.997 0.991
Run-2 Sit 0.919 0.991 0.952 0.979 0.935
Std 0.959 0.983 0.926 0.979 0.942
Lay 1.000 1.000 1.000 1.000 1.000
Average 0.976 0.995 0.977 0.992 0.976
Walk 0.998 1.000 1.000 1.000 0.999
Up 0.983 0.998 0.991 0.996 0.987
Down 0.991 0.998 0.986 0.997 0.988
Run-3 Sit 0.915 0.989 0.943 0.977 0.929
Std 0.953 0.981 0.919 0.976 0.935
Lay 0.996 1.000 1.000 0.999 0.998
Average 0.973 0.994 0.973 0.991 0.973
Walk 0.998 1.000 1.000 1.000 0.999
Up 0.985 0.998 0.992 0.996 0.988
Down 0.991 0.998 0.988 0.997 0.989
Run-4 Sit 0917 0.989 0.945 0.977 0.931
Std 0.955 0.982 0.922 0.977 0.938
Lay 0.998 1.000 1.000 1.000 0.999
Average 0.974 0.995 0.975 0.991 0.974
Walk 0.998 1.000 1.000 1.000 0.999
Up 0.985 0.998 0.989 0.996 0.987
Down 0.988 0.998 0.988 0.997 0.988
Run-5 Sit 0.923 0.989 0.942 0.978 0.932
Std 0.951 0.983 0.923 0.977 0.937
Lay 0.994 1.000 1.000 0.999 0.997
Average 0.973 0.995 0.974 0.991 0.973
T T T T T
1k 4
§ 0.99 - B
=
098 L S e
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FIGURE 4: Result analysis of MR-LSDGM model with different measures.
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FiGure 5: ROC analysis of MR-LSDGM model.

415 instances as Down, 453, Sit, 506, Stand, and 534 in-
stances as Lay [26].

The classification result analysis of the MR-LSDGM
technique under varying execution runs is reported in Ta-
ble 1 and Figure 4. The MR-LSDGM technique has resulted
in superior performance across all runs, as shown in Table 1.

For example, the MR-LSDGM technique achieved maxi-
mum performance with run-1, with an average sensitivity of
0.971, specificity of 0.994, precision of 0.972, accuracy of
0.990, and F-score of 0.972. The MR-LSDGM method also
performed optimally in run-2, with an average sensitivity of
0.976, specificity of 0.995, precision of 0.977, accuracy of
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TaBLE 2: Comparative accuracy analysis of MR-LSDGM with other
techniques.

Methods Accuracy Precision ROC
CNN-2016 0.9375 0.9554 0.9454
CNN-2018 0.9531 0.9638 0.9538
CNN-SF 0.9763 0.9655 0.9555
CNN-LSTM 0.9580 0.9755 0.9655
Lightweight CNN 0.9627 0.9822 0.9722
CNN-BIiLSTM 0.9705 0.9852 0.9752
MR-LSDGM 0.9910 0.9925 0.9825

0.992, and F-score of 0.976. Furthermore, with run-3, the
MR-LSDGM method achieved an average sensitivity of
0.973, specificity of 0.994, precision of 0.973, accuracy of
0.991, and F-score of 0.973. With run-5, the MR-LSDGM
approach improved efliciency, achieving an average sensi-
tivity of 0.973, specificity of 0.995, precision of 0.974, ac-
curacy of 0.991, and F-score of 0.973.

Figure 5 depicts the ROC analysis of the MR-LSDGM
method on the applied data set under various runs [27].
According to the results, the MR-LSDGM approach had the
highest ROC value in every run. For example, in run-1, the
MR-LSDGM technique achieved an increased ROC of
99.9888. In line with run-2, the MR-LSDGM method has a
better ROC of 99.7676. The MR-LSDGM methodology then
achieved a maximum ROC of 99.9874 in run-3. Concur-
rently, the MR-LSDGM technique achieved a superior ROC
of 99.9721 in run-4. Finally, under run-5, the MR-LSDGM
method achieved a maximum ROC of 99.9416 [28].

An extended comparison analysis is provided in Table 2
[25] to demonstrate the improved performance of the MR-
LSDGM technique. With accuracy of 0.9375 and 0.9531,
respectively, the CNN-2016 and CC-2018 approaches pro-
duced ineffective results [29]. At the same time, the CNN-
LSTM and lightweight CNN approaches improved their
accuracy to 0.9627 and 0.958, respectively. Furthermore, the
CNN-BiLSTM and CNN-SF approaches have acceptable
accuracy values of 0.9705 and 0.9763, respectively. In
contrast, the proposed MR-LSDGM approach achieved an
effective performance of 0.991 [30].

As evidenced by the tables and statistics above, the MR-
LSDGM technique is clearly more effective than the other
procedures.

4.1. Discussion. The healthcare IoT data sets and performance
criteria for the proposed MR-LSGDM strategy are briefly
outlined in this section [31]. The complete approach was de-
veloped using the MATLAB 2021a tool on a Core i3-3110M
processor running Windows 8 with 2GB RAM, and it was
tested on 8 healthcare IoT data sets (Table 1) [32]. Over 30
separate runs, the new BBO-FCM approach was compared to
existing algorithms such as CNN 2016, CNN 2018, CNN-SF,
CNN-LSTM, lightweight CNN, and CNN-BiLSTM in terms of
intracluster distance, purity index, standard deviation, root
mean square error, accuracy, and F-measure [33].
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5. Conclusion

The MapReduce tool is used in this study to create a new MR-
LSDGM approach for the healthcare sector. The MR-LSDGM
approach includes BBO-FCM-based DM clustering, 2TFLR-
based preference modelling, and LSTM-OELM-based classifi-
cation procedures. To manage big data in the healthcare sector,
the MR-LSDGM technique employs the MapReduce tool.
Furthermore, the design of the BBO algorithm for determining
the primary cluster centres of the FCM technique, as well as
parameter optimization of ELM using the TGA technique,
contribute to improved overall classification results. A large
number of simulations are run to demonstrate the improved
outcomes of the MR-LSDGM technique, and the experimental
results are examined using several metrics. According to the
simulation results, the MR-LSDGM methodology out-
performed the other methods. In the future, the model pre-
sented here could be used in telemedicine applications to help
patients in remote areas.
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The main objective of this study is to evaluate the quality of nurses’ work lives and mental health during outbreaks. We also use the
General Health Questionnaire-28 and Walton’s QWL technique to assess the association between these two and their dimensions
with demographic variables and each other. First, 165 nurses from COVID-19 medical centers in Iran filled surveys for this
research. In an SPSS program, the data were examined. There was a strong link between mental health and age-related de-
mographic factors. There was no evidence of a link between the quality of nurses” work life and their psychological health.
However, there was a strong link between somatic symptoms and fair and appropriate compensation, as well as constitutionalism.
The worst situations for work life quality were linked to the whole living area dimension. In contrast, the worst conditions for
mental health were linked to the somatic symptoms dimension.

1. Introduction

In December 2019, an acute respiratory syndrome caused by
SARS-CoV-2 caused a global pandemic in Wuhan, China,
where almost the entire human community has been directly
affected by the disease or associated safety social restrictions.
Numerous studies have been published on the mechanism of
action of this coronavirus and its individual and social effects
and consequences, which indicate the occurrence of physical
disease in the form of clinical complications and manifes-
tations such as fever, chills, sore throat, contusion, cough,
respiratory problems, vomiting, and diarrhea [1], as well as
psychological complications such as fear and anxiety [2]. Of
course, clinical complications have affected patients, and
psychological complications have affected both patients and
nonpatients. The pandemic has had a tremendous impact on
various occupations. It has imposed different consequences

on the working community, active in various business
sectors [3]. COVID-19 has attracted special international
attention as a serious threat to global public health. The
increasing prevalence of this disease and the prolongation of
the disease process have made the activities of the medical
staff exhaustive [4]; Thus, with the over-admission of pa-
tients in medical centers, the availability and readiness of the
medical staff is a determining factor in overcoming the crisis
[5]. Considering that various studies and reports indicate the
effect of health care providers’ satisfaction on patient sat-
isfaction [6-11] and on the other hand, job satisfaction has a
two-way relationship with the mental and psychological
condition of employees [12], it is essential to consider
psychological conditions and their improvement methods in
the medical center.

According to the World Health Organization definition,
mental health is “a state of wellbeing in which the individual
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realizes his or her abilities, can cope with the normal stresses
of life, can work productively and fruitfully, and can make a
contribution to his or her community.” Good mental health
is one of the pillars of health and is necessary for a useful,
effective, and satisfying life [13]. Quality of work life (QWL)
is essential for attracting and retaining employees. When an
organization provides a good QWL for employees, it intends
to retain employees [14]. Quality of work life is one issue that
affects almost all people regardless of the situation. In
hospitals and medical centers, the quality of hospital services
will not be guaranteed without the participation of nurses
[15]. Various factors such as incompatibility and dissatis-
faction with work, stress, fatigue, illness, and lack of leisure
time of nurses affect their behavior [16]. Nurses who have
dealt with patients for a more extended period are more
likely to be vulnerable. Critical and painful patients, dying
patients, complex equipment, inappropriate behaviors of
patient companions, patients’ reactions, and many other
issues give different aspects to nurses’ work, and such
conditions affect burnout, job satisfaction, and the tendency
of nurses to continue working [17]. These characteristics in
the workplace increase stress and the risk of mental dis-
orders [18]. Nursing is one of the 130 most stressful oc-
cupations and is ranked 27th among 130 occupations with a
high prevalence of mental disorders [19]. Nurses face several
stressful sources such as time, long-term work, change of
work shift, insomnia, death observation, malignancy, high
patient expectations of nurses, and a low tolerance for error
[20]. Job stress can lead to disorders that put nurses at
serious risk of mental disorders [21].

From December 2019 onward, medical staff, especially
nurses, are under severe pressure. Various waves of COVID-
19 have swept across many countries, including Iran. In this
situation, not only do medical staff rescue infected patients
but they also oversee the entire process of combating health
events. In addition to the stress of the job itself, they are
involved in a conflict between their safety needs and job
requirements. They may be exposed to anxiety, depression,
insomnia, and other psychological disorders [22]. High-
sensitivity patient care imposes significant physical and
emotional burdens, exacerbated by increased workload, staff
shortages, and equipment shortages. Direct contact with the
patient increases the risk of infection [23]. Meanwhile, the
measures taken by the government, especially with an
emphasis on social distance and restricting communication
and travel outside the workplace, are also significant.
Therefore, it is impossible to take many common strategies
to reduce stress and anxiety, which increases the respon-
sibility of medical centers to take the initiative and create the
appropriate conditions to compensate for the shortcomings.
Paying attention to the QWL and improving it is one of the
approaches used by organizations. However, the QWL in-
cludes several aspects, and consequently, a variety of solu-
tions in this area is considerable.

It is necessary to properly understand the psychological
problems of nurses in the context of the COVID-19 pan-
demic, the relationship between various problems and
mental disorders with different aspects of work life, and to
create the right mentality to adopt an appropriate solution.
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These strategies may vary even concerning the nurses’
workplace. From this point of view, it is necessary to conduct
the necessary research. According to the explanations
provided, it can be said that this study seeks to answer the
following questions:

(i) What are the most important problems and inad-
equacies related to the quality of work life?

(ii) What are the most important problems and mental
disorders?

(iii) What is the correlation between the aspects of
quality of work life and mental disabilities?

2. Literature Review

Numerous studies have been conducted on mental health
and QWL and their relationship. A significant part of these
studies goes back to nurses working in medical centers.
Javadi-Pashaki and Darvishpour [24] in their study on stress
and coping strategies to predict the general health of nursing
staff considered 318 nurses working in health centers of
Guilan University of Medical Sciences [24]. The results
showed that stress and coping strategies could explain about
2.5% of the variance in public health. However, the results
showed that coping strategies are significantly more pre-
dictive of public health. Accordingly, attention to coping
strategies to predict general health in nurses has been
highlighted. Mahmoudi [3] studied the economic effect of
COVID-19. This model is enhanced with additional char-
acteristics to assess the economic impact of COVID-19 on
the labor market. The findings indicate that the US gov-
ernment might employ a straightforward technique to
mitigate the harmful effects of COVID-19.

Zhang et al. [22] in their study of the mental health status
of Chinese healthcare-related infection control specialists
during the coronavirus outbreak investigated data from
9,228 cases from 3,776 hospitals across China in the form of
an online questionnaire. A 12-item Chinese version of the
General Health Questionnaire and a Chinese version of the
Psychological Capital Questionnaire suitable for medical
personnel were used as tools in this study. By performing
univariate and multivariate analysis, it was found that the
risk of mental health problems is higher with more self-
sufficiency and working in a public hospital. Working in a
second-degree rather than a third-degree hospital poses a
significantly lower risk. However, fewer psychological
problems have been observed in single people than in
married ones. In addition, fewer working hours per week,
hope, and optimism played a role in reducing risk. Har-
diyono [25] in their study on burnout of nurses working in
the hospital for the treatment of patients with COVID-19
concluded that burnout is present in nurses who were ex-
posed to a large number of patients with the virus [25]. The
high workload, and at the same time, the worry of trans-
mitting the virus to themselves and their family members is
one of the most important factors that put them under
psychological pressure and lead to burnout. Quchan et al., in
their study, compared the mental health of nurses working
in COVID-19 referral hospitals and regular hospitals [2]. 60



Journal of Healthcare Engineering

nurses related to the COVID-19 wards and 62 non-COVID-
19 nurses participated in the study. A standard public health
questionnaire was provided to them online. There was no
statistically significant difference between the two groups.
However, both groups had poor mental health, which the
researchers said was probably due to the pandemic. Sade-
ghipoor and Moradisabzevar [26] developed a smart toy car
to screen children for autism. The findings indicate that the
system has an accuracy rate of 85 percent, a sensitivity of 93
percent, and a specificity of 76 percent. The findings are same
for boys and girls, indicating that this approach may be
widely used by all youngsters.

Dehkordi et al. [27] conducted a study on the effect of
COVID-19 disease on anxiety, quality of work life, and fatigue of
health care providers in health centers in southwestern Iran. The
statistical population includes 181 people directly related to
patients and 261 employees in other wards who had no direct
contact with patients with COVID-19 [27]. They concluded that
both groups” work life quality had decreased, and fatigue and
anxiety caused by COVID-19 had increased. However, there is
no statistically significant difference between the fatigue caused
by the anxiety of the staff involved with COVID-19 and the
personnel of other departments. In terms of QWL, no significant
difference was observed in other components except for human
resource development. The results also showed a statistically
significant relationship between the level of component anxiety
with QWL and fatigue. Kelbiso et al. [28] have identified and
analyzed the determinants of QWL among nurses working in
public health facilities in Hawassa, Ethiopia [28]. In this study,
253 nurses from two hospitals and nine health centers partic-
ipated. Findings showed that at least 60% of nurses were dis-
satisfied with their quality of work life. This study showed that
independent predictors of QWL among the study population
were educational status, monthly income, position, and work
environment. Abadi et al. [29] used a unique hybrid salp swarm
technique and genetic algorithm to schedule nurses to care for
COVID-19 patients. Zhang et al. [30] expected that perceived
social distance would positively buffer the effect of anger on trust
and that gender would moderate the effect of perceived social
distance on trust. According to the findings, female participants,
but not male participants, sent more money to their counterparts
in the low social distance than in the control condition.
Women’s optimistic risk assessment and consequently greater
trust in others may be triggered by the high certainty, higher
individual control, and approach motivation associated with
anger, according to the findings of both studies. This is due to
women’s perception of a smaller social distance. Public trans-
portation networks, mobile operators, and mobile phone ap-
plications were taken as the three key sources of mobility data by
Hu et al. [31]. Sadeghipour et al. (2016) concentrated on facial
recognition with the use of an enhanced SIFT algorithm. The
results demonstrate that the suggested method outperforms the
SIFT. The suggested approach is evaluated by applying it to the
ORL database and then comparing it to existing face identifi-
cation techniques [32]. In order to assess human mobility, four
following ways are typically used: public transit-based flow,
societal activity patterns, index-based movement data, and social
media-derived movement data. Sharifi et al. [33] studied the
impact of artificial intelligence and digital style on the industry

and energy following COVID-19. According to Chen et al. [34],
a Markov chain position predictions model based on multilevel
correction was presented. This approach is also helpful in de-
termining the correlation between the variables in the COVID-
19 dataset. Ala et al. [35] studied how the whale optimization
algorithm and the NSGA-II can be used to optimize appoint-
ment scheduling for healthcare systems based on the quality of
fairness service provided. According to Hankir et al. [36]; a study
protocol is being developed to study an anti-stigma program and
long-term reductions in mental health stigma among medical
students. Abbas [37] drew on data on coronavirus infections
obtained from the Ministry of Health and National Institute of
Health Pakistan to conduct his research. This study evaluation
includes data provided by the National Institutes of Health, and
responses were from all areas of Pakistan, limiting the gener-
alizability of the findings to empirical evidence.

3. Methodology

In the present study, data collection has been performed
based on 250 General Health Questionnaire — 28 (GHQ-28)
of Goldberg and Hillier [38] and Walton’s QWL ques-
tionnaire [39] distributed among nurses of ten hospitals in
Iran with surgical, orthopedic, COVID-19, intensive care
units, emergency, cardiology, and neurology wards. The
validity and reliability of both questionnaires have been
repeatedly reviewed and found appropriate for screening the
QWL and job-related factors [40, 41].

The GHQ-28 questionnaire is multiple choice and has
four dimensions: somatic symptoms, anxiety and insomnia,
social dysfunction, and severe depression. Its scoring method
is in the form of Likert, which has a number between zero and
3 (never = zero, sometimes=1, most of the time=2, and
always=3). Each dimension consists of 7 questions. The
maximum score in each dimension is 21, and the person’s
total score is from zero to 84. A higher score indicates lower
health. On the other hand, the Walton’s QWL questionnaire
has eight dimensions in the following order: fair and adequate
payment (questions 1, 2, 3), safe and healthy working envi-
ronment (questions 4, 5, 6), opportunities for continuous
growth, and security (questions 7, 8, 9), constitutionalism
(questions 10, 11, 12, 13), social dependence of working life
(questions 14, 15, 16), the total living space (questions 17, 18,
19), social integration and cohesion in the organization
(questions 20, 21, 22, 23), and development of human ca-
pabilities (questions 24, 25, 26, 27). This questionnaire is also
based on the Likert scale from very low to very high, 1 to 5.
The questionnaire does not have a reverse question.

4. Results

Ultimately, 165 nurses working in different wards provided
their answers, which the summarized results and related
parameters are shown in Table 1. Based on Table 1, The
reliability of GHQ-28 based on Cronbach’s alpha coefficient
is 0.922. The QWL Questionnaire is 0.933, which is excellent.
Table 2 shows the significance of the difference between
mental health and QWL for respondents based on their
demographic characteristics. As can be seen in this table,



4 Journal of Healthcare Engineering

TaBLE 1: Summary of information about the respondents and their status in terms of mental health (MH) and QWL.

Number  Mean  Std. dev. Max Min Median  Mode %

Age 165 33 7 54 24 32 25 100.0
Work experience 165 9 7 27 0 8 3 100.0
Orthopedic MH 11 20.27 7.73 30.00 11.00 18.00 30.00 6.7
QWL 11 100.45 16.80 122.00  77.00 99.00 82.00 6.7
Emergency MH 14 18.71 8.16 38.00 8.00 18.50 19.00 8.5
QWL 14 103.43 8.99 119.00  92.00 102.00 93.00 8.5
Surgical MH 10 30.00 23.90 63.00 6.00 17.50 54.00 6.1
QWL 10 106.10 9.00 114.00  83.00 106.50 105.00 6.1
Ward Cardiology MH 15 24.27 14.27 52.00 9.00 19.00 9.00 9.1
QWL 15 107.93 14.78 133.00  72.00 109.00 117.00 9.1
COVID-19 MH 89 27.44 9.25 71.00 9.00 27.00 31.00 53.9
QWL 89 91.67 11.13 124.00  68.00 93.00 91.00 53.9
Intensive care units MH 15 25.67 15.62 60.00 9.00 22.00 9.00 9.1
QWL 15 98.27 19.05 121.00  64.00 100.00 118.00 9.1
Neurology MH 11 25.36 14.08 57.00 9.00 21.00 9.00 6.7
QWL 11 104.45 17.60 135.00  78.00 105.00 78.00 6.7
Associate degree MH 18 31.50 9.37 54.00 18.00 30.00 27.00 10.9
QWL 18 97.61 10.34 121.00  81.00 97.00 97.00 10.9
Education Bachelor’s degree MH 128 25.03 11.67 63.00 6.00 23.50 31.00 77.6
QWL 128 96.20 14.91 135.00  64.00 96.00 94.00 77.6
Master’s degree MH 19 25.47 15.66 71.00 7.00 21.00 11.00 11.5
QWL 19 102.32 11.95 121.00  81.00 101.00 96.00 11.5
Conscription MH 39 21.28 11.65 54.00 6.00 18.00 9.00 23.6
QWL 39 100.10 13.83 121.00  71.00 101.00 118.00 23.6
Temp-to-perm MH 27 29.52 12.55 71.00 11.00 28.00 31.00 16.4
Employment status QWL 27 96.11 13.07 124.00  64.00 96.00 91.00 16.4
Contractual MH 34 25.09 8.66 40.00 10.00 25.50 32.00 20.6
QWL 34 92.65 15.44 121.00  66.00 92.50 92.00 20.6
Permanent MH 65 27.31 13.00 63.00 7.00 25.00 30.00 394
QWL 65 97.94 14.01 135.00  70.00 97.00 93.00 39.4
Male MH 64 23.75 11.47 57.00 6.00 23.50 9.00 38.8
Gender QWL 64 98.47 13.89 135.00  70.00 99.50 82.00 38.8
Female MH 101 27.08 12.31 71.00 9.00 26.00 16.00 61.2
QWL 101 96.17 14.45 133.00  64.00 96.00 93.00 61.2
Single MH 42 24.95 13.24 71.00 9.00 21.50 17.00 25.5
MARSTA QWL 42 95.17 13.54 124.00  69.00 96.00 92.00 25.5
Married MH 123 26.07 11.68 63.00 6.00 25.00 30.00 74.5
QWL 123 97.71 14.46 135.00  64.00 97.00 91.00 74.5
TaBLE 2: Significance of mean difference for mental health and QWL based on demographic characteristics.
Demographic classification Significance of mean difference for mental health Significance of mean difference for QWL
Ward 0.112 Less than 0.001
Education 0.102 0.215
Employment status 0.026 0.143
Gender 0.084 0.313
MARSTA 0.605 0.319

according to the medical department’ the difference in the TaBLE 3: Significance of correlation between mental health and
mean QWL at the error level of one percent is significant. QWL with age and work experience.

At the 5% error level, the difference in the mean for mental
health based on employment status is significant. There is no Mental health QWL
significant mean difference at the 5% error level in other cases. Age Pearson correlation 0.276 0.050

Additionally, to examine the relationship between age Significance 0.000 0.527
and work experience with mental health and QWL, the ok experience | 320" correlation 0.242 -0.026
Pearson correlation coefficient was used, the result of which Significance 0.002 0.744
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TaBLE 4: Significance of mean rank difference for mental health disorders.
Mental health disorder Mean Std. dev. Mean rank Significant
Somatic symptoms 7.70 4.07 2.96 1
Social dysfunction 7.50 2.85 2.95 2
Anxiety and insomnia 6.99 4.42 2.65 3
Severe depression 3.59 3.95 1.44 4
Chi-square statistics for the significance of the difference in mean rank 162.6
Probability of error Less than 0.001

TaBLE 5: Significance of mean rank difference for QWL disorders.

Mental health disorder Mean Std. dev. Mean rank Significant
The total life space 10.42 2.21 2.92 1
Social dependence of working life 10.53 217 3.02 2
Opportunities for continuous growth and security 10.61 2.18 3.04 3
Safe and healthy working environment 10.67 2.32 3.19 4
Fair and adequate payment 10.87 2.14 3.44 5
Social integration and cohesion in the organization 14.20 2.54 6.48 6
Constitutionalism 14.12 2.43 6.56 7
Development of human capabilities 15.65 2.34 7.36 8
Chi-square statistics for the significance of the difference in mean rank 755.64

Probability of error

Less than 0.001

is shown in Table 3. As can be seen, the respondents’ mental
health has a significant positive correlation with their age
and work experience.

The ranking of mental health disorders and disorders
related to QWL using the Friedman test indicates that Chi-
square statistics to evaluate the significance of the difference
in the mean rank for mental health and QWL are 162.6 and
755.6, respectively, with an error probability of less than
0.001. The results of this analysis are presented in Tables 4
and 5.

Pearson correlation was also used to examine the rela-
tionship between the dimensions of mental health and the
dimensions of QWL. The degree of correlation and their
significance are shown in Table 6. Even at the 10% error level,
there is no significant correlation between QWL and di-
mensions of mental health. Also, there is no significant
correlation between mental health and dimensions of QWL
at the same level of error. At the 1% error level, only the
correlation between fair and adequate payment and somatic
symptoms is significant. However, at the 10% error level, the
correlations between somatic symptoms with constitu-
tionalism, anxiety symptoms, and insomnia with the de-
velopment of human capabilities and social dysfunction with
opportunities for continuous growth and security are
significant.

5. Discussion

The present study is descriptive correlational in terms of
purpose and applied in terms of the type of use. It attempts
to understand a specific situation in the real world to apply
the findings to provide solutions for development and
improvement. Therefore, in terms of purpose, it is consid-
ered practical. This research is conducted from a descriptive
point of view conducted in the field using the data of

distributed questionnaires. On the other hand, because it
seeks to understand the correlation relationships based on
the opinions and desires of individuals, it is considered
correlational. The researcher has no role in the relationship
between different factors and only uses questionnaires with
validity and reliability. In terms of time, it is a cross-sectional
study that refers to the experiences and perceptions of nurses
up to a specific period. It is also qualitative in terms of data
type.

Further investigation in this regard by focusing on
nurses with associate degrees shows that at the level of five
percent error, there is a significant correlation between
fair and adequate payment with depressive symptoms,
opportunities for continuous growth and security with
social dysfunction, and the total living space with somatic
symptoms. Another essential point in this study is the
significant correlation between age and work experience
with the mental health of nurses. Due to the negative
mental health index, as the age of nurses increases, their
mental health deteriorates. However, the correlation be-
tween age and work experience with QWL is not signif-
icant. Therefore, older nurses are more likely to be
psychologically vulnerable and need more support. These
results can be delegated by the type of activity or re-
sponsibility, which requires further consideration. Re-
garding the dimensions of mental health, the worst
conditions are related to somatic symptoms, and the best
conditions are related to depressive symptoms. Regarding
the QWL, the worst conditions are related to the total
living space, and the best conditions are related to the
development of human capabilities. It has been investi-
gated whether specific pandemic protocols have put more
pressure on nurses and resulted in fatigue or boredom of
the overall living space and confirmed by Sun et al. [42].
The correlation between fair and adequate payment and
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TaBLE 6: Degree of correlation and their significance.
Somatic Anxiety and Social Severe Total mental
symptoms insomnia dysfunction depression health
. fr eraei:z‘;n -0.097 0.015 -0.051 0.017 ~0.034
Total QWL Significant
& 0.217 0.844 0.514 0.833 0.669
error
Pearson ~0.207" ~0.089 0.034 0113 ~0.057
. correlation
Fair and adequate payment Sionificant
& 0.008 0.258 0.668 0.147 0.467
error
Pearson
Safe and healthy working correlation ~0.100 0.025 0055 0022 ~0.045
environment Significant 0199 0.746 0.485 0.775 0.567
error
Pearson
Opportunities for continuous correlation 0.032 0.067 0141 0.054 ~0.037
growth and security Significant 0.687 0.393 0.070 0.491 0.635
error
C(iig:g‘;n ~0.150 -0.040 -0.027 ~0.051 ~0.089
Constitutionalism Sienificant
8 0.054 0.608 0.732 0.512 0.257
error
. i eraeizz‘;n -0.077 ~0.049 0.042 0.043 ~0.020
Social dependence of working life Sienificant
& 0.326 0.529 0.595 0.587 0.797
error
Pearson -0.044 0.002 -0.094 -0.037 -0.049
. correlation
The total life space Sienificant
& 0.572 0.985 0.228 0.634 0.533
error
Pearson
Social integration and cohesion in correlation —0.091 0.038 ~0.079 0.022 —0.028
the organization Significant 0.246 0.632 0.314 0.777 0.719
error
Pearson 0.099 0.133 0.008 0.095 0115
s correlation
Development of human capabilities Sienificant
gerror 0.208 0.089 0.915 0.224 0.141

constitutionalism in QWL with the dimension of somatic
symptoms in mental health is significant, indicating that
nurses’ fatigue is more pronounced concerning the soft
aspects of QWL. Consequently, establishing appropriate
performance appraisal systems and performance-based
pay and rewards can be considered a vital decision-
making option. Other issues such as symptoms of anxiety
and insomnia and their significant negative relationship
with the development of human capabilities are also
debatable. Perhaps, more awareness of the pandemic
situation has somehow led to anxiety. In this case,
reapplying appropriate safety systems by hospitals and
medical centers to build trust and confidence in invul-
nerability can be a desirable option for decision making.
Social dysfunction also significantly correlates with op-
portunities for continuous growth and security. Perhaps,
individuals will show more social dysfunction if they have
the opportunity to grow and develop in their jobs and
professions.

6. Conclusion

In the present study, nurses’ mental health status and QWL
during the COVID-19 pandemic were evaluated to a limited
extent. As expected, the reliability of both questionnaires
was acceptable. The study found that if mental health was
considered a criterion, the pandemic affected almost all
nurses with different demographic conditions. This did not
depend solely on the ostensibly involved departments, such
as the emergency or COVID-19. However, the study shows
that nurses with associate degrees have significantly less
mental health.

This study did not identify a significant relationship
between age and QWL, same as [43], which is not consistent
with the study of [44], stating that there is a close correlation
between age and QWL of nurses. The findings of this study
are in good agreement with the findings of Bakhshi et al. [14]
that there is no significant difference in the mean QWL in
different wards of hospitals and medical centers. On the
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other hand, as mentioned above, the need to pay attention to
constitutionalism in this study is evident. In short, it can be
said that in the medical centers under study, mental health
and QWL in general and within the relevant dimensions are
not in good condition. The relationship between them with
demographic characteristics and each other indicates the
existence of several potential solutions. It is necessary to
evaluate the solutions and select the best ones in an ap-
propriate decision-making approach. Suppose the quality of
working life improves according to the specific requirements
and protocols of the COVID-19 pandemic, it may be hoped
that nurses’ mental health will improve.

Data Availability

The data are available and can be provided over the email
queries directly to the corresponding author (nasrisfahani.z@
ajums.ac.ir).
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Electrocardiogram signal (ECG) is considered a significant biological signal employed to diagnose heart diseases. An ECG signal
allows the demonstration of the cyclical contraction and relaxation of human heart muscles. This signal is a primary and
noninvasive tool employed to recognize the actual life threat related to the heart. Abnormal ECG heartbeat and arrhythmia are the
possible symptoms of severe heart diseases that can lead to death. Premature ventricular contraction (PVC) is one of the most
common arrhythmias which begins from the lower chamber of the heart and can cause cardiac arrest, palpitation, and other
symptoms affecting all activities of a patient. Nowadays, computer-assisted techniques reduce doctors’ burden to assess heart
arrhythmia and heart disease automatically. In this study, we propose a PVC recognition based on a deep learning approach using
the MIT-BIH arrhythmia database. Firstly, 10 heartbeat and statistical features including three morphological features (RS
amplitude, QR amplitude, and QRS width) and seven statistical features are computed for each signal. The extraction process of
these features is conducted for 20 s of ECG data that create a feature vector. Next, these features are fed into a convolutional neural
network (CNN) to find unique patterns and classify them more effectively. The obtained results prove that our pipeline improves

the diagnosis performance more effectively.

1. Introduction

According to the World Health Organization, the main
cause of death worldwide is cardiovascular diseases (CVD).
An evaluation proved that 17.9 million people died from
CVD in 2019, indicating 32 of all global deaths [1].
According to the report of the sudden cardiac death in 2006
and latest standard in the American Heart Association
(AHA) on ventricular arrhythmias, the epidemiology of
ventricular arrhythmias entails a series of clinical applica-
tions and risk factors. These arrhythmias vary from sus-
tained ventricular tachycardia, ventricular tachycardia, and
premature complexes in people without cardiac problems
background or ventricular tachyarrhythmia which leads to a
sudden death [2]. Electrocardiogram (ECG) is a graph that
records the fluctuations in electrical activity and is the main
tool for predicting heart diseases. This ECG signal is

generated by each heart cycle of the heart and can be
recorded from the surface of each individual’s body. Each
ECG entails abundant pathological information and basic
functions of the heart [3, 4]. Hence, it is a vital means for the
diagnosis and examination of numerous arrhythmias. It is
also of great importance to the assessment of cardiac safety
and the assessment of numerous treatment techniques [4, 5].

A heart regular activity condition is reflected by a normal
heartbeat (NB). Premature ventricular contraction (PVC) is
a kind of ECG arrhythmias that is recognized to demonstrate
an anomaly in the regular cardiac rhythm. PVC is the most
common and widespread arrhythmia in the clinic, and it
characterizes the abnormal behaviour of signals generated
by ECG. PVC generates some variations in the heart rate
leading to disruption in the electric and mechanic heart
activity because of these delayed contractions (premature)
[6, 7]. It means that PVC can be considered a kind of
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arrhythmia caused by an ectopic cardiac pacemaker rep-
resented in the ventricle. On the ECG, these PVCs are
represented by bizarrely shaped and premature QRS com-
plexes that have a T wave larger than normal and are typ-
ically wider than 120 ms. At present, doctors and experts can
only employ the existing medical technology for recognizing
PVCs using their personal experience. So, these decisions
may lead to the wrong diagnosis because of long hours of
high-intensity work. The issue of PVC diagnosis due to its
pattern is quite changeable and is a challenging task, even for
the same patient. Recently, employing ECG-based com-
puter-aided diagnosis (CAD) systems, assisting doctors in
the interpretation of PVC can successfully progress the
efficiency of diagnosis [8-10].

In the last few years, machine learning (ML) approaches
have gained much interest for the analysis of medical signals
and images [11-16]. Deep learning (DL) pipelines are kinds of
ML and have reached better feature extraction and classifi-
cation outcomes compared to the state-of-the-art performance
in the different fields of computer vision tasks [17-19].

Casas et al. [7] tried to simplify the process of extracting
key features and employed some simple Bayesian generative
models for classifying the extracted features. They used three
classifiers including quadratic discriminant analysis (QDA),
Gaussian linear discriminant analysis (LDA), and Gaussian
Naive Bayes (GNB). Twenty seconds of succeeding ECG
beats that were recognized by an expert were used in [20] to
characterize a PVC episode. They explored 7 statistical
features and 3 morphological features. Then, all extracted
features were normalized and used as the input of a classifier.
They used an artificial neural network (ANN) for classifying
these features to classify them into PVC or non-PVC classes.
Oliveira et al. [21] suggested some simplified features and
explored from geometric figures constructed over QRS
complexes. In the first step, they rescaled the input signal
using a wavelet denoising approach. Next, the signal was
divided into separate parts to extract a new set of geometrical
features. Finally, these extracted features were classified
using eight different classifiers. Zhao et al. [22] suggested an
approach by combining the convolutional neural network
(CNN) and modified frequency slice wavelet transform
(MFSWT). Firstly, in each recording, the first 10s ECG
waveforms were transformed into time-frequency images
employing MESWT (frequency range of 0-50 Hz). Next,
using a CNN model with 25 layers, these images are clas-
sified. The proposed CNN model comprises five convolution
layers (kernel size of 3x3), five maximum pooling layers, five
ReLU layers, a flatten layer, five dropout layers, and two fully
connected layers.

In this paper, to overcome the problem of the similarity
between PVC and non-PVC heartbeats, a deep learning
approach is suggested which is based on an attention
mechanism. Our pipeline not only obtains a high rate of
accuracy but also diminishes the computation time.

2. Material and Method

We divide this section into two subsections. Firstly, we
describe the method of extracting features from an ECG
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signal. Then, the process of finding more informative fea-
tures employing a CNN model is described.

2.1. Feature Extraction. Feature extraction is a core building
block of every artificial intelligence system. The main goal of the
extracting features can be considered as finding distinct pat-
terns (the most informative and compacted set of features) to
increase the performance of the whole system [18, 23]. Besides,
feature extraction is utilized for extracting features from the
original 1D or 2D signals to perform a reliable classification
task. This exploring step is the most fundamental part of each
biomedical signal processing system because the performance
of a classifier might be degraded if the features are not chosen
well [24-26]. So, in this study, we aim to extract some key
features from a ECG signal.

An example of a normal ECG signal is demonstrated in
Figure 1. A normal ECG signal entails of 6 waveform parts:
T, U, R, S, P, and Q. The fragment from Q to S is dem-
onstrated as the QRS complex [9, 21, 22]. It represents
ventricular depolarization and contraction and is a key
clinical feature. Also, the distance among two maximum
points indicates the length of a heartbeat and is demon-
strated as the RR interval [6, 27, 28].

Group features play a significant role in the recognition
of the PVR. The heartbeat and statistical features can be
applied directly to the sequential RR cycle parts, so they are
good features for applying to a real-time recognition system
[28, 29].

Normally, the shape and size of the QRS complex are
changed using the PVC, so it can be observed that the
amplitude of the normal QRS complex is highly varied by the
PVC [9]. In this study, for each ECG segment, we generate
10 distinct features that include 3 morphological features
(RS amplitude, QR amplitude, and QRS width) and 7 sta-
tistical features implied in Table 1. The extracted statistical
features comprise of the mean and standard deviation of the
RR fragment. Also, it should be noticed that the percentage
of differences among the neighboring RR intervals is greater
than 10ms or 50 ms (pRR10 and pRR50) [30-32]. An ex-
planation of the time-domain features is demonstrated in
Table 1.

By employing the MIT-BIH arrhythmia database, 10
heartbeats and statistical features are computed for each
signal. The extraction process of these features is conducted
for 20's of ECG data that create a feature vector. Moreover,
each group of features is labeled as non-PVC or PVC. For
instance, a feature vector for a 20-second period is con-
sidered the PVC if it includes 95% PV C data; otherwise, it is
labeled a non-PVC. Also, using the min-max normalization
approach, we can normalize these features to values between
zero and one by (1) before applying them into the CNN
model for classification [6, 30].

NV = FV—Fmil? )
Fmax — Fmin

(1)

where FV is the feature value, NV implies the normalized
value of the feature, Fmax and Fmin are the maximum and
minimum values of features, respectively.
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FIGURE 1: An example of a normal ECG signal [27].

TaBLE 1: Explanation of statistical features.

Features Explanation

SDSD Standard deviation of dissimilarities among sequential RR intervals.

Ratio Ratio=(maxRR —minRR)/purr

rMSSD Square root of the mean of the squares of dissimilarities among neighboring RR intervals.
SDRR Standard deviation of all RR intervals

pRR10 Percentage of dissimilarities among neighboring RR intervals that are greater than 10 ms.
PRR50 Percentage of dissimilarities among neighboring RR intervals that are greater than 50 ms.
MeanRR Mean value of all RR intervals (u)

2.2. Our Deep Learning Model. In this section, we clarify how
the suggested convolutional neural network (CNN) is able to
learn more informative and unique details from the
extracted features. Convolutional neural networks (CNNs)
are kinds of neural networks (NNs) in the machine learning
(ML) fields that mimic the behaviour of a human brain.
CNNs are implemented to learn the distinct pattern and
relationship between the input and the output signals or
images employing their biases and weights [28, 33]. The key
parts of every CNN structure include (1) convolutional
(Conv) layer, (2) pooling layer, and (3) fully connected (FC)
layer [4, 34].

Each Conv layer is specified by its kernel biases and
weights which are specified in the training procedure by an
iterative update process. These Conv layers accept random
values at the beginning of the process and then regulated by
backpropagation strategy to minimize a cost function. All
obtained biases and weights are fixed in the testing Step
[35, 36].

CNNs work by passing data through some stack of
neurons, which are created as a series of layers. Usually, a

nonlinear activation function (or squashing function) is
applied to the extracted feature maps produced by a con-
volution layer. This activation function is responsible for
computing the weighted sum of inputs and biases and then
activate a neuron. Some widely used activation functions are
sigmoid, Tanh, and rectified linear activation function
(ReLU) [37, 38]. In this study, the ReLU activation function
is employed.

Pooling layers are employed for reducing the size of the
extracted feature maps. Consequently, it diminishes the
number of neurons that need to be learned and the amount
of computation performed in the network. The pooling layer
summarizes the features present in an area of the feature
maps created by the former Conv layer. Some widely used
pooling methods are max-pooling and mean-pooling. In this
study, the max-pooling is employed. Fully connected layer
(FC layer) is simply, a feed forward neural network. The FC
layer forms one or more last few layers in the network. These
layers accept the output of the final pooling or Conv layer,
which is flattened before applying [13-39]. Our network is
displayed in Figure 2.
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FIGURE 2: The proposed CNN structure with two separate feature extracting routes.

As clearly demonstrated in Figure 2, our CNN model
accepts 10 features extracted from the last step and com-
prises of two feature extracting routes which are concate-
nated before applying to the FC layer. In the upper rout,
there are four convolutional layers in which the first three of
them do not use the pooling layer. In other words, the size of
the input feature maps that are fed and are extracted from
the first convolutional layers are the same. The first three
Conv layers are responsible for extracting low-level features
and the last Conv layer is used for extracting high-level
features. The kernel size in all convolution layers is 3 x 3. We
applied the pooling layer after the fourth convolution layer
to decrease the dimension of the extracted feature maps. The
next feature extracting route only has two convolution layers
in which only the last one applies to the pooling layer. Also,
the first and second Conv layers are responsible for
extracting low-level and high-level features, respectively.
These two separate routes permit the network to learn more
informative details about the signal. The parameters utilized
for training our network are described in Table 2.

3. Experiments

3.1. Dataset and Implementation Details. In this study, the
available public MIT-BIH arrhythmia database is employed
for assessment of our strategy experimental data [41, 42].
This standard database is one of the popular and broadly
utilized ECG databases in the world. The database includes
an overall of 48 records, each covering two 360 Hz signals,
each with a length of 650,000 samples and a duration of
approximately 30 minutes. The 48 records enclosed 23
records which are randomly chosen from more than 4,000
Holter recordings and numbered from 100 to 124 (some
numbers missing). The rest of 25 records which numbered
from 200 to 234 (some missing numbers) are clinically
noteworthy arrhythmias but are the records of uncommon.
The MIT-BIH data entail of three sections: (1) the comment
file [atr] that employs binary storage, (2) the data file [dat]
that is stored in the 212 format, and (3) the header file [hea]
that is stored in the ASCLL code.

By exploring the MIT-BIH arrhythmia database, it is
clear that the numbers of 102, 104, 107, and 217 cover paced

TaBLE 2: Parameters utilized to train our network.

Parameters Value
Input features 10 x 1
Output classes 2
Learning rate 0.0001
Max epochs 40
Activation function Softmax
Batch size 200
Optimizer Adam
Learning rate drop factor 0.2

beats. According to the Association for the Advancement of
Medical Instrumentation (AAMI), we discard 4 records and
use the rest of 44 records as investigational data. Moreover,
to compare with some other structures, all remaining 44
records are divided into two datasets Datal and Data2.
Datal is employed for training; Data2 is employed for
testing. More details about them are shown in Table 3. Each
dataset entails 22 records from the ECG database. Using the
AAMI standard, there are five kinds of heartbeats: Q, V, S, F,
and N. Before applying data into the classifier, we mark V
type as PVC type and remaining as non-PVC so that the
dataset entails only non-PVC and PVC groups.

3.2. Assessment Metrics. In this part, the assessment of the
method is clarified. The performance of the model is eval-
uated by considering four basic criteria: true negative (TN),
false positive (FP), false negative (FN), and true positive
(TP). By using these four criteria, all the other statistical
criteria can be computed. In this study, the true negative
implies that the PVC was not identified, and the arrhythmia
was not presented, while the true positive implies that a PVC
was recognized and the arrhythmia actually happened.
Moreover, the false negative demonstrates that a PVC was
not recognized, whereas the arrhythmia was observed.
Lastly, the false positive illustrates that a PVC was recog-
nized, but it actually did not happen. Precision or positive
predictive value (PPV) demonstrates the probability of being
true positive when the test is positive. Sensitivity (true
positive rate or recall) implies the ability of recognizing



Journal of Healthcare Engineering 5
TaBLE 3: Description of the dataset and partitioning of all signals.
. Used for train PVC type Non-PVC type
Data Signals or test ) (non-V) Total
100, 103, 105, 111, 113, 117, 121, 123, 200, 202, 210, 212, 213, 214,
Data2 219, 221, 222, 228, 231, 232, 233, 234 Test 317 46539 49696
101, 106, 108, 109, 112, 114, 115, 116, 118, 119, 122, 124, 201, 203, .

Datal 205, 207, 208, 209, 215, 220, 223, 230 Train 3648 47573 51221
DS1+DS2 44 signals - 6805 94112 100917
TaBLE 4: The performance of our strategy for some records.

Record no. PPV Recall F-score Record no. PPV Recall F-score
100 99.5 100 99.7 201 97.5 94.1 95.8
105 95.4 94.3 94.8 210 98.7 96.3 97.5
113 98.2 93.1 95.3 217 95.2 91.9 93.1
119 97.3 100 98.3 231 97.8 93.7 95.7

positive cases; the result with higher sensitivity has fewer
false negatives samples. The F-score (F-measure) is a
measure of a model’s accuracy on a dataset. These three
criteria are computed as follows [16, 23, 26]:

100. (2)

. TP
sensitivity orrecall = ——— x
TP +FN

PPV or precision = % 100%. (3)

T
TP + FP

2 X precision x recall

F= x 100%. (4)

precision + recall

3.3. Experimental Results and Discussion. The suggested
technique is implemented in MATLAB with the Mat-
ConvNet toolbox [43] on a PC with a GTX-1080 GPU, core
i7 3.2GHz CPU, and 8G memory. Table 4 exhibits the
performance of our strategy for some records. In this study,
we use QRS fragment analysis as an appropriate tool,
contributing to the revealing of ventricular hypertrophy,
heart arrhythmias, and other diseases [5]. We observed that
PVC beats (abnormal beats) entail QRS patterns broader
than normal beats. Also, their statistical features are
meaningfully diverse that permits PVC beats to be recog-
nized comparatively easily [3]. Many varieties of arrhythmia,
chiefly tachycardia and bradycardia, lead to changing in
statistical features [27]. Accordingly, heartbeat and statistical
features can be extracted directly from the sequential QRS
cycle items. So, we extracted 10 features for each ECG
fragment that play a key role for a classification task. For
instance, from record No. 119 that entails many PVC beats
in Table 4, it is clear that no PVCs were missed, but two
wrong (false) alarms are observed over the 30-minute
classification.

The PPV, F-score, and sensitivity values employing all
mentioned frameworks are described in Table 5. For each
index in Table 5, the highest PPV, F-score, and sensitivity
values are highlighted in bold. Notice that when using the Yu

TaBLE 5: Comparison between the suggested network and other
baseline models on MIT-BIH arrhythmia database.

Method PPV Recall F-score
(mean) (mean) (mean)
Allami et al. [20] 97.8 98.7 98.2
Pierleoni et al. [44] 86 87 86.5
Xie et al. [31] 95.4 97.8 96.6
Yu et al. [6] 98.1 97.2 97.6
Our approach 98.6 99.2 98.9

et al.’s approach [6], PPV was enhanced in comparison to
other strategies, but the values of recall utilizing the ap-
proaches by Allami et al. [20] and Xie et al. [31] are still
higher. Additionally, there is a minimum difference between
the values of recall employing those by Yu et al. [6] and Xie
et al. [31]. Pierleoni et al. [44] gained the worst outcomes for
all three measures. There was a diminish chiefly in the
positive class scores.

Moreover, it is clear that our approach and Allami et al.’s
approach [20] are more stable than the Grad-CAM by
Pierleoni et al. [44] and Xie et al. [31]. Meanwhile, Xie et al.
[31] showed the same performance, getting only one more
false negative and two more false positives. For Pierleoni et al.
[44], all measures are less than the other approaches and it
suffers from overfitting. The gap between the values of PPV by
employing Yu et al. [6] and Allami et al.’s approaches [20] is
not significant which is relatively smaller than this gap when
using Xie et al. [31] and Pierleoni et al.’s approaches [44]. In
ML techniques, how to design a suitable feature exploring
technique is a challenge task and the classification perfor-
mances are lower than the suggested pipeline. Moreover, our
technique not only enhances the accuracy of traditional ML
strategies but also is capable of automatically exploring and
biasing key features of raw ECG signals.

4. Discussion and Conclusions

In this study, a novel premature ventricular contraction
recognition based on a deep learning approach has



implemented benefits from the characterization of an ECG
signal. It means that each ECG signal has many informative
and unique characteristics to aid our method efficiently even
if dissimilar shapes are presented. We employed 10 distinct
features that include 3 morphological features (RS ampli-
tude, QR amplitude, and QRS width) and 7 statistical fea-
tures which are able to highlight distinction between
different parts of ECG signals. Moreover, we have employed
a CNN structure for identifying more unique features that
allows our pipeline to reach a higher classification perfor-
mance. This approach leads to diminishing the false positive
rate and increasing the true positive rate. Moreover, our
technique not only enhances the accuracy of traditional ML
strategies but also is capable of automatically exploring and
biasing key features of raw ECG signals. We conducted
comprehensive investigations, which demonstrate the ef-
fectiveness of our technique by the comparison with the
state-of-the-art strategies [40].

Data Availability

In this study, the available public MIT-BIH arrhythmia
database is employed for assessment of our strategy ex-
perimental data.
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One of the leading algorithms and architectures in deep learning is Convolution Neural Network (CNN). It represents a unique
method for image processing, object detection, and classification. CNN has shown to be an efficient approach in the machine
learning and computer vision fields. CNN is composed of several filters accompanied by nonlinear functions and pooling layers. It
enforces limitations on the weights and interconnections of the neural network to create a good structure for processing spatial
and temporal distributed data. A CNN can restrain the numbering of free parameters of the network through its weight-sharing
property. However, the training of CNNs is a challenging approach. Some optimization techniques have been recently employed
to optimize CNN’s weight and biases such as Ant Colony Optimization, Genetic, Harmony Search, and Simulated Annealing. This
paper employs the well-known nature-inspired algorithm called Shuffled Frog-Leaping Algorithm (SFLA) for training a classical
CNN structure (LeNet-5), which has not been experienced before. The training method is investigated by employing four different
datasets. To verify the study, the results are compared with some of the most famous evolutionary trainers: Whale Optimization
Algorithm (WO), Bacteria Swarm Foraging Optimization (BFSO), and Ant Colony Optimization (ACO). The outcomes
demonstrate that the SFL technique considerably improves the performance of the original LeNet-5 although using this algorithm
slightly increases the training computation time. The results also demonstrate that the suggested algorithm presents high accuracy
in classification and approximation in its mechanism.

1. Introduction

Currently, Deep Learning (DL) is the base for many cutting-
edge artificial intelligence (AI) applications [1-3]. DL can
learn features at a high-level state with more complexity and
abstraction than shallower neural networks. It presents
hierarchical features providing various methods, taking for
instance, probabilistic models, and supervised and unsu-
pervised methods [4, 5]. The most notorious feature of DL is
its ability in reducing computer hardware and software
manipulation, making advancements in computational

capabilities, machine learning, and signal processing. Fur-
thermore, it is proved to be a highly applicable solution in
objects recognition [6-8], speech recognition [9-12], SAR
image processing [13-16], and a highly viable method in
medical image processing for the detection of potential drug
molecules activities [17, 18], liver and lung tumor seg-
mentation [19, 20].

DL principle can be employed for the design of a variety
of neural networks, among which Deep Neural Network
(DNN), Recurrent Neural Network (RNN), and Convolu-
tion Neural Network (CNN) are the most popular. There are
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also generative and hybrid models of DL. For the former,
some examples are Deep Belief Network (DBN) and
Boltzmann Machine (DBM), and for the latter referring to a
combination of discriminative and generative models, a
well-known example is pretrained deep CNN using DBN.
Between the various models of DL, the focus of this study is
on CNN [4, 21].

DL has a great ability for resolving learning problems.
However, this method is challenging to be trained for
producing the optimal results. A CNN model learns many
patterns through many weights and biases inside the con-
volutional layers. These weights and biases obtain their best
possible values through a learning process with a large
number of data. Actually, in a CNN model, the number of
the training samples plays a crucial role in the obtaining best
possible solution [22-24]. To achieve this goal, many op-
timization methods have been proposed for manipulating
the value of these weights and biases. The most well-known
algorithms are Adaptive Gradient methods. Basically, these
methods modify the learning rate by a backpropagation
strategy. These approaches reduce the learning rate if the
gradient of parameters is large or vice versa. Stochastic
gradient descent (SGD) is the most preferred technique
among adaptive gradient methods [25]. Nevertheless, they
proved to have poor performance especially when the
network is large like CNN since the learning rate needs to be
manually tuned in SGD. This significantly increases the
training time for large-scale datasets [26, 27]. To overcome
this obstacle and improve the efficiency of adaptive, new
variants of adaptive gradient methods are proposed such as
Nostalgic Adam [28], which place bigger weights on the past
gradient compared to the recent gradient, or YOGI [29],
which increases in effective learning rate to achieve better
convergence. However, they have not gained popularity for
image processing applications with CNN, which gives rise to
the use of Metaheuristic algorithms as alternatives.

Recently, metaheuristic methods have been employed to
resolve complex problems such as scheduling [30] and
detection problems [31]. The performance of metaheuristic
algorithms in solving efficiently these problems makes them
a good alternative to train neural networks with large pa-
rameters as they are simple to use, are independent form
gradient, and avoid local optima [32, 33]. Metaheuristic
algorithms could prove to be highly efficient in optimizing
CNN parameters with large image datasets specifically in the
field of image analysis. In a study carried out by Zhang et al.
[34], a metaheuristic optimizer is employed to pretrain the
CNN for the classification of skin cancer images. To achieve
this goal, the Whale Optimization Algorithm (WOA), one of
the subgroups of metaheuristic methods, was applied to
reduce the error rate during the learning process. Their
WOA method considers half value precision as the cost
function during skin cancer validation steps that contains
the simplified measured error between the output of the
system and the reference. The results of this study dem-
onstrated the accuracy prominence of this algorithm
compared to the other popular classification methods used
in this study. In another study performed by da Silva et al.
[35], the hyperparameters of a convolutional neural network
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were trained with Particle Swarm Optimization (PSO),
another subgroup of metaheuristic algorithm, for the clas-
sification of lung cancers (classify nodule candidates, benign
or malignant tumors, into nonnodules and nodules). They
used two preprocessing steps including (1) employing each
CT slice as a separate sample and (2) resizing of all the
samples into 28 x 28. The PSO method optimizes the size of
trainable filters, number of batches in the training, type of
pooling, number of neurons in the hidden layer, and number
of kernels in the convolutional layers. Although, in this
study, a large dataset of CT images was used, PSO dem-
onstrated the accuracy of 97.62%, sensitivity of 92.20%, and
specificity of 98.64%. Hoseini et al. [36] proposed an
AdaptAhead optimization technique to learn a Deep CNN
with robust architecture in relation to the high volume data.
They utilized several MR images of BRATS 2015 and BRATS
2016 data sets to validate the proposed method. Their model
fails to utilize the technique of Nesterov and the adaptive
learning rate in computing the gradient leading to failure to
reach the optimal convergence point.

Metaheuristic algorithms can be categorized into the
following subgroups [37-39]:

(i) Swarm based methods act based on animal social
behavior like PSO [40, 41], WOA [42]

(ii) Evolutionary methods act based on a natural evo-
lutionary process like Genetic algorithm (GA) [43]

(iii) Biological based optimizers like Satin Bowerbird
Optimizer (SBO) [44]

(iv) Human-based algorithms inspired from human
behavior such as Life Choice Based Optimizer [45]

(v) System-based algorithms inspired by natural eco-
systems such as Artificial Ecosystem-based Opti-
mizer (AEO) [46]

(vi) Physics-based methods that mimic the physical
phenomenon in nature like Equilibrium optimizer
[47] and Simulated Annealing [48]

In this paper, to overcome the problem of overfitting and
convergence, we optimize the values of weight and biases of
a LeNet-5 by an optimization algorithm. From the various
types of metaheuristic algorithms, we used the Shuffled frog-
leaping algorithm (SFLA) to optimize the performance of
the LeNet-5 CNN [49]. This is conducted by changing the
values of weight and biases inside the model to reach a high
accuracy of the model. This optimizer belongs to the Swarm-
based algorithms of metaheuristic algorithms inspired by the
natural behavior of frogs in searching for food. The reason
for using this optimizer is that, at the time of working on this
research work, based on our knowledge, there is no research
to employ SFLA in training CNN and to make a good
comparison with other optimizers to show the ability of this
optimizer for image classification. Moreover, in order to
verify our results, we applied the other well-known opti-
mizers WOA, Ant Colony Optimizer (ACO), and Bacteria
Swarm Foraging Optimization (BFSO) for comparison.

This paper is organized as follows: Section 1 is an in-
troduction, Section 2 presents a literature review of



Journal of Healthcare Engineering

convolution neural networks, Section 3 explains the SFL
Algorithm mechanism, Section 4 describes the design of
proposed methods, Section 5 presents the result and dis-
cussion of the experiment, and lastly, Section 6 is the
conclusion.

2. Convolutional Neural Network

Neural networks or artificial neural networks are computing
systems that have been inspired by the human brain. In other
words, these networks mimic the biological functions that
are transmitted the signal to other neurons such as synapses
in a biological brain [11, 50-52]. A neural network contains
mathematical functions, which compute the weighted sum
of multiple inputs, output, and activation functions. Spe-
cifically, these functions are layers of interconnected nodes,
which are known as artificial neurons. The convolutional
neural network is one of the various classes of neural net-
works, which is often applied to analyze and process the
vision dataset. Nowadays, a CNN model has a critical role
since fast growth in deep learning and artificial intelligence.
It is necessary to mention that deep learning is a neural
network that is composed of more than three layers and, as
well as CNN, is used multiple layers, such as convolution,
pooling, and fully connected layers to learn features and
detect patterns of image [4, 53-55].

The convolutional layer is a critical component of CNN
that uses the information of adjacent pixels as a linear op-
eration to extract features. Each location of the tensor is
calculated through an element-wise product between input
tensor, which is an array of numbers and kernel or filter, while
its output is summed up in order to obtain a single value in the
corresponding location of output tensor, which is known as a
feature map. Several various kernels should be applied to
represent a different characteristic of the input tensor in order
to achieve variant feature extractors such as a horizontal edge
detector or a vertical edge detector [4, 56]. The convolution
operation reduces the size of the feature maps in comparison
to the input tensor. Typically, the padding technique should
be used to increase the dimension of the image and lose less
information by adding zeros around the image. The stride is
considered as a distance between two kernels in convolution
operation, that is, commonly one, while sometimes usage of
the values more than one is to obtain downsampling of feature
map for a specified purpose [57, 58].

A pooling layer provides alternative and more robust
downsampling, as well as avoiding overfitting and a lot of
computation by representing abstracted feature maps. This
layer is operated on each feature map independently to make
a new set of the same number of pooled feature maps and
reduce the number of subsequent learnable parameters.
Specifically, filter size, stride, and padding are also applied as
hyperparameters in pooling operations. There are two
common functions in pooling operation, average pooling,
which is computed average value for each patch of the
feature map, and max pooling, which is calculated the
maximum value. In all cases, polling supports that the value
of pooled features is remained almost invariant by trans-
lating the small amount of input [4, 59, 60].

The linear output of convolution operation is passed
through nonlinear activation function, which is considered
as a fundamental component in order to learn the complex
patterns and the ability to add nonlinearity into the network.
There are various types of activation functions such as
sigmoid or hyperbolic tangent function, which are taken into
account as smooth nonlinear functions and rectified linear
unit (ReLU) function, which is recently the most widely used
activation function. This is due to the fact that sigmoid and
tanh activation functions are commonly saturated and really
sensitive to modify around their mid-point of their input
[55, 61].

Typically, the output of the final convolution and pooling
layer is transformed to a one-dimension array of numbers,
which is known as flattening. The output of flattening is
considered as the input of one or more fully connected layers,
in which every neuron in one layer is connected to every
neuron in the other layer. In other words, the nonlinear
combination of high-level features, which is the output of the
convolution layer, is learned by a fully connected layer in
order to map the final output of the network such as the
probability of each class in the classification task [4, 62]. It is
important to mention that each fully connected layer
is followed by an activation function such as ReLU except
the last nonlinear function that is usually different from the
others. The last activation function, which is applied in
the classification task, is Softmax to obtain a probability of the
input being in the specified class [58, 63, 64].

The cost function is another essential component in
Neural Networks. Actually, cost and loss functions are syn-
onymous; the only difference is that the single training batch
uses the loss function, while the cost function is referred to
apply the loss function over the entire training set. The loss
function is evaluated by the compatibility between the pre-
dicted value and the ground truth label, in which the higher
output of loss means the incapable performance of the model.
Another hyperparameter that is required for assigning is
selecting an appropriate loss function with respect to the
performed task. Since the problem is an optimization
problem, Gradient descent is usually applied as an optimi-
zation algorithm to minimize the loss function [4, 65, 66].

The type of CNN employed in this study is LeNet-5,
which is one of the earliest CNN models [49] (Figure 1). Itis
a classical CNN developed originally for recognizing char-
acters. The architecture of LeNet-5 is composed of seven
layers, in which, except the input layer, the rest can be
trained (weights). As shown in the Figure 1, the LeNet-5
network possesses three convolutional layers C1, C3, and C5
among its processing layers. These convolutional layers are
composed of two pooling layers S2 and S4, and the output
layer is F6. The arrangement of convolutional layers and
subsampling layers is in the form of plans and form feature
maps. Each neuron in convolutional layers is linked locally
to the local receptive field in the previous layer. Neurons that
have the same feature maps obtain data from different local
receptive fields. This process continues until the entire input
plane is skimmed, and similar weights are employed to-
gether. Feature maps are spatially downsampled in the
subsampling layer, and their size is reduced by a factor of 2.
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FiGure 1: Illustration of LeNet-5 architecture, a convolution neural network. Each plan in the network indicates a feature map [48].

There is a similar kernel size of 5x5 for the three convo-
lution layers C1, C3, and C5. However, the numbers of
feature maps and parameters for each layer are different
from each other (Table 1). The last convolution layer C5 is
fully connected to the S4, and it has the feature maps size of
1 x 1. F6 is the last layer that performs the classification task.
This layer is composed of 84 units and fully connected to the
last convolutional layer C5.

Essentially, convolution layers are connected to several
feature maps, kernels, and correlated to the prior layers.
Each extracted feature matrix (feature map) is generated as a
consequence of a sum of convolution from extracted feature
matrices of the earlier layer, their corresponding mask
(kernel), and a linear filter. Moreover, a bias value is summed
to the extracted feature matrix and subsequently; it is applied
to a nonlinear function. The tanh function is employed for
this purpose. The kth feature map M f‘] with the weights W*
and by, is achieved by applying the tanh function as follows:

MZ :tanh<(Wk><x)ij+bk). (1)

Through a subsampling layer, the size of each extracted
feature matrix is reduced in relation to one of the extracted
feature matrices of the former layer. This pooling strategy
decreases the resolution of the extracted feature matrix. The
pooling layers summarize the features present in an area of
the feature map created by convolution layers. Also, a
pooling layer diminishes the number of parameters for
learning and the amount of computation performed in the
network.

The classification task is carried out through the clas-
sification layer. This layer is placed after all the convolution
and subsampling layers. In the classification layer, the output
of each neuron is given to a single class label, and in the case
of Oxford17, Oxford 102, Caltech/UCSD birds, and Caltech
101 airplanes dataset, this layer is composed often neurons
corresponding to their labels.

3. Shuffled Frog-Leaping Optimizer

Shuffled Frog-Leaping Algorithm (SFLA) is a memetic
metaheuristic approach that is employed to find a global
solution through an informed heuristic search by employing

a heuristic function [67]. This algorithm is a population-
based technique that is occasioned by natural memetic. The
term memetic is coming from “meme” considered as the
unit of cultural evolution. Theoretically, the SFLA is similar
to the particle swarm optimization (PSO). However, the
values of weights and biases can be exchanged among local
searches through a shuffling technique, thereby obtaining
global optimum. The genuine aims of genes and memes are
different from each other since they apply different mech-
anisms for data distribution from one population member to
another [68, 69]. Gene’s transmission is only possible from
parents to offspring and only occurs between generations.
However, memes can be transmitted between any two in-
dividuals, and instead of waiting for a full generation of
genes to be replicated, it can cooperate with other memes
immediately once an improved idea is found. Moreover, the
replication of the genes is limited to the slight number of
offspring that can belong to a single parent. On the other
hand, a meme can be taken over by an unlimited number of
individuals [70].

SFL algorithm is a population-based approach composed
of frogs of the same attributes. Each frog can be considered
as a solution. The total population of frogs is divided into
numerous subgroups known as memeplexes. Diverse sub-
groups can be appreciated as dissimilar frog memes. Each
memeplex is responsible for a limited exploration. At each
memeplex, other frogs might affect the behavior of each frog,
and the evolution will take place through the process of
memetic evolution [70, 71]. After a number of memetic
evolution periods, the memeplexes are forced to join to-
gether leading to the generation of novel memeplexes
through a shuffling method. Shuffling will completely make
unbiased the cultural evolution in the direction of any
specific interest. The stopping criteria are satisfied once the
local search and the shuffling procedure alternate [68]. The
flowchart of SFLA is shown in Figure 2. The different steps
are described as follows [67, 72, 73]:

«

(1) The algorithm contains a population “p” of the
potential number of solutions, controlled by a set of
virtual frogs (n).

(2) The population is split into subsets denoted as
memeplexes (). The memeplexes can be considered
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TaBLE 1: Properties of the layers of the LeNet-5 [48].

Layer Size Num. of feature maps Num. of parameters Num. of connections
Input 32x32

C1 28 x 28 6 156 122304

S2 14x14 6 12 5880

C3 10x10 16 1516 151600

S4 5x5 16 32 2000

C5 1x1 120 R 48120

F6 1x1 84 10164

Intial Parameters: Population Size (P)
Number of Memeplexes (m)
Number of Iterations Within

Each Memeplex

Generating Random Population of P Solution
Frogs, Calculate Fitness of Each Individual
Frog

_ | Sorting Population in Descending Order of
o Their Fitness

Y

Divide P Solution into M Memeplexes

l

Local Search

l

Shuffle Evolved Memeplexes

Termination = True

Consider The Best Solution

|

FiGUre 2: Flowchart of SFL algorithm.

as a set of parallel frog cultures trying to achieve
some goals.

(3) Frog i is shown by X;=(X;;, Xp, - .
indicates the number of variables.

.» X;s) in which S

(4) Within each memeplex, each frog culture searches
the space in different directions and exchanges ideas
independently. The frogs with best and worst fitness
are denoted as X ;, and X,,,.

(5) Frog with global best fitness is identified as X .

(6) The frog with the worst fitness is modified based on
the following equation:

D; = rand (X, - X,,),

neww max —

(2)

max)’

In which the rand function generates an arbitrary
number between the range [0, 1], D; is the size of the leaping
step of the frog; and Dy, is the maximum value permitted to
adjust frog position. If the value of fitness X, is better than
the current value of X, it will be accepted. If the fitness
value is not modified, then the calculation is repeated by
replacing X, with X,. If there is no potential for en-
hancement, a novel X, will be created arbitrarily. This
shuffling process and the local search continue until defined
convergence criteria provide satisfactory results [68, 70, 71].

4. Design of Proposed Method

Problem representation is the foremost step in training a CNN
employing metaheuristics algorithms. To train a CNN, the
problem should be formulated in a suitable way for meta-
heuristics. The most important variables to training this type of
network are weights and biases. In the trainer, the best biases
and weights values are found to provide the highest classifi-
cation, approximation, and prediction accuracy for the net-
work. Thus, biases and weights are trainable variables. It means
by changing the values of biases and weights of all neurons the
output results of the network can be varied. So, controlling the
process of applying new weights and biases by an optimizer
approach leads to reaching higher accuracy. As the SFL pro-
cedure takes the variables in the format of a vector, the variables
of a CNN denoted for this technique are as follows:

- —_— =
v :{W, 6} =W Wi, Wb 60,,6,,.,6,}

(3)

In which 7 is the size of the input, W;: denotes the
connection weight between layers ith and jth, and 6; is the
bias (threshold) of the jth hidden node.

Once the variables are defined, defining the objective
function for the SFL technique is the next goal. Mean Square
Error (MSE) is a common metric for the evaluation of
networks. Once a set of training samples are given to the
CNN, this equation measures the difference between
the obtained output values and the desirable values through
the following equation:
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(d)

FiGure 3: Datasets sample pictures. (a) OxFord flowers 17. (b) OxFord flowers 102. (c) Caltech/UCSD birds. (d) Caltech 101 airplanes.

m

MSE = )" (of - df), (4)

i=2

where m indicates the output numbers, the preferred output
of the ith input unit when the kth training data samples are
utilized is denoted by d¥, and the actual output of the ith
ir}:put unit when the kth training data appear in the input is
o;.
" To design an effective CNN, the network should be
adapted to the whole set of training samples. As a result,
CNN performance is assessed according to the average of
MSE with respect to the training samples as the following
equation:
MSE = 227; ( :‘(_d?)z)
k=1 s (5)

Minimize : F(7) = MSE.

As, at each iteration, the weights and biases move to-
wards having the best CNN, the probability of an improved
CNN increases gradually. However, due to stochastic nature
of SFL algorithm, there is no guarantee that the optimal
CNN is obtained. On the other hand, with sufficient number
of iteration, the SFL algorithm finally reaches to a solution
that works more efficient than random preliminary solu-
tions. The following section assesses the advantages of the
SFL algorithm in training a CNN practically.

5. Experimental Results and Discussion

In this part, the suggested SFL-based CNN is investigated by
employing four standard classification datasets from
[74-77], OxFord Flowers 17 (Figure 3(a)), OxFord Flowers
102 (Figure 3(b)), Caltech/UCSD Birds (Figure 3(c)), and
Caltech 101 Airplanes (Figure 3(d)). The specifications of the
datasets are presented in Table 2.

The classification datasets were intentionally selected
with the diverse test/training data and difficulty levels to
efficiently evaluate the performance of our SFL-based CNN.
We employed a Hewlett-Packard (hp) computer with the
processor of Intel (R) Core (TM) i7-6500U CPU @ 2.50 GHz
2.60 GHz, installed memory (RAM) of 8.00 GB, System type
of 64-bit Operating System, and Windows 10 Home. For
data processing, we used MATLAB and Statistics Toolbox
Release 2019a. The SFL assumptions and other techniques
are shown in Table 3. The accuracy of classification for each
dataset using different optimization algorithms is demon-
strated in Figure 4. It is considered that the optimization
method begins by creating random biases and weights in the
range of [-10, 10] for all four datasets.

To generate the results, the datasets are solved 50 times
by applying each technique. As illustrated in Figure 4, after
the last iteration, the error of classification for all the datasets
employing different optimizers decreases to approximately
less than 10%, in which the SFL algorithm appears to be the
most efficient optimizer. The average (AVE) and standard
deviation (STD) shown in Tables 4-7 are actually the best
MSEs obtained in the last iteration. Clearly, the lowest av-
erage and standard deviation of MSE in the final iteration
illustrate the best result. The statistical outcomes are shown
in the form of AVE + STD. It should be noted that the best
rates of classification attained by each method during 50
iterations are reported as another metric of comparison.
Statically analysis of the results shows that training CNN
with SFL algorithm provides the best accuracy of classifi-
cation in all the mentioned datasets, as well as superior local
optima avoidance, which is the reason for the improved
MSE. Moreover, the results of this study demonstrate that,
unlike other swarm-based algorithms, SFL algorithm has a
better performance since it does not have a mechanism for
substantial sudden movements to search the space. It is also
demonstrated that ACO and WO optimizers reach a min-
imum time for training the model in comparison of BFSO
and SFL methods. Also, the SFL method takes more time
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TaBLE 2: Dataset specifications.

Dataset Number of categories Number of images per category Training sample numbers  Test sample numbers
OxFord flowers 17 17 80 50 30
OxFord flowers 102 102 40 to 258 20 to 200 20 to 58
Caltech/UCSD birds 200 6033 4000 2033
Caltech 101 airplanes 101 40 to 800 20 to 600 20 to 200
TaBLE 3: The initial parameters of algorithms.
Algorithm Parameter Value
Maximum permitted change in a frog’s location 10
SFL Number of memeplex 20
Number of frogs 30
Pheromone update constant (Q) 15
Global pheromone decay rate (pg) 0.7
Visibility sensitivity () 7
Population size 70
ACO . Number of ant.s . 15
Maximum number of iterations 35
Local pheromone decay rate (pt) 0.6
Initial pheromone (7) 1e-06
Pheromone sensitivity («) 1
Pheromone constant (q) 1
Probability of elimination 0.1
Spreading percentage %o 0.4
BFSO Population size 60
Number of bacteria 20
Maximum number of iterations 35
Strategies Decreasing the value of a
Whales attacking Encircling
Max a 5
Probability of choosing spiral model Pelo, 1]
Probability of choosing shrinking encircling pelo, 1]
Population size 70
Number of whales 15
Maximum number of iterations 35
100 CNN optimization for Caltech/UCSD Birds 100 CNN optimization for Caltech 101 Airplanes
90 g 90 g
80 | 80 | \\ g
70 70 t \ ]
- 60 | N 60 | g
2 50} 2 50t \ 1
&5 &3] S
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FiGure 4: Continued.
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FIGURE 4: Error of classification using different datasets and optimization algorithms for LeNet-5. (a) OxFord flowers 17. (b) OxFord flowers
102. (c) Caltech/UCSD birds. (d) Caltech 101 airplanes.

TaBLE 4: Experimental results for the oxford flowers 17 dataset.

Technique MSE (AVE +STD) Classification rate (%) Training time
LeNet 5 0.190425 +0.031687 88 14 minutes
ACO-LeNet 5 0.121689 +0.011574 90 16 minutes
BFSO-LeNet 5 0.085050 + 0.034945 91 25 minutes
WO-LeNet 5 0.032228 +0.039778 94 18 minutes
SFLA-LeNet 5 0.009210 +.039100 97 23 minutes

TaBLE 5: Experimental results for the oxFord flowers 102 dataset.

Technique MSE (AVE + STD) Classification rate (%) Training time
LeNet 5 0.040320 + 0.002470 90 51 minutes
ACO-LeNet 5 0.024881 +0.002472 95 58 minutes
BFSO-LeNet 5 0.008026 + 0.007900 93 67 minutes
WO-LeNet 5 0.0229 +£0.0032 91 64 minutes
SFLA-LeNet 5 0.003026 + 0.001500 97 65 minutes

TaBLE 6: Experimental results for the Caltech/UCSD birds dataset.

Technique MSE (AVE + STD) Classification rate (%) Training time
LeNet 5 0.0321 +0.0045 92 97 minutes

ACO-LeNet 5 0.0019 + 8.4257e—04 97 101 minutes
BFSO-LeNet 5 0.0078 £ 8.2189¢—-02 93 109 minutes
WO-LeNet 5 0.0045 + 8.7654e—-03 96 103 minutes
SFLA-LeNet 5 0.0021 +9.4298e—05 98 105 minutes

TaBLE 7: Experimental results for the Caltech 101 airplanes dataset.

Technique MSE (AVE +STD) Classification rate (%) Training time
LeNet 5 0.050420 +0.003170 92 49 minutes
ACO-LeNet 5 0.031841 +0.004123 94 52 minutes
BFSO-LeNet 5 0.072218 +0.079235 93 57 minutes
WO-LeNet 5 0.00319 £ 0.0042 96 53 minutes

SFLA-LeNet 5 0.00286 +0.009700 97 55 minutes
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than ACO and WO approaches, but it obtains higher
classification rates and minimum MSE scores.

6. Conclusion

This study presented Shuftfled Frog-Leaping Algorithm
(SFLA) as one model of metaheuristic algorithms to opti-
mize one type of Convolutional Neural Network. At first, the
training problem of a CNN was formulated for the SFL
technique. This method was then applied to define the
optimum values for biases and weights. Theoretically, the
SFLA is similar to the particle swarm optimization (PSO).
However, the values of weights and biases can be exchanged
among local searches through a shuffling technique, thereby
obtaining global optimum. The proposed SFLA was
employed to train four standard classification datasets
(OxFord Flowers 17, OxFord Flowers 102, Caltech/UCSD
Birds, and Caltech 101 Airplanes). To verify the performance
of SFLA, the results were compared to three other stochastic
optimization trainers: WO, BEFSO, and ACO. The resulting
outcomes demonstrated that the suggested technique can
effectively train the CNN. It improves the probability of
finding optimal values for biases and weights for CNNs. Our
optimization strategy can obtain noticeable accuracy for
classifying objects in four standard classification datasets.

For future study, finding the proper parameters for SFL
algorithm needs to be investigated. Moreover, by exploring
the optimal values for number of batches in the training,
type of pooling, number of neurons in the hidden layer, and
number of kernels in the convolutional layers, we can obtain
more noticeable results. Further optimal tuning of this
method is worth further research using different datasets
such as CKP and facial expression datasets, as well as
ImageNet and ORI.

Data Availability

These datasets are public datasets and are available at the
following  links:  https://www.robots.ox.ac.uk/vgg/data/
flowers/17/ http://www.vision.caltech.edu/Image_Datasets/
Caltech101/ http://www.vision.caltech.edu/visipedia/ CUB-
200.html  https://www.robots.ox.ac.uk/vgg/data/flowers/
102/.
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Skin cancer is one of the most common types of cancer in the world, accounting for at least 40% of all cancers. Melanoma is
considered as the 19th most commonly occurring cancer among the other cancers in the human society, such that about 300,000
new cases were found in 2018. While cancer diagnosis is based on interventional methods such as surgery, radiotherapy, and
chemotherapy, studies show that the use of new computer technologies such as image processing mechanisms in processes related
to early diagnosis of this cancer can help the physicians heal this cancer. This paper proposes an automatic method for diagnosis of
skin cancer from dermoscopy images. The proposed model is based on an improved XceptionNet, which utilized swish activation
function and depthwise separable convolutions. This system shows an improvement in the classification accuracy of the network
compared to the original Xception and other dome architectures. Simulations of the proposed method are compared with some
other related skin cancer diagnosis state-of-the-art solutions, and the results show that the suggested method achieves higher

accuracy compared to the other comparative methods.

1. Introduction

The most common cancer in the United States is skin cancer,
which occurs in the tissues of the largest part of the body, i.e.,
the skin [1]. The skin blocks heat, sunlight, wounds, and
infections [2]. The skin has three layers: epidermis, dermis,
and hypodermis [3]. The epidermis is the outmost layer of
skin, which creates the skin tone and makes a waterproof
barrier for the skin. The dermis is the second layer that
comprises rough connective tissue, sweat glands, and hair
follicles. And finally, the hypodermis, as the lowest layer, has
been made by connective tissue and fat [4]. The main threat
to skin is skin cancer. Skin cancer (like melanoma) is one of
the most common types of cancer in the world, accounting
for at least 40% of all cancers. It has been predicted that
about 9,500 people in the US are diagnosed with skin cancer
every day [5].

While cancer diagnosis is based on interventional
methods such as surgery, radiotherapy, and chemotherapy,

studies show that the use of new computer technologies such
as image processing mechanisms in processes related to the
diagnosis and classification of cancers has been acted suc-
cessfully [6]. Among different kinds of skin cancers, mel-
anoma is known as the 19th most commonly occurring
cancer in men and women [7]. In 2018, about 300,000 new
cases were recognized [8]. Based on the Cancer Cell Or-
ganization, melanoma cancer with 15000 cases is the fourth
most common cancer in the world [9]. Also, based on this
organization, melanoma is the 9™ most common reason for
cancer death in 2019 [10]. Skin cancer diagnosis is known as
a tough task because of the advent of diverse kinds of skin
lesions, especially melanoma and carcinoma [11]. Several
noninvasive methods have been proposed to avoid unnec-
essary biopsy for diagnosing melanoma [12]. Most of the
methods usually contain three main parts: segmentation,
features extraction, and classification [13]. Several works
were done in this case [1, 14-16]. Bansal et al. [17] proposed a
technique for melanoma diagnosis based on deep learning-
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based image feature extraction. The authors used con-
volutional neural networks (CNN) for the extraction of the
features based on the transfer learning and some different
classifiers including k-nearest neighbor (KNN), AdaBoost,
and random forest (RF) to the final classification. The
method was performed to the ISIC dataset, and the results
showed the accuracy of each classifier. The method was a
good technique, but due to the complex configuration, it
needs more time for doing the process.

Xu et al. [6] presented a method for early detection of
melanoma. They used a sequential methodology including
image noise reduction, image segmentation, feature ex-
traction, and classification. The method of segmentation in
the study was based on an optimized convolutional neural
network (CNN) using the satin bowerbird optimization
(SBO). To extract just important features from the seg-
mented images, SBO was utilized. At last, Support Vector
Machine (SVM) was used to classify the images based on the
achieved features. The method was performed to American
Cancer Society database, and the results showed efficient
results for the proposed method. However, the method
provided good results, using the proposed method, and due
to the combination of deep learning and the SBO algorithm,
it provided complex system.

Razmjooy et al. [18] proposed a diagnosis technique for
determining the skin malignant cancer. They first eliminated
extra scales by the smoothing and edge detection. Then, the
method segmented the region of interest. The additional
information was removed by mathematical morphology.
The model used an optimized MLP neural Networks (ANN)
based on World Cup Optimization algorithm to get more
efficient results. In that study, the authors used the optimized
ANN to diagnosis of the skin cancer. Simulations were
performed to the Australian Cancer Database (ACD), and
results indicated that the suggested technique modified the
performance of the method. The method used ANN method
that can be considered as an old and less accuracy in these
years.

Vocaturo and Zumpano [19] used a method called
multi-instance learning (MIL) algorithm to the diagnosis of
the melanoma from dysplastic nevi. Simulation results
showed that using the MIL technique can be considered as
one of the suitable tools for using in skin cancer diagnosis.
However, MIL was a simple form of weakly supervised
classification technique with sets that can provide weaker
results in some cases.

Dey et al. [20] proposed an optimal machine vision
technique for the diagnosis of the melanoma. The Bat al-
gorithm was used to improve the accuracy of the diagnosis
system. Distance-regularized level-set (DRLS) segmentation
method was used for efficient segmentation of the mela-
noma. The results were then verified by evaluating the
important image performance metrics (IPM) on the PH2
database to show the method accuracy.

Literature review showed that although there are dif-
ferent types of diagnosis system for the melanoma detection,
numerous research gaps are still to be addressed, for ex-
ample, higher complexity of some works, complex config-
uration, and less accuracy. The shortcoming of all research
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works is given previously after each work. Therefore, this
subject is still open and can be developed. However, the
main configuration of the Xception network is based on the
Inception module [21], blending of the inception modules,
convolutional layers, residual connections, and depthwise
separable convolutions to improve its efficiency.

The main target of the present research is to deliver a new
improved version of Xception based on performing the
Swish activation function to diagnose the skin cancer and
verify the method by Skin Cancer MNIST: HAM10000
dataset. The presented system classifies the input images into
three classes: normal, carcinoma, and melanoma. Further-
more, the results of the proposed Xception architecture are
compared with some renowned methods, including VGG16
[22], InceptionV3 [23], AlexNet [24], and the original
Xception [25] to show the superiority of the proposed
methodology. The configuration of all methods can be
achieved by their papers for reproduction. Therefore, the
novelty of the presented study is based on proposing an
automatic diagnosis method for the skin cancer dermoscopy
images based on a new configuration of the XceptionNet. In
this study, an improved version of the XceptionNet based on
swish activation function has been presented, and the results
show a higher accuracy toward the original XceptionNet,
and some other related CNN-based methods for skin cancer
diagnosis.

2. The Modified Xception Network Architecture

The Xception architecture is one of the popular and strong
convolutional neural networks that is advanced under dif-
ferent important concepts, like convolutional layer, depth-
wise separable convolution layer, residual connections, and
inception module [21]. Furthermore, the architecture of
CNN for the activation function is essential, wherein Swish
as a new activation function has been used for developing the
traditional activation function [26]. In this study, a Swish
activation function has been proposed for improving the
Xception based on Swish image classification model for
initial melanoma diagnosis [25].

The Xception is described as a theory based on the
Inception module that generates cross-channels correlations
and spatial relations within CNN feature maps to be entirely
decoupled [27]. Figure 1 shows the overall module of an
Inception v3.

As can be observed from Figure 1, the model is based on
cross-channel correlations by input data separation into four
ways to convolution size of 1 x1 and average pooling and
mapping correlations by the convolution of size 3 x 3 and
finally forwarding to the concatenation layer. The overall
module of the studied Xception module has been shown in
Figure 2.

As can be seen from Figure 2, in this network, the data
from the input uses just one size of 1x1 convolution to
generate convolution sizes of 3 x 3 with no average pooling,
which ensue avoiding overlapping of the output channels to
inject to the concatenation. This module is more consistent,
stronger, and reliable than the Inception module, which
operates correlations of cross-channels and spatial relations
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FIGURE 1: The overall module of an Inception v3.
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FIGURE 2: The overall module of an Xception module.

with maps fully decoupled. In the following, the stages for
the Xception module are explained in detail:

2.1. Convolutional Layer. For generating feature maps, the
convolution kernels have been separated into input data
areas [25]. The different convolution kernels generate the
absolute results of the feature maps, such that the position
(i, j) upon feature value in the feature map as the k' layer
indicates the I, i.e.,

Sf’j,k = Bvi + Wvéch)j, (1)

where Wk describes the weight vector, Bv. describes for the
bias value of the k™ filter of the I layer, and C; ; describes
the input patch center on position (i, j) of the oo layer.
The W% kernel has been generated in sharing the feature
map of Sﬁ) ik This process decreases difficulties and develops
the network for graceful model training. Batch normaliza-
tion is used to insert the convolutional layers of the Xception
module, and the activation function is as ReLU, i.e.,

x, x20,
0, x<0,

RELU = { (2)

where d describes the input data.

The ReLU activation function is not complicated
mathematically with nonlinearity of the network that is vital
in convolutional neural network for identifying the non-
linear features, which produce faster convergences and
better predictions with less overfitting.

2.2. Depthwise Separable Convolution Layer. The depthwise
convolutions contain the main part of the Xception mod-
ules. These can decrease the computation and the model
parameters, which are prepared in depth dimensions and
spatial dimensions of color channels. The depthwise con-
volution makes a filter to the input data set channels of M
and generates the feature map to define DF x DF x M. The
depthwise convolution based on the input channel filter is
obtained as follows:

Grpm = Z K jm X Friicvprj-1mo (3)

i,j,m

where G describes the alternatives of the feature maps output
produced by F as the input feature map, and K defines the
depthwise convolution kernel.

The filter number 7 in K is employed to channel the ™
in F for estimation of the output of the feature map. Af-
terward, the image is presented in multiple channels that can



be taken in each color channel. 1 x 1 convolution filters are
then used to provide the output to be injected into the next
layer. After the depthwise separable convolution layer, batch
normalization is utilized, and then using the max-pooling
layer, the computational complexity has been decreased.

2.3. Residual Connection. For accomplishing the residual
connection, the ResNet architecture has been employed,
where the internal network performs identity shortcut
connections directly into the final layers. By considering the
parameters as p;, the residual block is explained as follows:

vo = v+ f (v [pi]), (4)

where v; and v, describe the input and the output vectors of
the layers, respectively.

The benefit of the residual connection is that it avoids
signal mitigation by transforming of multiple stacked
nonlinearities. It has also quicker training process. Figure 3
shows the residual shortcut connection of ResNet.

Also, the method of using the residual shortcut con-
nection in Xception is shown in Figure 4.

As can be observed from Figure 4, the input of X can
direct a late layer by a shortcut of identity blocks. By
considering Figure 4, 1 x 1 convolution operation directed
data to a late layer via with a step of 2 x 2. Xception includes a
network with 36 convolutional layers that is used for pro-
ducing the feature extraction. It generates 14 modules that
intersperse with residual connections excepting the first and
the last modules. In Xception pretrained network, the input
image should be of size 299 x 299 x 3.

2.4. Swish Activation Function. Based on a new work from
[28], the Swish activation function provides an efficient
results for the classification results. In other words, Swish
activation function develops the CNN performance rather
than the traditional ReLU activation function [25]. The
mathematical formulation of the Swish activation function is
given as follows:

S = m x sigmoid (& x m), (5)

where « describes an adjustable per-channel parameter, m
defines the input data, and sigmoid (a x m) signifies the
evaluation of the sigmoid function. The architecture of the
modified Xception network is shown in Figure 5.

As can be observed from Figure 5, the modules are
similar to the original Xception, and just ReLU function has
been replaced with Swish activation function position, which
is located before logistic regression and after the global
average-pooling.

3. Results and Discussion

3.1. Dataset. The skin cancer benchmark datasets in this
study were collected from Skin Cancer MNIST: HAM10000
[29]. This dataset by license number CC BY-NC-SA 4.0 is
considered as a guaranteed dataset for the skin cancer di-
agnosis techniques. The dataset was collected from the
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FIGURE 4: The method of using the residual shortcut connection in
Xception.

Kaggle public Imaging Archive. The dataset includes 10015
JPEG (8-bit color depth) training dermatoscopic images that
are collected from different populations collected during a
period of 20 years from two different sites, the Department
of Dermatology at the Medical University of Vienna,
Austria, and the skin cancer practice of Cliff Rosendahl in
Queensland, Australia. The Australian site stored images and
metadata in PowerPoint files and Excel databases. The
Austrian site started to collect images before the era of digital
cameras and stored images and metadata in different for-
mats during different time periods. From the literature,
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FiGURE 5: The architecture of the modified Xception network.

different techniques are confirmed based on this dataset
[30-33]. In this paper, the data from this benchmark are
used to train the proposed Xception network. The data was
collected as dermatoscopic images from different pop-
ulations, acquired and stored by different modalities [34].

53.3% of lesions were confirmed by histopathology. Figure 6
shows some examples of the HAM10000 dataset.

We applied the proposed Xception network as a com-
plete diagnosis system for the detection of the skin cancer.

Here,

we also employed data augmentation.

Data
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FIGURE 6: Some examples of the HAM10000 dataset.

augmentation is performed for increasing the number of
images for training the CNNs. This is done to compensate
the smaller number of training datasets. In other words,
Augmentation is utilized to expand the small size datasets by
adding supplementary images that are variations of available
images in the dataset. This will help improve the ability and
performance of the system. There are lots of variations that
are introduced for augmentation. In this study, rotation,
horizontal shifting, and cropping are used.

One of the transformations in this study is horizontal
shift augmentation. A horizontal shift augmentation shifts
image pixels horizontally with keeping the image dimen-
sion unchanged. This process has floating-point value
between 0 and 1 that shows the step size of moving the
process. Here, we used 0.3 step size. Another transfor-
mation is rotation. During rotation, a rotation angle is
specified of specific angle that we want the image to be
rotated. This study uses [15, 30, 45, 60] rather than letting it
randomly pick it from —90 to 90. Another method for
augmentation in this study is based on cropping. Based on
cropping in this study, a section (here, center of image) is
sampled from the original image and then, it resized to the
original image size.

Indeed, the reason of data augmentation here is to in-
crease the quantity of data by adding somewhat altered
copies of already existing data or newly created synthetic
data from the present data. In other words, we used data
augmentation (ie., shifting, rotation, and cropping) to
regularize and help decrease overfitting of data when
training the proposed Xception model.

3.2. Training and Configuration of the Proposed Xception
Network. The dataset has been divided into two groups: 80%
for training (8012 images) and 20% (2003 images) for test. In
the training procedure, all of the images have been resized to
227 x227. The CNN model runs 15 times independently to
perform the training the dataset; in other words, the pro-
posed network has been performed 15 times in MATLAB
environment, and the average results of the model are
considered as the measurement values of the model. The
simulations were performed on a Core i7 CPU 2.00 GHz
laptop, with 2.5GHz, 16 GB RAM, and 64-bit operating
system. The implementation was programmed on MATLAB
2019b as the main programming language on a Windows

operating system. Table 1 indicates the specifications of the
hardware and the software.

Also, the model configuration for the prosed CNN
contains 12 batch sizes with 2e — 2 initial learning rate based
on stochastic gradient descent with momentum (SGDM)
optimizer. The data configuration is achieved based on trials
and errors and close to the [35].

3.3. Evaluation Criteria. In this study, four evaluation cri-
teria are utilized to indicate the capability of the proposed
system. The mathematical formulation of the utilized
measures is briefly given as follows:

TP + TN
accuracy = >
TP + TN + FP + FN
(6)
. TP
recision = ————,
P TP + FP

where the accuracy describes the measurements closeness to
a specific value, while precision is the measurements
closeness to each other and

Hivit TP
sensitivity = ————,
TP + FN

(7)

2 x precision X sensitivity

F1-score = — PR
precision + sensitivity

where sensitivity (True Positive rate) defines the positives
proportion that is correctly recognized. Also, F1-score has
been achieved by using the precision and sensitivity of the
test; i.e., the F1-score determines the harmonic mean of the
precision and the sensitivity.

In the above equations,

TP: True Positive,

TN: True Negative, ®)
FP: False Positive,

FN: False Negative.

3.4. Results. In this section, we investigate the method based
on some different measurement indicators. Table 2 reports
the performance analysis of the proposed Xception method
compared with other studied algorithms.
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TaBLE 1: The specifications of the hardware and the software.
Name Setting
Hardware Intel® Core™ i7-4720HQ
CPU 1.60 GHz
RAM 16 GB
Frequency 1.99 GHz
Operating system Windows 10
Programming software MATLAB R2019b
TaBLE 2: The performance analysis of the proposed Xception method compared with other studied algorithms.
Method Accuracy (%) Sensitivity (%) Precision (%) Fl-score
VGG16 [22] 48.99 53.7 46.97 50.11
InceptionV3 [23] 52.99 53.99 52.99 53.48
AlexNet [24] 75.99 76.99 75.99 76.48
Xception [25] 92.90 91.99 91.99 91.99
Proposed Xception 100 94.05 97.07 95.53
1 T T T T T T
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F1GURE 7: The Receiver Operating Characteristics curve for three classes including melanoma, carcinoma, and normal.

As can be observed from the results reported in Table 2,
the proposed Xception method for the studied dataset offers
the highest accuracy rate, which is 100%, and the original
Xception, AlexNet, InceptionV3, and VGG16 have been
ranked in the next places. The results also show that the
sensitivity of the proposed Xception method with 94.05%
provides the uppermost toward the others. This shows that
how the proposed Xception is good in the test at detecting a
positive Melanoma. The results also indicate that the pro-
posed Xception method with 97.07% precision has the
highest value, which shows its higher reliability toward the
other studied methods. Finally, the F1-score of the suggested
technique is 0.9553, which is the highest value among the
others. In F1-score indicator, if the value gets closer to 1, it
has the maximum precision and sensitivity.

For more declaration, the Receiver Operating Char-
acteristics (ROC) curve for three classes, i.e., melanoma,
carcinoma (BCC), and Normal, is shown in Figure 7. The
ROC curve is a graphical profile that indicates the diag-
nostic ability of a binary classifier system as its discrimi-
nation threshold is varied. The method signifies the
diagnosis ability for the model with measuring the sepa-
rability degree among different classes. More area under
ROC shows better results for the model; i.e., the ROC area
will be ideal if the area under the diagram is 1, and it will be
poor if the area is 0.

As can be observed from Figure 7, the average area
under this curve for melanoma class is 1.0, normal class is
0.98, and pneumonia class is 0.98. The main cause of that
the area of classes normal and pneumonia is 0.98, as our
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F1GURE 8: The confusion matrix of true class and predicted class for
the traditional Xception [25].

model has forecasted 3 false positives in case of pneu-
monia and 1 false negative for normal patients, while
melanoma is 1 due to the absence of no false negatives and
false positives.

Based on the results, it is clear that both the proposed
and the original Xception models provide the classification
performance probability for three classes to progress an
image diagnosis for the melanoma screening. The classifi-
cation accuracy of the suggested Xception is better than the
original Xception model as determined in the results. In
defining the performance of the model classification, a
confusion matrix of true class and predicted class for
Xception has been shown in Figure 8 [25] and the confusion
matrix of the proposed Xception method is shown in
Figure 9.

As can be observed from the confusion matrix results for
the diagnosis of the melanoma based on the original and the
proposed Xception models for the diagnosis of the three-
class dataset, the proposed method provides a high accuracy.
Indeed, the original Xception achieved true prediction of
melanoma in 42 images, accounting for 33.30%, true pre-
diction of normal cases in 40 images, or 31.7%, with false
prediction of 68.3%; and true prediction of the pneumonia is
27.8% of the accuracy.

Also, the proposed Xception model achieved true pre-
diction of melanoma in 98 images, accounting for 33.33%,
true prediction of normal cases in 40 images, or 33.33%, and
true prediction of the pneumonia is 33.33% of the accuracy.
Thus, the proposed Xception model based on Swish acti-
vation function provides higher accuracy compared with
original Xception model.

As can be observed from the results, the proposed
method has better effectiveness for the skin cancer diagnosis.
However, there are some cases that ca be more improved for
resolving its limitations: the method needs a large amount of
data to deliver better results. Due to the need for the complex
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FIGURE 9: The confusion matrix of true class and predicted class for
the proposed Xception.

data, its training is expensive; i.e., it needs expensive GPU for
better performance. Selecting a good topology and its other
parameters is hard, which can be even harder for the less
skilled people.

4. Conclusions

Among different types of cancer, skin cancer is considered as
one of the most widely distributed ones. Melanoma is one of
the most dangerous forms of skin cancer. If this type of
cancer is diagnosed early, it can be treated 100%. But if it
becomes aggressive and spreads to other tissues in the body,
it will not be possible to treat it. Therefore, early detection of
melanoma can increase a person’s chances of recovery and
prevention of transmission to others. This study proposed a
new architecture of Xception deep network as a convolu-
tional neural network to provide an efficient diagnosis
system for melanoma detection. Two main improvements of
this model are to use Swish activation function and
depthwise separable convolutions to improve the accuracy
of the classification stage of the CNN. The proposed
Xception method was then implemented to MNIST skin
cancer dataset, and the results were compared with some
state-of-the-art methods. Results showed that the proposed
method, with 100% accuracy, 94.05% sensitivity, 97.07%
precision, and 95.53% F1-score, provided the highest per-
formance among the others.

Data Availability

The database utilized in this paper can be downloaded from
https://www.kaggle.com/kmader/skin-cancer-mnist-
ham10000.
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This paper provides a comprehensive review of Appointment Scheduling (AS) in healthcare service while we propose ap-
pointment scheduling problems and various applications and solution approaches in healthcare systems. For this purpose, more
than 150 scientific papers are critically reviewed. The literature and the articles are categorized based on several problem
specifications, i.e., the flow of patients, patient preferences, and random arrival time and service. Several methods have been
proposed to shorten the patient waiting time resulting in the shortest idle times in healthcare centers. Among existing modeling
such as simulation models, mathematical optimization techniques, Markov chain, and artificial intelligence are the most practical
approaches to optimizing or improving patient satisfaction in healthcare centers. In this study, various criteria are selected for
structuring the recent literature dealing with outpatient scheduling problems at the strategic, tactical, or operational levels. Based
on the review papers, some new overviews, problem settings, and hybrid modeling approaches are highlighted.

1. Introduction

Today, it is widely recognized that a well-designed healthcare
process must provide timely and easy access to healthcare
facilities for all patients [1]. Appointment Scheduling (AS)
can enhance the utilization of expensive staff and facilities’
medical resources while reducing patient wait times. Ap-
pointment scheduling aims to build an appointment system
that optimizes a specific quality standard in a healthcare
application of scheduling tasks under uncertainty. The
primary function of healthcare management programs is to
minimize patient waiting times in public hospitals and in-
crease patient satisfaction [2]. Healthcare services coping
with a large number of outpatients may have several ob-
stacles to address. For instance, a long waiting period for a
treatment negatively impacts the patient’s experience and
may diminish the quality of care [3]. In general, healthcare
centers such as hospitals and clinics accumulate an in-
creasing number of patients needing their services. Hospitals
have to implement quick and effective healthcare facilities to

accommodate new patients and keep people patronizing
them [4]. They must successfully identify the bottlenecks,
anticipate the effect of diversity on-demand, and compute
the optimal capacity distribution [5]. Healthcare centers are
evaluated by recognizing the best methods, applying mea-
surable techniques, and having an obligation to improve.
Healthcare clinics use decision support systems to provide
low-cost and assessable services to individuals to preserve
the care quality of services [6]. The solutions presented in the
literature aim to reduce waiting times by developing decision
support systems to manage outpatient clinic services [7].
Over recent years, healthcare systems have been strained to
provide patients with high-quality services despite insuffi-
cient funding. One of healthcare’s most important issues,
ASP, has improved quality and prompt access to health
facilities. Time is an essential element in ensuring patient
safety and performance, and time is a crucial determinant of
patients’ satisfaction [8].

In principle, the purposes of ASPs can be divided into
four categories: decreasing service costs, increasing patient
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satisfaction, reducing waiting time, improving fairness, and
reducing costs in healthcare [9]. One of the central issues in
healthcare is fairness, which is a primary concern when
scheduling patients and doctors [10]. Aside from fairness in
scheduling, further encouragement is attained through a
novel gain framework unique to the division and was not
reported previously. Another critical issue on fairness is
mending personal scheduling preferences [11]. The ap-
pointment scheduling’s main problem is optimizing
healthcare resources by improving human resources and
medical equipment utilization, leading to the depreciation of
the patient waiting times. Several studies have shown that
the primary explanation for patient dissatisfaction in out-
patient scheduling is often extended waiting time, and fair
waiting times are required based on clinical competence
[12]. Simulation models are among the most well-known
approaches to investigating random factors’ influence on
patients’ waiting time and doctors’ idle time in appointment
scheduling [13]. The optimization model uses a Simulated
Annealing method to optimize the patient appointment
scheduling mitigating the average service period and whole
patient waiting times. According to the obtained result, the
entire service time and the patient waiting time have been
reduced by about 5% and 38% compared with the current
situation, respectively [14, 15]. They examined the quality of
their solutions via structural results and compared them
with heuristic scheduling practices using a discrete event
simulation. Some scholars [16, 17] applied for advanced
work inside the literature to layout models to maximize the
variety of patient appointments, minimize affected patient
waiting time, and increase patient satisfaction. They also
defined the answer set programming to solve the proposed
combinatorial optimization problem that exhibited a suit-
able assessment used in artificial intelligence [18-20]. This
paper provides an overview of the no-show problem from
the following perspectives: Our contribution in this review
study is to assess and examine all scientific work in ap-
pointment scheduling from 2000 to 2021, emphasizing
complexity techniques. In investigating patient admission
scheduling with varied applications, we examine several
types of problem descriptions.

Furthermore, we also review the works available in
solving other healthcare scheduling, including waiting time,
using artificial intelligence, and queuing theory in ap-
pointment scheduling. Our review work centered around
appointment scheduling in the complexity of healthcare
research considering this problem is the most studied
healthcare scheduling problem as described, concentrating
on various methods used in ASP to decrease waiting time
and improve patient satisfaction in healthcare. The re-
mainder of this paper is organized as follows.

Section 2 reviews the existing articles on outpatient
scheduling problems and related works. Section 3 presents
the broad performance criteria of the present methodologies
in appointment scheduling problems. Section 4 discusses
various application domains and healthcare application
methods, while the patients’ choice function has more areas.
An affected person chooses a selected provider (which de-
termines carrier fine and health facility revenue), a specific
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day of the week (carrier delay), and a particular time of
appointment (convenience). Finally, the findings and con-
clusions for future guidance are discussed in Section 5.

2. Research Methodology

This search aims to uncover papers that seek to determine
patients who will turn up for their appointments. As a result,
the search is initially limited to articles focusing on the
keyword emergency or its synonyms. The comprehensive
review is based on the publications related to the issue of
appointment scheduling published from 2000 to 2021 in the
Web of Science (WoS) Core Collection database. As can be
seen, the number of recent articles has overgrown. Figure 1
shows the percentage of application domains to the patient
and outpatient scheduling problems. As can be seen, most of
the existing outpatient appointment scheduling applications
are in the field of chemotherapy and radiotherapy. Hence,
we recommend a pie chart about different healthcare
branches handling the green outpatient scheduling inside a
radiotherapy department defined in such a manner to
represent different actual-existence situations. The effec-
tiveness of discussed studies is evaluated on randomly
generated issues and a real case situation. The outcomes are
very encouraging since the developed optimization models
can overcome human experts’ performance.

As seen in Figure 1, appointment scheduling has been
discussed in many literature review topics. Generally, the
problems are based on highly aggregated information at
various times of the year. Nearly half of the contributions are
seen in or after 2013, illustrating the increasing topics for
researchers in the appointment scheduling program. Since
the total number of manuscripts is massive, we restrict
manuscripts to those posted in or after 2014 and 2015. The
number of papers published in English regarding this issue
between 2014 and 2015 is limited. However, the number of
articles published after 2015 has risen due to the contri-
bution achieved between researchers and the healthcare
sector. They realized that they could benefit from this sys-
tem’s advantages, including better working time for staff and
suitable follow-up for ordinary patients with chronic
illnesses.

In Figure 2, we have also considered different publication
indexes in appointment scheduling, such as SCI (blue), SJR
(orange), I0S (grey), and JCR (yellow). As we can see, the
number of papers from 2000-2021 on the SCI and JCR has
increased slightly, and it has shown that many authors are
believed to publish the article in some well-reputed journals.
However, the Appointment scheduling topic is also going
viral for many scholars these years as it is essential for
healthcare services and management.

Also, in Figure 3, author keywords were more likely to
define the difficulties and methods. In contrast, keywords
plus included general terms like “appointment Systems,”
“health care,” “arrival time,” “WTS,” and pleased. VOS-
viewer is used to display the cooccurrence connection of the
network of the 200 keywords. The node’s scale indicates the
frequency of the keywords, and the thickness of the line
indicates the vicinity of the relationship between the three
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FIGUre 1: The trend of the published articles in the area of appointment scheduling 2000-2021.
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FIGURe 2: The trend of the publication based on various

main keywords. Three frequently used terms, “Appointment
scheduling,” “optimization,” and “Healthcare,” are high-
lighted in the center with a more prominent label and a
circle. In the graphic, the difference between the two key-
words reflects the similarity of the words in terms of the
connections. For instance, the keyword “Healthcare”
appeared with numerous other terms such as “Systems,”
“Optimization,” “admission,” and “arrival time.” As a result,
the keyword placement is determined by the number of
other keywords that share positive similarities. The cooc-
currence map reveals that simulation in appointment
scheduling comprises a broad spectrum of issues, including
the emergency department, hospital planning network,
operation, outpatient capacity planning, appointment
scheduling, and resource allocation. The smaller nodes,
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indexes SCIL, JCR, SJR, and IOS in appointment scheduling.

which are associated with keywords such as “time delivery,”
“algorithm,” “fairness,” “discharge,” “delays,” and “perfor-
mance,” represent the lower cofrequency of these words
across the examined papers, despite their tight connection
with the Appointment scheduling.

It also depicts the current patients’ scheduling core el-
ements in operation research (OR). The number of articles in
which the keywords appear to be together, recreating the
connection of their different research areas, is used to cal-
culate the strength of the link between two keywords. This
contribution has made it possible for researchers in this area
to pick up more novel and appealing topics. Table 1 presents
a list of outpatient scheduling models and methods’ tax-
onomy. Most of the literature addresses modeling ap-
proaches presented earlier in this review paper that
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TaBLE 1: Categorizing the various artificial intelligence methods in appointment scheduling 2021-2022.
Publications CNN DNN ANN ACO PSO GA WOA
Muhammad et al. [21] *
Kumari et al. [22] *
Shilong et al. [23] *
Bisoy et al. [24]
Sarkar et al. [25]
Jiang et al. [26] *
Gao et al. [27] *
Vukobrat et al. [28] *
Kirchohf et al. [29] *
Nair et al. [30] *

considered obtaining stability between patients’ wait time
and doctors’ utilization through a hospital consultation and
resources. In reality, direct and indirect waiting time is one
of the initial practical factors in appointment scheduling.
However, this modeling is difficult for the whole process for
many reasons. First, unlike the direct waiting period during
which the appointment is stopped is a typical ending;
waiting time issues are more realistically modeled as un-
limited problems. Second, outpatients are assigned an ap-
propriate appointment time to select several preferred
providers in a scheduling problem. Also, ASPs made for a
specific doctor are coupled with different days and doctors
on an actual day.

3. Results and Analysis

There are many techniques in the healthcare research
areas. One of the crucial areas is utilizing appointment
scheduling. In this section, some methods are analyzed to

determine which method is more efficient than the others
with their advantages as bases. The admission process is
introduced with or without appointment only by the
online or call services. The fundamental goal is to mini-
mize access time by assigning part of the resources to
patients who call for scheduling on the same day or within
a few days [31, 32].

3.1. Overlapping Scheduling (OLAS). The overlapping ap-
pointment scheduling (OLAS) model shortens the patient
waiting time and the doctor’s idle time in an outpatient
healthcare hospital with a stochastic service time while
maximizing the doctor’s utilization and patient satisfaction
[33-35]. OLAS model refers to deciding the optimal over-
lapping periods between the patient appointment and al-
located service times. OLAS is usually formulated as an
optimization problem to minimize the total cost of patients
waiting and doctors’ idle time, given the probabilistic
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distributions for patient flow and the service time [36, 37].
This discovery should help improve clinic services and
ensure service quality [38]. Another study at the University
Hospital of Egypt [39] analyzed patients’ satisfaction with
the quality of services in outpatient clinics, concluding that
there is a need for continuous quality improvement and care
in the healthcare environment, mainly to satisfy patients.
The process of developing an overlap period in clinics with
different assumptions is related to the service time distri-
bution, over time, and no-shows [40, 41]. OLAS’s primary
advantages for appointment scheduling are its lack of spe-
cific scheduling services, such as alarm and warning of
overlapping times. In general, OLAS increases productivity
and profit despite the expense of additional staff. Also, some
appointment analyses emphasize the importance of the
number of operation researches. The OLAS model’s ob-
jective is to determine the effect of overlapping appoint-
ments in a healthcare sector (clinic) setting. Different units
are involved in this process [42, 43].

3.2. Markovian Scheduling Method (MSM). The queueing
theory has numerous applications in the field of healthcare
management. Because they play such a significant role in
hospitals, the research of queuing systems has often focused
on the busy period and waiting time. A queuing system is
typically defined as a patient entering a queue, being served
at a service point by a server (doctor), and then exiting the
row [44]. A stochastic process, a type of embedded Markov
chain, governs the state-to-state transitions. At the same
time, a different probabilistic mechanism determines the
time spent in each stage. The transition probabilities are
assumed to depend on the current state, and the time spent
in each step is considered to depend on the present and
following conditions [45, 46]. Many researchers use Mar-
kovian methods to investigate service scheduling research,
such as for ambulance unloading delays, a Markovian
queueing model was used [47, 48]. Another analysis that
used the Markovian model to estimate patient services was
the basic Markovian model’s waiting time in a hospital using
order statistics [49, 50]. The Markovian models show that a
healthcare condition often depends on the standard se-
quence of carefully followed steps. These actions can for-
mulate the difficulty, purpose of study, data gathering,
concept and validation, and the network model’s systems.
Markovian chain method for appointment scheduling has
conceived a new idea wherein knowledge about that ap-
proach depends on one or two booking agents’ expertise
[12]. The Markov decision model’s different number of
sessions and duration determines an optimal policy for a
given problem. For instance, the number of semiurgent
patients scheduled in a particular week, given the expected
demand or the number of appointment scheduling patients,
considers walk-in patients’ anticipated direction [51, 52]. In
both cases, it is assumed that the number of this week’s
patient arrivals is not influenced by the number of patients
who arrived last week. We also investigated these two
healthcare methods (OLAS) and (MSM) based on how some
others considered these in their work.

Based on the investigation in Table 2, we have shown that
most of the papers on appointment scheduling between 2021
and 2022 are applied. Markovian systems other than OLAS
as that model have many subsections to use various opti-
mizations methods such as Mixed Linear Integer Pro-
gramming (MILP), stochastic technique, and queuing
theories.

The most significant difference between the Markov
chain models and other approaches is patients’ status during
a specific period of time [60, 61], called different wait time
penalties. A key factor is the order of patient treatment, i.e.,
first-come-first-serve (FCES). In the case of a high number of
patients requesting the care services, the ordered patients
arriving later might be scheduled before those visiting
earlier, thus causing the system to increase its “rate of
service.” However, enforcing fairness reduces flexibility,
which is called different wait time targets. The fairness policy
is motivated by expediting early arrivals rather than
scheduling late arrivals ahead of them [62, 63]. Furthermore,
it observed that an individual’s waiting times are more
variable for the contemporary approach than for the se-
quential one; this notable feature illustrates the difference in
fairness [64] (Table 3).

3.3.  Simulation-Based ~ Complexity =~ of  Healthcare.
Simulation models are rapidly becoming a well-known
approach for dealing with healthcare appointment sched-
uling concerns and issues. Different simulation methods
were investigated in most instances. The complexity of
healthcare systems arises from their complex structure,
which includes the concepts of queues and flows and social
systems and decision making. Modeling complex systems at
the personal level rather than the population level may be
more beneficial with DES as an operational research tech-
nique. Individual entities travel through a succession of
discrete events one by one at discrete intervals, among which
they must wait in queues because of the limited availability
of resources. The simulation approaches for outpatient
scheduling problems are categorized mainly in Discrete
events, Agent base simulation in healthcare problems, and
those are recently widely used on this topic. As reported in
the pie chart in Figure 3, most articles use discrete-event
simulation (DES) techniques to improve patients’ services to
reduce the wait time in healthcare centers. As these two
methods are mainly considered in most papers, we evaluated
their differences in healthcare systems. Discrete event
simulation and Agent-based simulation (ABS) have capa-
bilities and limitations. DES and ABS methods are argued to
be complementary to each other. Most healthcare systems
are based on two major elements; the concept of queues and
flows and decision making. DES models can consider the
idea of queues and flows, while ABS models can capture
human behaviors and decision-making in healthcare sys-
tems. A framework for a hybrid model of DES and ABS was
proposed to capture both significant elements of healthcare
systems.

Also, having those simulation approaches categories for
appointment scheduling, discrete-event simulation is a
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TaBLE 2: Different methods and objectives in appointment scheduling publications between 2021 and 2022.

Publications Markovian Overlapping Objectives

Ntaimo et al. [53] * Consider stochastic programming to improve computational speed time

Mueen [54] * Consider a fuzzy set programming and MILP to measure healthcare scheduling

Lee et al. [55] * Practical optimization considered to solve makespan scheduling in healthcare

*

Zhao and Wen [56]

Xie and Liu [57]
Bayram and Yu [58]
Soodan et al. [59]

* % *

Design an algorithm with a lower-bounded competitive ratio to improve patient arrival

time

Continuous-time Markov chain and uniformization method to solve waiting time
Applied Markov and newsvendor model to maximize long-run average earnings
Applied a stochastic queuing model to optimize patient arrival time

flexible strategy tailored to shape the methods required to
notify healthcare scheduling. It allows a broad set of tools
than the Markov standard method and enables the devel-
opment of techniques at a depth suitable to the problem. Its
dangers are few and without problems mitigated, bringing
our fleld towards necessities for powerful modes that de-
cision-makers can trust. Most discrete-event simulation has
programmed Any Logic or Simulation Arena software to
control the clock [112]. Also, adequately scheduled activities
and recognizing the subsequent ones appear to allow for
dynamic entities, assigning input variables, and acting
technique activities appropriately.

Agent Base Simulation can also model complicated,
stochastic, and nonlinear conditions and focus on specific
patients. So based on the pie chart in Figure 3, we will
determine these prior years; most of the simulation ap-
proaches on ASP have various percentages of each ap-
proach. On the other hand, DES varies from ABS in three
different ways [113-116]: first, in the method, decision-
making actions engage in ABS; second, in its depiction of
queuing; and third, in the increased number of tools
available to it. Patients that arrive early, late, or on time for
their scheduled appointment may be addressed by the
hybrid simulation model (HSM) and SO [117-120]. The
most notable distinction between the HSM and SO ap-
proaches is patients’ status at a certain point, referred to as
differing wait time penalties. The order of patient care, i.e.,
FCEFS, is important. [121-123]. If many patients need care
services, the ordered patients who arrive later may be
scheduled ahead of those who come earlier, causing the
system to enhance its “rate of service.” This study proposes
a combination of ABS [124-126] and nonlinear mixed-
integer programming (MIP) to reduce WTS in Ass
[127-129]. ABS [130] updated their concept for broad
adoption, and it has been effectively implemented at ten
ASs and several hospital units. The machine-learning
framework integrates patient information and matching
therapies, which detects trends in the simulation platform.
As a result, agents offer problematic symptoms to care
providers in the form of recurrent patients whose com-
plaints were possibly mistreated in previous visits to ap-
pointment scheduling. This ASP study highlights the type
of uncertainties: one about the issues involved in the ac-
tivities, one about the frequency of the tasks, and one about
the available resources and employs fuzzy logic to deal with
these uncertainties [131, 132]. The study divides agents into
two types: software and physical. The latter refers to those

who can act on their initiative, including everyone from
doctors and patients to healthcare workers, nurses, and
other hospital personnel.

3.4. Queuing Theory. In theory, the typical queuing problem
in appointment scheduling has long been a source of
consternation for domestic and international specialists and
scholars. Queue theory and accompanying better models
have been frequently operated to overcome this challenge.
This section adds to the theoretical optimization of queuing
problems in hospital management and gives an analysis and
decision-making mechanism for enhancing hospital queu-
ing theory and medical service efficiency. The following four
essential characteristics are usually used to describe the
queuing system.

3.4.1. Patient Arrival Mode. The time it takes for patients to
show up at the queuing system is either predictable or un-
predictable. The majority of patients in the hospital’'s queue
system arrive randomly. At this moment, the arrival rule of
patients entering the procedure is called admission arrival.
The focus of queue theory is also on this circumstance.

3.4.2. Service Model. Patient service hours are deterministic
or random, and most service hours are random. The
probability distribution often describes the time rule of
patients receiving services.

3.4.3. Queuing Rules. Healthcare for emergency patients is
among the first-come, first-served services. Whenever a
patient with a higher priority appears to the system, the
patient getting the service must stop and be changed to treat
such patients, such as the hospital emergency department for
severely ill patients.

3.4.4. Number of Bed Resources. A service system is typically
comprised of one or more service stages. Patients’ hospital
diagnosis frequently necessitates many service phases, such
as outpatient visits. After making an appointment, outpa-
tients come to the queue (i.e., the waiting list, arrival time,
and idle time) in a first queueing system. When the patient’s
appointment time arrives, they are withdrawn from the
waiting list and placed into a second queueing system. The
patient enters the queue at the service facility, receives the
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TaBLE 3: The taxonomy of outpatient scheduling models and methods.
References Mathematical optimization Markov model Dynamic approach Artificial intelligence Simulation approach aII:SrboL;scth

*

accurate service, and then departs the appointment sched-
uling slot in this separate queueing system. Throughout the
present paper, both queueing systems will be referred to as
the appointment generating queueing system and the service
facility queueing system (see Figure 4).

The most widely used queuing system is the M/M/s or
Erlang delay model for outpatient scheduling waiting time

study. This model assumes a single queue with an unlimited
waiting room that feeds into s identical servers. It is usually
assumed that the patients arrive according to a Poisson
process with a constant arrival rate, and the service duration
follows an exponential probability distribution. The primary
use of the M/M/s method includes only three variables and
could be used with little internal data to produce output
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FIGURE 4: The percentage of different simulation approaches to an outpatient scheduling problem.

estimates [73, 133]. At the same time, it provided the average
arrival rate, the average length of support, and several
services. Also, to achieve performance measures such as the
probability that arrivals will encounter a significant or av-
erage delay, a priority queueing model could be suitable if a
facility intends to identify the ability required to assure a
centered service level for the best precedence customers
[134]. For example, Queuing analysis is also an essential
method in predicting ability needs for potential future sit-
uations, including demand rises due to emerging or urgent
new illnesses, wanting a physician’s care more quickly to
prevent extreme scientific consequences [135, 136].

3.5. Artificial Intelligence (AI). Healthcare is one of the re-
search sectors in which Artificial Intelligence (AI) has high
potential advantages. Recently, more state-of-the-art Al
methods has been addressed through appointment sched-
uling. In order to improve the efficacy of scientific opera-
tions, numerous solutions have been introduced for online
systems, appointment/surgical procedure scheduling,
medical image analysis, and treatment plan and forecasting
of uncommon diseases, and Al is easily carried out in ap-
pointment scheduling. The software can significantly affect
the ultimate use of resources by considering these various
demanding situations in a hospital’s everyday working
surroundings. Al-based scheduling Machine Learning (ML)
models have a significant possible role in improving hospital
healthcare services [78]. ML can maintain even more
complicated models that can change several areas simul-
taneously, as in the postanesthesia treatment unit and
surgical centers. Models of AI, which have significant
economic consequences, may also restrict another organi-
zational problem [137, 138].

Also, any bias against an underrepresented institution in
an information set will result in a biased computerized de-
cision. For example, an appointment scheduling software
program can make racially discriminatory scheduling deci-
sions. AI programs in healthcare need to avoid such

inequalities. Al provides a lead to assuming the fundamentals
of Al technologies (machine learning, healthcare) and their
proper use in healthcare. It also offers practical support to
help decision-makers promote an Al approach that can
support its digital healthcare transformation. All investigation
outcomes are tracked by Al, which then analyzes patterns to
optimize future interactions [139, 140]. The AS system op-
timizes and duplicates the factors that lead to positive results.
Each patient engagement is triggered by Al depending on the
patient’s specific needs. Using Al in the appointment
scheduling system can then send out evaluations to patients
via e-mail or text message, collecting feedback on the services.
The system can then examine this data to identify areas where
there is room for development and pass them on to the
appropriate doctors. Several hospitals use Al to predict the
number of patients to the emergency department two or three
days in advance, allowing them to take proactive action in
staffing and resource allocation [141-143]. Also, [144] ex-
amined the difficulties and prospects for hospitals to integrate
Al into strategic planning and become intelligent systems
with feedback-controlled operations and procedures (closed-
loop systems). They [145] presented a model in healthcare
scheduling during the COVID-19 outbreak healthcare ser-
vice. They built on a considerable amount of theory and
research on behavioral Internet of Medical Things, big
healthcare data analytics, and artificial intelligence-based
diagnostic algorithms, Creating a framework for categorizing
artificial intelligence. For the sake of the analysis, we separate
between care levels (primary, secondary, and tertiary care),
planning levels (strategy, operational, and functional), and
user groups (doctors, nurses, technicians, patients)

3.5.1. Optimization Methods with Al This review gives a
broad overview of artificial intelligence’s role in healthcare.
This review does not touch on all healthcare areas that
benefit from optimization modeling. However, we have
suggested a range of optimization and neural networking
applications to healthcare research. These optimization
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methods have been recently utilized in many optimization
methods. However, in healthcare, scheduling is considered
more such as convolutional neural networks (CNN), re-
current neural networks (RNN), artificial neural networks
(ANN), Ant Colony Optimization (ACO), Genetic Algo-
rithm (GA), Particle Swarm Optimization (PSO), and Whale
Optimization Algorithm (WOA).

Based on what we have investigated in Table 1, we have
different methods of artificial intelligence, and as we can see
recently, many papers have considered appointment
scheduling that utilized PSO and WOA. At the same time,
the rest of the areas of the neural network are primarily used
in different healthcare areas.

Many scholars have investigated Particle Swarm Opti-
mization (PSO) in their research because this method is a
swarm-based intelligent stochastic search technique en-
couraged in different ways in healthcare scheduling. Con-
sequently, for the versatility of numerical experimentation,
PSO has been chiefly applied to address the diverse kinds of
optimization problems. The PSO algorithm could be utilized
to solve various healthcare scheduling issues. The first entails
optimizing the problem’s objective function, while the
second entails optimizing the cost function of a healthcare
system. In different problems, good results are achieved,
confirming the PSO method’s efficiency over other Al
methods. As we can see in Figure 5, during 2021-2022, many
papers, especially in Al and healthcare, have been collected
based on PSO with a greater number of publications than
other methods in such a healthcare scheduling. Also, we still
have some papers from WOA and ACO that form opti-
mization methods that stand behind the PSO methods.

Moreover, the application sets for the outpatient sched-
uling problem are categorized in Table 1. The implementations’
scope is pervasive, varying from patient scheduling, clinical
applications, and medication schedules. In the case of a clinical
emergency, it is so significant, for example, for an ambulance to
reach the base as fast as possible. The patient waiting time in
this situation is an essential indicator of healthcare perfor-
mance [144, 145]. In the case of a scientific emergency, the
number of distances is critical for ambulance offerings to reach
the site as quickly as possible. In this example, the patient
waiting time is a crucial indicator of ambulance system per-
formance. With the upward thrust within the cost of providing
first-rate fitness care, hospital and health facility administrators
practice price containment by minimizing assets for health care
provisions while still striving to provide the best health care for
patients. This dilemma is becoming quite prevalent within the
health care network, as indicated via the massive frame of
literature that analyzes the allocation of scarce health care
resources. The fundamental aim is to decrease the operational
cost subject to constraints, ie., maximum vehicle size and
maximum waiting time for a patient. It pointed out that the
customer waiting time can be reduced by sharing the link
between a set of vehicles [146].

As shown in Table 4, various review articles have col-
lected essential appointment scheduling applications using
simulation, optimization, queuing theory, and artificial in-
telligence methods. The desired number of keywords in each
application is indicated.

4. Discussion

The scheduling of appointments is a complex combina-
torial subject. Since the problem was initially described in
its solution, it has allowed patients to be assigned to par-
ticular slots or beds in specific relevant departments. At the
same time, they allow patients’ demands to be addressed to
the highest standards possible to ensure that all healthcare
limitations are fulfilled. Patients are usually assigned to
beds by a centralized admission office, which contacts
departments several days ahead of time to ensure effective
appointment scheduling. As mentioned in Section 3.1 to
3.5, we have focused on addressing the practices and
methods to decrease or resolve appointment scheduling
problems. Scholars aspire to continue further investigating
the research directions in this field. Appointment sched-
uling can be accomplished by developing a numerical or
simulation model of the booking process, optimizing
service resource setup. Many academics have explored the
modeling of appointment systems and scheduling algo-
rithms with excellent results. They thoroughly examined
the current state of research on associated optimization
problems, optimization methods, and models in the
healthcare outpatient appointment system [148, 150]. If
service time follows an exponential distribution, they
considered that each patient had a predetermined proba-
bility of ASP [151]. A sequential appointment plan was used
to estimate the number of bookings and the scheduled
service time to maximize overall service revenue. Cus-
tomers’ priorities are continuously variable in the service
system. The literature review discussed above significantly
improves the quality of outpatient facilities of the various
departments studied in the healthcare clinic. The main
contribution is developing a patient-oriented appointment
cycle focused on multiple approaches such as scheduling,
modeling, and artificial intelligence and fit to improve the
efficiency of the outpatient care system. The length of care
depends on the patient’s characteristics and varies greatly
[145]. Still, we have reviewed numerous papers and several
of those models and presented the benefits; nevertheless,
determining which one is more efficient is difficult. Many
researchers in this field have done simulation work, and we
may infer that discrete event simulation has the most
benefits and a better concept of solving the constraints. In
general, discrete event simulation is a very flexible ap-
proach tailored to coordinate the procedures required to
implement healthcare scheduling. It also delivers a larger
scale than traditional Markov chain optimization, making
the model ideal for the problem. Due to different service
demands and various priority levels, patient scheduling is
complicated. They created [152] a paradigm that combines
stochastic service times into the scheduling problem as a
first step in integrating appointment scheduling and ad-
vance scheduling. Then, they added to the existing litera-
ture by presenting analytical and experimental results for
the case of multiclass, multipriority patients with pre-
dictable service times.

To settle for the additional waiting time created by
appointment scheduling, the provider will approve the
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| Patient makes an appointment |
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. Service not allowed

Thursday Friday

Saturday Sunday

FIGURE 5: Traditional queueing scheduling of appointments during the week for the patient.

TaBLE 4: Categorizing the application domains for the outpatient scheduling models.

Application domain Articles
Chemotherapy [68, 73, 75, 78, 86, 87, 92, 95-99, 102, 103, 106-109, 118]
Oncology [67, 69-71]
Radiotherapy [66, 67, 72, 74, 76, 78, 83, 87-91, 93, 94, 101, 147]
Physiotherapy [83-85]
Rehabilitation therapy [77, 86, 104, 105, 111]
Hemodialysis [79, 82, 148, 149]
Pathology [80, 102, 110]
60
50

number of publication 2021-2022
o
o

W number of Al papaers
B number of healthcare papers

0 II II ll__._-__-k
PSO WOA ACO CNN ANN GA DNN

FIGURE 6: Number of papers in various AI methods in appointment scheduling between 2021 and 2022.

service requirement of arrival time. They analyzed [153-155]
capacity allocation and appointment scheduling in the
presence of arrival time and developed a connect rule
dealing with helping to address decisions. Regarding how
many slots to reserve for arriving and scheduled patients, the
clinic session was given a fixed daily capacity to reduce
missed appointments. They developed a finite-state Markov
decision model and provided the best acceptable guidelines
for determining which types of arriving patients are suffi-
cient [149, 156, 157]. The experimental results show that
when the arrival intensity of outpatients does not exceed

20% of the service intensity, accepting all is the best choice.
This could be an essential route for future research.
Furthermore, another important research trend is de-
veloping a forecasting model to provide new information on
the interrelationships of predictors and the conditional
probability of forecasting appointment scheduling using
machine learning. To examine the probabilistic links between
prediction factors in appointment scheduling research, Topuz
[147] built the Bayesian belief network. The predictive models
may be linked to the scheduling workflow, and risk assess-
ments can be produced based on various parameters.
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4.1. Limitations and Objectives. The study demonstrates that
appointment scheduling has shifted significantly from the
setting indicated by the operations-research literature.
Methods based on system flexibility and variability decrease
appear more feasible than quantitative optimization, par-
ticularly in high complexity and uncertainty conditions.
Also, the complexities of healthcare can describe a dynamic
set of operations that interact with each other. Many ap-
pointment types, times, and constraints, on the other hand,
might increase total system delay because each appointment
type and time generates its differential delay and queue.
Eventually, minimizing complexity reduces system delays.
As a result, appointment scheduling is not without con-
straints: Our research has certain limitations. First, a
healthcare facility with a high patient waiting time enhances
the fundamental scheduled gap between patients or de-
creases the overloading percentage. Second, in our research,
the unit cost of patient waiting time, patient dissatisfaction,
and physician idle time was set at values based on our
consultation with the administration. On the other hand, the
goal of an outpatient appointment system is to optimize
existing resources, include more doctors in those depart-
ments, and reduce the length of stay time waste.

5. Conclusions

This study addressed existing modeling approaches for
outpatient appointment scheduling in the healthcare sector.
In this regard, about 150 papers are investigated better to
understand outpatient appointment scheduling problems in
the literature. We considered research literature from 1990
to 2020 according to the WoS database. Then the research
status and development trends are summarized by biblio-
metrics. Based on the statistical reports generated in this
study, the reader can observe the growing trend of research
interest in recent years (shown in Figure 6) due to the in-
creased hospital resources. Despite the abundant literature
for outpatient appointment scheduling, there are some
opportunities to improve the existing research, including
developing the planning models, performance measures,
and forecasting skills under different generalized conditions.
For instance, more experiments can be structured to im-
prove schedules that are carried out well on this topic. Weak
schedule performance (limited performance) is because of
high overbooking levels. Understanding the performance
dynamics of scheduling systems could lead to developing
alternative healthcare access systems. An alternative area of
examination is necessary to change the status of over-
booking. General public interest in improving healthcare
access and service delivery will likely lead to more analysis of
the existing approaches. Moreover, mathematics modeling
approaches can be further used for multiple providers such
as double booking, overtime costs, and to increase efficiency
time among visiting doctors.

Regarding the effect of uncertain factors on outpatient
waiting times, we have mentioned several practical ap-
proaches that are well-known methods in this research.
Specifically, the Markovian model has difficulty in fairness
policy due to the complexity of observing an individual’s
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waiting times and a difference in various fairness factors in
healthcare appointment scheduling. However, the OLAS
approach is beneficial for this field because of increasing
productivity obtained by overlapping time to minimize the
total cost of patient waiting time and doctor idle time. It is
worth mentioning that discrete-event simulation and other
optimization approaches are new trends for future research.
Future studies must investigate the scheduled outpatient and
walk-in patient with unexpected arrival to disturb the clinic
operations.

A further issue that is not often discussed openly is the
discrete-event simulation approach used for accurate deci-
sion-making in healthcare. Discrete-event simulation may
be mainly accurate in healthcare delivery models in place of
sickness and screening applications. If a version of health-
care optimization is used, various patients need to be
convinced of their benefits and limitations in the healthcare
sector. Moreover, other researchers should conduct a more
in-depth analysis of walk-in outpatients’ effect on the
punctuality of the planned arrivals. The method needs more
investigation due to the complexity of this problem and
could also be expanded further in terms of emergency ad-
missions and intensive care departments. Another field of
future research is to formulate the sequencing problems
based on individual unpunctuality behaviors. Using a game
theory approach, the extension of current models would
help account for the unpunctuality between doctors, nurses,
and patients. As a research gap, outpatient appointment
scheduling problems could be extended to model the
multistage health process, i.e., preliminary examination,
drug test, and patient preparation or optimizing multi-
appointment schedules in clinics.
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