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Semantic matching research is the cornerstone of research in the felds of natural language similarity measurement and sensor
ontology matching (OM). In the existing Chinese semantic matching methods, there are some shortcomings, such as the single
dimension of semantic expression, the insufcient expression of context semantic relations, and the insufcient interaction of
semantic information between diferent sentences. Tis paper proposes a Chinese semantic matching algorithm based on
RoBERTa-wwm-ext with Siamese interaction and fne-tuning representation (RSIFR).Te RSIFRmodel initializes the model with
RoBERTa-wwm-ext as a vector of text. Firstly, a Siamese structure with embedded soft alignment attention mechanism and
BiLSTM is constructed to realize the information interaction between two sentences. Secondly, LSTM-BiLSTM network structure
is constructed to enhance the expression of semantic logic before and after sentences. Ten, build a training model with fne-
tuning mechanism. Fine tune the text’s eigenvector parameters through label supervision. Finally, the fusion vectors of the
sentence pairs are inserted into the MLP network layer, resulting in semantic matching results. RSIFR model starts from a variety
of dimensions, strengthens the expression ability of vectors to text semantic relations, deeply mines the semantic similarities and
diferences between diferent sentences, and generally improves the Chinese semantic matching performance. Experiments on the
public dataset LCQMC show that our model outperforms existing Chinese semantic matching models.

1. Introduction

Chinese semantic matching is to judge the semantic match
between two diferent texts for them. Te core of Chinese
semantic matching task lies in mining the deep semantic
information of text and exploring the semantic relationship
between diferent texts. Te research of text semantic
matching can be applied to application areas such as in-
telligent question and answer, machine translation [1],
natural language inference [2], WEB Sensor Ontology
Matching (OM), and Entity Semantic Similarity Measure-
ment [3].

Te text feature vector extracted by using deep neural
network technology can improve the vector’s ability to
characterize the text semantics, but it also lacks the

representation of the semantic relationship between two
sentences in the Chinese semantic matching task. Niu et al.
combined Siamese network structure with deep learning
techniques such as BiLSTM to efectively extract deep fea-
tures of the text [4]. Yang and Zhang applied the attention
mechanism in the Chinese semantic matching task to im-
prove the representation of text by feature vectors [5]. Te
feature vector of the text extracted by the Chinese pre-
processing model related to BERT [6] has stronger semantic
expression ability, which efectively improves the perfor-
mance of the Chinese semantic matching model, but lacks
the semantic information interaction between diferent texts.

In order to enhance the interactivity of semantic in-
formation and improve the ability of vectors to represent the
semantic matching relationship between texts, this paper
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proposes a Chinese semantic matching algorithm based on
RoBERTa-wwm-ext [7] with Siamese interaction and fne-
tuned representation (RSIFR). RoBERTa-wwm-ext is used as
the baseline model for Chinese preprocessing. For the
preprocessing vectors, the Siamese interaction structure with
embedded soft alignment attention mechanism and BiLSTM
and the LSTM-BiLSTM network structure are built, which
further enhance the representation ability of vectors. Ten, a
model for sentence pair classifcation fne-tuned based on
RoBERTa-wwm-ext is built and pretrained, which is used to
extract fne-tuned representation vectors of sentence pairs.
Te MLP structure is built for the fnal generated vector.

Te main contributions of this paper are as follows:

(1) Input the two texts independently into RoBERTa-
wwm-ext model and extract the Pooler_out layer
vector of the model. For this vector, a Siamese in-
teraction structure embedded with a soft-aligned
attention mechanism and BiLSTM is built to en-
hance the semantic interaction between the two
texts.

(2) Concatenate the two texts into a single-sentence text
and input it into the RoBERTa-wwm-ext model and
extract the Pooler_out layer vector of the model. An
LSTM-BiLSTM network layer is built for this vector,
which enhances the vector’s expression of textual
contextual semantic information.

(3) A training model that can fne-tune the initial vector
of RoBERTa-wwm-ext is constructed, and a text
vector fne-tuned by label supervision is constructed,
which further improves the representation of the
semantic relationship between texts by the vector.

1.1. Related Work. Semantic analysis is a fundamental task
in various research felds such as text matching and ontology
alignment (OA) [8]. Te innovation of deep learning
techniques provides a new technical support for semantic
analysis tasks. Techniques such as RNN [9], CNN [10], and
LSTM [11] are used to extract the features of text, which
greatly improves the ability of feature vectors to characterize
the semantic information of sentences. Te updated itera-
tions of the BERT series models have led to a breakthrough
in the ability of vectors to express text semantics, providing
research value in the feld of Chinese semantic matching.

Deep neural network-based models are an important
research direction in the feld of Chinese semantic matching.
Ranasinghe et al. used various combinations of GRU, Bi-
LSTM, etc., in Siamese network structures to compare the
representational power of various variants of the structure
for text semantics [12]. Zhang et al. combined TF-IDF and
Jaccard coefcients with CNN to improve the representation
of vectors for sentence features, but lacked semantic links
between diferent words [13]. Guo et al. analyzed the
multiple semantic compositions of texts in terms of their
frame structure and combined with the self-attention
mechanism to enhance the representation of vectors for
multiple semantic sentences, but lacked the representation
of semantic relations between diferent texts [14]. Zhao et al.

considered two granularities of words and characters in text
and built a Siamese network structure containing BiLSTM,
soft alignment attention mechanism to enhance the se-
mantic interaction between text pairs [15].

Te text feature vectors extracted by the BERT model
exhibit good semantic representations [6], and various
variant models incorporating BERT have emerged in the
research area of text semantic matching. Peinelt et al. further
enhanced the vector representation by incorporating sen-
tence topic features based on the BERT model from the
perspective of analyzing information about the topic ele-
ments of a sentence [16]. Viji and Revathy combined BERT
with a BiLSTM-based Siamese structure, and they fed the
vectors generated by BERT into the twin network for further
hierarchical training to enhance the semantic representation
of the vectors [17]. Srinarasi et al. used a combination of
WordNet and BERT models to represent semantic features
of text, further enhancing the representation of contextual
semantic information within feature vector text [9]. Cui et al.
proposed a whole-word masking approach to Chinese se-
mantic training based on the BERT family of models for the
structural properties of Chinese [7]. Tey constructed a
series of Chinese pretraining models based on BERT,
ALBERT [18], RoBERTa [19], etc., and applied the models to
Chinese semantic matching tasks with relatively excellent
performance.

In summary, the method based on deep neural network
technology is characterized by its ability to efectively extract
the contextual information of text semantics, but the ability
to capture the semantic interactions between diferent texts
is insufcient. Te method based on pretrained models
features efective representation of internal semantic rela-
tions of texts, but it lacks semantic interactivity between
diferent texts. In this regard, this paper combines the
RoBERTa-wwm-ext Chinese pretraining model with LSTM
and BiLSTM, incorporates the SA-Attention (soft alignment
attention mechanism), constructs Siamese interaction
structures, and combines the RoBERTa-wwm-ext fne-tuned
sentence pair classifcationmodel to improve the accuracy in
Chinese semantic matching tasks.

2. Methodology

2.1. Model Framework. In this paper, we propose a Chinese
semantic matching algorithm based on RSIFR. Te model
architecture is shown in Figure 1.

In Network Channel 1 (NC1), the two texts are inde-
pendently connected to the RoBERTa-wwm-ext model to
obtain the initial vector of the text. Ten, a Siamese inter-
action structure with embedded SA-Attention_BiLSTM is
built.Te two initial vectors are crossed into the two Siamese
channels and fused to produce the Siamese interaction type
feature vector SiaVec.

In Network Channel 2 (NC2), we concatenate the two
texts and feed the RoBERTa-wwm-ext model to extract the
initial vector of the text. Te initial vector is input to the
LSTM-BiLSTM network layer to generate vector LBvec.

In Network Channel 3 (NC3), a sentence pair classif-
cation model based on RoBERTa-wwm-ext fne-tuning is

2 Mobile Information Systems



built, and a pretraining model PTM for sentence pair
classifcation is generated for the dataset training, and the
logit layer vector LGvec of the PTM is extracted.

At theMLP structure layer, vectors SiaVec and LBvec are
connected and input to the frst two fully connected layers of
theMLP.Ten, we concatenate the output vector with vector
LGvec and feed the result into the last layer of the MLP,
using sigmoid as the activation function to produce the fnal
matching result of the sentence pair.

2.2. RoBERTa-wwm-ext Vectorization. RoBERTa-wwm-ext is
a Chinese pretraining model, which adds whole-word
masking (wwm) technology to the RoBERTa model and
performs incremental training for large-scale Chinese data
[7]. We use RoBERTa-wwm-ext as the baseline model of this
model to initially extract the semantic features of Chinese
texts to provide support for the downstream tasks of the
model.

Te two sentences S1 and S2 are input to the RoB-
ERTaWE (RoBERTa-wwm-ext) model independently, and
then the Pooler_out output layer vectors of the model are
extracted separately. Te formula is as follows:

S1vec � [RoBERTaWE([S1])]Pooler - out,

S2vec � [RoBERTaWE([S2])]Pooler - out,
(1)

where S1vec and S2vec are the initial feature vectors of text
S1 and S2, respectively.

2.3. Siamese Interaction Structure. Te Chinese semantic
matching task is to determine whether the meanings
expressed by two diferent Chinese sentences are consistent.
Siamese network is to input two matching Chinese texts into
two Siamese subchannels independently, and two inde-
pendent subchannels share training weights. Te Siamese
structure not only achieves the training independence of the
two texts but also does not ignore the information inter-
action between the two texts. Within the two Siamese
subchannels, the BiLSTM model is used to train the con-
textual semantic relationships of text, and the attention
mechanism is used to enhance the interaction of text se-
mantic information. Te Siamese network structure based
on SA-Attention and BiLSTM not only considers the
learning of similar features between two sentences but also
efectively exploits the heterogeneous information between
two sentences, which enhances the performance of Chinese
semantic matching tasks.

Te Siamese interaction structure is shown in the NC1
channel in Figure 1. In the NC1 channel, the feature vectors
of the two sentences are input into two Siamese subchannels,
respectively. At the same time, after the feature vector of the
sentence is processed by each layer of network structure, it is

S 1 S 2

Pooler_out

SA-Atention SA-Atention

BiLSTM BiLSTM

Siamese network

RoBERTa-
wwm-ext

Pooler_out 

BiLSTM

LSTM

LGvecSiaVec LBvec

Connection

MLP Layer1

MLP Layer2

MLP Layer3

Sigmoid

Connection

Text semantic matching (0/1)

Structure of MLP layer

NC1 NC2 NC3

fusion

[[CLS] S1 [SEP] S2 [SEP]]

RoBERTa-
wwm-ext

Logits layer

Linear layer

PTM
Softmax

Pooler_out

RoBERTa-wwm-ext

Pooler_out 

Figure 1: Model architecture diagram.
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connected with the vector before processing, so as to retain
the original semantic features of the text and avoid the loss of
information. Finally, the vectors computed by the two
subchannels are fused to produce the fnal sentence pair
vector representation. Te network processing process is
shown in Figure 2.

Te vectors S1vec and S2vec are crossed input to the
Siamese interaction structure and frst processed by SA-
Attention. Te attention scoring function of vectors S1vec
and S2vec is as follows:

Score(S1vec, S2vec) � S1vecT
· S2vec, (2)

where Score(S1vec, S2vec) is the attention scoring function,
and then the attention distribution is calculated using the
softmax function. Te formula is as follows:

P �
exp(Score(S1vec, S2vec))

􏽐
dim
i�1 exp(Score S( 1vec, S2vec))i

, (3)

where P is the attention distribution function. We multiply
P with the vectors S1vec and S2vec to calculate the corre-
sponding weighted distribution. In order to avoid infor-
mation loss, the initial vectors S1vec and S2vec are added to
the calculation results. At the same time, the result of the
addition is connected with S1vec and S2vec, respectively.
Te formula is as follows:

Avec1 � Concat[P · S1vec + S1vec, S1vec],

Avec2 � Concat[P · S2vec + S2vec, S2vec].
(4)

Te vectors Avec1 and Avec2 are input to the BiLSTM,
and the output vectors are concatenated with the vectors
generated in the previous steps, respectively. Te formula is
as follows:

SiaVec1 � Concat[BiLSTM(Avec1),Avec1, S1vec],

SiaVec2 � Concat[BiLSTM(Avec2),Avec2, S2vec].
(5)

Te vectors SiaVec1 and SiaVec2 are fused to produce
the fnal vector representation SiaVec of the sentence pair.
Te formula is as follows:

SiaVec � [|SiaVec1 − SiaVec2|, SiaVec1⊙ SiaVec2], (6)

where ⊙ represents the multiplication of the corresponding
terms of vectors SiaVec1 and SiaVec2. Te vector SiaVec
preserves the original semantic information of the text and
enhances the semantic interaction between the two
sentences.

2.4. LSTM-BiLSTM Network Structure. Te LSTM model
captures the semantic relationships between long-distance
words in text very well, and it focuses on the forward
encoding relationships in text sentences.Te BiLSTMmodel
focuses on both the positive and negative directions of the
text, efectively expressing the context semantic relationship
of the text. Chinese text semantics has a strong positive
logical relationship. Based on this, we frst use LSTM model
to enhance the forward logical semantic representation of

text semantics. Ten, through the BiLSTM model, we pay
more attention to the text semantic forward logic, but also
learn the reverse semantic logical relationship of text. Te
LSTM-BiLSTM fusion model more efectively enhances the
vector’s contextual semantics for text.

Te model is shown in Figure 1 for the NC2 channel.
Firstly, two sentences S1 and S2 are connected to one
sentence of text. Te text Sen is input to the RoBERTaWE
(RoBERTa-wwm-ext), and the output Pvec of the Poo-
ler_out layer is extracted as the initial vector representation
of the text. Te formula is as follows:

Sen � [[CLS]S1[SEP]S2[SEP]],

Pvec � [RoBERTaWE([Sen])]Pooler - out.

(7)

Ten, vector Pvec is input to the LSTM layer, denoted as
LSTM([Pvec]). To avoid losing information, frst concate-
nate LSTM([Pvec]) with Pvec, and then enter the BiLSTM
layer to obtain the fnal vector LBvec. Te formula is as
follows:

LBvec � BiLSTM(Concat[LSTM([Pvec]), Pvec]), (8)

where LBvec is based on the RoBERTa-wwm-ext, which
further enhances the semantic interaction within a single
text and between two texts and enriches the representational
information of the sentence pairs embedded in the vector.

2.5. Text Feature Representation Based onRoBERTa-wwm-ext
Fine-Tuning. Te feature vectors extracted directly from the
RoBERTa-wwm-ext model ignore the infuence of labels on
the representation of text feature vectors. A RoBERTa-wwm-
ext training model with fne-tuning mechanism is con-
structed, and the text’s eigenvector parameters are adjusted
through label supervision. Te feature vector extracted by
this structure covers the semantic association between text
pairs, which improves the Chinese semantic matching
performance.

Te model is shown in Figure 1 for the NC3 channel.
Firstly, the output vector Pvec of the Pooler_out layer of
RoBERTa-wwm-ext is input to the linear transformation
layer. Te formula is as follows:

LWvec � Pvec · W
T

+ Bias, (9)

where W is the weight matrix of the vector Pvec undergoing
linear transformation and Bias is the bias of the function.

Ten, the vector LWvec passes through the softmax
activation layer, resulting in the fnal text pair matching
result PLWvec. Te formula is as follows:

PLWvec �
exp(LWvec)
􏽐

dim
i�1 LWveci

. (10)

Supervised training is performed on the data to generate
the sentence pair classifcation pretraining model PTM, and
the logit output layer is extracted as a feature vector for the
fne-tuned type of text pairs. Te formula is as follows:

LGvec � [PTM([Sen])]Logits. (11)
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Te fne-tuned vector LGvec, which directly contains the
semantic matching relationship between sentence pairs,
plays a key role in the subsequent judgment of the matching
degree of text pairs.

2.6. MLP Structure. After the analysis in the previous sec-
tions, vector LGvec contains the semantic matching infor-
mation of sentence pairs, so vector LGvec is not involved in
training in the frst two fully connected layers of the MLP
layer to avoid the loss of matching information.

Firstly, vectors SiaVec and LBvec are connected and
participate in the training of the frst two fully connected
layers of MLP, and RL2 is the output of the fully connected
layer. Te formula is as follows:

RL1 � MLPlayer1(Concat[SiaVec, LBvec]),

RL2 � MLPlayer2 RL1􏼂 􏼃( 􏼁.
(12)

Ten, the vectors RL2 and LGvec are connected to
participate in the training of the fully connected layer of
MLP layer 3, and fnally, the fnal matching result is output
by the sigmoid activation function.Te formula is as follows:

RL3 � MLPlayer3 Concat RL2, LGvec􏼂 􏼃( 􏼁,

R � MLPSigmoid RL3􏼂 􏼃( 􏼁(R � 0: Mismatch, R � 1: Match),

⎧⎨

⎩

(13)

where R is the matching result.

2.7. RSIFR Algorithm Implementation. Te algorithm
implementation of the model RSIFR is mainly divided into
Chinese preprocessing and Chinese semantic matching
classifcation training. Te overall algorithm framework
includes the entire processing process from the initial
sentence pair input to the fnal semantic matching result,
which more clearly shows the algorithm composition of
RSIFR. Te algorithm process is shown in Table 1.

3. Experiment

3.1. Dataset. Te Chinese text contained in the public
dataset LCQMC [20] covers a wide range of felds and is
widely used in the research of Chinese semantic matching-
related tasks. Terefore, in the experiments of this paper, we
use LCQMC as the experimental dataset of this model. Te
size of the dataset is shown in Table 2.

Te format of the LCQMC dataset is two Chinese texts
corresponding to a 0/1 tag, with 0 indicating a semantic
mismatch between the two texts and 1 indicating a match.
Te example of the dataset is shown in Table 3.

3.2. Ablation Experiments. Temodel RSIFR in this paper is
designed with three core structures NC1, NC2, and NC3, as
shown in Figure 1. To prove the validity and necessity of each
structure in the model, the three modules NC1, NC2, and
NC3 are eliminated on the basis of RSIFR model, and the
evaluation index changes of RSIFR, RSIFRNC1+NC2,
RSIFRNC1+NC3, and RSIFRNC1+NC3 models are
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BiLSTM
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...

...
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Figure 2: Siamese interaction structure.
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experimentally compared.Te evaluation index of themodel
utilizes the ACC and F1 values, and the results of the ex-
periment are shown in Table 4.

In Table 4, the evaluation indexes ACC and F1 of RSIFR
are greater than the evaluation indexes of each ablated
model. Tis proves the necessity of the simultaneous exis-
tence of the three modules in the RSIFR model, and all three
modules contribute to the performance improvement of the
RSIFR model.

3.3. Performance Comparison Based on Diferent Baseline
Models. RSIFR model is a vector representation with
RoBERTa-wwm-ext to initially extract the text. Cui et al.
published a series of Chinese preprocessing models such as
BERT-wwm at the same time [7]. We used diferent Chinese
preprocessing models as the baseline model for Chinese
preprocessing in this paper model to compare and verify the
Chinese preprocessing model with the best performance.
Te experimental data are shown in Table 5.

Te experimental results show that RoBERTa-wwm-ext
is used as the baseline model for Chinese preprocessing, and
the two evaluation indicators of ACC and F1 on the LCQMC
dataset achieve the maximum value, and the performance is
the best.

3.4. Comparison of Existing Models. We compare the per-
formance of RSIFR with existing models and use ACC and
F1 as the evaluation indicators of the model. Te data
comparison is shown in Table 6.

Te existing BERT-related Chinese semantic matching
model is a model derived from an improved model based on
BERT. BERT-wwm is added with the method of full-word
masking based on the BERT. BERT-wwm-ext has been
trained incrementally in Chinese on the basis of BERT-wwm
[7]. RoBERTa and MacBERT [7] are two other improved
models of BERT. Te two models were separately trained
incrementally, resulting in Chinese semantic pretraining
models such as RoBERTa-wwm-ext, RoBERTa-wwm-ext-
large, MacBERT-base, and MacBERT-large [7]. Tey are
applied to Chinese semantic matching tasks and show rel-
atively good performance.

Among other existing models, Lattice-CNN is used to
extract text semantic information from the perspective of
multigranularity of text [21]; BiMPM is used to jointly
capture the contextual semantic of the text from both
positive and negative directions [22]; ESIM is used to use
attention mechanism on text sequences to achieve in-
ference between text sequences [23]; CATsNET is used to
capture nonlocal features of text by building a Siamese
network of crossattention mechanism [24]; GMN is used
to build a graph structure that efectively expresses
multiple textual meanings and combined with BERT [25];

Table 1: RSIFR algorithm processing process.

RSIFR algorithm
1: Input: Sentence pairs S1, S2

2: Output: Semantic matching results R
3: S1, S2 independent input RoBERTa-WM, extract the pool_out layer vector SP1, SP2

4: S1, S2 connect input RoBERTa-WM, extract the pool_out layer P
5: Sentence pair classifcation model pretraining

6: for each epochs
7: S1, S2 input RoBERTa-WM, extract the pool_out layer vector D

8: Logits� linear (D)
9: res� softmax (logits)

10: end for
11: Training generates sentence pair classifcation pretraining model PTM

12: S1, S2 input PTM, extract logits layer vector LG
13: for each epochs

14: SP1, SP2 input SA-Attention, resulting in P1, P2
15: P1, P2 input BiLSTM, resulting in L1, L2

16: Concat [SP1, P1, L1]�> SV1
17: Concat [SP2, P2, L2]�> SV2

18: Concat [|SV1-SV2|, SV1∗ SV2]�> SV
19: P input LSTM, resulting in PL

20: Concat [P, PL] input BiLSTM, resulting in LB
21: SV, LB, LG input MLP

22: Concat [SV, LB] Input MLP layer 1, resulting in R1. dropout (0.2)
23: R1 Input MLP layer 2, resulting in R2. dropout (0.2)

24: Concat [R2, LG] Input MLP layer 3, resulting in R3. dropout (0.2)
25: R� sigmoid (R3)

26: end for

Table 2: Size of LCQMC dataset.

Dataset Total Positive Negative
Training 238766 138574 100192
Validation 8802 4402 4400
Test 12500 6250 6250
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StyleBERT is used to combine Chinese pinyin, strokes,
and other dimensions to enrich Chinese representation
[26]; COIN is used for semantic alignment of diferent text
sequences by establishing a context-aware crossattention
mechanism [27]; PERT is used to establish a training
method for text position substitution by combining
N-gram and whole-word masking methods [28]; and
ABOEN is an attention-based semantic enhancement
model, which is used to extract fner-grained semantic
information [29].

Te two evaluation indicators of ACC and F1 of the
RSIFR algorithm model achieved the maximum value in the
comparison model, and the data are shown in Table 6.
Experimental data show that the performance of the RSIFR
algorithm model on the data LCQMC is better than the
existing Chinese semantic matching model.

Before the RSIFRmodel worked, we locally prestored the
initial vectors of the text. Subsequent text semantic analysis
and text-matching tasks of the model are based on locally
stored text initial vectors. In the process of model training,
the time cost of initial text eigenvector initialization is saved,
the training efciency and running performance of the
model are improved, and the training cost of the model is
reduced.

4. Conclusions

In this paper, we propose a Chinese semantic matching
algorithm based on RoBERTa-wwm-ext with Siamese in-
teraction and fne-tuned representation. We study and
design the Siamese interaction structure, the LSTM-BiLSTM
network structure, and the text feature representation

Table 5: Experimental results based on diferent baseline models.

Model ACC F1
Based on BERT-base 88.90 88.84
Based on BERT-wwm 87.79 88.35
Based on BERT-wwm-ext 87.61 87.84
Based on ALBERT-base 88.50 88.20
Based on RoBERTa-wwm-ext-large 86.92 87.78
Based on RoBERTa-wwm-ext (ours) 89.56 89.67

Table 6: Comparison of existing models.

BERT-related models ACC F1 Other existing models ACC F1
BERT 86.9 — Lattice-CNN 82.1 82.4
BERT-wwm 87.0 — BiMPM 83.3 84.9
BERT-wwm-ext 87.1 — ESIM 82.6 84.5
RoBERTa-wwm-ext 86.4 — CATsNET 83.15 —
RoBERTa-wwm-ext-large 87.0 — GMN 84.6 86.0
MacBERT-base 87.0 — COIN 86.2 87.0
MacBERT-large 87.6 — PERT 87.2 —
GMN-BERT 87.3 88.0 ABOEN 84.89 85.91
StyleBERT 87.9 —
RSIFR (ours) 89.56 89.67 RSIFR (ours) 89.56 89.67

Table 3: Example of LCQMC dataset.

Type Sentence pair Label

Positive

S1: 怎么能让玻璃更干净
(How can we make the glass cleaner)
S2: 如何把玻璃擦得又干净又亮

(How to wipe the glass clean and bright)

1

Negative

S1: 你是学生还是老师
(Are you a student or a teacher)

S2: 你是徐老师学生吗
(Are you Mr. Xu’s student)

0

Table 4: Results of ablation experiments.

Model ACC F1
RSIFRNC1+NC2 83.62 83.80
RSIFRNC1+NC3 88.98 89.35
RSIFRNC2+NC3 88.20 88.85
RSIFRNC1+NC2+NC3 (ours) 89.56 89.67
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structure fne-tuned based on RoBERTa-wwm-ext.Te three
structures generate twin interaction vectors, fully connected
vectors, and fne-tuned representation vectors of sentence
pairs, respectively, and a specifc MLP network structure is
designed for the three vector representations to obtain the
fnal semantic matching result. Te RSIFR Chinese semantic
matching algorithm proposed in this paper starts from
multiple dimensions of Chinese text, not only considers the
contextual semantic relationship within a single text but also
considers the semantic heterogeneous relationship between
diferent texts, efectively strengthening the semantic in-
teraction between diferent sentences It enhances the rep-
resentation ability of vectors for textual context semantics.
We show through experiments that the model proposed in
this paper outperforms existing Chinese semantic matching
algorithms on the public dataset LCQMC.
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IoT sensors have already penetrated into extremely broad �elds such as industrial production, smart home, environmental
protection, medical diagnosis, and bioengineering. Although e�cient data fusion helps improve the quality of intelligent services
provided by the Internet of things, because the perceived data carry the sensitive information of the perceived object, the data
fusion process is prone to the risk of privacy leakage. To this end, in this paper, we proposed a privacy-enhanced federated learning
data fusion strategy. �is strategy adds Gaussian noise at di�erent stages of federated learning to achieve privacy protection in the
data fusion process. Experimental results show that this strategy provides better privacy protection while achieving high-precision
IoT data fusion.

1. Introduction

�e Internet of things, also known as a sensor network,
connects any item to the Internet through information
sensing equipment such as radio frequency identi�cation,
infrared sensors, global positioning systems, and laser
scanners for information exchange and communication, to
achieve intelligent identi�cation, positioning, tracking,
monitoring, and management. �e large-scale deployment
and application of various sensors is an indispensable basic
condition for the Internet of things. For example, di�erent
applications need to deploy di�erent sensors, covering smart
industry, smart security, smart home, smart transportation,
smart medical care, etc. It can be seen that IoT sensor
technology plays an important role in economic develop-
ment and promotes social progress.

At present, most of the intelligent services provided by
the Internet of things need to outsource user data to service
providers for analysis and processing, which may easily lead
to the leakage of sensitive information [1]. With the

improvement of user privacy protection awareness and the
promulgation of relevant laws and regulations, data analysis
services based on traditional machine learning can no longer
meet users’ privacy protection needs. Although existing
cryptographic technology can solve some privacy leakage
problems, both symmetric encryption systems and asym-
metric encryption systems have the risk of key leakage, and
high-cost encryption chips cannot be popularized to ter-
minal devices. In order to solve the problem of user data
privacy leakage in related service scenarios, Google proposed
federated learning technology [2, 3].

Federated learning is a distributed machine learning
technology with privacy-preserving properties that can
generate secure, accurate, and robust data models without
analyzing the real data of users. In the intelligent service
scenario based on federated learning, the service provider
convenes di�erent participants to provide data models by
publishing federated learning tasks and aggregates all data
models through the aggregation server to generate a reliable
global model to provide related services.�e reliability of the
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global model is crucial, and a reliable global model can
provide secure and stable services for IoT applications. It is
worth noting that the use of cryptography technology can
achieve data privacy protection. However, the use of
cryptography often requires a trusted third party to generate
a key for data encryption, which is difficult to achieve in the
Internet of things. Compared with cryptography, federated
learning does not require a trusted third party and is easy to
deploy. Even if the federated learning server is not trusted,
the privacy protection of data can be achieved by adding
noise to the model, so federated learning has more ad-
vantages in data sharing.

3e problem solved in this paper is formally described
as follows, that is, how to realize data sharing under the
premise of privacy protection. Based on the above anal-
ysis, a data fusion architecture is first proposed based on
federated learning, as shown in Figure 1. 3e architecture
consists of three layers: perception layer, data fusion layer,
and intelligent service layer. Among them, the perception
layer obtains perception data and sends the data to the
data fusion layer through various sensors such as wearable
sensors, vehicle-mounted sensors, surveillance cameras,
and industrial sensors. In the data fusion layer, each
federated learning (FL) data fusion center is responsible
for the intelligent fusion processing of perception data
and provides the fusion data to the intelligent service
layer. 3is layer provides technical support for various
intelligent services of the Internet of things such as in-
telligent transportation, smart grid, intelligent
manufacturing, and intelligent logistics. All in all, the
perception layer provides the necessary data to the in-
telligent service layer through the data fusion layer, and
the intelligent service layer sends feedback information to
it, hoping to improve the quality of the intelligent service.

According to this architecture, we consider using fed-
erated learning techniques to achieve privacy-enhanced data
fusion. Furthermore, we combine differential privacy
techniques with different stages of federated learning to
further improve privacy protection during data fusion. 3e
main contributions of this paper are as follows:

(1) To achieve privacy-preserving data fusion, we pro-
pose a privacy-enhanced federated learning data
fusion strategy. 3is strategy not only adds differ-
ential privacy noise in the local model training
process but also adds differential privacy noise in the
federated training process, at the cost of a certain
model accuracy, and the differential privacy pro-
tection of the local model and that of the global
model are achieved simultaneously.

(2) Experimental results show that this strategy provides
better privacy protection while achieving high-pre-
cision IoT data fusion.

3e rest of this paper is organized as follows: Related
work is described in the Related Work section. 3e system
model is given in the System Model section. 3e specific
implementation of the proposed strategy is elaborated in the
Implementation Details of the Proposed Strategy section.

Performance evaluations are given in the Performance
Evaluation section. 3e Conclusions section concludes this
paper.

2. Related Work

Federated learning for data fusion is an effective means for
IoT to provide intelligent services, and the reliability of the
federated learning global model determines the quality of
services. More and more scholars at home and abroad have
carried out research on how to ensure the reliability of the
federated learning global model under different needs and
have produced many excellent research results.

For federated learning task publishers, the reliability of
the global model is the focus of attention. Researchers
further ensure global model reliability by detecting anom-
alous models in the models to be aggregated. Cao et al. [4]
mapped the local models into a graph through the Euclidean
distance between local models and selected the local model
for aggregation by solving the maximum clique problem in
the graph, realizing the detection of anomalous models in
federated learning. Zhao et al. [5] generated a dataset for
auditing the local model through the trained generative
adversarial network, and the prediction and evaluation re-
sults of the local model in the dataset were used as the
criterion for judging whether it was an abnormal model, so
as to realize the detection of abnormal models. Zhao et al. [6]
proposed a proxy-based anomaly model detection mecha-
nism, selecting participants with relatively stable perfor-
mance in federated learning to perform anomaly model
detection. Tolpegin et al. [7] extracted abnormal model
features by performing dimensionality reduction and
principal component analysis on the local model and re-
alized abnormal model detection in the process. Liu et al. [8]
proposed a federated learning scheme PEFL to mitigate
poisoning attacks under privacy enhancement. In [9], an
asynchronous update paradigm for real-time identification
of client network parameters was proposed. 3is paradigm
adopted a linear fusion method based on sequential filtering,
considered communication delay, and asynchronously fused
the parameters of the federation center. 3en, a client real-
time identification method based on linear filtering was
established to obtain new label samples at unequal intervals,
and the client was expected to have better performance.

For federated learning participants, the biggest demand
is that federated learning can protect the private data of their
training from being leaked. Since privacy and model reli-
ability cannot be taken into account at the same time,
existing research work mainly seeks a balance between the
two, that is, reducing the loss of global model reliability while
meeting the needs of participants for privacy protection. In
[10], a privacy-preserving federated learning scheme, LDP-
Fed, was proposed, which allows federated learning par-
ticipants to protect the privacy of the model through per-
sonalized local differential privacy technology to prevent the
leakage of deep information in the local model. Hu et al. [11]
introduced differential privacy technology in federated
learning and used the uncertainty brought by heterogeneity
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of IoTdevices to perform differential privacy on themodel to
reduce the risk of privacy leakage. In [12], differential privacy
technology and self-normalization technology were intro-
duced in federated learning and the differential privacy noise
layer and SELU security training layer were added during
model training to realize the privacy protection of uploaded
models. In [13], a blockchain-based federated learning
training strategy was proposed, which uses differential
privacy and homomorphic encryption technology to ensure
the privacy of participants in the process of local model
transmission and aggregation. Zhang and Luo [14] gener-
ated training data for local training by training a GANmodel
and proposed a new loss function, which enabled the
generated training data to have indistinguishable visual
features from the original data and protect the privacy of the
training data of the participants. Liu et al. [15] used the
sparse features of the feature map in the network model to
represent the data that participants used for local training
and realized the privacy protection of the real data. Xu et al.
[16] proposed an efficient and privacy-preserving vertical-
federated learning framework FedV, which implemented a
two-stage noninteractive secure-federated aggregation
method by introducing functional encryption and realized
the privacy protection of real data of participants. In [17],
Lin et al. proposed a secure joint learning mechanism based
on variational autoencoders to resist inference attacks, in
which participants reconstructed the original data through
variational autoencoders, and trained local models on this
basis to protect data privacy. In [18], a heterogeneous model
fusion-federated learning mechanism was proposed, in
which each node trained learning models of different scales
according to its own computing power. After the parameter
server received the training gradient of each node, it used the
repetition matrix to correct the received gradient, then
updated the corresponding region of the global model
according to the mapping matrix, and finally assigned the
compressed model to the corresponding node.

3e above literature provides a large number of excellent
algorithms for data fusion in the Internet of things. How-
ever, how to combine the privacy protection of local data

with the privacy protection of the federated learning process
to further strengthen the privacy protection of federated
learning is still a problem worthy of research.

3. System Model

To achieve privacy-preserving data fusion in IoT, we need to
consider the following three entities:

(i) Sensor (data provider): the sensor aggregates sensed
data to the data fusion center through wireless or
wired transmission.

(ii) Federated learning (FL)-based data fusion center:
the data fusion center uses local sensor data for
model training so that the local model can carry the
information of local data. In addition, differential
privacy noise needs to be added in the local model
training process to achieve differential privacy
protection of the local model.

(iii) Federated learning server: this server aggregates the
local models of each data aggregation center to form
a global model and adds differential privacy noise in
the process to further improve the differential
privacy protection capability of the global model.

3.1. Security Model. 3e privacy breach scenarios we con-
sider are as follows. First, IoTsmart service providers may be
interested and commercialize private information about
objects whose sensors are collecting data, thereby exposing
their privacy, and federated learning can help reduce that
risk. However, the aggregation server of federated learning
may also be curious about the privacy of the perceived
object, so there is also the risk of privacy leakage during the
federated learning process. Differential privacy protection in
local model training helps mitigate this risk. In addition,
malicious attackers try to obtain the private information of
perceptual objects from the global model through inference
attacks. Adding differential privacy protection to the global
model can effectively resist such attacks.
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4. Implementation Details of the
Proposed Strategy

3e data fusion strategy proposed in this paper is mainly
composed of two modules, namely, the local data fusion
module with differential privacy protection and the global
data fusion module with differential privacy protection. 3e
difference between these two modules is to add differential
privacy noise to different stages of the federated learning
process, thereby resisting privacy leak attacks on different
objects.

4.1. Local Data Fusion with Differential Privacy Protection.
Local data fusion is achieved by training a deep neural
network model on local sensor data. In a deep neural net-
work, by deploying multiple neurons at multiple levels and
adjusting the connection weights between neurons by means
of layer-by-layer training, the original feature data can
undergo multiple nonlinear transformations. 3e fitting of
any limited given input and output data finally obtains stable
features for subsequent problem analysis. In the deep neural
network algorithm, in order to evaluate the difference be-
tween the predicted value of the proposed neural network
and the actual value, it is represented by a loss function L,
and the mean square error loss function is used in this paper,
i.e., L(θ, x) � 1/n 􏽐

n
i�1 (yi − xi)

2, where θ is the weight co-
efficient of the neural network to be trained, x represents the
target value, y represents the predicted value output, and the
subscript i represents the sample label. 3e purpose of deep
neural network algorithm training is to minimize the loss
function L. For complex neural networks, minimizing the
loss function L is usually performed by stochastic gradient
descent. 3at is, we randomly select training samples in
batches during each iteration and calculate the partial de-
rivative of the loss function L, denoted by

g � 1/|D|􏽐x∈D∇θL(θ, x), where D denotes the batches of
samples, and then update the weight coefficient θ along the
negative gradient direction towards the local minimum.

We adopt the differential privacy stochastic gradient
algorithm whose objective function minimizes the loss
function L by continuously training and adjusting the weight
coefficients θ. 3e basic idea is as follows: in each iteration
process, we first calculate the gradient of randomly gener-
ated batch samples ∇L(θ, xi), and gradient clipping is
performed based on the L2 norm of the computed gradient
values. Considering the privacy protection of the sample
data, the clipped gradient is updated with the mean value of
the sum of the gradient and random noise based on the
additional Gaussian noise method [19]. 3at is, by adding
Gaussian noise with σ2 � 2s2 log (1.25/σ)/ϵ2, the (ϵ, σ)

differential privacy is achieved.3en, the weight coefficient θ
of the next iteration is obtained. 3e implementation details
of the local data fusion with differential privacy protection
are summarized in Algorithm 1.

4.2. Global Data Fusion with Differential Privacy Protection.
After the local model data fusion model is trained, the model
will be sent to the federated learning server for aggregation.
During training of the local model, we add Gaussian noise to
resist privacy leakage attacks that may be launched by curious
federated learning servers and IoT smart service providers.
However, for inference attacks that malicious attackers may
launch on the model, we add Gaussian noise again during the
model release process to further enhance the model’s privacy
protection capabilities. 3e execution process of global data
fusion with privacy protection is summarized in Algorithm 2.

4.3. Security Analysis. 3e strategy proposed in this paper
can resist privacy leakage attacks. First, in the training of the
local model by the data fusion center, we add differential

Input: Initial model parameter θ received from the FL fusion server, learning rate η, local sensor dataset D, gradient clipping C,
privacy budget ϵ, sensitivity s, and Gaussian noise to be added satisfying (ϵ, σ) − DP

Output: Final model parameter 􏽥θ
(1) for t ∈ T do
(2) Calculate the gradient gi for each batch Di ∈ D

(3) Clip the gradient by gi � gi/max (1, |gi|/C) and calculate average gradient g � 1/|D| 􏽐 gi

(4) Perform gradient descent by θ←θ − ηg

(5) Add Gaussian noise by 􏽥θ � θ + N(σ2), where σ2 � 2s2 log (1.25/σ)/ϵ2
(6) end for

ALGORITHM 1: Local data fusion with differential privacy protection.

Input: Local model parameter θk, privacy budget ϵ, sensitivity s, and Gaussian noise to be added satisfying (ϵ, σ) − DP

Output: Global model parameter θ to be released
(1) for each FL-based data fusion center do
(2) Calculate the weighted average model by 􏽥θ � 􏽐

K
k�1 nk/nθ

k

(3) Add Gaussian noise by θ � 􏽥θ + N(σ2), where σ2 � 2s2 log (1.25/σ)/ϵ2
(4) end for

ALGORITHM 2: Global data fusion with differential privacy protection.

4 Mobile Information Systems
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Figure 2: Continued.

Table 1: Parameter setup.

Hyperparameter Value
Dp_δ 1e− 5
Dp_ϵ 10, 20, 30
Epochs 100
Num_users 100
Frac 0.1
Local_ep 1
Local_bs 100
Learning rate 0.01
Lr_decay 0.995
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privacy noise to the gradient of the model update so that the
local model can get differential privacy protection after the
local model training is completed. Second, after the local
model is aggregated to the federated learning server, the
server adds differential privacy noise to the aggregated
model again and then distributes the noise model to each
data fusion center so that the global model can get stronger
differential privacy protection. We repeat the above process
until federated learning converges. Due to the post-
processing properties of differential privacy, the entire
federated learning process has differential privacy protec-
tion. In addition, since the model is protected by differential
privacy, it increases the possibility of attackers recovering
user data through reasoning attacks and also increases the
difficulty of attackers launching known plaintext attacks and
ciphertext only attacks.

5. Performance Evaluation

5.1. Experimental Environment. 3e experiment is con-
ducted to evaluate the performance of the proposed strategy
on the computer equipped with i7 6.4GHZ processor, 32G
memory, and win7 64-bit system. Federated learning is
constructed through the Python-based deep learning
framework (Tensorflow 2.2.0).

In the experiment, both the local model and the global
model use CNN, which has 2 convolutional layers (1∗ 10,
kernelsize � 5; 10∗ 20, kernelsize � 5), dropout layers, and
two fully connected layers (320∗ 50; 50∗ 10). 3e datasets
used in this experiment are the MNIST dataset and the
Fashion- MNIST dataset. 3e MNIST dataset is a widely
used handwritten digit recognition dataset, commonly
used for performance evaluation of image classification
algorithms in the field of computer vision. 3ere are 10

digit classes in this dataset, from digit 0 to digit 9. 3e
MNIST dataset contains 70,000 grayscale images with a
resolution of 28∗ 28, of which 60,000 images are used for
training the model and another 10,000 images are used
for validation. 3e Fashion-MNISTdataset is an extended
version of MNIST. 3e Fashion-MNIST dataset contains
70,000 grayscale images, including a training set of 60,000
images and a test set of 10,000 images. Each is a 28∗ 28
grayscale image, including different types of t-shirts,
dresses, and boots. In the experiments, we fix other
hyperparameters and adjust ϵ ∈ (10, 20, 30) for multiple
experiments. 3e rest of parameters are given in Table 1.

In this experiment, we compare noise-added local model
training, denoted by client level DP, noise-added global
model training, denoted by round level DP, and the baseline
strategy (FedAvg) [20] in terms of model accuracy.

6. Experimental Results

Figures 2 and 3 show the accuracy of our proposed
strategy for local model training and global model
training under different privacy budgets, i.e.,
ϵ ∈ (10, 20, 30). It can be observed from Figure 2 that the
accuracies of three strategies all rise rapidly before 20
rounds, then slowly rise after that, and converge to the
optimal accuracy when approaching 100 rounds, which is
about 90%. In addition, local model training and global
model training do not have lower accuracy than FedAvg
under the same number of epochs due to the addition of
Gaussian noise. Furthermore, under different privacy
budgets, the accuracy of the local model and the global
model is not much different. It can be observed from
Figure 2 that the accuracy of three strategies increases
rapidly before 30 rounds, then slowly increases, and
converges to the optimal accuracy, which is about 70%,
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Figure 2: Accuracy on the MNIST dataset with different differential privacy protections: (a) ϵ � 10, (b) ϵ � 20, and (c) ϵ � 30.
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when approaching 100 rounds. In addition, the accuracy
of local model training and global model training under
the same number of epochs is close to FedAvg, and under
different privacy budgets, the accuracy of the local model
and the global model is not much different.

7. Conclusions

3e deep fusion of data collected by various sensors in the
Internet of things is an urgent problem to be solved. In addition,
in the process of data fusion, the privacy of objects collected by

sensors may be leaked due to data fusion, which means the
necessity of data fusion and privacy protection. To this end, we
propose a privacy-enhanced federated learning data fusion
strategy.3is strategy not only adds differential privacy noise in
the local model training process but also adds differential
privacy noise in the federated training process, so as to realize
the differential privacy protection of the local model and the
differential privacy protection of the global model at the same
time. Experimental results and theoretical analysis show that
this strategy provides better privacy protection while achieving
high-precision IoTdata fusion. Considering that the addition of
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Figure 3: Accuracy on the Fashion-MNIST dataset with different differential privacy protections: (a) ϵ � 10, (b) ϵ � 20, and (c) ϵ � 30.
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noise will affect the accuracy of the model, our future research
directions include how to reduce the impact of noise on the
global model accuracy under different local models.

Data Availability

3e Fashion-MNISTdata used to support the findings of this
study have been deposited in the repository, that is, https://
github.com/zalandoresearch/fashion-mnist.
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With the rapid development of the aviation industry, it is particularly important to ensure the safe �ight of aircraft. How to �nd
potential hazards in the process of aircraft �ight has always been one of the important topics of civil aviation research. At present,
the Quick Access Recorder (QAR) is themost widely used equipment to store the data recorded on aircraft. QAR data contain a lot
of valuable and unexplored information, which records the true status of the aircraft in detail. ­erefore, �nding abnormal data
from QAR data lays an important foundation for obtaining the cause of abnormality and providing a guarantee for �ight. In this
paper, in order to discover the abnormal information in the QAR data, we applied a VAE-LSTM model with a multihead self-
attention mechanism. Compared to the VAE and LSTMmodels alone, our model performsmuch better in anomaly detection and
prediction, detecting all types of anomalies. We conducted extensive experiments on real-world QAR data sets to prove the
e�ciency and accuracy of our proposed neural network model. ­e experimental results proved that our proposed model can
outperform state-of-the-art models under di�erent experimental settings.

1. Introduction

With the continuous growth of civil aviation passenger
tra�c, aviation safety has become a signi�cant issue in the
world. Safety is the prerequisite for the steady development
of all industries and the basis for the survival of the
transportation sector. Ensuring aviation safety has always
been a major challenge for aviation activities [1].

Flight Operational Quality Assurance (FOQA) is an
important scienti�c method of aviation safety management,
which is used to monitor the data generated by aircraft. Over
the last few decades, with improved sensing capabilities,
there are di�erent recorders that have been installed on
aircraft to monitor the aircraft systems and �ight crew
performance. In these recorders, the Quick Access Recorder
(QAR) is easier to install and con�gure compared to the
Flight Data Recorder (FDR) and Cockpit Voice Recorder
(CVR). QAR is a �ash recorder for aircraft data acquisition
systems and is also a key data source for airlines to evaluate
�ight quality and aircraft engine operations [2]. It covers

most of the parameters of aircraft �ight, including aircraft
attitude parameters and engine-related data. By analysing a
number of �ight parameters recorded by QAR, the anom-
alies can be detected to avoid safety hazards and improve
�ight quality.

Nowadays, aircraft failure detection and early warning
based on QAR data have become one of the important �elds
of civil aviation scienti�c research. However, there are many
factors that can a�ect the quality of QAR data, such as
working environment, signal transmission, data precision,
and data decode computation ­erefore, the original QAR
data contain many anomalies and cannot be used directly
without processing. In order to improve the quality of QAR
data, it is necessary to perform anomaly detection on QAR
data. Anomaly detection from QAR data is also one of the
important strategies of FOQA. Finding anomalies from
QAR data in time can prevent many unnecessary losses. To
ensure the safe �ight of the aircraft, it calls for an e�cient
and accurate anomaly detection method using advanced
techniques.
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QAR data records hundreds of parameters in each flight,
including N11 and N12 engine thrust parameters, altitude,
and vertical acceleration. It is one type of multivariate time
series data. It also has the characteristics of a large amount of
data, strong temporal structure, and regularity of change
trends. Compared with classical time series data, QAR data
have some peculiar features.)e classical time series data are
collected from stationary sensors. )e QAR data are col-
lected during the flight, which is divided into multiple flight
phases. In different phases, the flight aircraft is working at
different status and environments. )us, the recorded
parameters in QAR data present different distributions.
Figure 1 takes the altitude parameters and the thrust pa-
rameters of the N12 engine in the QAR as an example. In
actual flight, QAR data record the whole flight of an aircraft
from take-off to landing, including TAXI OUT, TAKE OFF,
2 SEGMENT, INI. CLIMB, CLIMB, CRUISE, DESCENT,
APPROACH, FINAL, LANDING, and TAXI IN, 11 phases in
total, as shown in Figure 1.

In recent years, many scholars have proposed many
methods for anomaly detection of time series, among which
deep learning methods are popular increasingly among
scholars. Due to the process of forecasting and anomaly
detection with a large amount of time series data, it is
unrealistic to label a large amount of data for training a
model. )erefore, unsupervised anomaly detection is the
preferred solution for most scholars. Anomalies can be
divided into three types according to different manifesta-
tions, namely, point anomalies, collective anomalies, and
background anomalies. Point anomalies are the easiest to
find and can usually be marked by simple threshold or
clustering methods. In contrast, collective and background
anomalies are the most common in life and deserve more in-
depth study. Dealing with background anomalies usually
takes into account the relationship between adjacent data,
and the use of models based on predictive methods is very
effective for detecting such anomalies. For example, Ergen

and Kozat [3] used algorithms based on long short-term
memory (LSTM) neural networks to identify anomalies by
calculating the difference between predicted and actual
values. Collective anomalies are usually subsequences or
anomalies in the entire sequence.)e first step in detection is
usually to divide the time series into equal-sized windows
and treat the extracted subsequences as the entire sequence.
For example, methods based on auto-encoder (AE) [4] and
variational auto-encoder (VAE) [5], which utilize recon-
struction differences for anomaly detection, have been
shown to be effective.

)e separate VAE model only considers the time de-
pendence within the window and cannot analyze the in-
formation outside the window. )is paper proposes a VAE-
LSTM hybrid deep model based on a multihead self-at-
tention mechanism, which integrates VAE and LSTM as a
whole for unsupervised anomaly detection. Instead of di-
rectly inputting the raw data into the LSTMmodel like other
methods, we pretrain the VAE model first and then use the
low-dimensional feature vector generated by the encoder as
the input of the LSTM model. Using the VAE model to
effectively capture the contextual information in the window
enables the LSTMmodel to learn longer correlations in time
series. First, after pretraining the VAE model, the encoder is
used to divide the QAR data into windows of a specific shape
to extract the features of the recorded parameters in the QAR
data, and the generated low-dimensional feature vector is
used as the input of the LSTMmodel. Next, we use the LSTM
model to train the data for the memory function of the time
series. We also improve the LSTMmodel by incorporating a
multihead self-attention mechanism, which is derived from
the Transformer model [6]. Attention mechanisms are
usually used in related fields such as text classification and
text translation. In this paper, we apply it in time series
anomaly detection. )e self-attention mechanism can adjust
the weight of the data, which is equivalent to a feature
extraction of the data itself, and it is easier to capture
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Figure 1: Example of QAR data.
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long-distance interdependent features. )e multihead self-
attention mechanism operates multiple self-attention
mechanisms in parallel, reducing the amount of computa-
tion by reducing the dimension. Finally, the feature vector
generated by the multihead self-attention mechanism
module is reconstructed by the decoder for anomaly de-
tection. We utilize a multihead self-attention mechanism for
deep feature extraction. Because compared with traditional
deep learning methods, it can explore hidden features
without relying on complex neural network structures and
have higher efficiency and performance than them. It makes
it easier to capture long-distance interdependent features.
We believe that combining the multihead self-attention
mechanism with the LSTM model can better focus on the
long-term dependencies of time series. In this way, our
model can effectively detect both short-term anomalies and
long-term anomalies.

In summary, the main contributions of this work are as
follows:

(i) We first pretrain the VAE model and optimize the
model by maximizing the ELBO loss for feature
learning. We propose a novel anomaly detection
model for QAR data.

(ii) We improve the LSTM model by incorporating a
multihead self-attention mechanism to capture
long-term correlations in QAR data. It is able to
detect all types of exceptions.

(iii) In order to further improve the classification ac-
curacy, we adopt a threshold selection method that
maximizes the F1 metric, which effectively reduces
false positives caused by improper threshold
selection.

(iv) We conducted extensive experiments on the real
QAR dataset to evaluate our model and compared it
with other deep learning methods. Experiments
show that our model has a significant improvement
over other methods.

2. Related Works

QAR data are multivariate time series data with unique
characteristics compared to classical time series data. Few
works focus on the anomaly detection of QAR data. In this
section, we first discuss existing state-of-the-art methods in
the field of anomaly detection and analyze their strengths
and weaknesses in order to justify our proposed method.

Anomaly detection of time series has always been a
complex and challenging task in many disciplines and has
been widely studied by many scholars. In anomaly detection,
temporal continuity is important. Outliers are often those
that are defined as unusual due to a lack of continuity in their
short or long history.)erefore, anomalies in time series can
be divided into two categories: short-term anomalies and
long-term anomalies. Short-term anomalies occur when
there are sudden changes in series values or short time
intervals in the time series. )e long-term anomaly is the
entire time series or a subsequence that is identified as

anomalous. In the past, the field of anomaly detection has
generated a large amount of literature. We can roughly
classify their proposed methods into three categories: sta-
tistics-based methods, classical machine learning-based
methods, and deep learning-based methods [7].

2.1. Statistical Methods. )e most common methods are
autoregressive moving average (ARMA) and one of its
generalizations, differential autoregressive moving average
(ARIMA) [8]. )ey are one of the classic prediction-based
anomaly detection models and are suitable for univariate
time series. )e ARIMA model uses previous data to fit a
linear equation for prediction, describes the relationship
between current and historical values, and uses its own
historical data to predict new data. It requires that the se-
quence be stationary, and for nonstationary sequences, it
needs to be stationary by difference. Ottosen and Kumar [9]
used the ARIMA anomaly detection technique to detect
short-term anomalies in low-cost air quality datasets by
calculating prediction errors based on the absolute value of
the residuals. However, the disadvantage of this method is
that it can only predict phenomena related to the previous
data, and the number of autoregressions and the parameters
of prediction error need to be selected appropriately.

2.2.Machine LearningMethods. Common machine learning
algorithms include clustering methods such as K-means
clustering [10].)e K-means algorithm is the basic and most
widely used partitioning algorithm in clustering methods.
)e sample data are clustered by the specified number of
categories K, and the corresponding cluster centroids are
used to detect anomalies in the monitoring data. Li et al. [11]
proposed a cluster-based algorithm to detect excessive QAR
events. It converts each flight data into a high-dimensional
vector and uses the DBSCAN algorithm to cluster the matrix
row vectors. )e purpose is to identify exceptions without
knowing the normative standard. Zhao et al. [12] proposed
an algorithm based on a Gaussian mixture model (GMM)
that incrementally updates the clusters according to the data
instead of reclustering and adapts to the new data through an
expectation-maximization algorithm to handle dynamically
changing data in flight data. Zeng et al. [13] used a density-
based DBSCAN clusteringmethod to detect aircraft onboard
and controller data that deviate from the normal range.
Edward Smart et al. [14] proposed a two-stage approach
based on a support vector machine (SVM) classifier to detect
anomalies in the descent stage of a specific flight. )e first
stage quantifies anomalies at specific altitudes during the
flight, and the second stage ranks all flights to identify the
most likely anomalies. Although the above algorithms can
detect abnormal flights fromQAR data, they do not take into
account the temporal patterns between the data and do not
better explain why the abnormality occurs.

2.3. Deep Learning Methods. Compared with the above two
methods, deep learning-based anomaly detection models
can capture more complex hidden features and temporal
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correlations in time series, so they have received extensive
attention in recent years. Broadly speaking, they can be
divided into two categories: predictive models and gener-
ative models. Predictive models detect anomalies based on
the error of the prediction as an anomaly score. In particular,
convolutional neural network (CNN), recurrent neural
network (RNN), and an improved model based on it, long
short-term memory network LSTM [15], have achieved
remarkable results. )ey all have a powerful ability to learn
from data. In addition, LSTM networks can model longer
data; it has control structures (gates) to regulate stored
memory and learn and capture normal behavior. When
encountering data that deviate significantly from normal
data, it predicts a large error to indicate anomalies.
Hundman et al. [16] used an LSTMmodel for the prediction
of spacecraft telemetry data and used dynamic thresholding
of errors to identify anomalies. Khorram et al. [17] combined
CNN and LSTM as a novel convolutional long-short-term
memory recurrent neural network for fault detection,
achieving high generalization accuracy and resistance to
overfitting. However, such a separate predictionmodel is not
only computationally expensive but also may lead to large
deviations in the prediction results due to some uncertain
factors. LSTM models are also very sensitive to the choice of
parameters. As a result, many advanced generative models
have emerged, including variational autoencoder (VAE) [18]
and generative adversarial networks (GAN) [19]. At their
core, they learn representations of normal patterns. Kishore
et al. [20] proposed a deep autoencoder (DAE) applied to the
raw time series data of multiple aircraft sensors and used the
error of AE reconstruction to determine whether the data
were abnormal. Combining convolutional neural network
(CNN) with VAE, Memarzadeh et al. [21] developed a
convolutional variational autoencoder (CVAE) applied to
the data of abnormal commercial flight departures. Wang
et al. [22] proposed a sequential parameter attention-based
convolutional autoencoder (SPA-CAE) model for feature
extraction from Changshui Airport in Kunming QAR data.
Provotar et al. [23] used LSTM layers in an autoencoder
framework. Considering that, compared with normal data,
abnormal data are difficult to be represented by low-di-
mensional feature vectors. By inputting the data into the
LSTM autoencoder, the error of the AE reconstruction is
used to judge whether the data are abnormal. )ese gen-
erative models hold great promise in the field of anomaly
detection. However, these reconstruction-based models are
difficult to capture long-range temporal dependencies and
cannot explicitly address potential interactions between
features. On the other hand, simply adding a network such
as LSTM to a feedforward layer in AE or VAE does not
perform detection well.

In summary, the information inside the window after
dividing the window and the correlation between the
window and the remaining time series are essential in
anomaly detection. Although many approaches have been
proposed, it is often impossible to achieve both. )e cor-
relation between windows is ignored and only one type of
anomaly is detected. Based on these reasons, we propose a
new VAE-LSTM hybrid deep model based on a multihead

self-attention mechanism, which can effectively identify
multiple types of anomalies without the limitation of win-
dow size.

3. Model

In this section, we introduce the overall workflow and in-
ternal structure of the VAE-based MHSA-LSTM hybrid
model, as shown in Figure 2. We will introduce our model
training process in an unsupervised way and explain the
anomaly detection process on QAR data.

3.1. Problem Definition. A univariate time series is an or-
dered sequence of n real-valued variables arranged in
chronological order. It can be formalized as
T � x1, x2, . . . , xn􏼈 􏼉, T ∈ R, where n is the length of the time
series. Anomalies are observations or sequences of obser-
vations that deviate significantly from the general distri-
bution of the data. In this paper, our goal is to discover
outliers in QAR data through anomaly detection. Our
method is divided into two parts: model training and
anomaly detection. T as the training input can get a
reconstructed sample T′, calculate the anomaly score be-
tween T′ and T, and compare it with the threshold to get the
anomaly. Given a binary variable y ∈ 0, 1{ }, yt � 1 is used to
indicate that an anomaly occurred in the window of time t,
and yt � 0, no exception occurred.

3.2. Data Preprocessing. Data preprocessing is essential
when building neural network models and can often de-
termine the results of model training. First, we need to divide
the given time series into a training set and a test set. A
continuous data segment that does not contain anomalies is
used as training data, and the rest with abnormal data is used
as test data. )en, to improve the robustness of the model,
we need to standardize the training set and test set. We first
standardize the training set and then use the standardized
parameters (mean and variance) of the training set to
standardize the test set. )e data standardization formula
can be expressed as the following equation:

x′ �
(x − μ)

σ
, (1)

where μ and σ are, respectively, represented as the mean and
variance of the training set.

3.3. Training Model

3.3.1. Pretraining Using VAE Model. )e VAE model is a
typical generative model, which consists of two parts: an
encoder and a decoder. First, we preprocess the input data X

and send it to the encoder, which can encode higher data
dimensions into a potential representation space Z, which is
random and low-dimensional. )e mean and variance of the
output generate the corresponding latent variable z that
satisfies the unit Gaussian distribution, so we can express the
encoder as qϕ(z ∣ X), and the parameter ϕ represents the
mapping of the network from X to z. )e other part of the
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decoder of the VAE model can decode the latent variable z

into the generated data x′ which is similar to the real data
and obeys the normal distribution with mean μ and variance
σ, that is, p ∼ N(μ, σ). )us, we can express the decoder as
pθ(X ∣ z), and the parameter θ represents the reconstruction
of the network from z to X. Figure 3 shows the structure of
the VAE network model.

In order to train the VAEmodel, we convert the training
data into a local window as the input of the model, extract
the features through the encoder, compress it into the latent
space, and then reconstruct it. Given a time series
T � x1, x2 . . . xn􏼈 􏼉, where xi ∈ R, each data point is the result
of measurement at a characteristic time. To improve the
accuracy of the model, we need to divide the entire time
series into multiple subsequences, which are represented by
time windows. We define wt, a time window of length m at a
given time t: wt � xt− m+1, . . . , xt− 1, xt􏼈 􏼉. Because we use m
data to predict the output, a total of n − (m + 1) windows
can be generated for training the VAE model. In this way,
the time series T can be represented by the training input
window sequence W: W � W1, W2, . . . , Wn− m+1􏼈 􏼉. After
training, the model finally outputs the reconstructed win-
dow wt
′ after the reconstruction of the window wt through

the decoder.

)e loss function is the most basic and critical element
used to measure the pros and cons of a model. )e loss
function of the VAE model is used to measure the infor-
mation loss in the reconstruction process, and it is composed
of the sum of the reconstruction error and the regularization
term. Our VAE is trained with a loss function as shown in
the following equation:

L(θ, ϕ) � − Ez∼qϕ(z ∣x) logp
θ
(x, z)􏽨 􏽩 + KL q

ϕ
(z ∣ x)‖p(z)􏼐 􏼑. (2)

)e first term is the reconstructed negative log-likeli-
hood loss − ELBO (evidence lower bound), and the second
term is the KL difference between qϕ(z ∣ x) and p(z). Our
goal of training the VAE model is to minimize the sum of
this reconstruction loss and KL divergence, which is
equivalent to maximizing the ELBO loss to find the most
suitable parameters θ and ϕ [24]. )e objective function is
the following equation:

argmax
θ,ϕ

Ez∼qϕ(z∣x)
logpθ(x∣z)􏽨 􏽩 − KL qϕ(z ∣ x)‖pθ(z)􏼐 􏼑. (3)

)rough training, we optimized the parameters of the
model while improving the loss, and the network finally
converged, and a good generative model was obtained.
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Figure 2: )e workflow of the anomaly detection model.
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Figure 3: Architecture of variational autoencoder.
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3.3.2. LSTM Model Based on Multihead Self-Attention. A
VAE model alone cannot achieve forecasting of time series
because a VAE cannot encode or decode data outside the
time window. )erefore, we use the LSTM model to act on
the data after the dimension reduction of the VAE model,
extract time features, and perform sequence prediction. We
also introduced a multihead self-attention mechanism in the
LSTM model to capture relevant information in different
subspaces and highlight the importance of different features.
)emodel structure diagram is shown in Figure 4. Below, we
introduce the detailed information about the model.

(1) LSTM. )e LSTM model is a type of recurrent neural
network (RNN) that can solve the gradient descent or ex-
plosion problem that RNN may generate and learn and
remember long-term relationships. )erefore, the LSTM
network has achieved great success in time series data
analysis [25]. )e LSTM model is composed of LSTM
memory cells. Each memory cell contains three gates with
different functions, which are the input gate, output gate,
and forget gate. )ese three gates are used to determine
whether to accumulate or eliminate the information in the
memory unit and to selectively retain the characteristics of
the sequence. In this way, the network can determine the
predicted output under this gating mechanism. )erefore,
LSTM has become the basic framework for the task of
processing sequential data with time information.

After pretraining the VAE model, we start to train the
LSTM model. To prevent our model from overfitting, we
divide the given training data into a sequence of p non-
overlapping rolling windows, which can be expressed as
Wt � [wt− (p− 1)∗m, wt− (p− 2)∗m, . . . , wt]. )en, the window
sequence Wt is encoded into a lower dimension by the
encoder in the pretrained VAE model, and the output
embedding can be expressed as Et � [e1, e2, . . . ep], where ei

represents the embedding of the i-th window in Wt. We
train the encoder’s output Et as the input of the LSTMmodel
and predict the next sequence e2′ based on the embedding e1
of each window. Specifically, the LSTMmodel has n memory
units, and each unit has a different set of internal weight
parameters, namely, h and c. In each unit, there are two
input data, respectively, the output and state h(t− 1) and c(t− 1)

of the previous neuron and the input et of the current unit.
)en, the hidden state of the output of the final unit can be
expressed as the following equation:

ht, ct � LSTM et
′, ht− 1, ct− 1( 􏼁. (4)

We express the hidden state of the embedded sequence et

after passing through n LSTM units as the following
equation:

H � h1, h2, . . . hn( 􏼁. (5)

(2) Multihead Self-Attention. Multihead self-attention is the
core part of the transformer encoder-decoder model. It
optimizes the traditional attention mechanism and greatly
improves its performance. When performing feature ex-
traction on a time series, you can focus your attention on a
window sequence and assign weights to each time point of
the sequence so as to determine the weight of their influence
on the final output prediction results. An attention function
is composed of a vector query, a key, and a value. )e
common attention mechanism is to make k and v equal to
the input value, and q comes from the outside. After cal-
culating the weight coefficients through the vectors q and k,
the weighted summation with the vector v is performed to
obtain the attention score. )e self-attention mechanism
obtains q, k, and v by making its own linear changes to the
input value. Calculating the association between its own data
is a feature extraction of the data itself. )e calculation
method of the self-attention mechanism is as shown in the
following equation:

Attention(Q, K, V) � softmax
QK

T

��
dk

􏽰􏼠 􏼡V, (6)

whereQ is the query,K is the key,V is the value, and dk is the
number of hidden units of the neural network. )e multi-
head self-attentionmechanism performs separate operations
on the basis of the self-attention mechanism. Each head
generates three vectors Q, K, and V through linear trans-
formation and then performs self-attention calculations.
Calculating once is a head, and calculating h times is the so-
called long head. Finally, each head is spliced and converted
into the same dimension as the input sequence. )e formula
is expressed as the following equations:

Ai � self − att QW
Q
i , KW

K
i , VW

V
i􏼐 􏼑, (7)

Multihead(Q, K, V) � Concat A1, A2, . . . An( 􏼁W. (8)

We deploy it after the LSTM model, because when
calculating each head, the parameters W after the linear
transformation of Q, K, and V are different, which needs to
be learned by the model. We use Wi to represent. )e
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Figure 4: Architecture of the LSTM model with multihead self-attention.
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attention layer takes the entire hidden state H as input and
multiplies it with the parameter, Wi, to calculate the self-
attention value of each head. )e calculation formulas are
shown as the following equations:

ui � tanh WiH + bi( 􏼁, (9)

v � Multihead u1, u2, . . . up􏼐 􏼑. (10)

After p operations, we join each operation result ui to get
a feature representation v. Finally, the obtained feature
representation vector is sent to the softmax layer for pre-
diction, and the prediction results are as shown in the
following equation:

y � softmax(wv + b), (11)

where w and b are the weight matrix and bias of the final
linear layer. Finally, we train our model by minimizing the
error between the original data and the predicted data.

3.4. Anomaly Detection. Our anomaly detection method is
divided into three stages: preprocessing, training, and detec-
tion. Among them, the training and detection stages share the
first data preprocessing stage, and the data are standardized and
divided into time windows of length m. After training, our
model can be used for anomaly detection. First, we input the
preprocessed test set sequenceWt into the LSTMmodel, which
represents the pm data contained in time t. )en, we use the
pretrained VAEmodel to reduce the dimensionality of Wt and
encode Wt into a low-dimensional space by extracting features
to obtain an embedding sequence Et.)e coded representation
is used in the prediction stage of the LSTM model. )e LSTM
model predicts the next embedding ei by learning e(i− 1), as
shown in the following equation:

ei
′ � LSTM e(i− 1)􏼐 􏼑. (12)

Finally, we use the decoder of the VAEmodel to perform
feature restoration and reconstruct the predicted ei

′ into a
new window Wt− (p− i)∗m, which is as shown in the following
equation:

wt− (p− i)∗m′ � Decoder ei
′( 􏼁, (13)

where i ∈ 2, 3, . . . p􏼈 􏼉.
In the anomaly detection stage, our model will get a total of

two results, which are the predicted value calculated based on
the prediction model and the reconstructed value obtained
based on the reconstruction model. We measure the degree of
anomaly by calculating the root mean square error (RMSE)
between the reconstructed window and the original window as
the anomaly score of the window. )e higher the abnormality
score, the greater the possibility of abnormality.)e formula to
calculate the RMSE error is as shown in the following equation:

score �

���������������������������

􏽘

p

i�2
wt− (p− i)∗m′ − wt− (p− i)∗m􏼐 􏼑

2
/p.

􏽶
􏽴

(14)

Among them, wt− (p− i)∗m is the true value and wt− (p− i)∗m′
is the reconstruction value. )e calculated result is the sum
of the reconstruction errors of each time step of the entire
window. )e sum of the errors of these data points can be
used as the anomaly score of the entire window. In order to
effectively detect anomalies, we also need to set a threshold θ
on the anomaly score. If the anomaly score is higher than
this threshold, we will regard the window sequence as a
window where anomalies may occur.

For this kind of binary classification problem, it is es-
sential to choose an appropriate threshold, which can
maximize the performance of the classifier. Some commonly
used methods of threshold selection include artificially
setting a fixed threshold. When the reconstructed value is
greater than (or less than) the fixed threshold, it is judged
that the value is abnormal. )ere are also some models that
detect anomalies through the 3-sigma method. Standard
deviation is a commonly used quantitative form that reflects
the degree of data dispersion, and the dispersion is the most
basic and important indicator for evaluating the quality of a
method. )erefore, when the outlier exceeds 3 times the
standard deviation, it can be regarded as an outlier. )e
advantage of these methods is simplicity, but obviously, the
solution of setting a fixed threshold during deployment is
not enough, and it is prone to false positives and under-
reports, and the scene adaptability is low. In order to avoid
the above situations and better illustrate our model, we use a
method of maximizing the F1 metric to automatically select
the best threshold. )e F1-score value is the harmonic av-
erage of the precision rate and the recall rate, and the ac-
curacy and recall rate of the model can be considered at the
same time in the detection. It can be calculated by the
following equation:

F1 � 2∗
(P∗R)

(P + R)
. (15)

In the formula, P represents the accuracy rate of the
detection model, and R represents the recall rate of the
detection. First, we compute the reconstruction error RMSE
for each window as the anomaly score and then compute the
F1-score for multiple thresholds using an iterative grid
search between the minimum and maximum reconstruction
errors. We record the selected threshold θ when the F1-score
value is the highest and use it as the optimal threshold. Any
sequence of windows above this threshold will be considered
anomalous. Because the number of anomalies in QAR data is
low, we mainly focus on continuous anomalies or anoma-
lous segments. If any point in the anomaly segment is
correctly detected, all points in the anomaly window are
identified as true positives, and the others are considered
normal.

4. Experimental Evaluations

In this section, we conduct several comparative experi-
ments to demonstrate the effectiveness of our method from
different perspectives. We first introduce the real-world
QAR dataset used in the experiments, evaluate the per-
formance of our model on the dataset, and compare it with
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other state-of-the-art methods (4.1). Second, we analyze
how different parameter sizes affect the performance of the
method (4.2).)en, we analyze the time performance of the
model (4.3), and finally, we evaluate our algorithm (4.4) on
different real-time series datasets.

4.1. ;e Comparisons with Different Methods

4.1.1. Datasets. Each QAR data file records the whole
process of an aircraft from take-off to landing, including 11
stages, TAXI OUT, TAKE OFF, 2 SEGMENT, INI. CLIMB,
CLIMB, CRUISE, DESCENT, APPROACH, FINAL,
LANDING, and TAXI IN. )ese stages can be generally
divided into three processes: the climb, cruise, and descent of
the aircraft. Figure 5 shows the thrust parameters of the N1
engine generated by an aircraft of an airline during a voyage.
It can be clearly seen that the aircraft tends to climb, sta-
bilize, and then descend during the voyage.

Since the amplitude and speed of the data changes in
different flight stages of each flight aircraft are different, we
adopt a segmentation method. We divide the entire data into
three segments: climate, cruise, and descend, according to the
flight stage parameter FLIGHT_PHASE, and pass through each
stage, respectively. )e sliding window extracts local features
for anomaly detection. Segmentation not only reduces the
dimension of the data but also reduces the amount of com-
putation and enhances the adaptability of the algorithm toQAR
data. In this experiment, the N1 parameters generated by 100
normal flights of the same aircraft in the real world are selected,
and each segment is connected to a file for training and

anomaly detection after segmentation, and the data will have
obvious circularity. )ere are a total of 82,606 sampling values
in the climbing stage; 107,758 sampling values in the cruise
stage; and 69,330 sampling values in the descending stage.

4.1.2. Experimental Setup. Our proposed method is mainly
implemented by the Python programming language. It uses
the well-known Tensorflow and Keras deep learning
frameworks and includes multiple statistics and visualiza-
tion packages, including Sckit-learn, Pandas, and Numpy.
For the hyperparameters used in the model training process,
we set the hidden size of the LSTM unit to 64 by default; hdim
for dimension of the hidden layer in the VAE model is set to
512, and zdim for dimension of the latent variable Z is set to
10; the number of heads n of multihead self-attention is set to
6; and the number of samples for each training batch size is
set to 64. In the training details, the learning rate of the VAE
model and LSTM model is set to 0.0002; adaptive moment
estimation (Adam) is used as the optimizer to optimize the
gradient. )e reconstruction loss of the mean square error
MSE serves as the loss function of the LSTM model, while
the loss function of the VAE consists of the reconstruction
loss of the mean square error MSE and the Kullback-Leibler
divergence loss of the difference between the target distri-
butions. )e model is trained for 50 epochs. For the other
comparison models, we also use the hyperparameters de-
scribed above. All models that require sliding windows are
compared under the condition that the default window
length is 144. When testing each model, we retained the
results with the highest F1-score.
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Figure 5: )e N1 engine parameter of QAR.

Table 1: Comparison of anomaly detection performance based on precision, recall, and F1-score.

Methods
Climb Cruise Descent

P R F1 P R F1 P R F1
IF 0.5833 0.3293 0.4211 0.6333 0.7039 0.6667 0.5108 0.7055 0.5926
LSTMS 0.6944 0.9801 0.8195 0.4425 0.9440 0.6136 0.8240 0.6352 0.7769
LSTM-AE 0.8885 0.9426 0.9147 0.8768 0.9417 0.9134 0.7284 0.8534 0.7860
LSTM-VAE 0.7722 0.9443 0.8496 0.8119 0.9716 0.8961 0.8902 1.0 0.9419
VAE-based MHSA-LSTM 0.9145 0.9833 0.9503 0.8840 1.0 0.9384 0.9453 1.0 0.9718
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4.1.3. Evaluation Metrics. )e performance indicators used
in the comparison experiments are precision, recall, and F1-
score, which are commonly used evaluation indicators in
anomaly detection. Equation (15) already gives the definition
of the F1-score. Equations (16) and (17) give the definitions
of precision and recall.

precision �
TP

(TP + FP)
, (16)

recall �
TP

(TP + FN),
(17)

where TP stands for true positives, FP stands for false
positives, and FN stands for false negatives. When a
window is detected and marked as abnormal, where TP is
the number of correctly detected abnormal points, FP is
the number of normal points that are incorrectly predicted
as abnormal points, and FN is the number of abnormal

points that are incorrectly predicted to be normal. Accuracy is
the ratio of the number of correctly predicted samples to all
predicted samples of a particular class and can be used to
measure the quality of model prediction. Recall is calculated
as the ratio of correctly predicted samples to the total number
of instances of the same type. )e higher the recall, the easier
it is for the model to detect anomalies. Higher recall is very
important. Precision is generally paired with recall to evaluate
model performance, but sometimes there are contradictions.
)erefore, in order to have a more comprehensive evaluation
of anomaly detection, we more comprehensively consider the
F1-score, which is the harmonic mean of precision and recall.

4.1.4. Results. To demonstrate the overall performance of
our proposed method, we compared it with four other
unsupervised anomaly detection models. )ey are isolation
forest (IF) [26], long-short-term memory (LSTMS) [16],
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Figure 6: Anomaly detection in the climb phase dataset.
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Figure 7: Anomaly detection in the cruise phase dataset.
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LSTM-AE [27], and LSTM-VAE [28]. We report for each
method the results associated with the highest F1-score
values. Table 1 details the performance results of all methods
on the climb, cruise, and descent datasets. )e results show
that our model significantly outperforms other methods in
precision, recall, and F1-score on all datasets, where the
precision is able to improve by 0.5–0.7. It can also be ob-
served that our model performance is well-balanced across
different stages of QAR data. Figures 6–8 show the visual-
ization results of our method for anomaly detection on the
climb, cruise, and descent datasets. From these figures, we
can see that our method can correctly find the time window
in which abnormal events occur, which proves that our
model has a high recall rate. )e very few false positives
plotted in the graph are because, historically, such a spike has
been infrequent, so it was detected as an anomaly by our
model. We may need more domain knowledge to solve this
problem in the future.

)e methods we compare include the machine learning
method IF, the traditional predictive model LSTM, and the
combination of LSTM with autoencoders and generative
models. It can be observed that the IF method performs the

worst. IF builds a collection of iTrees for a given dataset, and
then the instances go through all iTrees.)e anomaly score is
the average of all path lengths. It does not observe time
information. In time series, time correlation is essential. )e
prediction model composed of LSTMs may lead to large
deviations in the results due to the uncertainty of the pre-
diction results. )us, the results of precision and recall are
relatively low. )e autoencoder reconstructs time series
through an encoder-decoder framework. On this basis,
LSTM is combined with the autoencoder, and the encoder
and decoder of AE are composed of multiple LSTM units.
)e main role of AE is to reduce the dimensionality of the
data, form a low-dimensional latent vector, and combine it
with LSTM to capture the long-term correlation of time
series. However, in contrast, as a generative model, VAE can
generate new data completely different from the training
data through training and satisfy the standard normal
distribution. It can be seen from the experimental results
that the combination of VAE and LSTM is much better than
AE. Detection performance improved, but significant per-
formance fluctuations were seen between different stage
datasets. Our method adds a multihead self-attention
mechanism on top of this and calculates the dependencies
between long-distance windows separately through multiple
heads. )e weighting calculation is applied to the recon-
struction of the VAE decoder.)erefore, our model captures
the long-term dependencies of time series more easily than
other methods. )e results also show that our model ach-
ieves 100% recall on the cruise and descent datasets. )is

Table 2: )e effect of head number.

Heads
Climb Cruise Descent

P R F1 P R F1 P R F1
2 0.8119 0.9964 0.8947 0.8584 0.9826 0.9238 0.8511 1.0 0.9196
4 0.8299 0.9960 0.9054 0.8957 0.9803 0.9449 0.9127 0.9987 0.9543
6 0.9145 0.9890 0.9503 0.8782 1.0 0.9356 0.9265 1.0 0.9618
8 0.8465 1.0 0.9119 0.8934 0.9763 0.9437 0.8707 0.9981 0.9309

Table 3: Training time per epoch (min).

Methods Climb Cruise Descent
LSTM-AE 5.05 7.57 4.27
LSTM-VAE 2.04 1.69 2.58
VAE-based MHSA-LSTM 1.75 1.32 1.2
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Figure 8: Anomaly detection in the descent phase dataset.
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Table 4: Statistical information of four public benchmark datasets.

Dataset Total length Train length Test length Mean Std. Anomaly rate (%)
KPI1 90000 75000 15000 2.3840 0.9174 5.18
KPI2 17562 10000 7562 0.1911 0.1004 0.79
NAB1 18050 15500 2550 37.4794 14.4096 0.08
NAB2 4032 3000 1032 45.1079 1.8774 0.29

Table 5: Anomaly detection performance on four public benchmark datasets.

Methods
KPI1 KPI2 NAB1 NAB2

P R F1 P R F1 P R F1 P R F1
LSTMS 0.7639 0.6544 0.7049 0.5850 0.9997 0.7382 0.4536 1.0 0.6241 0.8604 0.7915 0.8779
LSTM-AE 0.7261 0.8521 0.7841 0.6773 0.8230 0.7430 0.7611 0.6807 0.6870 0.7627 0.8733 0.8142
LSTM-VAE 0.7815 0.9545 0.8594 0.8734 0.9271 0.8995 0.7468 1.0 0.8550 0.9090 0.6563 0.7623
VAE-based MHSA-LSTM 0.8221 1.0 0.9023 0.8786 1.0 0.9354 0.8731 1.0 0.9322 0.9547 0.8146 0.8791
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shows that we have no abnormal points that are wrongly
predicted to be normal and can effectively detect both short-
term and long-term anomalies. Overall, our method shows
better performance than other methods.

4.2. Effect of Parameters. In this section, we investigate the
different effects of different parameters and factors on the
method’s performance, and all experiments are done using
the three datasets of QAR.

4.2.1. Effect of Different Window Sizes. )e first factor is the
different window sizes in different datasets. )e window size
has an impact on the results of anomaly detection, because it
not only affects the speed and efficiency of anomaly de-
tection but also directly affects the detection accuracy. It is
crucial to model the data within the window interval by
choosing the appropriate window size for different datasets.
We set the window size to 20, 48, and 144 for the experi-
ments, and other parameters remained the same. )e results
are shown in Figure 9. From the results, we can observe that
on all datasets, when the window size is increased, higher
precision, recall, and F1-score can be obtained. )is means
that if the duration of the window is too short, the model
may fail to learn that long-term anomalies have occurred. In
QAR data, anomalies that occur during flight are more likely to
be continuous segments than isolated points. )is proves that
our model structure can detect abnormal events for a longer
period of time, and the data are relatively stable in the climb
and cruise stages, which makes it more suitable for relatively
large size windows to improve the detection efficiency.

4.2.2. Effect of Latent Variable z Dimension. In addition to
thewindow length, we also investigate the link between zdim for
the dimension of latent variable z and detection performance.
In VAE, the dimension of the latent variable space is a crucial
parameter, which represents the important information re-
quired in the original data and can determine the represen-
tation ability of the latent space. VAE uses a probability
distribution over the latent space to sample new data that can
represent the characteristics of the original data. )e embed-
ding results obtained by sampling in different dimensions are
different, and the reconstructed data are also very different.We
set the dimensions of the latent variable z to 5, 10, 15, and 20 to
observe its performance impact on the anomaly detection
reconstruction process. Figure 10 shows the experimental re-
sults.)e results show that if the latent variable z is located in a
very large dimension, it will cause unnecessary redundancy to
hinder the learning of the model, which may lead to the
performance degradation of the VAE model training data.
However, this does notmean that the smaller the latent variable
space, the better. Considering that there is a special case, when
the dimension is too small, VAEwill lose a lot of information in
the encoding stage and cannot decode. )e model cannot fully
capture the time dependency, resulting in poor model per-
formance. It can be seen from the figure that the F1-score is
relatively stable when the dimension ismoderate.)is confirms

the above discussion. A suitable latent space size can make the
model more robust in anomaly detection.

4.2.3. Effect of Head Number in MHSAMechanism. In order
to explore the effect of the number of heads on the model
performance in the multihead self-attention mechanism, we
set different head numbers of 2, 4, 6, and 8 for experiments.
)e experimental results are shown in Table 2. )e results
showed that in the climb and descent stages, the F1-score
was the highest when head� 6. In the cruise phase, the F1-
score is the highest when head� 4. Overall, the performance
of the model fluctuates. As the number of heads increases,
each head captures different aspects of information, and the
model can capture more temporal information. )e model
performs the worst when there are only 2 heads, but an
excessive number of heads makes the information captured
between each self-attention head redundant, which weakens
the model’s ability to extract effective correlations. Com-
bining the experimental results and efficiency, we set the
number of heads to 6 in our implementation.

4.3. Analysis of Training Time. In this subsection, we also
record the running time of epochs in each stage dataset and
compare ourmethod with several other deep learning hybrid
models. All methods are compared on the same system.
Table 3 shows the results obtained. )e results show that our
model is less time-consuming than other models, because we
added a multihead self-attention mechanism to the LSTM.
)e parallel operation of multiple self-attention mechanisms
can not only extract hidden features at a deeper level but also
reduce the dimension and the amount of calculation.
)erefore, we not only achieved good performance in
anomaly detection but also reduced training time and im-
proved operating efficiency.

4.4. ;e Comparisons of Using Different Datasets. In this
subsection, to verify the feasibility of our method, we
conduct experiments on several different public bench-
mark datasets. )ey are the KPI and NAB datasets that are
often used to perform experiments in time series anomaly
detection. Normal and abnormal are already marked in
these datasets.)e KPI dataset is from the AIOps Challenge
held by Tsinghua University in 2018 [29]. Many Internet
companies monitor the data generated by various per-
formance indicators in order to ensure the stability of web
services, such as CPU usage and server health, and other
performance indicators. We randomly selected two time
series from the KPI dataset for experiments. )e NAB
dataset, provided by artificial neural network company
Numenta, contains a variety of streaming data in real-time
applications, consisting of multiple labeled real-world and
artificial time series data files. We selected the CPU usage of
Amazon Web Services (AWS) servers and AWS EC2
servers collected by the Amazon Cloudwatch service as our
dataset. Table 4 lists the data such as size, mean, standard
deviation, and anomaly ratio of the four datasets, and it can
be seen that these four datasets are significantly different.
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We divided each data set into two parts: training set and
test set, because our model needs to use normal data to
train, so we removed the abnormality in the training data
and got normal data. Outliers in the test set are reserved for
testing.

Table 5 shows the experimental results. It can be clearly
seen that our method outperforms other methods on these
four public datasets. )e accuracy of our model on these
datasets is different. )e F1-score of most datasets is above
0.9, and most datasets have achieved a 100% recall rate,
which indicates that the number of false negatives (FN) is
low. Because of the diversity of KPI and NAB datasets, some
are cyclical, and some are unstable and fluctuating. )is
proves that our method performs well, can also detect
different types of data anomalies, and has good general-
ization ability.

5. Conclusion

In this paper, we propose VAE-based MHSA-LSTM, an
unsupervised deep learning-based method for anomaly
detection in time series. )e method can be divided into two
stages. One is the model training stage. First, the variational
autoencoder model is pretrained, and the features of normal
data are learned, which can form stable local features in each
window. )e second is the anomaly detection stage, which
uses the learning ability of the LSTM model for temporal
representation and the feature extraction ability of the self-
attention mechanism to identify anomalies based on the
anomaly scores of the sample reconstruction calculation
window. )e VAE-based MHSA-LSTM combines encoder-
decoder, generator, and multihead self-attention mecha-
nism, which can detect all types of anomalies more com-
prehensively, quickly, and accurately. In the experimental
part, we apply VAE-based MHSA-LSTM to the QAR dataset
generated by real-world flights. Compared with several other
classical reconstruction-based time series anomaly detection
methods, the results show that our method has a better
effect. In addition, we also applied our method on other
public datasets with stable results.

Although our method achieves good performance and
can accurately detect anomalies, there are still some limi-
tations. Our model needs to be trained on the training data
before anomaly detection, and the training set must ensure
that there is no abnormal data. )is presents some diffi-
culties with the collection and processing of data. )erefore,
in the future, we will explore the space for further devel-
opment based on some of the ideas presented in this article.
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As one of the core equipment of aircraft, avionics provide a power source for �ight. Avionics are complex and highly susceptible to
environmental factors. Failure in the long �ight process is also relatively large, a�ecting the stability and safety of aircraft
operation.  erefore, it is of great signi�cance to predict the typical faults of avionics. At present, a lot of research achievements
have been made on the fault diagnosis of avionics, but the failure prediction of avionics is rarely involved, especially the middle
and long-term fault prediction. Hence, this paper proposes a fault prediction method for avionics based on an echo state network.
In particular, one-dimensional wavelet denoising �ltering and z-score standardized preprocessing are carried out to obtain pure
useable data �rst.  en, the set training data are input into the ESN model. When the model is well trained, the test data can be
used to test the model. Finally, the experimental results demonstrate that the proposed ESN model can e�ectively improve the
medium and long-term prediction accuracies of the faults in avionics equipment. Besides, the proposed model can not only
identify the types of faults but also predict the speci�c time when the faults occur. It guarantees the safe and stable operation of the
equipment and supports the stable development of the air transport industry, which has great theoretical and practical
application value.

1. Introduction

 e rapid development of China’s economy has promoted
the leaps and bounds development of China’s aviation
�eld. Avionics provide continuous power output for civil
and military aircraft.  ey are the core part of the aircraft
and should be used to the maximum extent possible to
ensure their normal operation [1, 2]. If a failure occurs, it
is bound to cause economic and personnel safety losses,
but the occurrence of failure always exists; analysis and
research for the typical failure of avionics equipment can
predict the failure or anomaly in advance and, to a certain
extent, can reduce the loss to the minimum.  e failure of
avionics not only causes huge economic losses but also
may a�ect national security. So, it is very important to
analyze the reliability of avionics. At present, electronic
equipment is more and more widely used in aerospace
products, facing more and more severe working

environments. An important goal of electronic equipment
structure design is how to ensure high reliability in order
to ensure that electronic equipment is in a vibration and
impact environment with high reliability [3]. Modern
military aircraft need to perform a variety of complex
tasks, and the onboard equipment needs to ensure that it
can work in di�erent complex environments, which
makes the safety and reliability of the electronic equip-
ment on the aircraft become more and more demanding.
As a result, airborne equipment is prone to failure, es-
pecially airborne electronic equipment. For example,
when the electronic equipment is overworked, the aircraft
may break down during the �ight, thus a�ecting the
overall performance of the aircraft or even causing serious
consequences. However, in actual �ight, avionics faced a
more complex environment, such as the excitation of its
own engine and the disturbance of external pressure,
which have a great in�uence on its reliability [4, 5].
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,e manufacturing industry and the electronic equip-
ment in the manufacturing industry are also developing in
the direction of more intelligence, so the problem of the time
prediction of the failure of electronic equipment arises. From
the technical difficulty, due to the rapid development of
’China’s manufacturing industry and the automated elec-
tronic equipment industry, the demand for the
manufacturing industry is growing [6, 7]. In order to meet
the demand of the manufacturing industry and other in-
dustries in automatic electronic equipment, the internal
structure of automatic electronic equipment is gradually
becoming more and more complicated, advanced, and in-
telligent. Suppose there is no special technical personnel to
maintain the electronic equipment once the electronic
equipment fails. First, it will lead to a longer maintenance
cycle of electronic equipment, affecting the normal use of
electronic equipment. Second, because of the unnecessary
inspection, repeated inspection, and incorrect inspection of
electronic equipment, it is easy to cause the under-main-
tenance and over-maintenance of electronic equipment,
which leads to an increase in maintenance costs and waste.
From the perspective of cost, on the one hand, as the
structure of electronic equipment becomes more and more
precise and its functions become more and more intelligent,
the price of purchasing electronic equipment will become
more expensive. On the other hand, when professional and
technical personnel are hired to maintain electronic
equipment, the cost will become higher. From the point of
view of maintenance, maintenance can be divided into
maintenance after failure and periodic maintenance of
electronic equipment. For the maintenance after the failure,
when the maintenance is not timely, the possible cost loss
cannot be measured. When the maintenance is timely, it will
also cause the breakdown of the whole electronic equipment
due to the removal of parts. For periodic maintenance, al-
though it can avoid the adverse impact of failure, it will carry
out a lot of unnecessary periodic maintenance of electronic
equipment [8, 9].

In addition to ensuring basic safety issues, the health
status of avionics systems needs to be provided in real time,
so that faults can be predicted and located accurately and
quickly in a short time once they occur. In addition, if the
failure can be predicted successfully, it can provide a ref-
erence and basis for avionics maintenance and improve the
safety and reliability of equipment operation. ,erefore, it is
extremely urgent to improve the safety and reliability of
avionics and reduce the occurrence of major accidents. ,is
is not only an important way for various small and medium-
sized enterprises to improve their competitiveness but also
an inevitable trend of the entire aerospace system. And
because of the increasing intelligence of modern weapons
and equipment, the Prognostics and Health Management
(PHM) system has been developed in the United States and
other countries. It uses sensor information and expert di-
agnosis, intelligent inference model, and fault prediction
algorithm. ,e maintenance capability and fault prediction
capability of aviation system is one of the main research
directions of PHM [10, 11].

,rough reading relevant literature, we know that in
recent years, the prediction of failure time of electronic
equipment has become a hot research topic. Often, people
do not know when the next device failure will occur, and it
takes more labor and resources to find the fault. ,erefore,
through reasonable technical means to predict and accu-
rately maintain the failure of aerospace electronic equip-
ment, not only the service life of electronic equipment can be
prolonged but also the safety requirements of aviation
electronic equipment can be met. How to deal with time
series is very important in fault prediction technology, such
as predicting the time when the fault occurs. Time series data
is the trend of some variables changing with time, and
processing time series is to find out these trends for pre-
dictive analysis [12, 13]. Time series prediction means that
for those complex system whose precise mechanism model
cannot be established, it takes the experimental or observed
multivariate time series as the entry point to study the in-
ternal change rules of the system and predict the future
changes of the system. Before analyzing the time series, the
data are preprocessed, including smoothing, denoising, and
removing outliers. In the global prediction model, all ob-
servation samples are regarded as research objects, and the
dynamic persistence of the unknown system is studied by
establishing the corresponding nonlinear mapping
relationship.

Traditional global predictionmodels mainly use quotient
polynomials to achieve global approximation. Local pre-
diction models can be divided into linear and nonlinear
models according to different model properties. Compared
with the global prediction model, the local prediction model
has the advantages of a simple mathematical model, fast
training speed, no complicated parameter estimation, and
wide application. ,e above global prediction model and
local predictionmodel are established under the condition of
relatively complete observation data. If the avionics oper-
ation data are missing or have time-varying characteristics,
the prediction results will be greatly affected. ,e adaptive
fault prediction model is a kind of separation and demand
method which appears in recent years. Because this method
can adjust parameters adaptively according to the current
observation data, it is suitable for the situation of missing
data or insufficient training data. At present, nonlinear
adaptive prediction models mainly include two types, one
based on series expansion and the other based on nonlinear
function transformation. However, these two methods
mainly focus on single-step prediction, and their multistep
prediction needs further exploration [14, 15].

Based on the above analysis, the purpose of this paper is
to develop a medium and long-term prediction model for
avionics based on ESN, which requires sufficient accuracy of
multistep prediction and as low computational complexity
as possible. At the same time, due to the variation of avionics
operating parameters, the statistical characteristics of the
observed multivariate time series may change with time.
,erefore, the model should have the function of updating
parameters in real time and tracking the changing trend of
faults online.
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2. Related Work

Fault prediction is the core content of fault evaluation, which
still belongs to fault diagnosis in a broad sense. It is an
extended analysis of fault diagnosis and also the symbol of
advanced PHM technology. ,e purpose is to predict the
performance degradation trend and the remaining service
life of the system components before the failure occurs.
Trend prediction is to estimate the current state and future
development trend of system components by statistical
analysis of features. Residual life prediction can be regarded
as an extended analysis of trend prediction. Usually,
monitoring data are compared with characteristic historical
trajectories so as to estimate the remaining normal service
time of the previous system components. At the same time,
there are methods based on experience and failure models.
At present, the classification of fault prediction technologies
has not been unified. By summarizing the research on
mainstream fault prediction technologies, it can be divided
into three categories, as shown in Figure 1. From the figure,
we know that the knowledge-based approach has the widest
application range, and the narrowest is the mechanism-
based model. And the prediction accuracy and difficulty
show the opposite trend.

Fault prediction method based on the mechanism
model: ,is method requires that a mathematical model
reflecting the physical law of performance degradation of the
research object can be established. By integrating the en-
vironmental load measured by sensors with the damage
model selected according to the failure mode of the system
or component, precise prediction results can be calculated
by calculating the component performance degradation
caused by the accumulated load. ,e physical models
commonly used to describe system or component failure
include the crack propagation model, fatigue spalling
propagation model, and so on. However, the failure physical
model of the complex system is very complicated, and some
physical characteristics are stochastic and complex, which
limit the application of this method in practical engineering.
Data-driven fault prediction methods [16, 17]: ,rough
machine learning, multivariate statistical analysis, and other
methods, the health behavior model of system components
can be learned from historical monitoring data, and the
future health status trend or remaining service life of the
system components can be evaluated by means of trend
change, threshold judgment, degradation curve comparison,
and other means. ,e data-driven method is widely used in
failure prediction of complex mechanical systems such as
avionics because it does not need prior knowledge of system
components and obtains key information from sensor
historical data, reducing dependence on historical fault data.
Fault prediction method based on an expert system: When
the component or system lacks sensor monitoring data or
the physical model of the system is difficult to establish, but
there are enough historical failure data, the method can be
used for data analysis, and the life distribution law of the
object can be studied bymeans of fitting.,e fault prediction
method based on the life distribution model selects suitable
life models such as exponential distribution, normal

distribution, and Weibull distribution according to different
object characteristics and then makes statistical analysis on
historical data to determine the parameters of the distri-
bution model. ,e fault tree analysis-based prediction
method counts all the factors that may contribute to the
occurrence of faults, establishes the logical block diagram,
and realizes the determination and probability estimation of
various possible causes of faults by analyzing the number of
faults step by step. However, this method is only suitable for
failure prediction of a large number of products, not specific
to individual prediction and failure causes [18].

Events related to time can also be seen everywhere in real
life, such as the click risk of buildings in thunderstorm
weather, the number of WeChat steps a person takes every
day or the amount of monthly payment, the annual number
of business people, and the quarterly price index of a su-
permarket. Because this paper is based on the data time-
stamp data to predict the failure time of avionics, it is a
typical time series modeling problem. At present, the most
commonly used models for chronological modeling are the
autoregression (AR) model, moving average (MA) model,
and auto regression roving average (ARMA) model. When
the time series itself is not stationary series, if its increment is
near zero, it can be called stationary series. However, the
model has a conditional limit, which not only limits the
highest order of the model but also limits the current
random disturbance and the past sequence value. Later,
relevant researchers started with features and tried to use
machine learning methods to model. Machine learning is
also popular in recent years [19, 20]. In terms of datasets and
machine learning methods, it has improved a lot. It has
evolved from simple at the beginning to complex and di-
versified now. From domestic and foreign scientific research
achievements and a large number of experimental results,
machine learning has been applied to all walks of life, such as
the random forest model, neural network model, logistic
regression model, naive Bayes model, and so on, and
achieved good results. From the point of view of our country
at present, with the enhancement of data acquisition ability,
it has gradually evolved from general dataset to massive
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Figure 1: Classification of fault prediction methods.
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dataset, and the computing hardware capacity of major
Internet factories (namely, computing power) is also be-
coming more and more powerful. As a result, the model
expression ability of the machine learning method gradually
becomes stronger, and the learning ability of the dataset also
becomes significantly stronger. However, a series of prob-
lems affecting prediction accuracy, such as long training
time, gradient explosion, and easy over-fitting, should also
be considered [21].

,e analysis and prediction of the failure trend of avi-
onics equipment can greatly reduce aircraft flight safety
accidents and national economic losses. Research institu-
tions and airlines are committed to the improvement and
innovation of avionics fault prediction algorithms. To im-
prove the stability and safety of avionics operation, it is
imperative to predict and analyze the failure trend of avi-
onics in time. Foreign research in the field of avionics fault
prediction technology started early in 1950. ,e Palo Alto
Company of the United States introduced the fault diagnosis
device for the first time to maintain an aeroengine. In the
21st century, the corresponding intelligent methods have
been paid attention to by many foreign researchers and
widely used in various fields. In 2018, the avionics company
Rolls-Royce partnered with an American AI company up-
take to use artificial intelligence to predict aeroengine
problems. Although neural network technology is widely
used in fault prediction, many researchers often combine it
with other technologies to solve the defects of neural net-
work prediction, so as to achieve a better prediction effect
[22]. Although the research in the field of avionics fault
prediction started late in China, it has been devoted to the
research of fault prediction technology. In the parameter
prediction method, the traditional time series prediction
method and artificial neural network intelligent method are
used most. Domestic scholars often combine neural net-
works with other technologies to improve the prediction
difficulty of electronic equipment such as complex systems.
Generally speaking, people compare and screen out the
prediction model with the best result from different pre-
diction model methods and exclude the other models in
order to improve the prediction accuracy. However, dif-
ferent prediction models are not exclusive; each has its own
advantages and disadvantages. In the field of fault predic-
tion, different models learn sequence information from
different angles. If different models can be used to combine
and complement each other, it is possible to further increase
the accuracy of prediction. ,e mixed forecasting method
improves the shortcomings of the single forecasting method,
gives full play to the advantages of each method, and also
makes up for their shortcomings. ,e fault prediction of an
aeroengine can obtain the fault information of the engine in
advance, so that the fault maintenance can be carried out in
time, thus reducing the economic loss and improving safety.

,e authors of [23] presented the case where the test
mode of a single failure is sufficient to cover all multiple
failures. Since the signed directed graph model can only
make a qualitative analysis of the complex model for the
electronic equipment class, the quantification of judgment
accuracy is crucial. ,e introduction of a membership

degree in fuzzy theory makes quantitative analysis possible
and breaks the concept of either/or, but fuzzy theory ignores
randomness when determining the boundary, so it is dif-
ficult for fuzzy theory to associate fuzziness with random-
ness. And the degree of membership is usually given by
expert experience, which is inevitably subjective. ,e au-
thors of the literature [24] first selected appropriate char-
acteristic values for learning by the binary classification
method, then inputted the selected key features into the fast
model for learning time series information, predicted future
time series by using the multicore method, and selected a
large number of real stock history information for verifi-
cation. ,e feasibility of the proposed time series prediction
method in stock price prediction is illustrated. ,e authors
of reference [25] revealed through the relevant data of
bearings in the operation process of electronic equipment
that the infinite hiddenMarkov model is applied to carry out
health monitoring, and the hidden state of the single-layer
model is divided, so as to achieve fault prediction. ,e ESN
model is a promising multistep forward time series pre-
diction strategy that has been used to predict time series data
effectively. At present, the avionics system integrates air-
borne equipment parameter setting and instrument display
function into a unique display control system through ad-
vanced liquid crystal display, integrated circuit, communi-
cation equipment and software technology, forming a
centralized control, distributed management structure. Al-
though the ESN model has good medium and long-term
prediction performance, it has too many parameters to
update and iterate.

As aircraft systems become more and more compli-
cated, various organizations or individuals have devel-
oped a lot of analysis software to study the failure of
avionics systems. Current avionics fault prediction sys-
tems are generally combined with artificial intelligence
algorithms. Some excellent fault prediction methods
based on the ESN model have appeared in some published
journal papers. Although many reliable and efficient al-
gorithms emerge endlessly, these algorithms are still
difficult to deal with long-term fault prediction. It is still a
long way to improve the performance of the ESN model to
improve the fault prediction ability of avionics. Based on
the above discussion, the main contributions of this paper
are given as follows:

(1) ,is paper is the first time to apply the ESN model to
the avionics forecasting field

(2) ,e method in this paper realizes the medium and
long-term prediction of avionics. Compared with the
short-term prediction, the research in this paper has
more theoretical and practical significance.

3. ESN-BasedMedium and Long-TermAvionics
Fault Prediction

3.1. �e ESN Model. ,e recursive neural network has a
rich nonlinear dynamics mechanism, but the training
process is mostly based on the gradient descent principle,
the solving speed is not ideal, and there are local optimal
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problems. And the training process of recursive con-
nection weights in the network is related to the output, so
it is difficult to ensure the stability of the network. If the
network is unstable, it cannot be predicted. ,erefore,
network stability is expected to be ensured in a relatively
simple way. Network parameters may be given in advance
before training and remain unchanged during training, or
network stability can be ensured in real time through
some adjustment mechanisms during training.

As a new type of recursive neural network, the traditional
ESN includes input layer, hidden layer, and output layer, as
shown in Figure 2. Among them, the hidden layer, also
known as the reserve pool, is composed of large-scale nodes,
which are sparsely connected randomly. In the ESN, the
storage pool is used for information processing and storage.
Before network training, network parameters are given in
advance, and the input connection weights and the internal
connection weights of the reserve pool are randomly ini-
tialized without changing. Only the connection weights
between the reserve pool and the output layer need to be
obtained through training.

At time t, state equation and network output of ESN are
as follows:

S(t) � f WinI(t) + WresS(t − 1)􏼐 􏼑, (1)

O(t) � f
out Wout S(t)􏼐 􏼑, (2)

where f represents the neuron activation function of the
reserve pool. fout represents the output unit activation
function.,erefore, equations (1) and (2) can be rewritten as

S(t) � tanh WinI(t) + Wres S(t − 1)􏼐 􏼑, (3)

O(t) � Wout S(t). (4)

Specifically, the ESN training process mainly includes
the following steps. For a given learning task, the ESN
parameters are properly initialized, including the input,
reserve pool, and output node number. After the ini-
tialization, the ESN status is updated according to formula
(3) under the input driver. To prepare for the subsequent
calculation of the output weight, the state of the reserve
pool at each moment is collected into a state matrix Q,
denoted as

Q �

s1(1) s2(1) . . . sN(1)

s1(2) s2(2) . . . sN(2)

⋮ ⋮ ⋮ ⋮

s1 ltr( 􏼁 s2 ltr( 􏼁 . . . sN ltr( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ltr×N

, (5)

where S(t) � s1(t) s2(t) . . . sN(t)􏼂 􏼃 is the state of all
neurons in the reserve pool at time t. Meanwhile, the ex-
pected signal corresponding to the input signal at each
moment is denoted as

D �

d1(1) d2(1) . . . dL(1)

d1(2) d2(2) . . . dL(2)

⋮ ⋮ ⋮ ⋮

d1 ltr( 􏼁 d2 ltr( 􏼁 . . . dL ltr( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ltr×L

. (6)

,e goal of the ESN training is to make the actual output
O(t) of the network approximate the expected valueD(t), i.e.,

d(t) ≈ O(t) � Wout S(t). (7)

,us, themean square error betweenO(t) andD(t) in the
training stage is minimized.

MSEtrain �
1
ltr

􏽘

ltr

t�1
Wout S(t) − d(t)􏼐 􏼑. (8)

,e above problems are transformed into solving the
least square method problem, namely,

Wout
� argmin

W
‖QW − D‖

2
2. (9)

,e solution to equation (9) can be found by using the
following pseudoinverse algorithm:

Wout
􏼐 􏼑

T
� QTQ􏼐 􏼑

− 1
QTD. (10)

However, for high-dimensional states, the pseudoinverse
algorithm will produce an inappropriate solution and
overfitting phenomenon. ,e ridge regression training al-
gorithm is used in this paper:

Wout
� argmin

W
QW − D‖

2
2 + c

����
����W‖

2
2. (11)

,e solution to equation (11) is

Wout
􏼐 􏼑

T
� QTQ + cE􏼐 􏼑

− 1
QTD, (12)

where c is the regularization coefficient, and E is the identity
matrix with dimension N.

ESN is a new type of the burst neural network which is
widely used in nonlinear time series prediction modeling.
Only the output weights need to be solved by applying the
linear regression method, which greatly reduces the com-
plexity of systemmodeling. However, in practical application,
it is found that for a large-scale reserve pool, the small change
of system state variable may lead to a huge change in output
weight, resulting in an ill-conditioned solution. At present,
the ESN model is not applied to long-term fault prediction of
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Figure 2: ,e typical structure of the ESN model.
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avionics. Based on the above discussion, the ESN model and
its application in long-term fault prediction of avionics are
shown in Figure 3. It mainly includes the data preprocessing,
model training and testing, and fault prediction.

4. Experimental Results and Analysis

4.1. Experimental Data Introduction. In this paper, the data
collected by sensors and other devices on real avionics are
collected from 12 different avionics devices, and the data
collected by each device ranges from thousands to tens of
thousands. ,e avionics collected contain 28 characteristic
values: equipment number, time, temperature, voltage, and
so on. In the ESN in this paper, if the equipment is of the
same type or has similarities, the data can be integrated
together as a training set to predict the possible failure time
interval of such equipment.

,is paper uses Matlab and Python to process avionics
data. Python has a variety of functions, not only for software
and front-end development but also for powerful functions in
mathematical calculation. Python even has a special open-
source library for the development of machine learning deep
learning, which has been hot in recent years. PyTorch is an
open-source learning library for deep learning of machine
learning in Python. ,is module can greatly improve the
efficiency of deep network calculation and training, not only
improving the accuracy of training in the process of deep
network calculation but also providing a guarantee for the
construction of a more complex deep network model in the
future.

4.2. Experimental Results Analysis. In order to verify the
influence of different sample ratios on the ESN algorithm,
this paper found in the experiment that the accuracy and
stability of the algorithm could be improved if some process
data before and after test time points were added as un-
marked samples to participate in training. What is uncertain
is how many recorded samples (HS), pretest samples (BS),
and posttest samples (AS) can improve accuracy. In this
paper, the change of accuracy was tested by constantly
adjusting the proportion of the three in the unmarked
sample. As shown in Figure 4, the X-axis represents the

proportion of HS and AS in the unmarked sample, and the
Y-axis represents the proportion of HS and BS.

It can be seen that the added test node sample effectively
improves the accuracy and can reach the maximum value.
,is is because the process data before and after the addition
of test nodes in the unmarked sample can improve the
features of failure prediction during training. Since it is
difficult to extract precise fault signal features under complex
noise, the training of unlabeled samples is equivalent to
feature extraction again, which improves the prediction
accuracy.

,e influence of the proportion of different training
samples on the prediction accuracy of the ESNmodel should
be further demonstrated. It can be seen from Figure 5 that
with the increase of the proportion of the training set, the
distribution of prediction error is concentrated towards
zero, and the box graph is more compact, proving that the
prediction accuracy becomes higher. When the training
proportion is 80%, the prediction accuracy of the model
reaches the highest, but when the proportion of the training
set continues to increase (set as 90%), the prediction ac-
curacy of the model shows a trend of decline, possibly due to
the phenomenon of overfitting of the model.
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Figure 3: ,e framework of ESN-based avionics medium and long-term fault prediction.
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In addition to the prediction accuracy, the running time
of the model is also an important factor to be considered.
Figure 6 gives the prediction time of different methods
(LSTM (long short-term memory), BP, GRU (gated re-
current unit), ESN, CNNs (convolutional neural networks),
and GCN (graph convolutional network)) with increasing
sample size. As can be seen from the figure, CNN and GCN
models have the longest running time due to their deep
network structure. Although they may have high predictive
accuracy, their long training time is one of the major
drawbacks. In contrast, the running time of the remaining
four models will be much reduced. Among them, although
the running time of the ESNmodel proposed in this paper is
not the lowest, it is completely acceptable for the current
computer level. It can be seen from the above results that the
method proposed in this paper not only has high prediction
accuracy but also has a relatively short running time, so the
comprehensive performance of the model is quite good.

In order to eliminate the influence of data selection on
comparison results, the ESN model is used to process the
training and test data divided in the previous paper in the
same way, and the test degradation curve based on ESN is
obtained. It can be clearly observed from Figure 7 that as the
operation cycle of test data increases, the smaller the fault
prediction interval becomes, the more concentrated it be-
comes. From the results, its prediction accuracy will be
higher, and it is reasonable to establish a confidence interval
with 90% test data. It shows that the proposed method can
well track the fault development process of avionics and has
good performance in fault prediction.

In order to further demonstrate the medium and long-
term performance of the proposed method, Figure 8 shows
the failure prediction results of the ESN model for avionics
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in one year. It can be seen from the figure that theMSN value
of the model is relatively large during the five months from
January to May, mainly because the model did not fit the
process data well at the beginning, so the prediction accuracy
is not very good. With the increase of time and the accu-
mulation of data, the predicted values of the proposed ESN
model can track the real fault data well from June to January
of next year and obtain a low MSE value, which indicates
that the proposed method has a good performance of me-
dium and long-term fault prediction.

5. Conclusions

With the rapid development of the modern aviation in-
dustry, the degree of automation and intelligence of avionics
has been significantly improved. ,e normal operation of
avionics depends on the close cooperation between various
systems. However, the failure performance of avionics is also
very complicated due to the complex and bad aviation
environment and heavy equipment workload. In view of the
equipment with abnormal operation status, the failure
prediction is carried out by using the operation data of the
avionics system.

In this context and in view of the existing research on the
failure of avionics equipment for the long-term prediction of
the problem, specifically, the preprocessed data are input
into the model for training and testing, and the ideal me-
dium and long-term fault prediction results are finally ob-
tained. Finally, experimental results verify the superiority
and effectiveness of the proposed method. Although the
method in this paper has achieved a good prediction effect,
ESN is still a shallow model. When encountering big data,
the improved deep learning model will be worth studying.
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Attribute-based access control (ABAC) has attracted widespread interest and has become an ideal mechanism due to its �exibility
characteristic and the powerful expressiveness for various security policies, such as the separation-of-duty constraint and
cardinality constraint. �e formulation of appropriate ABAC policies is critical for ensuring system security and robustness.
However, con�icts occur frequently in existing state-of-the-art systems. Most conventional detection methods either lack the
evaluation of the policy quality or consider no constraint. To resolve these problems, a novel method for the ABAC policy
evaluation is proposed in this study. First, to meet diverse organizational requirements, we use the attribute-based constraints
speci�cation language to uniformly formulate and specify the con�ict relations among attributes and present the satis�ability of
con�ict relations. Second, to comprehensively detect the con�ict problems, we present the evaluation criteria for con�icts on
attributes and rules and propose a novel algorithm for detecting con�icts. Last, we validate the e�ectiveness and e�ciency of the
proposal through experiments, which demonstrate that it not only improves the policy quality but also reduces the con�icting
number and con�icting probability.

1. Introduction

With the high-speed development in high-performance
computing and mobile-information technology, security has
been considered as a fundamental requirement for the re-
search �elds such as the Internet of �ings (IoT), smart
contracts, blockchains, and the industrial information in-
tegration system [1]. �ere are large amounts of data storage
and resource sharing in distributed and collaborative en-
vironments, and enterprises need to employ some means to
ensure the integrity and con�dentiality of information
systems. As the main benchmark, the role-based access
control (RBAC) model had been widely used for system
implementation and management over the last few decades
[2]. However, it is identity dependent and lacks �exibility
and extendibility. As an alternative, attributes are employed
to describe the features of entities.�e attribute-based access
control (ABAC) overcomes the limitations of RBAC, cap-
tures �ne-grained access requirements, and becomes very
attractive, particularly for large-scale distributed and

collaborative systems [3]. It has gained much attention in
both academia and industry [4] in recent years.

Actually, the ABAC policy rule is the combinational
form of di�erent attribute value pairs of subjects, objects,
environments, and operations. �e policy engineering [5, 6]
is to �nd a suitable ABAC rule set, which is regarded as the
most important step for implementing the ABAC mecha-
nism. Xu and Stoller [7] were the �rst to study the ABAC
policy mining problem from the given access control lists or
matrices and proposed a bottom-up resolution (represented
as the Xu-Stoller for simplicity). To reduce the scale of ABAC
rules, Das et al. [8] used the Gini impurity and presented a
policy mining method. Das et al. [9] also presented a visual
method, called VisMAP, which mined ABAC policies based
on a given authorization list.

�e ABAC policy is very �exible and extendable.
However, values of the attribute-expression conditions
speci�ed by di�erent rules are partially identical. If the access
decisions of the rules that have identical attribute values are
inconsistent, then there exist con�icts among such rules, and
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policy maintenance becomes difficult [10].)erefore, how to
detect the conflicts among policies has become an urgent
problem to be resolved. Royer andDeOliveira [11] separated
the existing conflict detection mechanisms for the eXtensible
Access Control Markup Language (XACML) into three
different types. )e dynamic and testing detections depend
on access requests, while the static detection was based on
the rule set without generating requests. Jabal et al. [12]
summarized the related research on static conflict detections
and involved five different variants. St-Martin and Felty [13]
converted the XACML policies into the Coq code that in-
cluded the effect type and the SRAC that represented the
“subject-resource-action-condition.” Rezvani et al. [14]
proposed a method to translate an XACML policy into the
form of ASP programming, verified the properties of the
policy by an analysis tool, and then, validated its effectiveness.
Zheng and Xiao [15] visually specified ABAC rules, converted
them into a set of binary sequences and presented a novel
method for conflict detection. Shu et al. [16] proposed an
optimized method to detect explicit conflicting rules from the
given ABAC policy, which utilized the method of rule re-
duction to eliminate the redundancy of the rules and then
adopted themethod of binary search to improve the efficiency
of the detections. To extend the detecting scope while im-
proving the efficiency of the detections, based on the inter-
section of rule pairs, Liu et al. [17] proposed a novel approach
for detecting both explicit and implicit conflicts. However, the
existing methods do not consider the constraint requirements
during the detecting processes.

To comprehensively capture the different organizational
requirements while ensuring the ABAC system security and
confidentiality, an important feature of the ABAC mecha-
nism is to be able to specify and perform the cardinality
constraint and the separation-of-duty constraint (SOD).
)ese constraint policies are not relevant to the specific
access control mechanism [18]. To implement several
classical access control models, Jin et al. [19] presented a
novel framework, called ABACα, which specified constraints
on the attribute-assignment relationships using the policy
specification language. However, the constraints in ABACα
were dependent on the specific events, and they became
ineffective if the attribute assignments varied. To address this
problem while uniformly specifying various types of ABAC
constraints, Bijon et al. [20] proposed the attribute-based
constraint specification language (ABCL). Based on the
subject similarity, Helil and Rahman [21] used the ABAC
constraint to check and determine the potential relation-
ships between different entities. To further specify and verify
the SoD constraints in ABAC systems, Jha et al. [22] pre-
sented a novel approach for analyzing the complexity of
enforcing the SOD constraints. To verify whether a set of
users could be replaced by another user set, Roy et al. [18]
presented the employee-replacement problem with multiple
constraints and then provided a scheme for solving the
problem. Furthermore, to automatically derive ABAC rules
from the conventional access control documents, Alohaly
et al. [23] proposed a framework for policy extraction using
natural language processing techniques. However, most
conventional methods only focus on specifying or

formulating constraints on attributes, which do not consider
the influence of constraints on the ABAC rules and lack the
evaluation of the policy quality. )us, conflict problems
among ABAC rules arise frequently while using the existing
research methods.

To resolve the abovementioned problems, this study
proposes the attribute-based policy evaluation using con-
straints specification language and conflict detections
(ABPE_CSL&CD). To sum up, the main contributions of
this work are as follows:

(1) To flexibly suit organizational requirements, while
ensuring system security, we use the ABCL to uni-
formly formulate and specify the conflict relations
among attributes and propose the satisfiability of
conflict relations. We take the reconstructed ratio as
the evaluation criterion and demonstrate the effi-
ciency of the ABPE_CSL&CD using real datasets.

(2) To comprehensively detect the ABAC conflict
problems, while ensuring the system robustness, we
present the classification representations for con-
flicting rules and propose a novel method for conflict
detection. We take the conflicting number and
conflicting probability as the evaluation criteria and
demonstrate the effectiveness of the ABPE_CSL&CD
using synthetic datasets.

)e rest of the article is organized as follows: Section 2
introduces some necessary preliminaries. Section 3 proposes
a novel policy evaluation method and presents an algorithm
for conflict detection. We present the experimental analysis
in Section 4 and conclude the article and discuss future
works in Section 5.

2. Preliminaries

In this section, some preliminaries are presented, including
the basic components of the ABAC, basic components of the
ABCL, and conflict problems in the ABAC.

2.1. Basic Components of ABAC. According to the ABACα
[19], the ABAC model mainly consists of the following sets,
relations, and functions:

(1) Sets S,O, and E represent all the subjects, objects, and
environments in which the access control occurs,
respectively. Set OP represents all the operations that
are permitted or denied to be performed on the object
resources. Sets SA,OA, and EA, respectively, represent
the identifier names of the subjects, objects, and
environments, which can be categorized into multi-
valued and single-valued types. For instance, the role
attribute is multi-valued as an employee may own
more than one role in an organization, while the id
attribute is single-valued as any employee in the or-
ganization has a unique identifier value.

(2) Functions atttype(att) and range(att), respectively,
represent the type and value domain for a specific
entity attribute att, which can be formalized as
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∀att ∈ SA∪OA∪EA: atttype(att)

∈ atomic, set{ }, range(att) � val
att
i |i ∈ Z

+
􏽮 􏽯.

(1)

For the sake of convenience, the environmental el-
ements E and EA are not taken into account here.

(3) Relation SSAV represents many-to-many assign-
ments relationship of subjects and their attribute-
expression conditions, for any user attribute att,
which can be formalized as follows:

∀att ∈ SA, SSAV: S⟶
range(att), if   atttype(att) � atomic,

2range(att), if   atttype(att) � set.

⎧⎨

⎩

(2)

Similarly, OOAV can be formalized as

∀att ∈ OA, OOAV: O⟶
range(att), if  atttype(att) � atomic,

2range(att), if  atttype(att) � set.

⎧⎨

⎩

(3)

Furthermore, the value set of attribute att assigned to
any user or object entity en is denoted as function
val(en, att).

(4) Function Assigned_EntitiesEN,att returns the entities
with respect to a specific attribute value attval, which
can be formalized as follows:

∀att ∈ (SA or OA), ∃attval ∈ range(att):

Assigned EntitiesS∪O,att(attval) �

en|∃en ∈ (S or O), (val(en, att) � attval∧atttype(att) � atomic) or(attval ∈ val(en, att)∧atttype(att) � set)􏼈 􏼉

. (4)

2.2. Basic Components of ABCL. )e key component of the
ABCL [20] is conflict relations, which are used to determine
whether the policy conditions, such as mutually exclusive
constraints or cardinality constraints, can be satisfied. At-
tribute-based conflicts can occur in several ways, in which
two critical conflicting variants are considered:

(1) )e single-attribute conflict is only applicable for the
multi-valued attributes and can be formally
expressed in formulation (5). In the formulation, set

Single_Conf_Set contains various types of the
constraint requirements, such as mutual exclusions
cardinality constraints, precondition constraints,
and so on. Each element of the Single_Conf_Set is a
2-tuple form, denoted as (attval, limit), where attval
represents a set of conflicts existing in the single-
attribute values, and limit represents the threshold
value for satisfying the security constraint.

∀att ∈ (SA or OA), atttype(att) � set:

Single Conf SetS,O,att � avset1, avset2, ..., avsetn􏼈 􏼉,

where avseti(att) � (attval, limit), attval ∈ 2range(att), an d 1≤ limit≤ |attval|.

(5)

(2) )e cross-attribute conflict is applicable for both the
single-valued and multi-valued attributes and can be
formally expressed in formulation (6). In the for-
mulation, two different attribute sets are involved,
which are represented as Aattset and Rattset, re-
spectively. )e values of one attribute in Aattset

restrict those of the other one in Rattset. Further, set
Cross_Conf_Set also contains the constraint speci-
fications for different attributes as shown in for-
mulation (6), where each element is a function,
named attfuni.

∀(Aattset,Rattset)⊆(SA or OA), ∀att ∈ (Aattset or Rattset):

Cross Conf SetS,O,Aattset,Rattset � attfun1, attfun2, ..., attfunn􏼈 􏼉,

where attfuni(att) � (attval, limit), 1≤ limit≤ |attval|,

attval ∈ 2range(att), atttype(att) � set􏼐 􏼑or(attval⊆range(att), atttype(att) � atomic).

(6)
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)e ABCL also presents two nondeterministic functions,
written as OE(X) and AO(X). OE(X) selects one element
from the set X, while AO(X) returns the other elements from
X except for the element with OE(X). Both of them are
related to contexts. )is is because there exists an equation
{OE(X)}∪AO(X)�X for the given set X.

2.3. Conflict Problems in ABAC. Taking the ABAC policy
specified by the XACML [11] as an example, there exist
conflict problems among the rules. Several concepts such as
attribute expression, policy rule, access request, and conflict
are taken into account in this study, which are described as
follows:

(1) Attribute expression ap: it can be formalized as a
triple ap� (attribute identifier, operator, and attri-
bute values), where the operator can take different
comparison operators.

(2) Policy rule ar: it can be represented as a quad-
rupleari � (S

ap
i , O

ap
i , opi, di), where opi represents

the operating action on the object resources, di
represents the positive or negative access decision,
which takes only two possible values: permitted or
denied.Sap

i or O
ap

i is represented as the set of com-
binations of various attribute-expression conditions
for the subjects or objects. )e set of n different rules
ar1,ar2,· · ·, arn constructs an ABAC policy, denoted
as P� {ar1, ar2, . . ., arn}.

(3) Access request req: it can be formalized as a
triplereq � (S

ap
req, O

ap
req, opreq), which indicates that

the subjects of S
ap
req request to perform the oper-

ationopreq on the objects of O
ap
req.

(4) Conflict: for the given rules ari and arj, which satisfy
a single request req simultaneously while owning the
identical attribute identifiers, if the intersections of
the attribute-expression conditions of the rules have
common attribute values, the operation sets overlap,
but if the access decisions are distinct, then there
exists a conflict between ari and arj.

3. Methodology

)e proposed ABPE_CSL&CD is threefold: (1) the formu-
lation and specification for conflict relations among attri-
butes, (2) classification representations of conflicting rules,
and (3) ABAC conflict detections. Specifically, based on the
conventional policy-engineering method, we first construct
an initial policy set that takes no conflicts into consideration.
Subsequently, according to the requirement descriptions of
usage scenarios, such as the banking businesses, we utilize
the ABCL to formulate and specify the conflict relations in a
single attribute and multiple attributes. Meanwhile, we
categorize the conflicting rules into two classifications and
present the evaluation criteria for conflicting rules and at-
tribute-conflict relations. Last, we present a novel algorithm
for detecting conflicts from the initial policy set and evaluate
the performance of the proposal through experiments. )e
framework of the ABPE_CSL&CD is presented in Figure 1.

3.1. Formulation and Specification for Conflict Relations
among Attributes. In this section, an extensive case study in
the banking-domain scenario is presented, which utilizes the
standard ABCL to formulate various conflict relations
among attributes, in order to express the business re-
quirements and ensure system security.

3.1.1. Requirement Descriptions for the Banking Businesses.
First, the corresponding attribute characteristics of subjects
and objects are presented in Tables 1 and 2, respectively.
Each subject is a user who is assigned attributes id and style.
)e attribute role represents the job responsibility. trust-
ness_level and work_year are the other two attributes of the
subjects, of which the values can be denoted using the
comparison operation expressions, such as
trustness_level≥ 11, and work_year≥ 8. )e descriptions of
object features are omitted owing to the space limitation.

According to Tables 1 and 2, the organizational re-
quirements with various constraints are stated as follows:

Const 1: any user can obtain 5 benefit businesses at most
Const 2: any user cannot have both the cashier and
accountant roles
Const 3: any user cannot obtain both the bf1 and
bf2benefit businesses
Const 4: any user can together obtain 5 loan and card
businesses at most
Const 5: if the trustness_level value of a user is less than
5, then this user cannot obtainmore than 1 benefit from
{bf1, bf2, and bf3}
Const 6: the number of users obtaining the house loan
business is no more than 12
Const 7: any two users cannot own the same id value
Const 8: if a user has the house and car loan businesses
and also has more than one card business, then this user
cannot obtain any benefit business

3.1.2. ABCL Specifications for the Security Requirements.
Next, the standard ABCL is used to specify the security
requirements mentioned above, including the declarations
and initializations of different conflict relations in a single
attribute and multiple attributes, in which SMERole repre-
sents a related set of mutually exclusive constraints towards
the role attribute values, and OMEBenefit is another conflict
set towards the benefit business attribute. Similarly, SOMETB
and SOMETWB represent mutually exclusive conflict sets of
the trustness_level with benefit business and the trust-
ness_level and work_year with benefit business by the
Cross_Conf_Set variant, respectively. Here, assume that the
number of attributes, which are assigned to an entity for
satisfying each constraint relation from Single _Conf_Set or
Cross_Conf_Set is less than the threshold limit.

(1) Declaration and initialization for Single_Conf_Set

(a) Single_Conf_SetS, role SMERole:SMERole�

{avset1}avset1(role)�({cashier, accountant }, 2)
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(b) Single_Conf_SetO, benefit business OMEBenefit:
OMEBenefit� {avset1}avset1(benefit busi-
ness)�({bf1, bf2}, 2)

(2) Declaration and initialization for Cross_Conf_Set

(a) Cross_Conf_SetS, O, trustness_level, benefit business
SOMETB:SOMETB� {attfun1, attfun2}
attfun1(trustness_level)�(”≤5”, 2), attfun1(be-
nefit business)�({bf1, bf2, bf3}, 2)

attfun2(trustness_level)�(”≤5”, 1), attfun2(be-
nefit business)�({bf1, bf2, bf3, bf4, bf5}, 1)

(b) Cross_Conf_SetO, {loan business, ccard business}, benefit

business OMELCB:OMELCB� {attfun1}attfun1(-
loan business)�({house, car}, 2), attfun1(ccard
business)�({card1, card2, . . ., card12}, 2), att-
fun1(benefit business)�({bf1, bf2, . . ., bf10}, 1)

)en, the conflict relations and functions are used to
express the security requirements in the ABCL form as
follows:

Spec 1: |benefit business(OE(S))| ≤ 5
Spec 2: |role (OE(S)) ∩ OE (SMERole).avset| < OE

(SMERole). limit.
Spec 3: |benefit business(OE(S)) ∩O E(OMEBenefit).
avset|<OE(OMEBenefit).limit.

Construction of the 
initial policy set

Requirement descriptions
for usage scenarios

Classification representations
for conflicting rules

Formulation and specification 
for conflict relations

Deployment of evaluation criteria
for conflicts

Implementation of 
conflict detections

Implementation of 
policy evaluation

Figure 1: )e framework of the ABPE_CSL&CD.

Table 1: Attribute characteristics of subjects.

SA Type of SA Range of SA
Id atomic {id1, id2, . . .id20}
Style atomic {client and banking employee}
Role set {customer, general employee, cashier, accountant, junior, assistant manager, and manager}
trustness_level atomic {1, 2, . . ., 15}
work_year atomic {1, 2, . . ., 30}

Table 2: Attribute characteristics of objects.

OA Type of OA Range of OA
General business atomic {deposit and withdrawal}
Loan business set {house, car, and education}
Benefit business set {bf1, bf2, . . ., bf10}
Card business set {Card1, card2, . . ., card12}
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Spec 4: |loan business(OE(S)) ∩ ccar d business

(OE(S))| ≤ 5.
Spec 5: |trustness level(OE(S))∩ OE(SOMETB)

(trustness level).avset|<OE(SOMETB) (trustness

level).limit⇒|benefit business(OE(S))∩OE(SOMETB)

(benefitbusiness).avset|<O E(SOMETB)

(benefitbusiness).limit.
Spec 6: |Assigned EntitiesS∪O,loan business(house)|≤ 12.
Spec 7: i d(OE(S))≠ i d(OE(AO(S))).
Spec 8: (|loan business(OE(S)) ∩OE(OMELCB)

(loanbusiness).avset|≥OE((OMELCB) (loanbusiness).
limit)∧(|ccard business(OE(S)) ∩ OE(OMELCB)

(ccardbusiness).avset|≥OE(OMELCB)

(ccardbusiness).limit)⇒ |benefit business(OE(S)) ∩
OE(OMELCB)(benefitbusiness).avset|<OE(OMELCB)

(benefitbusiness).limit.

3.2. Classification Representations of Conflicting Rules.
According to the description of conflicts, if multiple rules
satisfy the same access request, while their access decisions
are different, then a conflict occurs among these rules. )e
conflicting rules can be directly compared and are easy to be
detected by implementing the static analysis or using the
existing tool before the system runs. )ey are referred to as
explicit conflicting rules and are commonly seen in the

policy set, such as ar5 and ar6, as shown in Table 3. Fur-
thermore, other rules that seem to be not directly compa-
rable, which are called implicit ones, and they still exist. For
instance, implicit conflicts occur between ar2 and ar4 when
the access request is ({role� {general employee},
trustness_level> 12}, {loan business� {house}, card
business� {card2}}, apply for). Similarly, ar3 and ar5 become
implicit conflicting rules for a given request such as ({role�

{general employee}, trustness_level> 8, 10<work_year< 20},
{benefit business� {bf1}}, apply for). Note that, it is difficult to
statistically determine the implicit conflicts since such
conflicts can only be detected for the coming access request
during the system running.

It has been shown that any two rules can be compared by
using the method of attribute complementation [17]. )e
distinction between the explicit and implicit conflicting rules
just lies in the different representations , while the nature of
both is the same. According to whether or not the conflicts
happen, all the rules in the policy can be categorized into two
classifications as follows:

(1) Probable-conflicting rules ar and ar’need meet all of
the following conditions, where op(), d(), att(), and
ap(), respectively, represent the corresponding
functions or actions with respect to their prefixes:

(a)op(ar) ∩ op ar′( 􏼁≠∅,

(b)d(ar)≠ d ar′( 􏼁,

(c)
∀att ∈ (att(S, ar), att(O, ar)), ∃att′ ∈ att S, ar′( 􏼁, att O, ar′( 􏼁( 􏼁:

att � att′,

(d)∀ap ∈ (ap(S, ar), ap(O, ar)), ∃ap′ ∈ ap S, ar′( 􏼁, ap O, ar′( 􏼁( 􏼁: att(ap) � att ap′( 􏼁( 􏼁, ap∩ ap′ ≠∅( 􏼁.

(7)

(2) Nonconflicting rules ar and ar’ need meet one of the
following conditions:

(a). d(ar) � d ar′( 􏼁,

(b). op(ar)∩ op ar′( 􏼁 � ∅,

(c).∃ap ∈ (ap(S, ar) or ap(O, ar)), ∃ap′ ∈ ap S, ar′( 􏼁or ap O, ar′( 􏼁( 􏼁:

att(ap) � att ap′( 􏼁( 􏼁 an d ap∩ ap′ � ∅( 􏼁.

(8)

3.3. NovelMethod of Conflict Detections. Different rules may
satisfy the same access request because of the flexibility and
powerful expressiveness of the ABAC mechanism. )e rules
with both the permitted and denied values of the access
decision, however, can cause contradictory access results.
)erefore, it is necessary to study how to detect and resolve
the existing conflict problems.

To comprehensively detect the conflict problems, we first
propose the definitions of conflict-relation satisfiability and
conflict probability as follows.

Definition 1. Conflict-relation satisfiability
)e satisfiability of conflict relations is a function sat-

isfied(ar, conf ), which is used to check whether or not the
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rule ar could satisfy the specific conflict relation conf, where
ar ∈P, conf ∈Conf_Set. Conf_Set� Single_Conf_Set∪Cross_
Conf_Set, which contains all the conflict relations between a
single attribute and multiple attributes using the ABCL
specification method. It can be formalized as

∀ar ∈ P,∃conf ∈ Cons Set :

satisfied(ar, conf) �
true, if conf is satisfied

false, if conf is not satisfied
􏼨

. (9)

Definition 2. Conflict probability
Given any two conflicting rules ari and arj and suppose

that there are n common attributes att1,att2,. . .,attn existing
in both the rules. If the access request is uncertain, then the
conflict probability between ari and arj is denoted as

Prob ari, arj􏼐 􏼑 � P
C att1( 􏼁 × P

C att2( 􏼁 × · · · × P
C attn( 􏼁

� 􏽙
att

P
C

(att),

(10)

where PC(att) � sim(api, apj) � |api ∩ apj|/|api ∪ apj|; api
and apj are the attribute expressions of the common attribute
att in ari and arj, respectively; the Jaccard coefficient sim(api,
apj) of statistics, which aims to identify sample clusters, is
used to measure the similarity between api and apj.

According to the classification representation for the
conflicting rules, as well as Definitions 1 and 2, we take the
initial policy rules constructed by the conventional policy-
engineering method as input and present the process of the
conflict detections in Algorithm 1.

In the algorithm, we first create and initialize a temporary
policy set P′ and a result setCP of conflicting-rule pairs in lines
1 and 2. Next, for each rule ar in P′, we check whether or not
ar could satisfy a specific conflict relation conf (lines 3−7). If
the satisfied function returns false, which indicates that some
constraint is not yet satisfied, then rule ar is removed from the
candidate policy set. )en, based on the descriptions of the
probable-conflicting rules and non-conflicting ones, (lines
8−21) examine and calculate the conflict probability of each
rule pair (ari and arj), in order to detect the conflicting-rule
pairs, which provides quantitative evaluation criteria for re-
solving the conflicts and formulating the policies.

4. Experimental Analysis

Experiments are carried out in order to evaluate the per-
formance of the satisfiability of the conflict relations as well

as the conflict detections. All the experiments are compiled
and run under the Java environment.

4.1. Performance Evaluations for the Satisfiability of Conflict
Relations. We employ the real-world and public-available
datasets from research [1], in order to construct initial
ABAC policies using the Xu-Stoller [7] or VisMAP [9]
method, while studying the formulation of the conflict re-
lations, such as the SOD constraints and cardinality con-
straints. We utilize the Rel-SAT model counter [24] to
generate constraint policies from the given SOD constraints.

To simulate the actual scenarios while meeting the se-
curity requirements, we implement the experiments in the
initial policy-engineering system and adopt the same ex-
perimental setup with research [1], including the number of
users and the scale of the policy. Figure 2 presents the
performances of the proposal using different policy sets.

Two conclusions can be observed in Figure 2. First, as the
number of users increases, the execution time does not vary
obviously and tends to grow linearly for each given policy.
Second, if the number of users remains unchanged, the
execution time varies obviously as the scale of the policy
changes. Specifically, when the scale of the policy is set at 20,
the execution time is always close to 0.04 s, which remains
almost stable. However, if the number of users remains
constant and is set at 40, the time varies from 0.02 s to 0.04 s.
)is is because the larger the scale of the policy is, the more
verification time for the SOD constraints generated by the
Rel-SAT tool will be.

To further demonstrate the efficiency of the conflict-
relation satisfiability, we present the following evaluation
measure:

Reconstructed ratio (RR): It is used to quantitatively
evaluate the satisfiability for the constraints during the
formulation of conflict-relation sets, which can be denoted
as: RR � |SSAV′|/|SSAV|, where the SSAV′ represents the
relationship of the reconstructed attribute assignments that
can satisfy the conflict relations, and the SSAV represents the
relationship of the initial attribute assignments.

)en, we take the cardinality constraint and SOD
constraints as inputs, repeatedly implement the experiments
on the real-world datasets, such as University and Health-
care, and output the median values of the experimental
results as shown in Figure 3.

Figure 3 shows that the reconstructed ratio RR of at-
tributes varies as the threshold of the cardinality constraint
varies, where the scale number of the Conf_set respectively
takes 100, 200, 300, and 400, and the number of attributes in
the SSAV constraint set is fixed. It can be observed that the

Table 3: Description of ABAC rules.

Rule Attribute condition of the subject Attribute condition of the object Operation Decision
ar 1 role� {cashier, junior} general business� {deposit, withdrawal} perform, withdraw permitted
ar 2 role� {general employee, manager} loan business� {house} apply for denied
ar 3 role� {general employee} and work_year< 20 benefit business� {bf1, bf3} apply for denied
ar 4 trustness_level> 12 card business� {card2} apply for,withdraw permitted
ar 5 trustness_level> 8 and work_year> 10 benefit business� {bf1, bf2} apply for,withdraw permitted
ar 6 trustness_level< 10 and work_year< 15 benefit business� {bf1, bf2} apply for denied
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reconstructed ratio first increases significantly and then
varies slightly as the constraint threshold increases. )is is
because the reconstructed ratio is positively correlative to the
cardinality constraint, while the saturation will be present
when the threshold of the cardinality constraint reaches a
certain value. It can be also observed that the reconstructed
ratio decreases with the increasing number of cardinality
constraints, which is because of the restriction of the con-
straints on the attribute assignments.

4.2. Performance Evaluations for the Conflict Detections.
Next, we use the Shu method [16] and Liu method [17], in
order to obtain the synthetic datasets. Specifically, we as-
sume that all the attributes belong to the natural-number
type and the value ranges change from 1 to 100 since dif-
ferent attributes can take different values. )e number of
attribute conditions in each access request follows a normal
distribution, and the total number of attributes is less than
40. )e value of any attribute-expression condition varies
between an upper bound and a low bound and follows a
uniform distribution. According to the actual functional
requirements of the business organization, we first design a
generator to automatically generate various access requests,
as well as, 30 different policy sets that are separated into 5
groups for the usage scenario, as shown in Table 4.

To demonstrate the effectiveness of the proposal in the
phase of conflict detection, we propose two evaluation
metrics as follows:

(1) Average conflicting number Avg_N(CP): it can be
denoted as Avg N(CP) � 1/M 􏽐

M
i�1 N(ari), where
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Input: the set Conf_Set of conflict relations and the initial policy set P� {ar1, ar2, . . ., arn}, where ari � (S
ap

i , O
ap

i , opi, di).
Output: the result set CP of conflicting-rule pairs, such as (ari and arj) and the conflict probability Prob(ari and arj).

(1) Initialize CP�∅;
(2) Create and initialize a temporary policy set P’�P;
(3) for each ar in P′ do
(4) if ∃conf ∈Conf_Set: satisfied(ar, conf)� � false then
(5) P’� P’\{ar};
(6) end if
(7) end for
(8) for each rule pair (ari, arj) in P′ do
(9) if (d(ari)!� d(arj))∧(op(ari)∩op(arj)!�∅) then
(10) for each ap inS

ap
i orOap

i of arido
(11) for each ap’ inS

ap
j orOap

j of arjdo
(12) if (att(ap)� � att(ap’))∧(ap∩ap’� �∅) then
(13) continue;
(14) else
(15) CP�CP∪{(ari, arj)};
(16) calculate Prob(ari, arj);
(17) end if
(18) end for
(19) end for
(20) end if
(21) end for

ALGORITHM 1: Novel method of conflict detection.
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N(ari) represents the conflicting number of rule ari,
and M represents the scale number of set CP

(2) Average conflicting probability Avg_P(CP): it can be
denoted as Avg P(CP) � 1/M 􏽐

M
i�1(1 − 􏽑(ari,arj)∈

CP(1 − Prob(ari, arj)), where Prob(ari, arj) repre-
sents the conflict probability between ari and arj, and
M represents the scale number of set CP

We implement experiments on the generated policy sets,
calculate Avg_N(CP) and Avg_P(CP), and compare the
performance of our method with the results of the Liu
method and Shu method as shown in Figures 4−8.

Figure 4(a) shows that the average conflict number for
P1–P6 policies vary with the increasing number of rules when
the maximal length of the rule is set at 3. Specifically, the
average conflicting number using our method varies from
21.17 to 304.63, which increases remarkably as the number of
rules increases from 100 to 1500. Similarly, the result of the
Liu method also increases significantly from 23.29 to 360.78
as the number of rules varies. However, the result of the Shu
method tends to grow linearly and varies gradually from 0.45
to 11.5, which is a very small proportion of the actual
conflicting rules. Obviously, the conflicting number using
the Shu method is far less than those of the other two
methods, which is not applicable to the actual requirements
of organizations. )is is because the Shu method only
considers the attribute expressions and rules with the same
identifiers. )e rules with different attribute identifiers,

however, are not taken into account using such a method. In
fact, most conflicts occur among the implicit conflicting
rules, which tend to be ignored and are not easy to be
detected. To resolve this issue, both the Liu method and our
method perform better and can detect the implicit con-
flicting results, and the conflicting number using our
method is less than that of the Liu method. )is is because
the probable-conflicting rules violating the attribute-conflict
relations are first removed using our method, before actually
detecting conflicts. Furthermore, for the values of |RL| taking
7, 11, 15, and 20, the varying tendencies of the average
conflicting rules are presented in other figures, which are
similar to that of figure 4(a). Notice that the results of both
the Liu method and our method decrease as the number of
the attribute-expression conditions increases. )us, it is
suggested to choose as many attribute conditions as possible,
in order to formulate more flexible policies while reducing
the number of probable conflicts.

Figure 4(b) shows the average conflict probability for the
first 6 policies in Group 1. It is observed that using our
method and the Liu method, the conflicting probability is
always lower than 0.2 as the number of rules varies, while the
result of the Shu method exceeds 0.6. With an increase in the
length of the attribute-expression conditions, the average
conflict probability decreases remarkably as shown in the
figures. For instance, its value remains around 10−2, 10−3,
10−5 , and 10−7 when |RL| takes 7, 11, 15, and 20, respectively.
Both our method and the Liu method perform better than
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Figure 4: Performance comparisons when |RL|� 3. (a) Conflict number. (b) Conflict probability.

Table 4: Descriptions of the generated ABAC rule set.

Group Policy set Maximal length of the rule (|RL|) Policy scale
1 P 1–P6 3 100, 200, 400, 700, 1000, 1500
2 P 7–P12 7 100, 200, 400, 700, 1000, 1500
3 P 13–P18 11 100, 200, 400, 700, 1000, 1500
4 P 19–P24 15 100, 200, 400, 700, 1000, 1500
5 P 25–P30 20 100, 200, 400, 700, 1000, 1500
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the Shu method from the viewpoint of conflicting prob-
ability. Furthermore, it is observed that the varying length
of the attribute-expression conditions has a greater effect
than that of the policy scale. )us, it is also advised to use as
many attribute conditions as possible, in order to improve
the policy quality while reducing the conflicting
probability.

5. Conclusions

A novel policy evaluation method, called ABPE_CSL&CD,
was proposed in this study. According to the requirement
descriptions of usage scenarios, we first utilized the attri-
bute-based constraints specification language to formulate
and specify the conflict relations among attributes, pro-
posed the satisfiability of conflict relations, and categorized
the conflicting rules into two classifications. )en, we
presented the evaluation criteria on conflicting rules and
attribute-conflict relations and proposed a novel algorithm
for detecting conflicts. As a result, the proposed method
flexibly suited the organizational requirements and com-
prehensively detected the ABAC conflict problems. )e
experiments on the real and synthetic datasets demon-
strated that they could address the stated problems of
improving the policy quality while reducing the conflicting
number and conflicting probability. Our future work will
focus on studying how to implement the ABPE_CSL&CD
in other system scenarios such as the IoT, blockchain, and
wireless sensor networks.
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Music service is one of the diversi�ed network services o�ered by people in the Internet era. Various music websites provide many
tracks to meet people’s music needs. Hundreds of millions of music of various genres at home and abroad, and there is a severe
problem of information asymmetry between users and music. As a branch of the information �ltering system, the recom-
mendation system can predict users’ preferences, increase �ow, and drive consumption. A personalized music recommendation
system can e�ectively provide people with a list of favorite tracks. Recently, many researchers have paid attention to heterogeneous
networks because of their rich semantics information. Research has con�rmed that rich relationship information in hetero-
geneous networks can improve the recommendation e�ect. �erefore, under the platform of a heterogeneous network, this paper
divides the digraph set of track characteristics into several clusters withmaximumheterogeneity, whichmakes the digraph of track
characteristics in each cluster isomorphic to the maximum extent. When matching similarity, only searching in the cluster with
the highest similarity to the target user can match a su�cient amount of applicable tracks, thus improving the e�ciency of music
recommendations to users. Experimental results show that the proposed algorithm has a high recall, precision, and F1 and can
recommend personalized track lists to users to meet their music needs.

1. Introduction

Recently, the rapid advancements of mobile network
technology have resulted in quick advancements of digital
multimedia technology. Young people, especially students,
have emerged as the primary consumers, and digital music
has emerged as one of their preferred forms of consumer
material [1, 2]. When users want speci�c music, they can
easily search for it by entering information like title or artist,
but when they do not have a clear query, that is, when they
want the music system to give them music that meets their
preferences without a clear goal, personalized music rec-
ommendation can be a better solution [3, 4].

�e massive and huge music data generated in the
music library undoubtedly exceeds the basic needs and
bearing capacity of users, which leads to user information
fatigue. In the face of the massive music data of the music
library, ordinary music users often cannot quickly �nd the
tracks that meet their preferences, and many personalized

requirements for the music library recommended by others
cannot be met [5–7]. Users cannot grasp or master a sig-
ni�cant quantity of product information, or users have no
speci�c aim in a certain sector but simply a broad desire,
which is now an important problem to be handled [8]. �e
purpose of personalized music recommendation is to help
users quickly screen out the music they are interested in
from the vast music library. At present, most large-scale
music portal websites have vast music libraries with a wide
range of genres and styles of music, with new music being
uploaded at a rapid rate every month. To begin with, the
music library has hundreds of millions of tracks. Users will
never have enough time to listen to all of the tunes before
selecting their favorite. Second, music services are
nonimmersive, and users can complete other things
while listening to music. Music is only used as a back-
ground sound, which leads to vague demands of users, such
as “recommend one or several nice tracks to me.” �e
future market of music recommendation is very broad,
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which fully meets the needs of users and can be accepted by
users [9].

With the rise of music service, music recommendation
technology related to music service also has a lot of research
achievements [10–13]. Many music stations now offer not
only basic music services but also the ability to push per-
sonalized playlists to users, notably Pandora and Last.fm.
However, due to the uniqueness and sensibility of music
itself, the contemporary suggestion results are lacking in
personalized features and have a low coverage rate. People
aremore attracted to utilize mobile terminals for amusement
and communication, thanks to the rapid growth of mobile
terminal communication. A social network-based recom-
mendation system has a clear business potential [14]. People
are generally ready to share things with their friends on
social networks, which include a large quantity of user in-
formation. Taking advantage of this link can boost the
success rate of recommendations. At present, some mature
social music platforms in China mainly use the data gen-
erated by users when they use the platform for social be-
haviors to calculate the similarities between users, thus
predicting their interests and hobbies. On the social music
platform, users can express their opinions on track messages
and comments, from which we can extract the social tags
that users place on track. 'e contents of these tags may
include artists, music styles, music genres, users’ current
situations, feelings, moods, backgrounds, etc. 'ese tags
provide much information about the attributes of the track,
as well as information about the scene when the user listens
to the track, the user’s immediate mood, ongoing activities
or geographical location, etc., which are all helpful in our
judgment.

Among many proposed recommendation algorithms,
collaborative filtering algorithm is widely used, which uses
the user’s historical rating to recommend items that may be
of interest to the user. However, due to the large number of
items, users are often only able to rate a small number of
items, resulting in data sparsity problems [15]. In addition,
for a new user, due to the lack of rating information, it is
difficult to make appropriate recommendations, so the
recommendation system often faces the problem of cold
start. To solve the problem of data sparsity and cold start,
researchers have proposed many different algorithms. 'ey
have found that they can improve recommendations by
exploiting relationships between users or items [16]. Since
people with similar interests tend to like the same items,
items with similar characteristics are more likely to be liked
by the same users, while heterogeneous network contains
rich relationship information, which can be used to improve
the recommendation effect [17–19].

'e main contributions of this paper are summarized as
follows:

(1) Tag sequence-related attributes are mapped to a
heterogeneous network.

(2) 'e digraph sets of track features are divided into
several maximal isomorphic clusters so that each
cluster’s digraph of track feature is maximal iso-
morphic. In contrast, the digraph of track features in

the different clusters differs. When matching simi-
larity, sufficient applicable tracks can be matched
only by querying in the cluster with the highest
similarity with the target user, thus improving the
efficiency of track recommendation for users.

'e rest of this paper is organized as follows. In Section
2, we review the related works. 'e directed tag-based
collaborative filtering algorithm in heterogeneous network is
presented in Section 3. Experimental results are presented in
Section 4. Section 5 concludes this paper.

2. Related Works

People’s lives have created a demand for recommendation
systems, and people want to consult other people’s ideas
while making judgments because of their highly socialized
character. How to provide consumers with accurate and
useful suggestions can help solve the problem of information
overload while also benefiting the industry. Researchers have
proposed a content-based recommendation algorithm and a
collaborative filtering recommendation algorithm. 'ese
two recommendation algorithms, as well as their several
modified variations, are now the most popular and widely
utilized. Content-based recommendation is based on the
user’s historical behavior record to find the same as the item
or has a certain context to recommend, requiring content
information or expert annotation. 'e algorithm based on
collaborative filtering has social characteristics and mainly
recommends music matching users’ interests and hobbies
according to their interests, behavior records, and collection
history. In [20], a new content-based recommendation
method based on Gauss mixture model was proposed to
improve the accuracy and sensitivity of probabilistic rec-
ommendation problems. In [21], a content-based recom-
mendation algorithm based on convolution neural networks
was proposed. To solve the cold start problem, in [22], the
authors presented a rating forecasting framework, allowing
the system to predict user ratings for unscripted music
pieces, resulting in good recommendations. Currently, few
recommendation systems consider users’ interests and
preferences at the same time. Considering each user’s in-
teraction, in [23], the authors proposed a user model and
captured the user’s interest. 'e traditional collaborative
filtering recommendation algorithm has high computational
complexity in calculating user similarity, leading to low
recommendation efficiency. 'erefore, in [24], the authors
introduced the quantum computing theory to prepare the
user score vector into a quantum state and calculate the
similarity score in parallel. In [25], a hybrid web service
recommendation method combining collaborative filtering
and text content based on deep learning was proposed
(HWSR-DL). In [26], a novel algorithm combining col-
laborative filtering and support vector machine was pro-
posed to classify goods with positive feedback and negative
feedback (CF-SVM). In [27], the authors proposed a new
collaborative filtering method, which introduced informa-
tion entropy and double clustering into collaborative fil-
tering and extracted local dense rating module to deal with
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the problems of data sparsity and low computational effi-
ciency of traditional recommendation algorithms (IE-DC-
CF).

In heterogeneous network platform, there are different
types of links between nodes, which represent different kinds
of relations and contain rich semantic information. How to
calculate the similarity between nodes is an important
problem in the process of extracting the relation information
of heterogeneous networks [28–30]. With the rapid devel-
opment of artificial intelligence machine learning in recent
years, many new technologies have emerged. Researchers
use various algorithms’ characteristics to improve recom-
mendation system performance. One is to guarantee the
quality of recommendation results by data preprocessing.
Some studies from quality evaluation and other aspects
believe that the future recommendation system will become
more perfect and mature.

3. Directed Tag-Based Collaborative Filtering
Algorithm in Heterogeneous Network

Music tags might provide information about the track’s
information. Tags are primarily classified in tag-based music
recommendation by the information relevance between tags
[31]. However, because tags are separate from one another
and disseminated in a distinct manner, we cannot know
what users are thinking when they tag or classify music, and
we cannot know their cognitive order of tags directly. To
address this issue, we can make the tag directed to improve
the situation. We may vectorize the time and times of users’
activity data in music tagging to express the link between
users, music, tags, and cognitive order and increase music
recommendation accuracy.

Music stations offer services that allow users to com-
ment on and rate music, thus keywords in user evaluations
may be turned into music tags, and users can also choose
from a list of optional tags for music tagging. 'e first few
tags of a track are frequently named based on the artist’s
description, topic, and emotion, as well as the album’s
genre. When users play music, according to their percep-
tions of the music, they choose corresponding tags or,
through the music, create their own tags to complete tag-
ging. Users may have completely different feelings after
repeatedly listening to the same song, and there may be
many tags with significant differences. Each tagging of users
will be recorded, and repeated tagging and comments will
increase the weight.

'e music tags issued by the music station are usually
consecutive, and the more sophisticated the tags are, the
more they match the track’s features. 'is paper’s data
comes from the Million Song Dataset (MSD), which is an
integration platform of music resources. It collected the data
of seven well-known authoritative foreign music commu-
nities, sorted out and analyzed the data, and provided re-
searchers with offline datasets and analysis results obtained
by various algorithms. 'e offline dataset given by Last.fm
[32] is mostly used for the optimization method data in this
subsection. 'e offline dataset given by Last.fm is separated
into a training set and a test set, with the training set

accounting for 80% of the dataset and the test set accounting
for 20%. 'is website is useful for comparison and dis-
cussion of subsequent studies since it gives tags and com-
monalities of track level. Figure 1 depicts the information for
a specific piece of music on Last.fm.

'ere will be albums with various themes and playlists
with various categories for artists. Each piece of music can be
tagged by many people in the case of music. 'ese tags may
be similar or dissimilar, resulting in the music appearing in
various playlists based on the tags. We may obtain the tag
sequence for an artist’s album as well as the tag sequence for
music that has been tagged by various users. It should be
noted that, in the playlist, users’ cognition can be reflected in
the sequence of tags. 'e more music can highlight the
theme of the playlist, the more its tag and position should be
placed in the front of the playlist. In the Last.fm dataset, track
tags of users and artists are recorded, so the data is extremely
large, with more than 200000 titles. 'e top 20 tags and their
popularity are shown as Table 1.

Every user will have behaviors when listening to the
tracks, such as playing, playing next, liking, looping,
downloading, forwarding, and commenting, and the process
time of the above behaviors will be recorded, which will
make users become closely connected with tags. Tag in-
formation represents users’ opinions on music, through
which users are more likely to be interested in music, and in
case of vague queries, we can use the tag of music to de-
termine if the music is what they want.

We associate users with tag sequences according to certain
rules and embody the relationship in terms of equations. Ui is
the current i th user number. Assuming there are a total of x

tags, the tag sequence is represented by t1, t2, . . . , tx, the tag
sequence of the associated user is represented by aTi, the x th
tag of the i th user tag is represented by ti,x, and the associated
user forms the following record as shown in

aTi � Ui, ti,1, . . . , ti,x, (1)

gSTU is used to represent the tag sequence after the user is
associated, so when we obtain the different track and tag
sequences that the user collects and tags; we can get the set of
m tag sequences of the user, as shown in

aSTUi � a
1
Ti, a

2
Ti, . . . , a

i
Ti􏽮 􏽯. (2)

We use equation (3) to identify the sorted tags in Table 1.

aTraj
� Trackj, ti,1, . . . , ti,x. (3)

'e above equation represents the sequence in which a
certain track j is noted in a tracklist, and the x th label
marked by this track is recorded as a Tran

j . In addition, a
piece of track may have multiple tags at the same time, and
the track may appear in different track lists. 'erefore, this
tag sequence is recorded, as shown in

aSTTj � aTra1j
, aTra2j

, . . . , aTran
j

􏼚 􏼛, (4)

where aTrai
j
represents the i th tagging that track j has

appeared in n tracklist tagging sequences.
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For a heterogeneous network G, we assign aTi
, aSTUi,

aTrak
, and aSTTj to G, that is, G � (aTi

, aSTUi, aTrak
, aTrak

).
aTi

corresponds to the vertex of G in the directed graph of
heterogeneous information network, aSTUi corresponds to
the edge of G, a Trak corresponds to the vertex type of G,
and aSTTj corresponds to the edge type of G.

'e feature digraph of heterogeneous network is
established by associating users with tags and track with tags
[33]. Clustering was established for the digraph of track
feature in heterogeneous network, and the track clustering
was completed by using the clustering algorithm to obtain
the central digraph of each cluster. 'e isomorphism degree
of the cluster center digraph and user feature digraph in
heterogeneous network is calculated, and then the iso-
morphism degree of the track feature digraph and user
feature digraph in the cluster center digraph meeting the
threshold value in heterogeneous network is calculated in
turn to obtain the final result.

'rough the above steps, we obtain the user’s interest
feature digraph, complete the clustering division of the track

feature digraph, and obtain the feature digraph of its cluster
center. 'e user’s digraph of interest features is matched
with the digraph of cluster center feature one by one, and the
clusters whose isomorphism reaches the threshold are se-
lected.'en the user’s digraph of interest features is matched
with the digraph of track feature in the cluster one by one,
and the results are sorted.

When the total amount of track is small, the recom-
mendation result of a single cluster may not be able to meet
the needs of users.'erefore, whenmatching in this case, the
critical value of isomorphism is taken as the definition, and
the clusters with isomorphism higher than the critical value
are stored in a new cluster. It is assumed that the critical
value of isomorphism is c, and the higher the critical value is,
the higher the requirement for isomorphism is. Here,
according to the average number of tags in the dataset, the
isomorphism critical value is set at four to make track
recommendation. When TopN is recommended, users will
switch according to the scene and mood when playing tracks
[34]. 'ey will switch quickly if they are unsatisfied with the
tracks when listening. If five or six tracks recommended in a
row cannot satisfy users, they may even give up the rec-
ommendation and choose again. Considering that most
users who listen to music using the recommendation list
need a piece of background music or music that fits their
mood in their spare time, the length len of the recom-
mendation list is set to 25.

Our ultimate goal is to create a TopN list of music
recommendation for Ui, that is, to calculate whether the
isomorphism of the digraph of track feature and the digraph
of user interest feature in the track cluster meets the rec-
ommendation requirements. If so, it is merged into a col-
lection. 'erefore, we need to create an adjacent clustering
set Cneighbour � Cn1, Cn2, . . . , CnN􏼈 􏼉, where N represents the
total number of clustering clusters. We store the set of the
closest neighbors of the target digraph in this clustering set,
then calculate the clustering center CCi of the digraph of
track features in heterogeneous networks, and calculate the

Figure 1: A track information from Last.fm.

Table 1: Parts tags and popularities.

Tag Popularity
Hip-hop 101072
Rap 69159
Pop 55777
West coast 48175
Kendrick lamar 46720
Conscious hip hop 42564
Compton 39951
Jazz rap 31598
Trap 33618
West coast hip hop 31234
California 30433
Rnb 30125
Baby keem 29124
American 27810
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value of the isomorphism degree θ. Here, we compare the
value of the isomorphism θ with the isomorphism threshold
c � 4 we set earlier. If θ> c, indicating that the isomorphism
meets the recommended requirements, put the cluster of
CCi into Cneighbour; otherwise skip and judge the next cluster.

Put digraphs of track features in heterogeneous infor-
mation network into recommendation list RecList[len] in
descending order. Repeat this step until all the digraphs of
track features in the cluster are judged and put into the
recommendation list, and a complete recommendation list is
obtained, in which clusters of the corresponding order are
placed. By using the one-to-one relationship between di-
graph and track, we can get a track list created for users,
which is defined as TrackRecList. Each digraph of track
feature has its unique corresponding track, which is put into
TrackRecList in order. We can get the final complete track
recommendation list, which can be output as a result, so that
users can get the final recommendation result. Due to the
extensive data in this database, when analyzing the iso-
morphism degree of the digraph of user interest in the
cluster center, we only need to query and match it with the
clustering where the digraph with the highest similarity is
located.'en we canmake themusic recommendationmore
efficiently.

'e collaborative filtering algorithm based on user, track,
tag, and tag sequence is the core of personalized music
recommendation based on heterogeneous network designed
in this paper, and its detailed process is shown in Figure 2.

4. Experimental Results and
Performance Analysis

4.1.Dataset. 'ere are 943347 matched tracks in the Last.fm
dataset, with 505216 tracks having at least one tag, 584897
tracks having at least one comparable track, 522366 unique
tags, and 8598630 track-tag pairs. We obtained 952067
tracks matching artists from the Last.fm dataset, stored them
in the database for statistics, and then obtained the number
of tags. Similarly, we counted the total number of tagged
tracks, the number of users, the number of active users, the
number of active tags, and the number of tracks with at least
one tag. 'e specific statistics are shown in Table 2.

In Table 2, users who have tagged track for at least five
times are defined as active users, and tags that have tagged
track for at least five times are defined as active tags. Tagged
track is track that has been tagged at least once. Based on the
above data, the collaborative filtering algorithmmodel based
on directed tags is used to carry out quantitative analysis of
the model and construct a complete model. After our first
step of screening, the tag noise has been reduced as far as
possible. We have recorded the track tags and their corre-
sponding occurrence frequency from the dataset to make
recommendations.

We randomly selected 1000 users from the Last.fm
dataset who were highly active users (with more than 10
tagging behaviors) and 1000 users from the normal active
users (with 5–10 tagging times) as experimental objects.
Users with low activity levels are not considered, because any
recommendation system must be based on user data, and

without user behavior data, it is impossible to provide users
with accurate and satisfactory track recommendation ser-
vices. Two groups of data extracted are used for the ex-
periment, namely, High-Active User Dataset (HAUD) and
Normal-Active User Dataset (NAUD). 'e specific data is
shown in Table 3.

Using the playing time and tagging time recorded in the
database, the first 80% users in the dataset were taken as the
training set, and the rest were taken as the test set. Although
the weight of each user is different, leading to differences in
individual recommendation results, such an experiment is
more appropriate to a real recommendation system on the
whole, and the results are closer to real data.

In addition to the above algorithm reference, we set the
length of the recommendation list to 5, 10, 15, 20, 25, 30, and
35, respectively, to consider the accuracy of the algorithm.
'e reason for this is that a short recommendations list is not
persuasive, while a long recommendations list can lead to
impatience, disgust, and poor results. We need to select the
most appropriate length of track recommendation list
through experiments. After setting up the control group, a
fair standard is needed to evaluate the excellence of each
algorithm. Generally, accuracy or recall is used for con-
sideration, which is based on recommendation results, or-
der, and actual item correlation value. Since the evaluation of
these two metrics is not comprehensive, F1 score is intro-
duced as a comprehensive evaluation standard for the
experiment.

It is assumed that reco is the resource set with length n

obtained from the recommended result, and real is the real
resource set of the user. count i is used to record whether the
i th resource of reco is in real. If count i is in the real, the
value is 1; otherwise it is 0. To verify the performance of the
proposed algorithm, three algorithms such as HWSR-DL
[25], CF-SVM [26], and IE-DC-CF [27] are used as
baselines.

4.2. Results and Analysis. In the experiment, considering
that it is meaningless and has some side effects when rec-
ommending track lists to users, here we take {5, 10, 15, 20,
25, 30, 35} as seven values to test the list length of rec-
ommended tracks and then test the datasets HAUD and
NAUD separately. Subsequently, DTCF-HN is used to
represent directed tag-based collaborative filtering algorithm
proposed in this paper.We compare the recall, accuracy, and
F1 of each algorithm in two different test sets HAUD and
NAUD with different n values.

As can be seen from Figure 3, with the increasing of
recommendation list length, recall of all algorithms shows an
increasing trend. 'e recall performance of all algorithms in
HAUD dataset is superior to that in NAUD dataset, indi-
cating that sufficient user behavior data information can
make the algorithm perform better. Comparing the results of
the two datasets, it can be seen that the recall of the DTCF-
HN algorithm decreases a lot in the NAUD dataset, and the
stability of the algorithm is slightly worse than that of the IE-
DC-CF algorithm with a higher degree of data dependence,
but it still has advantages over the other two algorithms.'is
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Figure 2: Music recommendation algorithm based on artificial intelligence under heterogeneous networks platform.

Table 2: Data statistics from Last.fm.

Number of users Number of active users Number of tags Number of active tags Number of tracks with tags
1573950 1157451 532648 128456 502635

Table 3: Information of HAUD and NAUD.

Dataset Number of users Number of tracks Number of tags Tagging times
HAUD 1000 20987 1982 15129
NAUD 1000 16534 1374 7651
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shows that DTCF-HN algorithm performs well and proves
the hypothesis that tags have certain sequentiality.

As can be seen from Figure 4, with the increasing of the
length of the recommendation list, the precision of the four
algorithms shows a decreasing trend. HWSR-DL and CF-
SVM algorithms show a relatively stable performance in the
first recommendation list length of 5–25, and the precision
begins to decline when n is greater than 25. 'e accuracy of
DTCF-HN algorithm shows an accelerating trend in the
process of decreasing, and the overall precision is good,
indicating that the track with the sequence in the front can
satisfy users more and proving that the track recommen-
dation results provided by the algorithm have a relatively
clear sequence. 'e performance of each algorithm on
HAUD dataset is better than that on NAUD. DTCF-HN

algorithm has the most obvious performance gap in the two
datasets, indicating its stronger dependence on data. 'e
main reason is that this algorithm focuses on mining the
horizontal relationship between tag data, and the number of
tagging behaviors has a significant impact on algorithm
performance. In the NAUD dataset, the performance of
DTCF-HN algorithm is slightly worse than that of IE-DC-
CF algorithm, but it still has certain advantages compared
with the other two algorithms, indicating that DTCF-HN
algorithm performs well in accuracy.

As indicated in Figure 5, F1 of each algorithm shows a
trend of increasing first and then decreasing. Compared with
the datasets of HAUD and NAUD, the reduction of data
volume leads to an increase in the recommended list length n

required to reach the peak value of F1, which means that the

0

0.05

0.1

0.15

0.2

0.25

0.3

5 10 15 20 25 30 35

Re
ca
ll

n

HWSR-DL
CF-SVM

IE-DC-CF
DTCF-HN

(a)

HWSR-DL
CF-SVM

IE-DC-CF
DTCF-HN

0

0.05

0.1

0.15

0.2

0.25

5 10 15 20 25 30 35

Re
ca

ll

n

(b)

Figure 3: Recall of four algorithms in different datasets. (a) HAUD. (b) NAUD.
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Figure 4: Precision of four algorithms in different datasets. (a) HAUD. (b) NAUD.
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accuracy will decrease and the corresponding performance
will decrease. In the experimental results, the performance of
DTCF-HN and IE-DC-CF algorithm is significantly better
than that of the other two algorithms. In the HAUD dataset,
the performance of DTCF-HN is better than that of IE-DC-
CF algorithm, but it is the opposite in NAUD.'is is because
DTCF-HN considers the sequential relationship between tag
data and is more dependent on the amount of data.
According to the above experimental results, except for the
IE-DC-CF algorithm, compared with the other two algo-
rithms, DTCF-HN has apparent advantages in performance
and can provide users with more satisfactory recommen-
dation results, which verifies the hypothesis that there is a
specific sequence between tags and also indicates that
DTCF-HN algorithm has good performance.

5. Conclusion

'e rapid development of mobile terminals has made digital
music mainstream, and major Internet companies have also
increased their investment in the music field. Huge demand
brings enormous traffic, so how to provide users with their
favorite music in the massive music database has become the
focus of competition among significant Internet music
businesses. 'erefore, music recommendation algorithm
based on personalization has been developed for decades.
'ere are countless outstanding researchers to provide
music recommendation services by combining advanced
mathematical statistics ideas with computers with high-
speed processing power. Mainstream recommendation al-
gorithms have advantages and disadvantages, and com-
bining them will improve the recommendation effect. In the
case that open datasets are relatively easy to obtain, the cost
of a collaborative filtering algorithm is lower than that of the
content-based algorithm, and it has a better effect on cluster
recommendation. In this paper, the music feature digraph is

clustered and divided, so there is an apparent distinction
between the clusters. At the same time, it ensures that each
cluster’s music is isomorphic with the cluster center feature
digraph to the greatest extent. When recommending track
lists, it only needs to match the user feature digraph with the
track in the cluster with the highest fitness. Experimental
results show that the proposed algorithm has a high recall,
precision, and F1 and can recommend personalized track
lists to users to meet their music needs.

'rough the analysis of the experimental results, it is
proved that the algorithm has good performance, but there
are still some shortcomings. We can further improve the
performance through the following aspects.

(1) 'e algorithm proposed in this paper relies on user
data and track data. If there is a problem with data
sparsity, the recommendation result cannot meet the
expectation. In the future, the content-based music
recommendation can be integrated into the content-
based music recommendation according to the se-
mantics of lyrics, that is, using the hybrid model.

(2) 'e amount of data has a significant impact on the
performance of the algorithm. Music recommen-
dations that meet the requirements cannot be pro-
vided for users with few annotation behaviors. In
future research, we can conduct in-depth longitu-
dinal research on tags, such as mining emotional
indicators and implicit semantic information in tags,
to further improve the performance and stability of
the algorithm.

(3) Construct more advanced computing frameworks,
such as Spark, a distributed memory framework, and
MapReduce, a framework in Hadoop, to increase the
batch processing capacity of files. For tasks such as
Last.fm, which have a large amount of data and
require intensive computing, the use of distributed
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Figure 5: F1 of four algorithms in different datasets. (a) HAUD. (b) NAUD.
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frameworks can reduce time costs and improve it-
eration efficiency.
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�e continuous innovation of arti�cial intelligence technology has led to industrial upgrading and industry transformation in
various industries, and e-commerce logistics has borne the brunt. Arti�cial intelligence relies on the intelligence of a large number
of operations and decisions in the process of logistics operations, as well as the integration of transport, storage, distribution,
packaging, loading and unloading, and other aspects of the production process and the hierarchy of the system, which has become
an important engine to promote the upgrading of logistics equipment and technology, the innovation of production links and
processes, the change in the structure of supply and demand of traditional logistics jobs, and the renewal of the traditional form of
logistics. �e application of arti�cial intelligence and the development of a new generation of information technology, including
big data, has opened the era of intelligent logistics. And the continuous deepening of China’s foreign trade makes the demand for
cross-border e-commerce logistics surge, and the importance of cross-border e-commerce logistics has been rapidly highlighted.
Hence, it becomes urgent to construct a cross-line Internet business coordinated operations improvement model by consolidating
man-made consciousness innovation. In view of investigating the activity techniques of cross-line online business coordinated
factors, this paper advances the improvement methodology of cross-line web-based business operations advancement way with
regard to man-made reasoning. By concentrating on the ongoing circumstance and issues of cross-line web-based business
coordinated factor circulation module and consolidating the idea of wise strategies, the appropriation stage, the way trans-
portation stage, and freight conveyance phase of Internet business coordinated factor dissemination activity are advanced, in
order to accomplish the motivation behind lessening the expense of end dispersion, working on the e�ectiveness of dissemination,
and expanding consumer loyalty.

1. Introduction

In recent years, e-commerce, with its own advantages, has
received strong support from the government and high
attention from commercial enterprises, which makes the
survival environment of e-commerce have been greatly
improved and the development rate is very amazing [1, 2].
�e logistics industry, which is closely connected with
e-commerce, has also been greatly a�ected. Compared with
the traditional logistics, the “new logistics” in the e-com-
merce environment presents unprecedented new features:
logistics management informationization, logistics man-
agement networking, logistics management automation,
logistics management intelligence, and logistics manage-
ment �exibility [3, 4]. Among them, the management of

intelligence, through arti�cial intelligence technology, to
reduce human physical and mental labor, such as logistics
engineering operation research problems, is re�ected in the
intelligence of logistics [5]. �ese characteristics mark the
development of e-commerce logistics toward a more in-
telligent and intelligent direction.

Cross-line web-based business operations, both cross-
line online business and worldwide coordinated factor
credits, not just have a critical supporting job for the im-
provement of cross-line Internet business and global
strategies, but also are a signi�cant piece of global exchange.
Starting from 2020, with the developing improvement of
China’s unfamiliar exchange, the size of cross-line online
business planned operations proceeds to grow, and the
interest for cross-line web-based business coordinated
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factors on the planet has shown a dangerous development.
China is a significant individual from the global exchange
family, and commodity exchange possesses a significant
position in the development of the public economy [6, 7]. To
upgrade the designation of cross-line online business op-
eration assets and advance top to bottom participation
among cross-line Internet business coordinated factors
undertakings, China has laid out a cross-line web-based
business strategy partnership in collaboration with globally
prestigious cross-line web-based business planned operation
ventures, meaning to give particular cross-line Internet
business planned operation administrations for cross-line
online business planned operation clients. 'e information
shows that through the arrangement of cross-line online
business strategy unions with numerous nations, China’s
cross-line web-based business planned operation industry
working together has quickly worked on both scale and
quality. Be that as it may, due to the not-really lengthy
improvement time, China’s cross-line web-based business
coordinated factor industry is dispersed and wasteful.
Subsequently, how to fabricate and upgrade the coordinated
factors and conveyance network for cross-line Internet
business improvement has turned into a practical issue that
should be concentrated critically.

As we all know, the logistics mode is constantly inno-
vated with the development of productivity, from “first-
party logistics” to “third-party logistics,” and information
sharing and coordination gradually become the concept that
cannot be ignored in the value chain bearing logistics mode
[8, 9]. With the quick improvement of the Internet, the
online business data trade stage infiltrates into this worth
chain, planning the organic market creation and activity
exercises, everything being equal, while storing network
strategies, the board coordinates different assets in the chain
through the center hub of web-based business stage. Among
them, man-made consciousness improves the capability of
strategies of the store network board and really upholds the
activity of cross-line online business planned operation
framework. With the solid backing of large information and
cloud stage, the functional objective of chasing after the
center hub of the online business stage as the center hub of
the store network framework with the best general effec-
tiveness is understood step by step. As of now, the qualities
of web-based business strategies contain essentially infor-
mationization, organizing, and robotization, no matter what
is firmly connected with man-made brainpower.

2. Analysis of the Current Situation of Cross-
Border e-Commerce Logistics and
Distribution Network

2.1.  e Current Situation of Cross-Border e-Commerce
Wisdom Logistics Application in China. Along with the
development and application of these new generation in-
formation technologies, such as the Internet of'ings, cloud
computing, big data, remote sensing technology, and arti-
ficial intelligence, in the field of logistics in China, wisdom
logistics has also developed rapidly, making China’s logistics

industry increasingly powerful [10, 11]. In the past few years,
the total amount of social logistics is rising year by year.
Robotic high-tech logistics equipment such as drones, un-
manned warehouses, ground wolves, sky wolves, AGV
trolleys, and robotic arms has been initially developed and
applied, and new technologies such as cold chain technol-
ogy, logistics sky eyes, smart cabinets, and AI robots have
also driven the development of smart logistics. It can be seen
that wisdom logistics in China will make more long-term
development and progress in the future. Of course, for the
time being, China’s smart logistics is still in the initial stage,
and there is great room for development.

2.2. Existing Problems. From the perspective of the three
modules of the e-commerce logistics distribution system,
there are some urgent problems in each module at present.

2.2.1. Distribution Aspect. On the whole, although China
has made great development and progress in the application
of infrastructure in logistics warehousing operations, it is
still relatively backward compared with developed countries
in logistics [12]. Among them, third-party logistics enter-
prises have 60%–70% of the warehouse or ordinary cottage
warehouse, the application to automated warehousing en-
terprises is few, and the application to the characteristics of
e-commerce logistics to achieve multivolume, small batch,
short-cycle automated picking and out of the warehouse is
even less. Among the warehouse handling tools, still with
trolleys, ground cattle, manual handling vehicles, and basic
equipment, modern storage equipment such as AGV trolleys
and other handling tools is rare. In terms of software, most
logistics enterprises purchase or independently developed
information software, and the customer’s information sys-
tem is not compatible.

2.2.2. In-Transit Transportation. Transportation cost is still
the highest part of the logistics distribution process. From
trunk transportation to terminal distribution, various
transportation methods are not smoothly connected, which
leads to high transportation costs. 'e loss, leakage, and
damage of goods during transportation occur frequently, so
how to ensure the tracking of goods and real-time moni-
toring of transportation vehicles has become an important
problem to be solved [13, 14]. At the same time, the con-
struction of a large number of end distribution networks and
the huge number of couriers, etc., will increase the cost of
delivery. And the complex urban traffic conditions and the
increase in the number of private cars lead to increased
traffic congestion, which brings more uncertainty to logistics
and distribution, resulting in low delivery efficiency of
courier companies and reduced customer satisfaction.

2.2.3. Delivery of Goods. As the “last mile,” there is a point to
multipoint characteristics, and customer distribution is
more dispersed, mainly concentrated in the district, schools,
and office buildings, so there are often multiple courier
delivery trolleys gathered, resulting in travel congestion,
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bringing inconvenience to customers. At the same time, the
phenomenon of delivery failure is more common, as cus-
tomers work days in the unit and nonworking days at home;
there may be a mismatch with the dispatcher delivery time; it
is necessary to make multiple deliveries or received by
others, which in turn may bring the problem of unclear
responsibility; once the package is an anomaly, customer
complaints will then increase. In addition, the recent media
exposure of the leakage of personal information of con-
sumers has also caused considerable repercussions; con-
sumers are very worried about personal safety, property
security, and information security. Figure 1 illustrates the
technical flow chart of the delivery of goods.

3. Artificial Intelligence Technology

Artificial intelligence (AI) belongs to a branch of computer
science, which tries to understand the nature of intelligence
and produce a new intelligent machine that can respond
precisely in a way similar to human intelligence [15]. Ar-
tificial intelligence can simulate individual consciousness
and thinking information processes. Although AI is not
human intelligence, it can think like a human and even
surpass human intelligence, which shows that it is a very
practical discipline. In addition, artificial intelligence is a
developmental discipline with many uncertainties, which
makes it rich in mystery and exploration.

3.1. Artificial Intelligence+ Logistics Integration Trend. 'e
integration of artificial intelligence technology and the lo-
gistics industry can not only empower traditional logistics
effectively but also create novel logistics service projects.
Traditional logistics activities are refined into four major
parts: inventory, warehousing, transportation, and distri-
bution, while the new logistics service has practical service
capabilities and effectiveness such as high synergy at the
management level, profit maximization at the economic

level, instantaneous in time, green in environmental pro-
tection, and intelligent and sensitive in individual experi-
ence. Regarding the empowerment of artificial intelligence,
it mainly involves mechanical learning, the Internet of
'ings, unmanned systems, and other high-tech informa-
tion technology fields.

3.2. Application Value of Artificial Intelligence in Logistics

3.2.1. Realization of Unmanned Delivery. Unmanned de-
livery vehicles are mainly used in express or just-in-time
logistics distribution, using low-speed driving unmanned
vehicles, the essence of which is basically no different from an
autonomous driving system, which is composed of modules
such as environment perception, vehicle positioning, path
planning decision, vehicle control, and vehicle execution. 'e
unmanned delivery vehicle receives and processes data
through multisensor data fusion such as LIDAR, ultrasonic
radar, cameras, and inertial sensors, then identifies and un-
derstands dynamic and static information such as roads,
signs, pedestrians, vehicles, and the environment through
machine learning and deep learning, and then makes route
planning and behavioral decisions through differential po-
sitioning and high precision maps [16, 17]. In a nutshell, these
cloud services provide data, high precision maps, algorithm
updates, and background monitoring for the unmanned
vehicles, and finally, the control system and execution system
of the unmanned vehicles perform navigation, avoidance,
acceleration, turning, braking, and other operations. 'e
current application scenarios of unmanned delivery machines
are still very limited. Unmanned delivery machines are more
sensitive to objective conditions such as environment and
climate and more complex route planning and algorithms,
requiremore types of sensors, and avoid crowds and buildings
for safety reasons. Due to policy restrictions, unmanned
delivery aircraft are currently mostly used for delivery in
remote or closed areas and emergency delivery.
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Figure 1: Technical flow chart of the delivery of goods.
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3.2.2. Optimize the Delivery Process. 'e “large informa-
tion + calculation” in planned operations will compute the
conveyance course to the most sensible and give infor-
mation, high accuracy map, calculation update, and
foundation checking for automated vehicles, so the
products can arrive at the clients more securely and rapidly.
“Large Data +Algorithm” can gather information on the
rider’s direction, constant climate, and conveyance busi-
ness, consolidate with continuous information from the
server farm to dissect through streamlining calculations
and booking calculations, progressively plan the ideal way,
cooperate with messengers continuously and proficiently,
immediately report issues in conveyance, and lastly an-
ticipate the dispatch’s conveyance time through AI. Fig-
ure 2 shows the optimized scheduling efficiency through
artificial intelligence prediction scheduling at different
times of the year.

'e large information stage will be coordinated with the
venture’s data framework to give a precise picture of the
messenger and the freight proprietor and enter the planned
operations data through PC acknowledgment innovation to
dispatch and get merchandise, keeping away from pointless
utilization of time and labor because of conceivable con-
veyance blunders brought about by manual request input
[18]. Sending the pickup code to clients makes the precision
of data conveyance higher and takes care of issues, for
example, clients not having the option to track down the
pickup warning in time, while likewise keeping clients ed-
ucated regarding package pickups. Man-made brainpower
will likewise channel and dissect the large information as
indicated by the prerequisites of the errand and suggest the
undertaking shrewdly for the deliverer as per the limit,
model, area, and available energy of the deliverer.

Optimization of the delivery process (O) is chosen to
measure the comparability between the conveyance
course and pointless utilization of time and labor, and the
formula is

Ti � 􏽘
i

ln −
d
2
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2S
2
pσ

2
i
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(1)

where p is the ID of the certainmerchandise, i is the ID of the
key point of conceivable conveyance blunders, dpi denotes
manual request input between the i-th pickup code by the
p-th data conveyance, S2 denotes available energy of the
deliverer, and δ is the venture’s data framework.

3.2.3. Intelligent Warehouse Management. In the 21st cen-
tury, when human resources become more and more ex-
pensive, fully automated, high-efficiency intelligent
management of the warehouse gradually emerged. Workers
do not need to carry goods one by one but directly enter the
goods number by the system to arrange the machine to store
and find the goods, which is intelligent access to goods. 'e
intelligent management mode allows users to participate in
the management of goods and real-time monitoring of the
status and location of goods through the network.

4. Artificial Intelligence Cross-Border
e-Commerce Logistics and Distribution
Optimization Ideas

'e existing problems of low efficiency, poor quality, and
waste of resources of cross-border e-commerce logistics
distribution network can be solved by creating intelligent
storage, intelligent transportation, and intelligent delivery
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Figure 2: Dotted line diagram of optimized scheduling efficiency at different times of the year.
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through high technology equipment, Internet of 'ings,
cloud computing, big data, and other technologies.

4.1. Artificial Intelligence to Improve the Efficiency of
Distribution. 'e operation in the warehouse includes re-
ceiving, shelves into the warehouse, storage in the warehouse
storage, picking by order, out of the warehouse delivery, and
several basic processes. 'e use of automation and AI
equipment and information management software not only
can improve efficiency but also reduce the error rate of manual
operation, effectively improve the convenience of preparation
of goods out of the warehouse, and reduce operating costs, as
illustrated in Figure 3. 'e use of artificial intelligence tech-
nology will be helpful for warehousing as well as inventory
management [19, 20]. At this stage, China’s logistics delivery
time requirements will be more stringent; once the logistics
time of its goods is relatively long, then consumers are easy to
produce dissatisfaction and other psychological emotions and
take artificial intelligence technology and in-depth analysis of
historical data, so as to better grasp the actual access law of
inventory goods and dynamically to rectify the inventory so
that it not only can better reduce the actual cost of warehousing
costs but also effectively enhance the timeliness of warehouse
work so that consumers are more satisfied.

(1) Receiving link can use natural navigation unmanned
forklift. Unmanned forklifts can complete pallet

handling operations, that is, the entire pallet of goods
from the transport vehicle to the receiving area
waiting for quality inspection into the warehouse.
'e natural navigation unmanned forklift does not
need to install markers or reflectors and can perform
self-positioning according to the information ob-
tained from internal and external sensors during its
movement, so as to achieve precise positioning and
path planning of the unmanned forklift and com-
plete the task of navigation. At the same time, in-
telligent depalletizing robots are used for
depalletizing. 'is means that the goods placed on
the transfer pallets are transported one box at a time
to the conveyor belt. 'e use of depalletizing robots
can greatly reduce the labor of workers, improve the
speed of handling, and save labor costs. 'e latest
intelligent robot can even realize the function of
automatically adjusting the width of the arm for
different sizes of boxes, without the need for ware-
house personnel to adjust and calibrate the box type.
According to Wang et al. [21], unmanned forklift Vj
is constructed to represent the entire pallet of goods
from the transport vehicle to the receiving area Q to
the information obtained from internal and external
sensors (each information i corresponds to an in-
telligent depalletizing robot, representing u and v

coordinates of the function of automatically
adjusting the width of the arm for different sizes of
boxes, respectively), and then the transfer pallets and
warehouse personnel Zk are fused to select labor of
workers zk from the predicted deviation hk. 'e
mathematical relationship is as follows.

Vj �
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􏽐 Q uj + Zk uj􏼐 􏼑 − ui􏽨 􏽩hk uj􏼐 􏼑

􏽐 hk uj􏼐 􏼑
.

(2)

(2) Unmanned handling vehicles mainly use electro-
magnetic or optical and other related principles to
automate the deguidance device facility to carry out
the project’s marching work in a timely manner and
transport the goods to the preset location points in
accordance with its previously set related guidance
path [22]. We take artificial intelligence algorithm,
use intelligent equipment, timely cargo sweeping,
transmission, and other various works, and improve
the intelligent technology and automatic control
technology so that the storage robot can go on its
own operation, extensive use of neural networks and
a series of algorithms, reasonable planning of good
transport path, and accurate inference of its envi-
ronmental change conditions, to achieve the purpose
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Figure 3: Curve diagram of artificial intelligence to improve the
efficiency of distribution.
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of unmanned. In the library, a storage link can be
used in the common automated three-dimensional
warehouse (AS/RS), the whole box of goods stored in
the high level of the three-dimensional warehouse as
a unit of pallet, through the aisle automatic stacker
crane to complete the pallet access operations. And
the part that needs to be unpacked and picked up at a
later stage can be completed by an automated trolley.

(3) Use of Logistics Sorting
In the traditional form of manual sorting, the
workload of the staff is too large for the staff to be
able to cope with the problems. 'e adoption of
artificial intelligence technology and the rational use
of intelligent equipment and related technologies can
build a more efficient sorting system, bringing new
technologies such as conveyor sorting systems into
practice and extending the actual scope of their use.
Handheld RF scanning can be used in the goods
picking process instead of the original manual
picking method, and the handheld RF can accurately
find the location of the goods according to the
flashing lights of the goods level. Handheld RF
scanning with AR-assisted technology is more in-
telligent and modern, and it is equipped with AR
glasses to accurately and quickly understand the
layout of the warehouse and the location of each

storage position and can scan the goods through AR
glasses, significantly improving operational effi-
ciency. For secondary sorting, automatic sorters or
sorting robots can be used. Automatic sorting ma-
chines are suitable for boxed or bagged goods with
neat and uniform packaging specifications, and most
domestic e-commerce goods are currently packaged
in these two forms. 'e picking robot can auto-
matically change mechanical grippers of different
sizes through the camera and intelligent computing,
which is suitable for the increasingly rich variety of
e-commerce product packaging types (in Figure 4).

(4) Operating equipment with an automatic picking
function can solve the function of order sorting and
concentration according to delivery routes and stack
the goods of the same customers centrally. 'e in-
telligent shipping sorting system can also pick and
load according to the customer’s delivery order, in
the order of delivery routes from far to near, re-
ducing the intermediate secondary handling process
and improving the efficiency of outbound storage.

4.2. Artificial Intelligence to Improve Transport Efficiency.
When the distribution logistics cannot better meet the sales
demand of the network, the network goods cannot be
transported to the hands of consumers in a timely manner,
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Figure 4: Organization frame composition of logistics sorting.
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and the arrival time node will also produce a delay, not to
mention the completion of door-to-door commissioning as
well as installation and other follow-up tasks, and the related
service quality is poor [23, 24]. 'erefore, when optimizing
the logistics distribution network, we should build an in-
tegrated mode of sales and logistics distribution, integrate
the offline logistics distribution data information with the
online logistics sales goods information content, and opti-
mize the information content to build a one-stop service
chain to effectively break the traditional logistics and
transportation mode.'e shackles of the traditional logistics
and transportation model are effectively broken, and the
existence of blind spots is eliminated so that logistics and
transportation can be developed in a more intelligent way.

Logistics management system using GIS technology and
GPS positioning can realize GPS positioning service, human-
computer interaction for logistics information management,
real-time continuous positioning, monitoring, and data trans-
mission of vehicles as well as the optimization of path selection
and navigation of electronic maps, giving full play to the ad-
vantages of intelligent logistics [25]. 'e distribution center can
use the vehicle path optimization system,with the best route, the
shortest time, and the fastest speed to deliver goods to cus-
tomers, greatly improving the efficiency of distribution, but also
easing the city traffic congestion.'rough the real-time tracking
of vehicles, the vehicles can be positioned, monitored, and
notified online in the form of goods to meet the e-commerce
customers to check the real-time delivery information of the
purchased goods at any time. Although this real-time infor-
mation service has now been used in the shopping platform, it
also can only provide node information and cannot see the
transportation and distribution of the whole process and spe-
cific location, and the information will have different degrees of
delay, so you can providemore accurate logistics information to
improve customer satisfaction through big data, cloud com-
puting, and other new generation of information technology.

4.3. Artificial Intelligence to Improve the Efficiency of Delivery.
Lately, the improvement of computerized reasoning in
China has become quicker and quicker, which has provoked

the utilization of man-made consciousness calculations to
turn out to be increasingly broad [26]. 'e broadness first
calculation and A calculation are the principal ways of
computing the ideal way for the conveyance of things and
picking the course with a more limited way, which can make
its conveyance benefits more self-evident (Figure 5). In the
genuine conveyance period, on the off chance that the staff
exclusively transport everything, the work proficiency will be
poor and the expense of the work will be high.'e utilization
of astute robots and robots to convey merchandise will really
work on the effectiveness and nature of the work and,
furthermore, extraordinarily decrease the expense of the
task. In the automated conveyance mode, on the off chance
that it applies design acknowledgment and different ad-
vances, it can sweep and peruse a wide range of information
data on the merchandise very rapidly, which will carry
extraordinary comfort to the coordinated operations con-
veyance work. As the clients of online business operations
are broadly appropriated and scattered, various kinds of
clients should be coordinated with various sorts of con-
veyance modes. Under the savvy strategies, the conveyance
mode can be additionally streamlined to give more decisions
of conveyance modes, like home conveyance + conveyance
time, self-administration pickup + self-decision pickup or-
ganization, pickup bureau + self-decision compartment, and
so on, by clients as indicated by their own necessities, which
are more adaptable conveyance activities to meet the sep-
arated requirements of web-based business clients. Along
these lines, it can incredibly decrease the likelihood of
dispatch conveyance disappointment, lessen the quantity of
lost and harmed pieces, and work on the effectiveness of
terminal conveyance.

4.4. Artificial Intelligence Changes the Function of Logistics
Workers. Artificial intelligence has undoubtedly triggered
the phenomenon of “machine for human” in the context of
the new era of Industry 4.0 [27]. From a theoretical per-
spective, this is the substitution effect of artificial intelligence
on workers’ jobs. According to the PwC forecast (see Fig-
ure 6), as of 2030, for example, the United Kingdom may
have 30% of jobs in automated production, lower than the
United States and Germany, but higher than Japan, where
the automation rate of warehousing, transportation,
manufacturing, and wholesale and retail industries will
obviously be higher. It is thus foreseeable that highly dan-
gerous and repetitive manual labor and data collection jobs,
including warehouse management delivery and distribution,
will have the strongest replaceability.

With the transition phase of industrial transformation
and upgrading, many transitional and prominent contra-
dictions in job convergence cannot be ignored, such as
structural unemployment caused by the mismatch between
people and jobs. 'e extensive investment in “unmanned”
equipment by logistics companies does not mean that hu-
man positions are not needed at all; on the contrary, many
jobs still require more relevant human cooperation for better
operation. In this context, society is bound to increase the
number of positions adapted to the composite talent, that is,
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Figure 5: Horizontal column diagram of artificial intelligence to
improve the efficiency of delivery.
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not only knowing how to operate the robot and familiar with
the industrial process of high-quality personnel positions,
which also means that those who cannot meet the future job
skills demand of many front-line e-commerce warehouse
employees will face the threat of unemployment.

In addition, this gives rise to the fact that development
must face the “old” problem—the lack of professional
composite high-quality talent. 'e rapid development of
artificial intelligence technology is the result of the joint
efforts of many data analysis experts, AI/machine learning
senior engineers, data labeling professionals, AI hardware
experts, and other professional talents, these mid- to high-
end professional and technical personnel are definitely an
important recruitment target for enterprises. 'erefore,
enterprises have stepped up the introduction of these market
scarce resources to seize the opportunity in the industry
competition. How to make the “old” problem in the “new”
position can be solved makes artificial intelligence in the
development of logistics enterprises face one of the key
issues.

'e advantage of artificial intelligence machines is that
they can operate around the clock. At night, artificial in-
telligence machines are still running, making full use of the
time that is difficult for natural people to use at night, and
improving the efficiency of logistics [28]. But there are still
many other nonstandard operations that cannot currently be
transformed with AI. 'e most effective model may still be
the human monitoring AI machines to collaborate to
complete the logistics distribution so that AI machines
become human eyes, legs, and hands to complete some fixed

simple intelligent behavior, such as taking the planned
distribution route, automatic identification of obstacles, and
avoidance on the route. And people have to do something
that cannot be predefined behavior, such as distribution of
new routes, new user needs, and other tasks.

'ere is also the logistics of large items, the volume is
small, and if the difficulty is too high with unmanned dis-
tribution, then only one person can complete it. 'e diffi-
culty here includes the difficulty of realizing the loading tools
for large items, and even if it is realized, the cost is still high
due to the small amount. A feasible method is to use pro-
fessional distribution units to implement large pieces of
distribution, and then it is necessary to use the large pieces of
distribution platform to realize the matching of demanders
and providers so that it is both economic and fast; then,
artificial intelligence can provide the accurate and timely
help to do on-demand and on-time delivery to avoid waste.
For example, the demander only needs to provide the photo
of the bulky item to be delivered, the shipping location, and
the receiving location. Based on visual recognition, artificial
intelligence automatically matches the delivery tools and
routes, as well as the related staffing. Fast speed and accurate
matching are fully achievable. For the role played by people
in logistics, under the artificial intelligence ecology, it should
be monitoring and filling in the gaps. Do the delivery service
that the machine cannot achieve and at the same time
complete the machine’s failure maintenance work. Do what
the machine cannot do by itself.

Given the logistics of large items, the volume of logistics
pieces is defined as a set χ � {Zj}j � 1,2, . . ., n, where J is
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professional distribution units, and artificial intelligence
system (u, v) of the jth logistics pieces in the demanders and
providers is denoted by the vector Zj ∈ x. 'e loading tools
for large items consist of on-demand and on-time delivery
αt(Z) at each shipping location providing confidence
Rjt ∈Rw × h for each course j, where w and h are the delivery
tools and routes, respectively, and t denotes the tth location.
'e first location of the corresponding photo of the bulky
item uses visual recognition and artificial intelligence to
provide confidence scores:

αt � (Z|N),

αt ⊂ s
j
1 Zj � Z􏼐 􏼑􏽮 􏽯,

αt � (Z|N) ⊂ s
j
1 Zj � Z􏼐 􏼑􏽮 􏽯.

(3)

All subsequent locations generate new confidence scores
using the contextual information from the previous location:

αt > Z|N,ψ Z,Rt−1( 􏼁􏼂 􏼃,

Z|N,ψ Z,Rt−1( 􏼁􏼂 􏼃 ⊂ s
j
t Zj � Z􏼐 􏼑􏽮 􏽯,

αt > Z|N,ψ Z,Rt−1( 􏼁􏼂 􏼃 ⊂ s
j
t Zj � Z􏼐 􏼑􏽮 􏽯,

(4)

where Rt ∈Rw × h× (J+ 1) corresponds to the confidence
score map of the related staffing of location t; ψ (Z, Rt-1)
denotes the machine’s failure maintenance work from the
confidence mapRt-1 to a wide range of pieces of distribution
x.

4.5. Artificial Intelligence for Logistics Goods Security
Prediction. Logistics goods security refers to, first, the se-
curity of the source of the goods themselves, such as using the
logistics system to send dangerous goods to the victims;
second, the security of the goods in the process of trans-
portation and distribution, such as important goods, valuable

goods, and flammable, explosive, and other dangerous goods
[29, 30]. For the above two kinds of logistics security needs,
artificial intelligence can help. 'e hazards at the source can
be alerted by big data to determine the hazard level. Based on
the correlation analysis between the destination of logistics
goods and the place of issuance, a hazard alert is derived so
that potential hazards can be avoided.

Generally speaking, logistics is always demand-pulled, and
active delivery without demand is required to be reminded or
ensured by relevant procedures. Some logistics may have
active delivery; i.e., the consignee at the destination is shipped
without the knowledge of the consignee. 'is can take ad-
vantage of the now developed communication network to first
remind the consignee to confirm the judgment that the goods
received are safe, which is always much safer than passively
receiving an unknown object. Of course, some public sector
services for the public and the establishment of the receiving
department should have a special unpacking machine and
testing equipment, through the safety test before the person
confirms receipt. 'e second security, in fact, only needs to
add video surveillance in each link of logistics and artificial
intelligence monitoring equipment to automatically judge and
interact with the big data of the road network information, to
achieve early warning, such as abnormal road conditions
ahead, congestion, or bad weather that damage roads. In short,
we need to make full use of the potential of artificial intelli-
gence to provide credible and feasible guarantees for logistics
security. Figure 7 illustrates the frame diagram of artificial
intelligence for logistics goods security prediction.

4.6. AI’s Help for Logistics in Extraordinary Times (e.g., Under
Public Epidemics). In extraordinary times, such as during
plague outbreaks and earthquake disasters, logistics systems
modified by artificial intelligence are good choices because of
the restricted movement of people. Due to the plague caused
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Figure 7: Frame diagram of artificial intelligence for logistics goods security prediction.
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by a large number of people who cannot contact each other,
then unmanned cars, unmanned logistics vehicles, and
drones will bring convenience to the distribution of logistics
so as to adapt to the logistics distribution in the extraor-
dinary period. In addition, the waste caused by incorrect
information about material distribution in the extraordinary
period will be solved by the operation of artificial intelli-
gence. 'e demand information will be summarized by big
data, and then it will not be a problem to deliver the suitable
materials to the suitable users.

5. Conclusion

With the development of information technology, the
transformation to digitalization has become an important
means to enhance the level of specialization in many in-
dustries. Cross-border e-commerce should cater to the de-
velopment trend of “Internet+” and build a cross-border
e-commerce logistics development mode based on “Inter-
net+” by effectively integrating logistics links with the help of
perception and identification and visualization digital tech-
nologies such as big data, Internet of 'ings, artificial in-
telligence, and 5G. It creates a comprehensive service platform
with automatic perception and identification and visualiza-
tion operation capability, promotes seamless docking of all
links, realizes effective allocation of resources, and makes the
operation cost of cross-border e-commerce logistics greatly
reduced, and the operation level and service quality of cross-
border e-commerce logistics are greatly improved. As an
emerging technology, “artificial intelligence+ logistics” has
become the mainstream of the development of the logistics
industry, improving all aspects of logistics. 'e utility of
artificial intelligence in logistics is great, and it is vital for the
development of the logistics industry. 'e rational use of
artificial intelligence technology can realize the development
of logistics industry changes, reducing the operating costs of
logistics units at the same time, and can also better improve
the efficiency of the work carried out. In the context of the
rapid development of artificial intelligence technology, arti-
ficial intelligence in logistics operations has become the in-
evitable development of the times, through the use of the
technology to better enhance the level of intelligence in lo-
gistics, the wisdom of logistics as the leading development of
the logistics industry, abandoning the traditional solidified
logistics model, to better respond to the development of the
times, highlighting the advantages of artificial intelligence.
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Since industry 4.0 was put forward in 2013, industrial process around the world has been moving rapidly towards the age of
intelligent manufacturing. Industry 4.0 is known as the fourth industrial revolution dominated by intelligent manufacturing,
which has changed the production mode of global manufacturing and triggered far-reaching industrial changes. However, when
intelligent machines communicate with each other under industrial 4.0, a large amount of data adopting distributed control will be
generated. �e infographic in the data is mainly a visual design of industry 4.0 data. �erefore, this paper mainly studies the
distributed data optimization processing for industry 4.0. Considering that data leakage is one of the biggest challenges faced by
the data storage systems, this paper proposes a data storage method that considers the e�ciency and security of data access. �e
concept of security distance not only guarantees data security but also takes into account the emphasis of di�erent user groups on
data security. To minimize data access time, this paper proposes a data access node selection algorithm to minimize data access
time while ensuring data security. �e simulation proves that compared with baselines, the data access time of the proposed
algorithm in random topology and Internet2 topology is less than that of the current data storage algorithm while ensuring data
security. �e experimental results are simulated on Internet2 topology and random topology with Matlab and
Omnet + + simulation platform, showing that the proposed algorithm can select the optimal data storage node under the
condition of satisfying the security distance constraint, thus reducing the data access time.

1. Introduction

Industry 4.0 is proposed and applied at Hannover Messe in
2013, which is mainly aimed at the future manufacturing
industry [1]. After the three industrial revolutions, it inte-
grates network technology and digital technology to rep-
resent the fourth industrial revolution, which makes
industry 4.0 attract high attention in the global industrial
�eld [2, 3]. At present, industry 4.0 not only takes intelligent
development as the primary target but also extensively
applies advanced measures such as information technology,
information interaction, and process reengineering. Based
on meeting the personalized and di�erentiated needs of
di�erent consumers, �exible production is performed to
achieve maximum decision optimization [4–6].

Today is the era of big data. In the era of Industry 4.0, the
manufacturing industry will be built on an interactive
platform based on the Internet and information technology.
Industrial big data will become the core driving force of

intelligent manufacturing [7, 8].�emain thinking direction
of Industry 4.0 is to predict demand and production through
data analysis and then use data to integrate the industry
chain and value chain, so as to create greater value [9]. �e
production-related data are called the master data of the
enterprise, which includes a series of product-related data
such as design, process, modeling, test, maintenance,
product structure, component con�guration, and change
records. �ese data are recorded, transmitted, and processed
to enable the product to achieve life cycle management and
further satisfy customers’ personalized product needs
[10, 11].

�e huge amount of data in Industry 4.0 makes people
su�er from information overload. In recent years, data
analysis, data processing, and data presentation have become
a research hotspot, among which infographics presented to
users is a key link, which can enhance the readability and
attractiveness of data information and increase the accep-
tance and dissemination [12]. Infographics is an excellent
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way to present data and information concisely and clearly
[13]. In the era of data and information explosion, higher
requirements are put forward for the design of infographics,
but how to present more rich data content from multiple
perspectives more clearly and concisely has become a
problem. (e essence of infographic processing is a large
amount of industrial data. (e mass and diversity of in-
dustrial data make distributed systems become the best
choice for data storage and management. Currently, dis-
tributed data storage systems are divided into peer-to-peer
(P2P) storage technology and cloud storage system repre-
sented by cloud computing [14]. (e advent of the big data
era makes the research on the distributed storage system of
great significance. For mass data storage, distributed data
storage surpasses traditional centralized storage technology
with its good scalability, robustness, and high efficiency.

Distributed data storage uses a large number of low-cost
PC servers that are widely distributed in different geo-
graphical areas and connected to each other to store massive
data [15]. (is storage method can greatly save storage costs,
but the availability of nodes is low. Meanwhile, the ex-
pansion of data storage greatly increases the probability of
system failure. Based on cloud computing, cloud storage
technology can combine different devices and different types
of data to work together through application software,
distributed file system, cluster technology, and network
technology. However, storage nodes in different locations
have different storage capabilities and link bandwidths,
making it difficult to improve data access speed [16, 17]. In
terms of data access time, graph partitioning is widely used
at present [18]. (is method has sufficient mathematical
theory as support, but graph partitioning does not consider
the node performance and link performance comprehen-
sively, so it cannot solve the actual problem. How to reduce
data access time while ensuring certain data security is the
key point of distributed infographic design for industry 4.0.

To meet security requirements and support distributed
infographic design of Industry 4.0, the concept of a
K-distance topological subgraph is proposed in this paper;
that is, in an undirected graph, if there is a subgraph whose
distance between any two nodes is greater than K, then this
subgraph is called the K-distance topological subgraph of the
original graph. Based on the above definition, this paper uses
K-distance topological subgraph in the original topology to
place data so as tomeet the security requirements. Moreover,
to minimize data access time, this paper proposes a node
selection algorithm based on a priority of nodes. (e nodes
are arranged in ascending order according to the access time
of data, and then the data storage nodes are selected in turn
under the constraints of security distance to form the op-
timal K-distance topological subgraph. (en, the data are
placed on the K-distance topological subgraph.

Accordingly, the main contributions of this paper are
summarized as follows:

(i) (e concept of K-distance topological subgraph is
proposed

(ii) A low complexity data placement algorithm is
proposed

(iii) By comparing the effectiveness of the proposed
algorithm on different network scales, the superi-
ority of the proposed algorithm is proved

(e rest of this paper is organized as follows. Section 2
reviews related work. In Section 3, we study the distributed
data storage algorithms.(e simulation results are presented
in Section 4 and Section 5 concludes this paper.

2. Related Work

2.1.DataAnalysis for Industry 4.0. Since industry 4.0 was put
forward in 2013, the industrial process around the world has
been moving rapidly towards the age of intelligent
manufacturing. (e development of data perception tech-
nology further helps to collect massive industrial data, and
the innovation of industrial informatization is an oppor-
tunity. However, industrial data have the characteristics of
large-scale, high-dimension, variable structure, and complex
content, so it is a severe challenge to analyze industrial data.
Diez et al. [19] conducted a comprehensive survey of the
latest developments in data fusion and machine learning for
industrial forecasting, focusing on identifying research
trends, opportunities, and unexplored challenges. Peres et al.
[20] proposed intelligent data analysis and real-time mon-
itoring framework, which provided the basis for realizing
scalable and flexible data analysis and real-time monitoring
systems for the manufacturing environment. Raptis et al.
[21] investigated the latest literature on the application of
data management in a networked industrial environment
and identified several open research challenges in the future.
Costa et al. [22] aimed to find out the relationship or as-
sociation between emerging technologies in industry 4.0 and
applied data mining technology to a new bibliometric
method to help identify association networks. Villalobos
et al. [23] proposed a three-level hierarchical architecture for
industrial 4.0 data storage in a cloud environment, which
helped to manage and reduce the costs. Jiang et al. [24]
proposed an analysis framework based on big data to analyze
and extract the network behavior of cellular networks in
industry 4.0 applications by using Hadoop and other
technologies from the perspective of big data. Soltysik et al.
[25] determined the trend and keywords for promoting the
use of open data in industry 4.0. Li et al. [26] proposed a
system framework based on the concept of industry 4.0,
including the fault analysis and treatment process of ma-
chine center predictive maintenance.

2.2. Study forDistributedData Storage. (e large-scale use of
the Internet has radically changed the data storage mode.
With the increasing popularity of data sharing, local file
systems cannot meet the needs of data sharing. More and
more data are stored in distributed structures through the
network. (e distributed storage technology for file sharing
emerges as the times require. (rough the distributed data
storage technology, people can easily and quickly exchange
data and work together.Wu et al. [27] proposed a robust and
auditable distributed data storage scheme to support safe
and reliable edge storage in edge computing and ensure the
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reliability and integrity of data in the distributed edge
storage servers. Cangir et al. [28] preliminarily classified the
blockchain-based distributed storage technology. Shi et al.
[29] proposed a data placement algorithm based on fault-
domain, which provided a new idea for the design of the
distributed storage system. Yao et al. [30] introduced a
remote image design of a dual node storage cluster, which
could protect data in case of system failure. Liao et al. [31]
considered a more practical data center network with fat-
tree topology and used deep learning technology K-means to
help store data blocks, so as to improve the read-write delay
of data center networks. Jin et al. [32] introduced how to use
distributed database HBase maintained by Apache to
manage power data.

3. Distributed Data Storage Algorithm

3.1. K-Distance Topological Subgraph. Due to the limitation
of security distance in data storage, it is necessary to find a
list of storage node sets that meet the requirement of security
distance before data chunks are placed [33]. To find such
node sets, the concept of a K-distance topological subgraph
is proposed in this paper.

Let G(V, E) represent the network topology of a dis-
tributed storage system and be also an undirected connected
simple graph, where V represents the set of storage nodes
and E represents the link between the nodes. If there is a
node set V′⊆V and for ∀v1, v2 ∈ V′, v1 ≠ v2, and we have
dis min≥K, where dis min represents the shortest hop
number between two points, then V′ is called the K-distance
topological subgraph of graph G(V, E).

Given the above, the K-distance topology subgraph V′ of
graph G(V, E) is the set of nodes meeting the security
distance limitation [34, 35]. Based on this, we propose a K-
distance topology subgraph generation algorithm. (e
pseudo-code of Algorithm 1 is as follows.

According to Algorithm 1, given an undirected graph
G(V, E), select a node v arbitrarily at the beginning, then
find the node vj whose distance from this node isK, and then
continue to find the point whose distance from vj is K.

Repeat this step until the graph G is traversed. (e set K-dis-
min-graph found is the topological subgraph of the
K-distance.

According to the description of Algorithm 1, it is easy to
get that the K-distance topology subgraph V′ of graph
G(V, E) is not unique, as shown in Figure 1. Considering a
10-vertex topology graphG(V, E), different initial nodes and
intermediate nodes will be selected to obtain different K-
distance topology subgraphs. Figure 1(b) is the schematic
diagram of a 2-distance topology subgraph, and the node-set
is {2, 4, 6, 9}. Figure 1(c) is also a 2-distance topological
subgraph of graph G(V, E) with a node-set of {1, 3, 5, 7, 8,
10}.

3.2. StorageNode SelectionAlgorithm. In this paper, the data
placement problem satisfying certain security can be
transformed into another problem; that is, given the security
distance K, the problem of finding the K-distance topology
subgraph satisfying the minimum data access time can be
found in the network topology. As a result of the undirected
graph, GK-distance topology subgraph is not unique, and
this paper proposes an algorithm based on node priority,
which arranges the nodes in order of unit data access speed.
If the two nodes have the same access speed, they are
arranged according to the node’s self-protection capability
(SPC). When selecting the storage node, the node with the
highest priority should be selected as far as possible to ensure
a high data access speed [36, 37]. Considering that the
complexity of finding the K-distance topological subgraph is
O(n2), a node selection algorithm is proposed in this paper,
which minimizes the speed of data access and reduces the
complexity of the algorithm based on satisfying the safe
distance K.

SPC is the aggregate value of intrusion detection system
capability value, anti-virus capability value, firewall capa-
bility value, and authentication mechanism capability value
[38]. (is paper assumes that all data center nodes have the
above four security measures. Assuming that the data access
point is node A in an undirected graph G, the unit data
access speed from node v to data access point A is defined as
for all nodes v in the graph. (e pseudo-code of the data
storage node selection algorithm (Algorithm 2) is as follows.

4. Simulation and Analysis

4.1. Simulation Environment. In this paper, Omnet + + [39]
simulation platform and Matlab R2020a were used to verify
the effectiveness of the storage node selection algorithm
proposed in this paper. (e network topology is divided into
two types: random topology and Internet2 network con-
nections [40], as shown in Figure 2. In Figure 2, the number
on the line is the weight of the connection. In Figure 3, the
larger the weight of the connection is, the thicker the
connection line is. (e former can measure the performance
of data storage algorithms in various scenarios, and the latter
can measure the performance of data storage algorithms in
real scenarios. As shown in Table 1, we give the specific

(i) Input: G(V, E), and security distance K
(ii) Output: Nodes set K-dis-min-graph
(1) Select any node v

(2) Connect nodes with distance less than K
(3) L1: for i� 1 ⟶ |adj(v)|

(4) for j� 1 ⟶ |adj(vi)|

(5) if vj ∉ adj(v)

(6) K-dis-min-graph ←vj

(7) delete v

(8) v � vj

(9) continue L1
(10) end-if
(11) end-for
(12) end-for
(13) return K-dis-min-graph

ALGORITHM 1: K-distance topology subgraph generation.
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parameter and Table 2 shows settings of the simulation
environment.

We compare the data access time of Algorithm 1 and
Algorithm 2 proposed in this paper with that of CDPVDA
[41], ACO-DPDGW [42], and UnifyDR [43].

(i) Cloudmodel-based Data Placement Algorithmwith
Virtual Data Agent (CDPVDA)

(ii) Ant colony optimization-based data placement of
data-intensive geospatial workflow (ACO-
DPDGW)

(iii) UnifyDR :A generic framework for unifying data
and replica placement

4.2. Simulation results

4.2.1. Random topology. In this paper, we first compare the
data access time results of various algorithms in random
topological networks with different data volumes and net-
work nodes, as shown in Figure 4. Figure 4 shows that with
the increase of data volume, the data access time of the
proposed algorithm is the smallest, which is about 50%
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Figure 1: Schematic diagram of 2-distance topological subgraph. (a) Original network topology. (b) 2-distance topological subgraph 1. (c)
2-distance topological subgraph 2.

(i) Input: G(V, E), K, Link bandwidth matrix, node A

(ii) Output: Optimal nodes set (Opt-nodes set)
(1) for i� 1 ⟶ |V|

(2) Unit data access speed� 􏽐
​ unit data/link bandwidthmatrix

(3) end-for
(4) Rank the nodes according to step 2 from largest to smallest, and the ranked set is UDAS_D
(5) Opt_nodes set ← UDAS_D1
(6) delete UDAS_D1 from UDAS_D
(7) for i� 1 ⟶ |UDAS D|

(8) dis�Dijkstra(A, UDAS_Di)
(9) if dis ≥K
(10) Opt_nodes set ← UDAS_Di
(11) delete UDAS_Di from UDAS_D
(12) end-if
(13) end-for
(14) return Opt_nodes set

ALGORITHM 2: Data storage node selection.
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shorter than that of baselines, and the data access time
increases slowly. (is is because the proposed algorithm
adequately selects the nodes with good link condition to
minimize the data access time. Figure 5 shows that with the
increasing number of nodes, the data access time of the
proposed algorithm is still the smallest compared with
baselines, and the data access time is reduced by about 60%–

70% compared with baselines. (is means that the proposed
algorithm can select the best-performing nodes to store data
under the condition of satisfying the security distance limit,
thus minimizing the data access time.

4.2.2. Internet2 topology. As can be seen from Figure 6, as
the volume of data in the Internet2 topology continues to
increase, the data access time of all algorithms increases. As
can be seen from Figure 6, data access speed on the Internet 2
topology is increasing with the increase of data volume, but
the data access time of the algorithm proposed in this paper
is still the smallest, and the data access time is reduced by
about 50% compared with other baselines. Since the
bandwidth in the Internet2 topology is 1 GBps, UnifyDR and

Random Topology

Figure 2: Topology of random network.

Figure 3: Topology of Internet2 network advanced layer 2 service.

Table 1: Simulation environment parameter settings of random
network topology.

Parameter Setting
Topological connection Full connection
Number of nodes 20
Edge weight Random
Edge style Dotted line
Number of iterations 1000

Table 2: Simulation environment parameter settings of Internet2
network connections.

Parameter Setting
Size of simulation area 4500 ∗ 2700
Number of nodes 34
Capability of node storage (GB) 500–1000
Bandwidth (Mbps) 200–400
Data volume (GB) 2000–6000
Number of iterations 1000
Size of data chunks (MB) 100–500
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Figure 4: Data access time in random topology (different data
volume).
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the algorithm proposed in this paper select the nearest nodes
when the data volume is small, which makes that the data
access time is the same. However, with the increasing of the
data amount, when some nearest nodes are full of storage,
the algorithm proposed in this paper is better than baselines
in finding suboptimal nodes, so the performance of the
algorithm proposed in this paper becomes better with the
increase of data volume. As indicated in Figure 7, the data
access time in the proposal is still reduced by about 50%
compared with baselines with the increasing security
distance.

5. Conclusions

As for the large amount of data generated by Industry 4.0,
this paper proposes a data storage method considering the
efficiency and security of data storage. Considering data
security and user experience, to meet the needs of different
user groups, the concept of security distance is proposed,
which enables different users’ requirements for data security
to be used in the same data storage method. Considering the
efficiency of data storage, a storage node selection algorithm
is proposed to minimize data access time while ensuring
certain data security, thus improving the user experience.
Finally, simulation results show that compared with other
existing data storage algorithms, the proposed algorithm can
reduce data access time while ensuring certain data security.

In a distributed data storage system, a cloud storage
system has a long distance between storage nodes and is
generally distributed all over the world. However, a struc-
tured P2P network is highly volatile, which makes it difficult
to ensure user experience in the networking strategy of the
distributed data storage system. At present, the trend of
distributed data storage system research is security, reli-
ability, speed, and low energy consumption. Many existing
works only optimize some of the above four conditions but
do not achieve comprehensive optimization. (erefore, it is
necessary to design distributed data storage methods and
consistent maintenance policies that can meet the above
requirements in the follow-up work to improve user
experience.
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It is an e�ective means to use a computer auxiliary system to assist athletes in training. In this paper, we design a technical activity
recognition system for basketball players.�e system uses the sensing module bound to the basketball player to collect the activity
data and uses the proposed Multilayer Parallel Long Short Term Memory (MP-LSTM) algorithm to recognize the activity.
Moreover, in order to extend the working time of the system and reduce the energy consumption of the sensing module, we also
utilize the classical reinforcement learning algorithmDQN to adaptively control the sampling frequency of the sensing module for
making a trade-o� between recognition accuracy and energy consumption. Experiment results show that the recognition accuracy
of the proposed MP-LSTM algorithm reaches 94%, while the recognition accuracy of the system remains at about 90% after
applying the DQN algorithm, and the energy consumption is reduced by 76%.

1. Introduction

�e basketball sport was invented in 1891 by an American
physical education teacher named James Naismith. As a fun
and easy event, this game is popular with the public, and it
gradually spreads over the world [1]. Nowadays, basketball
has become a world sport with detailed and rigorous rules,
and it has higher requirements on the height, physical
strength, and skill of the athletes. �e National Basketball
Association (NBA), which is the most professional league,
has top-notch players in all aspects. �e famous center,
Shaquille O ′’Ne al, who is 214 cm tall, has a speed of 10.7
seconds for 100 meters and 47 seconds for 400 meters.
Michael Jordan can reach 1.2m in spot bounce as an out-
standing basketball star. For the players, correct training
methods are crucial to the improvement of performance on
the court.�e teaching ability and personal experience of the
coach are very important to the athletes’ training. However,
with the continuous development of information technol-
ogy, using computers and other intelligent devices to collect
and analyze data can e�ectively assist athletes in the training
[2].

�e computer-aided training means are widely utilized
in basketball sports. For example, Mieraisan [3] provides

prototype implementations of computer vision algorithms
in the sports industry, the main objective of his issue is to
develop initial algorithms to solve play-¤eld detection and
player tracking in basketball game videos. Shah and
Romijnders [4] use the deep learning algorithm to analyze
the sports data of players, then predict whether a three-point
shot is successful. Kizielewicz and Dobryakova [5] construct
a kind of multicriteria decision-making method with an
expert evaluation mechanism to analyze the players’ data in
order to accurately rank NBA players.

Inspired by related works, in this paper, we design a
sports data acquisition and analysis system based on mul-
tisensors for basketball players. In the system, we use several
homogeneous sensing modules to collect the technical
motion data from basketball players and transmit the data to
the server for analysis and processing. Meanwhile, consid-
ering that the battery power of the sensing module is limited
and needs to be optimized for energy saving, we design an
adaptive sampling frequency control algorithm based on
reinforcement learning (RL). RL is one of the main methods
in the ¤eld of machine learning and intelligent control in
recent years. Its idea is to construct a strategy that enables the
agent to choose behavior based on the environment in order
to achieve the maximum cumulative reward. With the RL

Hindawi
Mobile Information Systems
Volume 2022, Article ID 6820073, 9 pages
https://doi.org/10.1155/2022/6820073

mailto:boyang021@usst.edu.cn
https://orcid.org/0000-0002-7985-4185
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6820073


means, the agent can choose the most appropriate behavior
in different states. (erefore, RL is actually the learning of
the mapping strategy, which is defined as “Policy,” from
environment state to agent behavior. (e Deep Q-Network
(DQN), a classic RL algorithm, involved in this paper was
proposed by the Google DeepMind team in a paper pub-
lished in Nature in 2015 [6]. (e algorithm combines re-
inforcement learning and deep learning (DL), which makes
it a major breakthrough in the field of artificial intelligence.

In this paper, we realize a system for data collection and
analysis of basketball players based on multisensor archi-
tecture. In order to reduce the energy consumption of the
sensing module, the system applies the DQN algorithm to
adaptively control the sampling frequency of the nodes, so as
to prolong the service cycle of the system. (e rest of the
paper is organized as follows: In Section 2, we introduce
more related works on our issue, including information
about the sensor-based recognition system and the DQN
algorithm. Section 3 depicts the main structure of our
system. Experiments are conducted in Section 4. Section 5
gives the conclusion of our work.

2. Related Works

2.1. Sensor-Based Activity Recognition for Basketball Players.
With the maturity of computer technology, computer-based
auxiliary training methods have become effective ways in
professional sports training. (e NBA is a highly profes-
sional basketball league, and some commercial organiza-
tions, e.g., Stats and Second Spectrum, record players’ on-
court performance with a multicamera system and provide
professional data analysis services to the league teams. In
order to personalize the training of players’ technical
movements and for the sake of flexibility, more studies
choose to use an inertial sensing module to record and
analyze activity data. Sangüesa et al. [7] establish a technical
action data set using positioning sensors. (e machine
learning algorithm is used to recognize 5 classic basketball
skill activities, including floppy offset, pick and roll, press
break, post-up situation, and fast breaks, with an accuracy
rate of 97.9%. Staunton et al. [8] use Magnetic, Angular Rate,
and Gravity (MARG) sensors to measure the Counter-
Movement Jump (CMJ) performance metric of elite bas-
ketball players. (e experiment results show that there is a
strong correlation between this index and players’ com-
petitive level. Mangiarotti et al. [9] design a wearable activity
recognition system based on TinyDuino with an acceler-
ometer and gyroscope, which is specially developed for
coaches to track the activities of two or more players at the
same time. Hasegawa et al. [10] study the wheelchair bas-
ketball game by adding inertia sensors to the athletes’
wheelchairs to record the movement parameters so as to
improve the athletes’ skills in this game. Liu et al. [11] adopt
a shapelet-based framework to recognize human activities
and take daily life activities and basketball games to test the
whole model. To summarize, given that sensing modules
have a powerful function and wide popularity, it is an
important means of using sensing devices to study basketball
sports.

2.2. Energy-Saving Strategy. In many applications involving
human activity recognition, it is usually a long-term
monitoring job for the purpose of mining the subjects’
activity patterns. However, the commonly used sensing
modules are usually in small size and limited in power.
(erefore, amount of studies try to minimize the energy
consumption of the whole system and extend the work time
of the system while keeping an acceptable recognition ac-
curacy. (ere are lots of works on energy-saving strategies.
For example, Phan [12] design a special algorithm for the use
of GPS and turned on the GPS sensing module only when
the geographical position of the user changed. (e energy
consumption of the entire activity recognition can be ef-
fectively reduced by utilizing the algorithm. Ling et al. [13]
define the concept of “compression,” the essence of which is
to control the sampling frequency of the data acquisition
module. Meanwhile, the paper also finds the optimal
combination of sampling frequency and recognition accu-
racy through an exhaustive method. Wei et al. [14] reduce
the sampling frequency of the sensing module to 2Hz for
energy saving. Meanwhile, the hybrid model structure of the
decision tree + support vector machine is used to ensure the
recognition accuracy. Gordon et al. [15] set the corre-
sponding sensor configuration for different activities and
predict the activity of the next window by referring to the
history record. Due to the optimal sensor configuration, the
recognition accuracy is improved and the power con-
sumption is reduced. Morillo et al. [16] take advantage of
different data sampling frequencies that vary from 32Hz to
50Hz to collect data and recognize daily activities (including
walking, jumping, and cycling). According to the conclusion
of these research studies, energy consumption is positively
correlated with identification accuracy. However, all rec-
ognition systems are designed to achieve the highest ac-
curacy with the least energy consumption, so making a
balance between the two indicators is the core issue dis-
cussed in our work.

2.3. Reinforcement Learning. (e concept of RL comes from
the field of psychology, which is a branch of machine
learning methods. RL algorithm can learn from interaction,
which is similar to the evolution of the human learning
process. (e learning subject, named “Agent,” learns
knowledge according to the rewards or punishments ob-
tained in the process for the purpose of adapting to the
environment. (e DQN is the combination of Q learning
algorithm and deep learning. It takes advantage of the
perception ability of deep learning to transform the state into
a high-dimensional space and then utilizes the decision-
making ability of Q learning method to map the high-di-
mensional state to a low-dimensional action space, thus
solving the problem of dimension explosion. DQN is applied
in areas such as game AI and resource optimization. (éate
and Ernst [17] study trading algorithms in the stock market.
(ey use DQN to determine the best trading timing and
propose a more effective evaluation index for stock trading.
(e proposed approach can significantly improve both the
safety and efficiency of online policy optimization based on
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the simulation experiment results. Xu et al. [18] proposed a
multiexit evacuation simulation based on Deep Reinforce-
ment Learning (DRL) in the simulations on multiexit in-
door, which is named as MultiExit-DRL. (e proposed
method presents great learning efficiency while reducing the
total number of evacuation frames in all designed experi-
ments. Sun et al. [19] utilize the DRL method to design a
game system based on turn-based confrontation. In the
model, they use a Q-learning algorithm to achieve intelligent
decision-making. (e experiments demonstrate the cor-
rectness of the proposed algorithm, and its performance
surpasses the conventional DQN algorithm. Leng et al. [20]
propose a Color-Histogram (CH) model, which combines
the Markov decision process with a DQN algorithm, to solve
the problem of color reordering in automotive spray
painting workshops.

3. Methodology

3.1. Overall Structure. In this paper, we implement a bas-
ketball player skill activity recognition system based on a
multisensor architecture. (e overall structure is shown in
Figure 1.

As shown in Figure 1, the main workflow of the rec-
ognition system is as follows:

(i) Data collection: the system collects motion data via
sensing modules bound on the basketball player,
including acceleration and angular velocity

(ii) Activity recognition: the preprocessed and seg-
mented activity data are identified by the classifier

(iii) Recognition results: the recognition results are
presented to the user and also passed to the sam-
pling frequency controller as input parameters

(iv) Frequency control: the sampling frequency con-
troller adaptively changes the frequency according
to the recognition results to balance the power
consumption and recognition accuracy

(e main work of this paper lies in “Classifier” and
“Sampling Frequency Controller,” and details of both are
given in the following parts.

3.2. Multilayer Parallel LSTM-Based Recognition Algorithm

3.2.1.*e Structure of LSTM. (e Long Short TermMemory
(LSTM) is an upgrade structure of a classical deep learning
model, the Recurrent Neural Network (RNN). RNN is a set
of the model that can process time sequences and extract
time-dependent features. In RNN, neurons in the same layer
are connected with each other, and the latter neuron can use
information from the former one. (erefore, in the process
of network iteration, each neuron contains its own previous
information, and its output is affected by the previous
neurons, that is, the RNN network can remember and
output time-dependent information of samples. However,
due to gradient explosion or gradient disappearance occurs
when processing long time series, in the traditional RNN
network, the historical information that can be preserved by

the hidden state is limited. (e LSTM proposed by
Hochreiter and Schmidhuber [21] for the first time in 1997
has become a classic solution to the two issues. (e internal
structure of the LSTM unit is shown in Figure 2.

LSTM is composed of 1 self-connected memory storage
unit Ct and 3 gates that control memory information to be
saved or forgotten. (e Forget Gate determines what kind of
information is allowed to pass through or kept. (is structure
ensures that errors will propagate in the network as a constant
and prevents gradient explosion or gradient disappearance. It
takes the current input Xt and the previous output state ht − 1
of the hidden layer as input and calculates according to

ft � σ WfXt + Ufht−1 + bf􏼐 􏼑, (1)

where Wf is the weight matrix that maps the hidden layer
input to the forget gate, Uf is the weight matrix that con-
nects the output state of the previous moment to the forget
gate, bf is the bias vector, and σ is the activation function,
which generally uses the sigmoid function.

(e Input Gate determines whether the new information
can be retained and updated to Ct for storage. (e new
information is controlled by Xt and ht−1. A new state output
st is obtained through the tanh function, then the input gate
assigns a weight between 0 and 1 to each component of st to
control howmuch new information is added to the network.
(e formulas are shown as follows:

it � σ WiXt + Uiht−1 + bi( 􏼁,

st � tanh WsXt + Usht−1 + bs( 􏼁.
(2)

(e output of the two gates is jointly calculated and
updated to Ct after the information passes through the forget
gate and the input gate:

Ct � ft ∗Ct−1 + it ∗ st. (3)

(e Output Gate determines what information is output
to the next unit. It uses Xt and ht − 1 to calculate ot, which is
the state of the output information, and uses the tanh
function to adjust the value of Ct to range [−1, 1].

ot � σ WoXt + Uoht−1 + bo( 􏼁,

ht � ot ∗ tanh Ct( 􏼁.
(4)

3.2.2. Multilayer Parallel LSTM. In this part, we introduce
themultilayer parallel LSTM proposed in this paper, namely,
MP-LSTM. Define an activity sequence S � [S1, S2, . . . , Sn],
Si ∈ S. (e details in Si are shown as follows:

DQN
Sampling Frequency 

Controller

MP-LSTM

Recognizer

Accelerometer/
Gyroscope

Recognition
Result

Figure 1: Overall structure of the system.
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Si � 1≤ t≤m| ACC Xt, ACC Yt, ACC Zt, GYO Xt,􏼂􏼈

GYO Yt, GYO Zt]},
(5)

where ACC Xt represents the X-axis acceleration data of the
tth sampling point in Si and GYO Xt represents the angular
velocity data. After the input sequence format is defined, the
entire network structure is shown in Figure 3. Each input
subsequence corresponds to an LSTM unit in the Parallel
Layer, and each LSTM unit iterates the sample data in time
order, so that the time-dependent information of each
sample subfragment can be retained. Meanwhile, each
LSTM unit has the same hyperparameters, such as a number
of neurons and matrix shape, which ensures that each
subfragment is processed in an equal manner.

In the Fuse Layer, there is only one LSTM unit that
carries out the iterative calculation on the output matrix of
the Parallel Layer and fuses the features of each sub-segment
into a complete feature vector h. (e elements in h are
expanded and put into the Dense Layer for dimension re-
duction, so as to obtain the feature vectors of higher levels
with lower dimensions of the sample. Finally, the softmax
function is used to map the feature vector to the final
probability results. (e softmax function is as follows:

Softmax zi( 􏼁 �
e

zi

􏽐
C
c e

zc
. (6)

3.3. DQN-Based Adaptive Sampling Frequency Control
Algorithm. When using wearable devices for activity rec-
ognition, changes of sampling rate affect the recognition
accuracy and energy consumption, and the optimal sam-
pling frequency is also different for activities. (e algorithm
proposed in this part carries out adaptive sampling fre-
quency control on the sensing modules. It adjusts the
sampling frequency according to the current activity, bal-
ances the recognition accuracy and energy consumption,
and improves the overall performance of the system.

3.3.1. Problem Mapping. Assume that the sensing module
used can support k sampling rates, denoted as
F � (f1, f2, . . . , fk), f1 <f2 < · · · <fk. (e energy con-
sumption of the module varies at different sampling rates.
Let P � (P1, P2, . . . , Pk) denotes the sampling power set, the
larger the sampling frequency f is, the larger the corre-
sponding power consumption is, which means that
P1 <P2 < · · · <Pk. Suppose that there are m kinds of ac-
tivities in the target activity set, denoted as
Y � (y1, y2, . . . , ym). Define a contiguous sample sequence
with the label as Q, which is shown as follows:

Q � 1≤ i≤ n| Xi, Yi( 􏼁􏼈 􏼉, (7)

where Xi is the activity data of the ith window in the se-
quence and Yi is the corresponding activity label. We hope
to design an activity recognition model to achieve high
recognition accuracy, or a low recognition error rate, and
meanwhile, the model has a sampling frequency selection
strategy to minimize the overall energy consumption. (e
issue is depicted as follows:

min
θ,f1 ,...,fN

􏽘

N

t�1
l 􏽢yt ≠yt􏼈 􏼉 + λ􏽘

N

t�1
Pt, (8)

where 􏽢yt � argmax
y

p(y|xt; θ) is the recognition results,

l 􏽢yt ≠yt􏼈 􏼉represents the possibility that the output result is
inconsistent with the actual label, and λ refers to the weight
of energy consumption. For the convenience of calculation,
l 􏽢yt ≠yt􏼈 􏼉 can be replaced by the cross entropy of predicted
probability distribution and behavior label, which is

Xt

ht

tanh

tanh

st otitft

htht-1

Ct-1 Ct

Input Gate

Forget Gate

Output Gate

×

×

σσσ

Figure 2: Structure of LSTM unit.
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Figure 3: Structure of MP-LSTM.
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l 􏽢yt ≠yt􏼈 􏼉 � −log pb yt|xt; θ( 􏼁, (9)

where pb(Y|X) is the probability that sample X belongs to
category Y. (erefore, formula (8) can be changed as

min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λ􏽘

N

t�1
Pt. (10)

3.3.2. Algorithm Description. In the traditional Q learning
algorithm, the state space and the action space are usually
discrete and finite, and the value function Q(s, a) can be
stored in tables. But in our work, the state space S is con-
tinuous and infinite, which means that the Q(s, a) cannot be
stored in tables. (erefore, DQN is used to train the model.
(e algorithm is shown in Figure 4.

(e frequency controller adjusts the sampling rate
according to the activity record. (is process can be ab-
stracted into aMarkov decision process, so the sampling rate
selector can be realized by RL. Here, we give the elements of
the RL-based sampling frequency controller, including state
space, action space, reward function, and action strategy:

(i) State space
(e output activity probability distribution vector
from the classifier is taken as the current state, which is

S � pb1, pb2, . . . , pbi, . . . , pbm( 􏼁|pbi ∈ [0, 1]􏼈 􏼉, (11)

where m is the number of activity types and pbi is
the probability that the sample label is i.

(ii) Action space
According to the previous assumption, different
kinds of activities correspond to different sampling
frequencies.(e action spaceA is defined as follows:

A � a1, a2, a3, . . . , ai, . . . , ak( 􏼁, (12)

where ai means that the sampling frequency fi is
chose when collecting data with activity label i.

(iii) Reward function
Rewrite formula (10):

min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λ􏽘

N

t�1
Pt

� min
θ,f1 ,...,fN

􏽘

N

t�1
−log p yt|xt; θ( 􏼁 + λPt

� − max
θ,f1 ,...,fN

􏽘

N

t�1
log p yt|xt; θ( 􏼁 − λPt.

(13)

(en, the reward function is set as

Rt(s) � logpb yt|xt; θ( 􏼁 − λPt. (14)

Given that it is difficult to directly obtain the energy
consumption value at different sampling rates in the
experimental environment, we take a method of

approximation instead. Assume that the energy
consumption of a sensing device for single data
sampling is fixed and denoted as P0, then the power
consumption of the sampling rate ft is Pt � ft ∗P0.
So the reward function is

Rt(s) � logpb yt|xt; θ( 􏼁 − λftP0. (15)

(iv) Action strategy
(e ε-greedy is widely used in RL as an action strategy.
It is an extension of the traditional greed mechanism.
(e agent chooses the action in the space A by

a � argmax
a∈A

Q(s, a). (16)

(e agent can select the actions randomly and freely
under the ε-greedy mechanism. (e specific strategies are as
follows:

(1) Generating a random number in the [0, 1], i.e.,
num � Random(0, 1)

(2) If num< ε, then select the action according to the
greedy mechanism, i.e., a � argmax

a∈A
Q(s, a)

(3) Else randomly select an action in A, i.e.,
a � Random(A)

ε is the greed degree and in the range of (0, 1). (e agent
may choose the randomaction easily if the ε is a small value, and
the convergence speed gets slow correspondingly. (erefore,
the choice of ε should be based on careful consideration.

We use pseudo code to demonstrate the DQN in Al-
gorithm 1.

4. Experiment and Results

4.1. Dataset

4.1.1. Data Collection. We introduce the dataset used in the
following experiments. We have 20 volunteers in the data
collection, 10 of whom are basketball players and others are
college students. (eir physical information is given in
Table 1. (e whole activity dataset consists of 6 activities,
including standing, standing dribble, penalty shot, jump
shot, running, and running dribble. In order to unify these
movements, we give a rigorous definition of these activities.
For example, we define “standing dribble” as “Subjects should
stand with their feet naturally apart, and try not to move,
while keeping control of the basketball with one hand.” (ese
definitions can reduce the data diversity of the same activity.

Each subject is bound with 5 sensing modules, which are
in the left thigh, right thigh, left leg, right leg, and torso in the
data collecting process. (e original sampling frequency is
set to 50Hz. According to experience from related work
[22], we set the size of the sliding window as 3s, i.e., 150 data
sampling points. Each subject performs each activity for 5
times, 3min for each time.

4.1.2. Data Downsampling. In our work, we need to discuss
the influence of different sampling frequencies on the rec-
ognition accuracy and energy consumption. (e original
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frequency is fixed (50Hz), so it is necessary to conduct the
downsampling to obtain data with different sampling fre-
quencies. We downsample all the active data for 5 times to
compose new datasets as given in Table 2.

4.2. PerformanceofMP-LSTMRecognitionAlgorithm. In this
part, we test the recognition ability of the proposed MP-
LSTM algorithm through experiments. We use the original
data set described above for the recognition experiment
with10 fold cross-validation. First, model parameters are set
through experiments, including the number of LSTM units
in the parallel layer, the number of hidden neurons in each
LSTM unit, and the number of hidden neurons in the fuse
layer. (e experiment results are shown in Table 3.

(e results above suggest that the increase in the number
of LSTM units in the parallel layer improves the recognition
accuracy. However, the accuracy rate is about 94.5%, which
does not increase with more LSTM units. So we finally set
this parameter as 6. (e number of hidden neurons in each
parallel LSTM affects the number of feature units sent to the
next layer. Generally, a high feature dimension means
powerful representation ability. However, according to the
experiment, the best result is achieved when the number of
hidden neurons is 24, and higher feature dimensions bring

no significant promotion. Based on the same reason, we set
the number of hidden neurons in the fusion layer as 64.

We use the above parameters to build the MP-LSTM
model and compare it with similar algorithms. Table 4 gives
the comparison results.

According to the comparison results, the recognition ac-
curacy of the algorithm proposed in this paper reaches 94.77%,
which is better than other similar algorithms. Benefit from the
parallel structure of the model, the recognition time is effec-
tively reduced and the recognition efficiency is improved.

4.3. Performance of DQN Sampling Frequency Control
Algorithm

4.3.1. Sampling Frequency vs Recognition Accuracy. In order
to simplify the problem, we simplify the relation between
frequency and energy consumption in the former parts. We

Environment Main Q Net Target Q Net

DQN Loss Function (MSE)

Experience replay 
memory D

s

argmaxQ (s, a|θ)

(s, a)

(s, a, r, s’)

s’

r

Error function 
gradient Q (s, a|θ)

Copy parameter
Every N timestep

max Q (s´, a´|θ´)
a´

Figure 4: (e DQN algorithm.

Init: D.size:�N, Main_Qnet.parameter:� θ, Target_Qnet.parameter:� θ′
For each episode:

Init first sample xt � x0, Init first state st � s0
For each period:
Choose the proper at according to the strategy ε, at: � argmax

a

Q(st, a|θ)

Execute at, update reward rt, and next sample xt+1
Update state st+1
Put experience sample (st, at, rt, st+1) to D
Random select experience sample (sj, aj, rj, sj+1)

If end_of_episode: yj � rj

Else: yj � rj + cmax
a′

Q(sj+1, a′|θ′)
Update θ using loss function: (yj − Q(sj, aj|θ))2

Every C timestep: θ′ � θ
Until period end

End episode end

ALGORITHM 1: (e DQN algorithm.

Table 1: Physical information of the volunteers.

Item Value
Height 173.3 (±10.5)cm
Weight 68.2 (±9.7)kg
Age 26.5 (±3.5)
Sex 15 males : 5 females
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assume that the energy consumption is proportional to the
sampling frequency. (erefore, the problem between energy
consumption and recognition accuracy is transformed into
making trade-off between sampling frequency and accuracy.
We explore the influence of different sampling frequencies
on the recognition accuracy in this part. Datasets of different
sampling frequencies are recognized using the 10-fold cross-
validation method, and the average recognition accuracy is
given in Table 5. (e A1–A6 in the table refers to the 6
activities, which are standing, standing dribble, penalty shot,
jump shot, running, and running dribble.

It can be seen from Table 5 that the recognition accuracy
of each activity decreases with the sampling frequency.
However, the model has different performances on recog-
nizing different activities. It achieves better results on
standing, standing dribble, and free throw than on running
and running dribble. It is supposed that the first 3 activities
have smaller movements and concentrate on the upper limbs
compare with the other 3 ones.

4.3.2. λ Determination. In this part, we realize the sampling
frequency controller using the DQN algorithm, and the
main parameter to be determined is λ. During training,
50Hz is selected as the default frequency for the first sample
of each sequence to ensure that enough features can be
extracted. Meanwhile, we set the energy consumption of
single sampling as P0 � 1 to restrict the reward function in
[0, 1].

After choosing training the sampling frequency con-
troller, we evaluate the performance on the test set, focusing
on the overall recognition accuracy and energy savings.
Moreover, we define the Energy Saving Rate (ESR) to

measure the energy saving effect. ESR refers to the per-
centage of energy saved by the currently selected sampling
frequency compared to the original frequency. For example,
the currently selected sampling frequency of 10Hz provides
an 80% ESR compared to the original sampling frequency of
50Hz.

Figure 5 shows the relationship among recognition ac-
curacy, ESR, and weight parameter λ. According to the
figure, with the decrease of the weight parameters λ, the
recognition accuracy continuously increases, while the ESR
gradually reduces. (is is because when λ is large, the model
pays more attention to energy saving and tends to choose a
lower sampling frequency, which also leads to a lower
recognition accuracy. Correspondingly, when λ is small, the
model pays more attention to the recognition accuracy, and
the energy consumption is relatively high. In addition, when
λ> 0.5, the accuracy rate increases obviously, while the
energy saving rate decreases slightly, and vice versa. λ� 0.5 is
an equilibrium state of the model, which makes the accuracy
and ESR balanced.(erefore, λ is set to 0.5 in the subsequent
experiments.

4.3.3. Overall Performance. Table 6 shows the recognition
accuracy and ESR of each activity when λ� 0.5. According to
the statistics, activities such as standing, standing dribble,
and penalty shot have relatively high recognition accuracy
compared with other 3 activities. Moreover, the ESRs of the
first 3 activities overcome the values of A4–A6. We believe
that the intensity of A1–A3 is lower and their data barely
fluctuates, which means that data with a low sampling
frequency is enough for recognizing these activities.

In addition, we compare the performance of the pro-
posed model with other related works in Table 7. According
to the results, the accuracy of the proposed model is lower
than the methods in Reference [28], but with little difference.
However, our model performs much better than the other 2
works in energy saving. To summarize, the proposed model
can effectively reduce the energy consumption of the
equipment, while ensuring a certain recognition accuracy.

Finally, in order to verify the performance of the DQN-
based frequency control algorithm in the real scene, we

Table 2: Information of data downsampling.

Downsampling rate New frequency (Hz) Size of single sample (sample points)
2 25 75
4 12.5 38
5 10 30
8 6.3 19
10 5 15

Table 3: Relation between the MP-LSTM parameter and recognition accuracy.

No. of LSTM units in parallel layer 2 4 6 8 10
Recognition accuracy 93.88 94.19 94.57 94.00 92.67
No. of hidden neurons in parallel LSTMs 8 16 24 32 40
Recognition accuracy 89.14 93.08 94.33 93.91 93.85
No. of hidden neurons in fuse layer 16 32 48 64 80
Recognition accuracy 92.61 92.87 93.26 94.32 94.03

Table 4: Comparison with other algorithms.

Methods Accuracy (%)
Dynamic time warping [23] 87.26
LSTM [24] 90.55
CNN [25] 90.78
PCA+ SVM [26] 92.31
MP-LSTM 94.77
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record the change of the remaining battery of sensoring
module over time in 3 situations. Figure 6 gives the test
results, where we have the following:

(i) Without DQN means to execute the recognition
without DQN

(ii) DQN means to execute the recognition with DQN
(iii) NAN means no recognition

At the beginning of the experiment, the equipment
battery is 100%. It takes 2.75 hours for the battery to decrease
by 10% in “Without DQN,” while the DQN algorithm slows
down the speed of power decline by 39%. Compared with the
“Without DQN” situation, the energy consumption of the
sensing module is significantly reduced by 31%–39% in
“DQN.” At the end of these 2 situations, due to the fast speed
of energy consumption in “Without DQN,” the remaining
power is 50% less than that in “DQN,” indicating that DQN-
based method is energy-efficient in the real scene.

5. Conclusions

In this paper, we implement an activity recognition system
for basketball players using multisensor architecture. (e
MP-LSTM is utilized in the system for activity recognition,
and the overall accuracy reaches 94.77%. Meanwhile, in
order to prolong the working time of the sensingmodule, the
DQN-based sampling frequency strategy is applied to
adaptively control the sampling frequency of the module for
energy saving. (e experiment results show that the pro-
posed method can reduce 76% of the energy consumption
while maintaining the recognition accuracy at about 90%,
which outperforms other related works.

(e accuracy of activities such as jump shot, running,
running dribble is relatively low. It is supposed that a great
range of movements brings more noise to the activity data,
which is a great challenge for the recognition model. In future
work, we focus on this issue to improve the recognition ability
of the model on activities with large movements.
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Table 5: Sampling frequency vs recognition accuracy.

Sampling
frequency

Recognition accuracy (%)
A1 A2 A3 A4 A5 A6 Sum

50 98.92 97.80 95.75 91.41 93.30 89.37 94.43
25 98.51 97.12 95.44 91.01 92.91 88.44 93.91
12.5 98.10 95.31 94.26 89.90 90.08 86.27 92.32
10 96.25 94.87 91.78 88.52 89.29 83.37 90.68
6.3 90.71 87.52 87.22 86.08 86.27 80.56 86.39
5 88.27 83.15 85.74 84.70 83.75 79.46 84.18

Table 6: RA vs ESR.

Item A1 (%) A2 (%) A3 (%) A4 (%) A5 (%) A6 (%) Sum
(%)

RA 96.25 95.84 93.21 89.46 85.69 81.83 90.38
ESR 79.20 80.71 79.94 77.52 72.10 68.81 76.38
RA: recognition accuracy; ESR: energy saving rate.

Table 7: Compare with related works.

Related works Recognition accuracy (%) Energy saving rate (%)
[27] 89 50
[28] 92 28
Our work 90 76
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Rapid urban development is inseparable from technological advances, and the application of arti�cial intelligence in community
life is becoming widespread, a�ecting residents’ lifestyles and psychological well-being. �is study investigated a variety of factors
that a�ect the well-being of urban community residents. Environmental and emotional perceptions and overall well-being were
assessed based on the responses of 179 respondents from six small communities in Shenzhen, China. Property management was
strongly correlated with satisfaction with the physical environment and least correlated with neighborhood form. Pleasure,
comfort, and the sense of belonging were correlated. In addition, interviews and questionnaires revealed a strong in�uence of AI
facilities on people’s well-being. Factor analysis revealed two-component matrices that explained more than 60% of the factors,
which were described as “external” and “internal” factors. Finally, the study analyzes the relationship between intelligent devices
and impact factors and their e�ects on residential well-being.

1. Introduction

1.1. Background. Since China’s economic reform in 1978,
the country has been developing at a rapid pace and various
new technologies have been gradually applied in various
industries. Urbanization has led to a signi�cant increase in
the number of people living in crowded spaces and illegal or
informal settlements [1], creating a range of problems for
people’s lives and the environment [2]. At the same time, the
application of arti�cial intelligence technologies in the
building sector has contributed to the rapid development of
smart buildings that optimize energy consumption and
perform automatic adjustments while maximizing user
comfort and satisfaction, and to some extent, the public
health of residents [3]. Intelligent devices can greatly im-
prove the e�ciency of work through the e�ective integration
of intelligent technology and the basic functions of the
device, relying on the advantages of emerging technologies,
and intelligent devices have been integrated into all aspects

of people’s lives. In urban communities, the use of intelligent
access control systems, intelligent parking projects, intelli-
gent homes, and intelligent alarm systems provides a di-
versity of intelligent services for people’s lives.

�ere has been considerable evidence showing that
people living in urban spaces in densely populated cities
experience increased rates of stress and depression, and the
living environment plays an important role in such situa-
tions. According to a report by WHO [4], an estimated 4.4%
of the global population su�ers from depressive disorder and
3.6% from anxiety disorder. In the context of high-density
urban living, scholars have begun to study the importance of
the environment in the improvement of urban living quality,
psychological health, and well-being of urban residents
[5, 6]. Well-being, which is related to the subjective feelings
of individuals, is a complex concept in the �eld of psy-
chology; SWB is a classical term that is widely researched.
After SWB was �rst mentioned in the 1950s, its meaning was
eventually described as a preponderance of positive over
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negative affect [7]. From a subjective perspective, Andrews
and Withey [8] found that most people consider SWB as an
assessment of quality of life related to life satisfaction. With
the development of research, Diener [9] proposed that SWB
is a comprehensive judgement of individuals regarding their
overall quality of life based on self-determined standards,
referring to people’s cognitive and affective evaluations of
their own lives. He also stated that well-being is influenced
by components of SWB, such as satisfaction with important
domains, life satisfaction, low levels of negative affect, and
high levels of positive affect [10]. &is theory is also the
theoretical support for the concept of “residential well-be-
ing” used in this study. However, most of the existing studies
on well-being have been conducted from economic, cultural,
social, and environmental aspects, and few scholars have
considered the impact of intelligent devices on well-being.
Based on these concepts and backgrounds, this study aims to
explore the factors influencing residential well-being in
urban communities in the context of the rapid development
of smart technologies.

2. Potential Multifactors Affecting
Residential Well-Being

To reach a deeper understanding of residential well-being,
we reviewed the literature containing concepts relevant to
our topic. As shown in Figure 1, mental or psychological
well-being is influenced not only by individual character-
istics or attributes but also by the socioeconomic circum-
stances in which people find themselves and the broader
environment in which they live. Experts on emotions might
argue that people’s emotions, both positive and negative,
evolved to help people assess their emotional state, and are
therefore all equally desirable in appropriate circumstances;
well-being experts assume that positive emotions are de-
sirable and negative emotions are undesirable [9]. In this
study, we consider residential well-being as a positive
concept, as we focus on improving the urban living envi-
ronment. &e basic premise of this study is that residential
well-being is a comprehensive concept, including the pos-
itive affect of residents and satisfaction with aspects of the
environment.

Positive affect is defined as feelings and emotions that
reflect a level of pleasurable engagement with the envi-
ronment, such as happiness, joy, excitement, and content-
ment [11]. Emotions are a part of being human and are
defined as psychological states brought about by subjective
feelings [12]. In addition, there is some evidence that positive
affect can facilitate behaviors reflecting a positive “approach”
instead of social withdrawal [13]. From this perspective,
experiences of positive affect could promote an individual’s
engagement with the built environment, which significantly
impacts residential well-being. Additionally, some evidence
suggests that people can improve their emotional well-being
by cultivating experiences of positive emotions [14].

Given this background, in this study, we aim to assess the
residential well-being in urban communities in Shenzhen,
China. We used a questionnaire to evaluate residents’ en-
vironmental and emotional perceptions, as well as overall

residential well-being. By screening positive emotions re-
lated to the living environment, we finally summarized five
emotions in the questionnaire, including the feelings of
belonging, pleasure, security, convenience, and comfort.&e
five emotions reflect residents’ positive affect, including
engagement and positive emotions, assessed through self-
report.

Regarding the environmental aspects, we collected res-
idents’ satisfaction with various elements in the living en-
vironment. According to reports from the WHO in 2018,
neighborhood forms, housing quality, access to utilities and
transport services, public green spaces, street safety, and
social cohesion related to various aspects of the urban
community may affect mental health to different degrees
[15]. Additionally, many studies have suggested that some
elements of the living environment can affect people’s
mental health or well-being, but these studies only focused
on a specific aspect, which cannot cover most factors of the
living environment. For example, neighborhood aesthetic
quality and quantity of green spaces in living environments
were demonstrated by a few studies to have positive asso-
ciations with higher mental well-being [16, 17]; some other
studies investigated the effects of changing the quality of
housing on mental health and well-being in adults and the
elderly individuals [18, 19]. Furthermore, Pollock et al. [20]
proposed that the interaction between physical and mental
health and changes in living environment, such as the
distance from residence to public transportation or sur-
rounding facilities, can be considered to affect mental health
indirectly. Weinhardt et al. [21] explored that the experi-
ences of public facility use are related to psychological well-
being. According to the problems found in the field survey of
the selected community and the face-to-face interviews with
property management staff and residents, it can be known
that property management has a great impact on residents’
well-being, such as management of garbage classification
and planning of parking spaces in the community. In this
context, we summarize six elements, namely, “green space”
and “neighborhood form” drawn from Bond and Gong
[16, 17], “accessibility of transportation” drawn from Pollock
[20], “public facilities in the community” drawn from
Weinhardt [21], “property management” drawn from the

Environmental
factorsPositive affect

Individual
characteristics
or attributes

Mental
well-being

Figure 1: Multifactors of mental well-being.
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findings of interviews, and “quality of housing” drawn from
Rafaely and Tao [18, 19]. Instead of focusing on a single
factor of the living environment, this study explored mul-
tiple environmental factors influencing residential well-be-
ing, especially emotional factors in relation to the
psychological aspects. &erefore, this study proposes a hy-
pothesis that six environmental factors and five affective
factors all have an impact on residential well-being.

3. Methods

3.1. Selection of Study Location. To justify the above com-
bination of factors, we selected several small communities in
Shenzhen for our practical study. First, we chose Shenzhen
(a densely populated city in China) as our target city because
it has witnessed some of the most rapid and advanced in-
frastructure developments in recent years. In Shenzhen, AI
technology is widely used in neighborhood construction,
and there are many new small residential neighborhoods. By
studying them, we hope to determine the human impact of
the community environment under AI applications and
explore ways to improve the process of continuous ur-
banization. Of the many small-scale residential communities
in Shenzhen, Haiwang Community was an ideal candidate
for our research. Haiwang Community (Figure 2) has a short
history. It was built in 2004 and the construction of the
community progressed very quickly. Since 2004, 11 high-rise
commercial and residential communities have been built
successively, most of which met our selection requirements,
as detailed below.

First, the communities had a relatively organized
property management system, which excluded some older
small-scale communities. Second, the selection had a clear
distinction between the internal and external areas of the

community, to ensure that the study’s subjects would un-
derstand the questions related to regional divisions in the
questionnaire. &ird, to avoid the influence of uncontrol-
lable factors such as community culture and geographical
location, we chose different small-scale communities in the
same community to conduct the practical study. Fourth, we
considered that the price of housing imposes certain re-
strictions on residents’ personal economic conditions and
some other related factors, such as social status and quality
of life. &erefore, the price of housing within the selected
residential areas was within a certain range (based on av-
erage house prices in Shenzhen) to ensure that the research
results would be widely applicable.

Based on the above considerations, we chose six small-
scale communities within Haiwang Community in the
Baoan District of Shenzhen, which were coded as com-
munities 1–6 (Figure 2) owing to ethical and privacy issues.
Figure 2 shows an overview of the selected small-scale
communities and their surroundings. &ere are 6 subway
stations and more than 30 bus stops inside Haiwang
Community and more than 10 other bus stops around the
community. Additionally, there are many green spaces and
public spaces inside and around the Haiwang Community,
and a big shopping mall is located near the selected small-
scale communities. Outside Haiwang Community, there are
some sports clubs and Boan Stadium, which are only a 15-
minute walk from the selected small-scale communities.

3.2. Questionnaire Design. As the purpose of this study was
to enable residents to report what made them feel good
about their living environment, instead of letting researchers
define residential well-being for them, a questionnaire was
considered the most effective and efficient way of capturing

Figure 2: An overview of selected communities in Shenzhen.
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individuals’ experience of residential well-being [22]. In
addition, although self-reporting of global SWB and life
satisfaction might be influenced to some extent by transient
factors, a considerable number of evidence shows that SWB
is a stable state, and measures of it show considerable
temporal reliability [23]. All questions about satisfaction
levels and feelings about the living environment in the first
section of the questionnaire were closed-ended questions
because they are easier for respondents to answer and can
reduce the number of irrelevant or confusing answers as well
[24].

&e questionnaire covered four aspects of self-assess-
ment: basic information, overall residential well-being,
satisfaction with environmental factors, and perceptions of
different emotions. &is study aimed to reveal the multi-
factors of residential well-being in urban communities.
However, when people were asked about a particular
emotion or environmental aspect, they would answer the
first thing that came to mind and neglect, why they answered
in that specific way and whether it was accurate. To avoid
preconceived impressions, respondents were first asked
about their overall residential well-being instead of their
perception of a single factor. To investigate the relationship
between residential well-being and environmental aspects,
respondents were required to assess their level of satisfaction
in relation to different environmental factors.

Considering the perception of emotions, when people
were directly asked about a specific emotion, they might
have had a different understanding of its meaning, which
could have affected the validity of the research results to
some extent. &erefore, to avoid misunderstandings, re-
spondents were asked to evaluate the degree of their
agreement with different descriptions, instead of rating the
intensity of their emotions. At the end of the questionnaire,
respondents were asked to rate their expected well-being
considering the smart devices they were currently using and
assuming that multiple smart devices would be introduced
into their residential community in the future.

Respondents’ answers were evaluated on a 5-point
Likert-type scale. &ey were asked to rate the following
aspects:

Overall residential well-being, from 1 (lowest) to 5
(highest).

Six items regarding environmental satisfaction (green
space, neighborhood form, public transport, open space
design, property management, and housing quality), from 1
(totally dissatisfied) to 5 (totally satisfied).

Five statements about emotions (“I feel that it is very
convenient to travel and live here,” “&e layout and facilities
here make me feel comfortable,” “&e management here
makes me feel safe,” and “Living here I feel a part of the
community,” and “&e public environment and architec-
tural appearance in the community make me feel happy”),
from 1 (totally disagree) to 5 (totally agree).

3.3. Data Collection. &e following approaches were applied
in this study to collect data. &e first approach was to set up
an online questionnaire and send it to residents’ online

contact groups, which was convenient for the respondents.
To ensure the authenticity of the collected data, we included
a question in the online questionnaire for screening un-
qualified respondents who did not live in the selected
communities. In addition, the online questionnaire had a
submission limit so that each account could submit the
questionnaire only once. &e second approach was to
randomly distribute questionnaires in-person, on weekday
evenings in the public areas of the community, which was
more efficient for the researchers. Moreover, the ques-
tionnaires were distributed randomly on different floors of
each building to improve the validity of the study. In the
adoption of these two approaches, we collected 201 ques-
tionnaires. Following this, we screened the questionnaires,
excluding those that were not answered completely or had
obvious problems. After the screening, there were 179 valid
questionnaires left.

3.4. Data Analysis. SPSS 21.0 was used to establish a data-
base containing all results of both online and on-site
questionnaires, including multifactors [12]. &e data were
analyzed using the followingmethods: a statistical analysis to
understand the basic data of respondents, a correlational
analysis to calculate the relationships between different
factors and residential well-being, and the factor analysis of
emotional and environmental responses to extract factors
that could summarize the results of the residential well-being
questionnaire.

4. Results and Analysis

4.1. Statistical Analysis of Field Data. &e gender balance of
the respondents was 43% men and 57% women. &e

0 20 40 60 80 100
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2-4

>5

Around community
Inside community

Figure 3: Frequency of use of exercise spaces inside and around the
community.

Table 1: Residential well-being level of five communities.

N Mean Minimum Maximum
Community 1 43 3.40 1 5
Community 2 28 3.79 3 5
Community 3 32 3.56 2 5
Community 4 37 3.51 2 5
Community 6 30 4.00 1 5
Total 170 3.62 1 5
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education level of the respondents wasmainly junior college/
under graduation, with 76.5% of respondents being un-
dergraduates. Respondents were mainly between 15 and
59 years of age (66.5% were aged 35–59 years and 31.3% were
aged 15–34 years). In terms of family structure, 90.5% of
respondents lived with direct relatives, while 5.6% of re-
spondents lived on their own. With respect to the distri-
bution of respondents based on the duration of their stay in
the community, the number of residents who lived there for
more than 5 years was the highest, accounting for 63.7%, and
the number of respondents who lived between 1–5 years
accounted for 23.5%.

In addition, we interviewed the respondents about the
frequency of their use of exercise spaces inside and around
the community to understand more about their daily lives.
As shown in Figure 3, 67.6% of respondents often exercised
(2–4, 5, or more than 5 times weekly) inside the community
public spaces, while 32.4% of respondents rarely exercised
inside the community public spaces. Of the total respon-
dents, 85.5% respondents exercised in areas around the
community. Overall, the majority of residents living in
Haiwang Community like to carry out activities in the living
environment, and therefore, we consider that the results of
these respondents can reflect the residents’ perceptions of
the living environment to some extent.

As listed in Table 1, we compared six small-scale
communities in the Haiwang Community to ascertain
residential well-being based on residents’ self-reports. Since
the data from community 5 were from less than 30 re-
spondents (because of some uncontrollable reasons), we
excluded the respective communities when considering the
overall residential well-being in each community. As listed
in Table 1, the overall residential well-being in Haiwang
Community was 3.62. Although community 6 had the
highest overall sense of well-being, the majority of residents
living in Community 2 felt a higher sense of residential well-
being because no one in Community 2 gave an answer of less
than 3 points.

4.2. Correlations between Different Factors and Residential
Well-Being. Correlation analysis was performed by
combing the data of six small-scale communities, to find
the associations between residential well-being and satis-
faction with different environmental aspects. Table 2 lists
the results of environmental satisfaction and residential
well-being levels, with the community as the control
variable. All six aspects were significantly positively

correlated with residential well-being. While the satisfac-
tion with property management seemed to have the most
significant correlation with residential well-being, the
satisfaction with green space and open space design also
showed significant correlations with residential well-being
in the result. Although the neighborhood form showed the
weakest association with residential well-being, it still
reached a correlation value of 0.332. Public transportation
showed the second-lowest significance in the correlation
results. It seemed that space design and housing quality had
more positive correlations with residential well-being than
did public transportation.

Table 3 lists the results of correlation analysis between
five emotions and residential well-being based on respon-
dents’ self-assessment, with the community as the control
variable. &e results illustrated that five emotional factors
had a significant positive correlation with residential well-
being. Among them, the sense of pleasure was the most
closely related to residential well-being (reaching 0.661).
While the sense of convenience showed the lowest corre-
lation in comparison, however, it was still significantly
correlated with residential well-being. In addition, comfort
and belonging played essential roles in the results, with
correlations of 0.531 and 0.516, respectively. &e results
showed that positive psychological feelings such as pleasure
and comfort showed more significant correlations with
residential well-being than practical aspects such as con-
venience and security.

4.3. Relationship between Emotional Factors and Environ-
mental Satisfaction. We also conducted a correlation
analysis between emotional factors and environmental
satisfaction to explore the relationship between different
aspects of factors and check whether the factors could be
interpreted using principal component analysis. As listed in
Table 4, each of the six factors of environmental satisfaction
was significantly correlated with each of the five emotional
factors, respectively, which were suitable for principal
component analysis. Green space had a significant corre-
lation with respondents’ pleasure level, which was also the
highest correlation in the results. Additionally, the pleasure
level was clearly correlated with open space design and
property management. While public transportation signif-
icantly impacted the convenience level (correlation of 0.589),
housing quality showed a high correlation with the comfort
level (0.537). Although neighborhood form did not have the

Table 2: Correlations between environmental satisfaction and residential well-being.

Green space
satisfaction

Neighborhood form
satisfaction

Public transportation
satisfaction

Residential well-being

Correlation 0.582 0.332 0.377
Significance (2-tailed) 0.000 0.000 0.000

Open space design satisfaction Property management
satisfaction

Housing quality
satisfaction

Correlation 0.599 0.620 0.553
Significance (2-tailed) 0.000 0.000 0.000
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strongest association with residential well-being, the results
showed a strong correlation between neighborhood form
and five emotion levels.

4.4. Comparison of the ResidentialWell-Being before and after
Using Intelligent Devices. As shown in Figure 4, we com-
pared the two data from the questionnaire on overall living
satisfaction. &e results show that when people consider the
use of intelligent devices or think about the integration of
intelligent devices into their lives in the future, there is an
overall upward trend in their residential well-being. A
significant increase in the frequency of strong and very
strong residential well-being can be found with the use of
smart devices. &is reveals that the introduction of intelli-
gent devices can compensate to a certain extent for the
negative impact of other environmental factors on residents
and indicates that residents’ acceptance of intelligent devices
is positive and eager.

4.5. Factor Analysis of Residential Well-Being. Since there
were significant correlations among all factors, we conducted
factor analysis to explore the deep relationship and coefficient
matrix of different factors. &e result of Kaiser–Meyer–Olkin
and Bartlett’s test was 0.909, which meant the data could be
analyzed through factor analysis. Based on the results of the
principal component analysis, we selected the top two com-
ponents to explain 63.56% of the 11 factors. Table 5 lists the
results of the rotated component matrixes. Component 2 was
strongly correlated with public transportation satisfaction,
convenience level, and security level, which were always related
to the surrounding conditions and geographical location of the
urban communities. &us, we named Component 2 an “ex-
ternal factor.” &e other eight factors had strong correlations
with Component 1.We summarized Component 1 as “internal
factor” for all related factors showing significant correlations
with the internal conditions and psychological feelings.

5. Discussions

&is study investigated the effects of environmental satis-
faction and emotional factors on residential well-being in

Table 3: Correlations between emotional factors and residential well-being.

Convenience level Comfort level Security level Belonging level Pleasure level

Residential well-being Correlation 0.344 0.531 0.461 0.516 0.661
Significance (2-tailed) 0.000 0.000 0.000 0.000 0.000

Table 4: Relationships between emotional factors and environmental satisfaction.

Convenience
level

Comfort
level

Security
level

Belonging
level

Pleasure
level

Green space satisfaction Correlation 0.291 0.579 0.398 0.542 0.702
Significance (2-tailed) 0.000 0.000 0.000 0.000 0.000

Neighborhood form satisfaction Correlation 0.182 0.341 0.255 0.391 0.309
Significance (2-tailed) 0.015 0.000 0.001 0.000 0.000

Public transportation satisfaction Correlation 0.589 0.419 0.371 0.423 0.430
Significance (2-tailed) 0.000 0.000 0.000 0.000 0.000

Open space design satisfaction Correlation 0.249 0.595 0.388 0.547 0.692
Significance (2-tailed) 0.001 0.000 0.000 0.000 0.000

Property management satisfaction Correlation 0.283 0.578 0.386 0.487 0.693
Significance (2-tailed) 0.000 0.000 0.000 0.000 0.000

Housing quality satisfaction Correlation 0.431 0.537 0.437 0.517 0.607
Significance (2-tailed) 0.000 0.000 0.000 0.000 0.000

0
20
40
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80

100 very weak

weak

generalstrong

very strong

Before use
After use

Figure 4: Comparison of the residential well-being before and after
using intelligent devices.

Table 5: Rotated component matrixes.

1 2
Green space satisfaction 0.815 0.184
Neighborhood satisfaction 0.395 0.260
Public transportation satisfaction 0.249 0.785
Open space design satisfaction 0.862 0.128
Management satisfaction 0.827 0.158
Housing quality satisfaction 0.644 0.415
Convenience level 0.098 0.882
Comfort level 0.747 0.292
Security level 0.471 0.509
Belonging level 0.647 0.464
Pleasure level 0.846 0.273
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urban communities in Shenzhen. A practical field study was
carried out by collecting questionnaires and interviewing
residents, where respondents evaluated their overall resi-
dential well-being, satisfaction with different environmental
aspects, and levels of five emotional factors. &e three main
findings are discussed below.

First, the results showed that residential well-being was
significantly associated with six environmental aspects and
five emotional responses. Satisfaction with neighborhood
and public transportation had the weakest correlation with
residential well-being, as reflected by the results of the
correlation analysis. &is finding corresponded to the result
that the feeling of convenience showed the lowest correlation
with residential well-being. &is suggests that residential
well-being had more to do with the psychological situation
than with the convenience of transportation. Additionally,
the selected small-scale communities in this study were in
the same community, so the transportation conditions and
convenience levels of the living environment were similar for
the respondents. Based on the interviews of some respon-
dents, we were able to understand that when the residents
were asked about their sense of residential well-being, they
may thinkmore about their feelings toward other factors and
neglect the convenience of transportation to some extent. In
terms of the neighborhood form, the reason for the low
correlation could be the change in lifestyle in modern cities
like Shenzhen. When people move to high-rise buildings,
they progressively have less communication with their
neighbors andmight not even know the people who live next
door. Interviews revealed that the application of intelligent
facilities in neighborhoods allows people to live more effi-
ciently and independently but at the same time reduces the
opportunities for neighborhood communication. For ex-
ample, many new neighborhoods in Shenzhen have applied
face recognition technology to the systems of neighborhood
gates and unit doors (Figure 5), which enhances the con-
venience of living in the neighborhood while greatly re-
ducing the socialization and mutual assistance between
neighbors. As a result, the alienation of the neighborhood
was considered unimportant when respondents evaluated
their residential well-being. In other words, the factors re-
lated to transportation and neighborhood form showed the
least correlation with residential well-being in this study.

We also found that property management was the most
strongly associated factor with residential well-being in terms
of environmental satisfaction. &is finding was not expected
before analyzing the data. &e reason might be the overall
improvement of community construction. When the basic
facilities of the living environment were satisfied, people
began to pursue better levels of living conditions and factors
such as propertymanagement and service reflected the quality
of the community to some extent. According to the inter-
views, most respondents mentioned the problems of garbage
disposal and sanitation, which were within the scope of
property management. Another reason might be the im-
portance placed on garbage sorting in Shenzhen during the
time the field study was conducted, as the local authority
encouraged recycling. During the time the study was con-
ducted, considerable information about garbage sorting

policies was displayed publicly in the community. &is
context made people more aware of property management
and regardless of whether this created a good or bad im-
pression, it might have influenced the results of this study as it
was easily recalled when respondents responded to the
questionnaire. &e above reasons are suggested to demon-
strate why property management showed the highest cor-
relation with residential well-being in the results. In addition,
open space and green space played an important role in the
environmental satisfaction results, which reflects residents’
attention to the physical environment. In terms of emotional
factors, the results showed that feelings of pleasure and
comfort had the highest correlations with residential well-
being, followed by feelings of belonging. According to these
results, when talking about residential well-being, people
considered and cared more about positive perceptions of the
living environment such as pleasure, comfort, and belonging
than the practical aspects such as whether the environment
was safe and convenient.&is finding was also consistent with
the description of SWB, which is more connected to people’s
emotions and feelings. In addition, although this study found
that the use of intelligent devices can enhance the residential
well-being to a certain extent, what in-depth links exist be-
tween intelligent devices and the factors influencing resi-
dential well-being still need to be further explored.

5.1. Application of Artificial Intelligence in Enhancing Resi-
dential Well-Being. Based on the results of factor analysis,
we can summarize two main components of the 11 influ-
ential factors: external factors and internal factors. External
factors included levels of convenience, security, and satis-
faction with public transport, which were mainly related to
public transport and physical facilities around the com-
munity. On the other hand, internal factors included sat-
isfaction with green space, open space, property
management, neighborhood form, housing quality, and
levels of comfort, belonging, and pleasure. &ese eight
factors were primarily related to the physical environment
and management inside the community, and therefore, we
called these components internal factors. During the in-
terview process, some residents had strong expectations for
the intelligence of the neighborhood, and existing studies
have shown the positive impact of an intelligent built en-
vironment on human well-being. &erefore, we explore the

Figure 5: Face recognition to enter the unit building (taken by the
author).
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possible effective applications of AI technology in enhancing
residential well-being.

First, the application of the community management
cloud platform (Figure 6) contains the integration of various
intelligent technologies such as face recognition, password
door opening, and smart door lock. &is not only promotes
communication efficiency between property and residents
and facilitates timely access to community information, but
the use of the smart platform also greatly reduces the burden
of travel for residents by eliminating the need for traditional
key and door cards. In addition, the platform’s display of
community activities may increase the likelihood of residents’
social engagement, thus improving the sense of belonging in
the community. In enhancing community security, the di-
verse applications of infrared sensors help improve the overall
alarm system of a neighborhood, as shown in Figure 7. When
it is applied to the monitoring system, the alarm signal is
connected to the control center through the network, and
when an intruder enters the community boundary, an alarm
signal is sent. &e application of infrared sensor technology
helps reduce crime rates and enhance residents’ sense of
security while facilitating property and security personnel to
manage neighborhood security. Infrared sensors can also be
applied to electrical equipment and fire prevention, en-
hancing the quality of housing while safeguarding the lives
and property of residents.

Although Shenzhen was selected as a representative
sample as a typical city with the rapid urbanization of
technology, our focus on Shenzhen only would lead to
limitations in the study findings. &erefore, future research
should use more diverse data and analysis methods to in-
vestigate in depth the mechanisms of built environment
influence on residential well-being and what kind of impact
artificial intelligence can have in promoting residential well-
being, and further develop intelligent built environment
factors related to residential well-being. By investigating
which environmental factors can positively affect residents’
emotions, community environment design strategies to
improve well-being can be developed in the future through
the adaptation of intelligent technologies to improve the
residential well-being of urban communities.

6. Conclusions

&is study explores the factors influencing residential well-
being and the impact of smart devices in residential com-
munities on well-being. Six environmental factors and five
affective factors were found to be significantly associated
with residential well-being. Factors related to transportation
and neighborhood form have the least association with
residential well-being, while property management is the
factor most strongly associated with residential well-being.
In terms of the emotional factors, pleasure and comfort were
most associated with residential well-being. In addition, it
was found that the application of intelligent devices can
enhance residential well-being, but the specific influence
mechanism still needs further study.
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Flood disaster is one of the natural disasters which cause the most serious economic losses, the most casualties, and the greatest
social impact. Flood frequency analysis is very important for reducing �ood disaster. In this paper, based on the �ood data of
Manas River and tools of Box–Cox and Johnson normal transformation, the nonparametric statistical method for �ood frequency
analysis is studied in order to analyze the adaptability between it and the rivers in arid region of north-western China. �e
calculation result of the �tness index is divided into two parts: high �ood discharge and low �ood discharge. One of the two
evaluation indexes has an advantage in �tting, and the number of advantages of the three methods in each part has been counted.
After analysis, for the �ood peak discharge frequency of rivers in arid region of north-western China, the frequency curve of
Johnson transformation �ts best with empirical data.�e high �ood discharge advantage is 6, and the low �ood discharge is 4. For
the �ood volume frequency of rivers in arid region of north-western China, Box–Cox transform �ts well with empirical data at the
high �ood discharge frequency curve, and its advantage is 12; Johnson transformation has a better �t between the low �ood
discharge frequency curve and empirical data, and its advantage is 12. �erefore, it is the way of improving the precision of �ood
frequency analysis to use the method of P-III distribution and normal transformation comprehensively.

1. Introduction

In recent years, due to the impact of global climate change and
human activities, hydrologic extreme disasters had increased
greatly in most countries and regions, resulting in economic,
ecological, and even life and property heavy losses [1]. As a
hydrologic extreme event, �ood disaster is one of the natural
disasters which cause the most serious economic losses, the
most casualties, and the greatest social impact [2]. As one of
the main methods to accurately estimate the design value of
hydrologic variables, �ood frequency analysis is very im-
portant for reducing �ood disaster. At present, �ood fre-
quency analysis has been widely used in the �eld of hydrologic
design [3]. �e current �ood frequency analysis methods in
China are mainly divided into two categories, the parametric

statistical method and the nonparametric statistical method.
�e parameter statistical method is based on the presumed
�ood frequency distribution form, and the parameters of the
population distribution are obtained through the samples,
and the design value under the speci�ed frequency is obtained
from the population distribution [4]. In the case of reasonable
distribution form assumption, the parameter statistical
method can obtain more information from the samples and
the calculation results are more accurate. However, if it is
unreasonable, the calculation accuracy will be reduced. �e
nonparametric statistical method avoids the error caused by
the assumed distribution form and directly calculates the
design value of the speci�ed frequency according to the
measured �ood samples. �e nonparametric statistical
method is more �exible and robust than the parametric
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statistical method. It is also a research hotspot at present and
provides another research way for hydrologic frequency
analysis [5–10]. *e normal transformation transforms the
original skewed distribution of the sample into the normal
distribution and then uses its inverse transformation to
calculate the design value of hydrologic variables (normal
quantile) under the specified frequency.*is process does not
involve the content of parameter calculation method and
takes normal distribution as the intermediate medium. It
belongs to the nonparametric statistical method in theory
[11–13]. Relevant researches have shown that, after the
normal transformation of single variable, the original skewed
distribution to the normal distribution is a one-to-one
monotonic increasing relationship, and the serry obtained by
using the normal transformation can retain the sample in-
formation of the original skew distribution more completely
[14, 15]. *e research of Chen and Song [16] also pointed out
that there is a good fitting effect between the design value
obtained by the normal transformation and the measured
serry. So, the normal transformation can be used in hydro-
logic frequency analysis.

*e application of the normal transformation in the
calculation of flood frequency in arid region is less. Johnson
transformation is mostly used in quality management sta-
tistics [17] and processing nonnormal statistics problems
[18]. Box–Cox transformation is often used to improve the
skewness and heteroscedasticity of linear regression, and it is
more suitable for hydrology than Johnson transformation,
such as the research of Liang and Dai [11] and Li et al. [19]
and others. As a typical river in arid region of north-western
China, hydrologic extreme events often occur at Manasi
River. In this paper, based on the flood data of Manas River
and tools of Box–Cox and Johnson normal transformation,
the nonparametric statistical method for flood frequency
analysis is studied in order to analyze the adaptability be-
tween it and the rivers in arid region of north-western China.

2. Materials and Methods

2.1. Box–Cox Transformation. Box–Cox transformation is a
normal transformation model proposed by Box and Cox in
1964. *e model is [20–25]

Y �

X
λ

− 1
λ

, λ≠ 0,

log X, λ � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

*e inverse transformation of the model is

X �
(1 + λY)

1/λ
, λ≠ 0,

e
Y

, λ � 0,

⎧⎨

⎩ (2)

where X � x1, x2, . . . xn􏼈 􏼉 is the original serry to be trans-
formed; Y � y1, y2, . . . , yn􏼈 􏼉 is the output serry after trans-
formation; λ is the transformation parameter, λ ϵ [−5, +5].
*e method to determine the best λ is when λ ϵ [−5, +5], the
optimal value of λ is the one where the minimum standard
deviation of the Z serry defined by equation (3) is obtained

[26]. When λ� 0, the transformation is logarithmic trans-
formation, λ� −1 is the reciprocal transformation, and λ� 0.5
is the square root transformation.

Z �

X
λ

− 1
λg

λ−1 , λ≠ 0,

g · Ln(X), λ � 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where g is the geometric mean of the original serry, X is the
original data serry to be transformed, and Z is the output
serry after transformation.

Box–Cox normal transformation requires that each item
of the serry to be transformed is greater than 0.*at is xi> 0.
Each item of hydrologic serry is greater than 0, so it meets
the transformation requirements.

2.2. Johnson Transformation. Johnson transformation is a
normal transformation model based on three distribution
curves proposed by Johnson in 1949. *e model is shown in
Table 1 [27–30].

Chou et al. [32–34]. X � x1, x2, . . . xn􏼈 􏼉 is the original
serry to be transformed; Y � y1, y2, . . . yn􏼈 􏼉 is the output
serry after transformation; ε and c are position control
parameters; λ and η are scale parameters and are generally
positive. In the Johnson normal transformation, the cal-
culation of the parameters to be estimated is based on the
method proposed by Hill et al. [31] and Chou et al. [32–34].

2.3. Study Area. *e Manas River is located in the northern
foot of the middle section of Tianshan and on the southern
edge of the Junggar Basin. It is the largest river on the
northern slope of the Tianshan. It originates from the
Erenhabirga Mountains on the northern slope of the Tian-
shan. It is about 324 km in length, and the drainage area is
about 5156 km2 [35]. Kenswat Hydrologic Station is mid-
stream of Manas River, which was built in 1955. *e station
controls the flow of Manas River (Figure 1). *e hydrologic
data have been compiled and reviewed by the Hydrology and
Water Resources Bureau with reliable accuracy [36].

2.4. Data Acquisition and Processing. In this paper, the
measured flood data of Kenswat Hydrologic Station with the
longest observation time of Manas River are used as the
measured serry. Kenswat reservoir is one kilometer upstream
of Kenswat Hydrological Station. *e construction of the
reservoir started on August 7, 2009, and officially began to
impound on December 6, 2014. Since the impoundment of
the reservoir, the consistency of hydrologic data of Kenswat
Hydrologic Station had been destroyed. *erefore, the data
period selected in this paper is from 1955 to 2014.

According to the data analysis of the station, the average
annual flood peak discharge of the Manas River is 356m3/s.
*e measured maximum flood peak discharge is 1095m3/s
(August 2, 1999), the second is 758m3/s (July 28, 1966), and
the third is 735m3/s (July 18, 1996). *e annual maximum
sampling method is used to select flood peak discharge
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samples, the unified sample method is adopted, and the
Weibull equation is used to determine the empirical fre-
quency. Because the Manas River is a small river, when
selecting flood volume samples, 1 d, 3 d, and 5 d are used as
the flood volume calculation period.

3. Results and Discussions

3.1. Detection and Correction of the Mutation

3.1.1. Detection of the Mutation

(1) Flood Peak Discharge Serry. In order to ensure the ac-
curacy of detecting the mutation, three methods are selected
to detect the mutation at the same time, and the mutation
point is finally determined by comprehensive analysis.

According to calculation and analysis, the skipping
mutation point of Lee–Heghinan test is 1995, and the
skipping mutation point of ordered clustering test and
sliding T test is 1993. Combining other literature and test
results, the flood peak discharge serry mutation point is
determined to be 1993, and so the serry is divided into two
subseries from the mutation point. *e subseries before the
mutation point shows a downward trend, and its average
value is 334.08m3/s. *e subseries after the mutation point
also shows a downward trend, and its average value is
442.87m3/s. *e average value of the two subseries is quite

different, showing skipping change. According to calculation
and analysis, the main mutation type of flood peak discharge
serry is identified as skipping mutation, and the results of
detecting the mutation are shown in Figures 2(a) and 2(b).

(2) Flood Volume Serry. *e method of detecting the mu-
tation of the flood volume serry is the same as that of the
flood peak discharge. *e test results are shown in
Figures 2(c)–2(h).

It can be seen from Figures 2(c)–2(h) that the maximum
1 d, 3 d, and 5 d flood volume serry mutation points are all in
1993. It is consistent with the test results of flood peak serry.
So, it can be determined that the main mutation type of
Manas River flood serry is skipping mutation and the
mutation point is in 1993.

3.1.2. Correction of the Mutation

(1) Flood Peak Discharge Serry. In this paper, the decom-
position synthesis theory proposed by Xie Ping is adopted as
the method of correcting the skipping mutation, and the
calculation process is based on the previous researches
[37–39].

According to the decomposition synthesis theory pro-
posed by Xie Ping, the equation of correcting the skipping
mutation is

Table 1: Johnson transformation model.

Type Transformation model Inverse transformation model Parameter constraints X constraints

SB Y � c + η ln(X − ε/λ + ε − X) X � ε + (λ + ε)eY+c/η/1 + eY+c/η
η, λ> 0
−∞< c< +∞
−∞< ε< +∞

ε<X< ε + λ

SL Y � c + η ln(X − ε) X � eY− c/η + ε
η> 0
−∞< c< +∞
−∞< ε< +∞

X> ε

SU Y � c + ηarc sinh(X − ε/λ) X � λ sinh(Y − c/η) + ε
η, λ> 0
−∞< c< +∞
−∞< ε< +∞

−∞<X< +∞

Note arc sin hx � ln[x + (x2 + 1)0.5]

Figure 1: Locations of Manas river and Ken Swat station.
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Figure 2: Continued.
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Figure 2: Continued.
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xk
′ � xk − 108.79, (k � j + 1, j + 2, . . . , n), (4)

where xk
′ is the item of the serry after correcting the mu-

tation; xk is the item of the serry before correcting the
mutation; and j is the year of mutation (here is 1993).

Based on the subseries before the mutation point, the
subseries after the mutation point is corrected by equation
(4). *e corrected synthetic serry is detected again, and no
mutation point is found, so the corrected serry meets the
premise of consistency. *e corrected flood peak discharge
serry is shown in Figure 3(a).

(2) Flood Volume Serry. *e method of correcting the
mutation of the flood volume serry is the same as that of the
flood peak discharge. *e corrected results are shown in
Figures 3(b)–3(d).

3.2. Normal Detection and Transformation

3.2.1. Normal Detection

(1) Flood Peak Discharge Serry. *e normal detection is
carried out on the flood peak discharge serry after cor-
recting the mutation. *e detection methods are the
nonparametric Shapiro–Wilk test (W test) and normal
P–P diagram method. *e normal P–P test results are
shown in Figure 4(a), and the W test results are shown in
Table 2.

According to Figure 4(a) and Table 2, the normality of
the flood peak discharge serry is not significant, so the
normal transformation cannot be directly used to calculate
the flood peak discharge frequency. *erefore, the skewed
serry is transformed into the normal serry by the methods of
Box–Cox transformation and Johnson transformation, and
the normal test results of the transformed flood peak dis-
charge serry are shown in Figures 5(a) and 5(b).

It can be seen from Figures 5(a) and 5(b) and the results
of normal transformation for the corrected flood peak

discharge serry that the effect of the Box–Cox normal
transformation is poor, and the effect of Johnson normal
transformation is better.

(2) Flood Volume Serry. For the normal test of the flood
volume serry, the method is the same as that of the flood
peak discharge.

(I) Maximum 1 d flood volume serry
*e normal test is performed on the maximum 1 d
flood volume after correcting the mutation, and the
test results are shown in Figure 4(b) and Table 2.
*e normal test results of the maximum 1d flood
volume serry after normal transformation are
shown in Figure 5(c) and 5(d).

(II) Maximum 3 d flood volume serry
*e normal test is performed on the maximum 3 d
flood volume after correcting the mutation, and the
test results are shown in Figure 4(c) and Table 2.
*e normal test results of the maximum 3d flood
volume serry after normal transformation are
shown in Figure 5(e) and 5(f ).

(III) Maximum 5 d flood volume serry
*e normal test is performed on the maximum 5 d
flood volume after correcting the mutation, and the
test results are shown in Figure 4(d) and Table 2.
*e normal test results of the maximum 5d flood
volume serry after normal transformation are
shown in Figures 5(g) and 5(h).

3.2.2. Normal Transformation

(1) Flood Peak Discharge Serry. After Box–Cox normal
transformation for the corrected flood peak discharge serry,
the new serry passed the normal test. *e P-value of 95%
confidence interval ofW test is equal to 0.06.*emean value
of the new serry is 13.78, and the standard deviation is 1.998.
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Figure 2: Results of detecting the mutation of the flood serry. (a) and (b) *e results of ordered cluster test and sliding T test of the annual
maximum flood peak discharge serry, (c) and (d) the results of the ordered clustering test and the sliding T test of the maximum 1d flood
volume, (e) and (f) the results of ordered clustering test and sliding T test with the maximum 3d volume, and (g) and (h) the results of
ordered clustering test and sliding T test with the maximum 5d volume.
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Figure 3: Continued.
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By comparing SB, SL, and SU, the three types of
Johnson normal transformation for the corrected flood
peak discharge serry, we found that SU transformation is
the best. After SU type of Johnson normal transformation
for the corrected flood peak discharge serry, the new serry
passed the normal test. *e P-value of 95% confidence
interval of W test is equal to 0.87. *e mean value of the
new serry is 0.06259, and the standard deviation is 0.9161.
*e parameters of the SU-type Johnson normal trans-
formation for the corrected flood peak serry are as follows:

c � 0.831159, η� 1.12611, ε� 221.007, λ� 92.8704. So, the
optimal equation of SU-type Johnson normal transfor-
mation is

Y � −0.831159 + 1.12611arc sinh
X − 221.007
92.8704

􏼒 􏼓. (5)

*e best inverse normal transformation is

X � 92.8704 sinh
Y + 0.831159

1.12611
+ 221.007. (6)
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Figure 3: Results of correcting the mutation of flood serry. (a)*e correction result of the annual maximum flood peak discharge mutation,
(b) the correction result of the maximum 1d flood volume mutation, (c) the correction result of the maximum 3d flood volume mutation,
and (d) the correction result of the maximum 5 d flood volume mutation.

8 Mobile Information Systems



(2) Flood Volume Serry

(I) Maximum 1d flood volume serry
*e normal transformation results of maximum 1d
flood volume serry are that the best transformation
parameter of λ is equal to 0 for Box–Cox normal
transformation and the best normal transformation

equations are as follows for Johnson normal
transformation.

Y � −0.383021 + 1.5283arc sinh
X − 16.8127
8.74075

􏼒 􏼓,

X � 8.740775 sinh
Y + 0.383021

1.5283
+ 16.8127.

(7)

99.5

95

70

N
or

m
al

 P
er

ce
nt

ile
s

40

10

-200 0 200 400

Flood peak discharge (m3s-1)

600 800 1000

1

Reference Line
�e corrected serry

(a)

99.5

95

70

N
or

m
al

 P
er

ce
nt

ile
s

40

10

0 20 40

Maximum 1d flood volume (106m3)

60

1

Reference Line
�e corrected serry

(b)

99.5

95

70

N
or

m
al

 P
er

ce
nt

ile
s

40

10

0 50 100

Maximum 3d flood volume (106m3)

150

1

Reference Line
�e corrected serry

(c)

99.5

95

70

N
or

m
al

 P
er

ce
nt

ile
s

40

10

0 50 100

Maximum 5d flood volume (106m3)

200150

1

Reference Line
�e corrected serry

(d)

Figure 4: Normal P–P test results of the flood serry. (a) *e normal test chart of the annual maximum flood peak discharge after correcting
the mutation, (b) the normal test chart of the maximum 1d flood volume after correcting the mutation, (c) the normal test chart of the
maximum 3 d flood volume after correcting the mutation, and (d) the normal test chart of the maximum 5d flood volume after correcting
the mutation.

Table 2: W test results of flood.

Test variable DF Statistic P-value Decision at level (5%)
Flood peak discharge 60 0.84 1.76×10−6 Reject normality
Maximum 1d flood volume 60 0.86 6.17×10−6 Reject normality
Maximum 3d flood volume 60 0.87 1.58×10−5 Reject normality
Maximum 5d flood volume 60 0.88 2.2×10−5 Reject normality
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Figure 5: Continued.
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(II) Maximum 3d flood volume serry
*e normal transformation results of maximum 3d
flood volume serry are that the best transformation
parameter of λ is equal to 0 for Box–Cox normal
transformation and the best normal transformation
equations are as follows for Johnson normal
transformation.

Y � −0.118591 + 1.36577arc sinh
X − 48.5286

17.466
􏼒 􏼓,

X � 17.466 sinh
Y + 0.118591

1.36577
+ 48.5286.

(8)

(III) Maximum 5d flood volume serry
*e normal transformation results of maximum 5d
flood volume serry are that the best transformation
parameter of λ is equal to 0 for Box–Cox normal
transformation and the best normal transformation
equations are as follows for Johnson normal
transformation.

Y � −0.54766 + 1.48425arc sinh
X − 66.3067
28.1313

􏼒 􏼓,

X � 28.1313 sinh
Y + 0.54766
1.48425

􏼒 􏼓 + 66.3067.

(9)

3.3. Flood Frequency

3.3.1. Flood Peak Discharge Frequency Curve. Using the
inverse transformation model of Box–Cox and Johnson
normal transformation given above, the design value
(normal quantile) of normal distribution under specified
frequency is used to deduce the design flood peak discharge
corresponding to each frequency of the original distribution
and draw the flood peak discharge frequency curve. At the

same time, based on P-III distribution, the design flood peak
discharge under each frequency is calculated by using the
Optimization Curve-Fitting Method [40, 41], and the P-III
distribution of flood peak discharge frequency curve can be
drawn. *e design flood peak discharge under specified
frequency of normal distribution obtained by two normal
transformations is shown in Tables 3 and 4. *e three kinds
of flood peak discharge frequency curves are shown in
Figure 6(a).

It can be seen from Figure 6(a) that the flood peak
discharge frequency curve deduced by Johnson normal
transformation fits the measured value best. *e fit-
ting goodness of Box–Cox transformation and P-III distri-
bution cannot be seen directly, so further quantitative
calculation is needed.

3.3.2. Flood Volume Frequency Curve. Based on Box–Cox
normal transformation, Johnson normal transformation,
and P-III distribution, the flood volume frequency curves of
maximum 1 d, 3 d, and 5 d are deduced. And the results are
shown in Figures 6(b)–6(d).

3.4. Goodness-of-Fit Calculation. Using the two evaluation
indexes of Mean Square Error (MSE) and Residual Sum of
Squares (RSS), in this paper, the goodness of fitness between
the measured values of high flood discharge (10%, 30%, and
50%) and low flood discharge (10% and 30%) with the
corresponding designed values of different methods are
calculated [3, 42, 43]. *e results are shown in Table 5.

According to the calculation results of RSS evaluation
index of flood peak frequency, the order of goodness of
fitness between the measured value and the designed value is
Johnson transformation>Box–Cox transformation>P-III
distribution. And the calculation result of MSE evaluation
index is the same as the RSS evaluation index.
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Figure 5:*e normal test results of the transformed flood serry. (a) and (b)*e Box–Cox transformation and Johnson transformation of the
annual maximum flood peak discharge, (c) and (d) the Box–Cox transformation and Johnson transformation of the maximum 1d flood
volume, (e) and (f) the Box–Cox transform and Johnson transformation of the maximum 3d flood volume, and (g) and (h) the Box–Cox
transform and Johnson transformation of the maximum 5d flood volume.
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Table 3: *e design flood peak discharge at specified frequency of normal distribution (Box–Cox).

Box–Cox transformation
1 4.8478894 16 5.4650952 31 5.7356066 46 6.0101125
2 4.9688762 17 5.4852734 32 5.7521198 47 6.0319379
3 5.0462946 18 5.5050398 33 5.7694154 48 6.0547928
4 5.1051820 19 5.5244768 34 5.7862992 49 6.0786772
5 5.1537744 20 5.5433372 35 5.8035948 50 6.1033852
6 5.1953662 21 5.5618682 36 5.8208904 51 6.1301522
7 5.2324282 22 5.5799874 37 5.8381860 52 6.1581546
8 5.2653722 23 5.5981066 38 5.8558934 53 6.1886278
9 5.2958454 24 5.6158140 39 5.8740126 54 6.2215718
10 5.3238478 25 5.6331096 40 5.8921318 55 6.2586338
11 5.3506148 26 5.6504052 41 5.9106628 56 6.3002256
12 5.3753228 27 5.6677008 42 5.9295232 57 6.3488180
13 5.3992072 28 5.6845846 43 5.9489602 58 6.4077054
14 5.4220621 29 5.7018802 44 5.9687266 59 6.4851238
15 5.4438875 30 5.7183934 45 5.9889048 60 6.6061106

Table 4: *e design flood peak discharge at specified frequency of normal distribution (Johnson).

Johnson transformation
1 −1.8931003 16 −0.5200496 31 0.0817365 46 0.6924088
2 −1.6239501 17 −0.4751607 32 0.1184721 47 0.7409621
3 −1.4517233 18 −0.4311879 33 0.1569483 48 0.7918056
4 −1.3207210 19 −0.3879480 34 0.1945084 49 0.8449394
5 −1.2126212 20 −0.3459906 35 0.2329846 50 0.8999054
6 −1.1200951 21 −0.3047661 36 0.2714608 51 0.9594519
7 −1.0376461 22 −0.2644577 37 0.3099370 52 1.0217467
8 −0.9643581 23 −0.2241493 38 0.3493293 53 1.0895381
9 −0.8965667 24 −0.1847570 39 0.3896377 54 1.1628261
10 −0.8342719 25 −0.1462808 40 0.4299461 55 1.2452751
11 −0.7747254 26 −0.1078046 41 0.4711706 56 1.3378012
12 −0.7197594 27 −0.0693284 42 0.5131280 57 1.4459010
13 −0.6666256 28 −0.0317683 43 0.5563679 58 1.5769033
14 −0.6157821 29 0.0067079 44 0.6003407 59 1.7491301
15 −0.5672288 30 0.0434435 45 0.6452296 60 2.0182803
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Figure 6: Continued.
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Figure 6: *e three flood frequency curves. (a) *e calculation result of the annual maximum flood peak discharge frequency, (b) the
calculation result of the maximum 1d flood volume frequency, (c) the calculation result of the maximum 3d flood volume frequency, and
(d) the calculation result of the maximum 5d flood volume frequency.
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According to the calculation results of RSS evaluation
index of flood volume frequency, for the maximum 1 d flood
volume serry, the order of goodness of fitness between the
measured value and the designed value is Box–Cox trans-
formation> Johnson transformation>P-III distribution at
high flood discharge (10%, 30%, and 50%), and Johnson
transformation>Box–Cox transformation>P-III distribu-
tion at low flood discharge (10% and 30%), and the calcu-
lation results of MSE evaluation index are the same as the
RSS evaluation index.

For the maximum 3d flood volume serry, the order of
goodness of fitness between the measured value and the
designed value is Box–Cox transformation> P-III dis-
tribution> Johnson transformation at high flood discharge
(10%, 30%, and 50%), and Johnson trans-
formation>Box–Cox transformation>P-III distribution at
low flood discharge (10% and 30%), and the calculation
results of MSE evaluation index are the same as RSS eval-
uation index.

For the maximum 5d flood volume serry, the order of
goodness of fitness between the measured value and the
designed value is Johnson transformation>Box–Cox
transformation>P-III distribution both at high flood dis-
charge (10%, 30%, and 50%) and low flood discharge (10%
and 30%), and the calculation results of MSE evaluation
index are the same as the RSS evaluation index.

*e calculation results of goodness of fitness are divided
into two parts: high flood discharge and low flood discharge.
*e number of advantages of the three methods in each part
is counted. *e results are shown in Table 6.

4. Conclusion

In this paper, 60 years measured flood data ofManas River in
north-western China are used to study the adaptability of
flood frequency analysis based on normal transformation to
Manas River, by comparing with the traditional P-III dis-
tribution. *e conclusions are as follows:

(1) For the flood peak discharge frequency, Johnson
transformation is best at the fitting accuracy between
frequency curve with empirical data among the three
methods of Johnson transformation, Box–Cox
transformation, and P-III distribution. So, Johnson

transformation is more excellent and adaptive than
the traditional P-III distribution in analysis of the
flood peak discharge frequency of Manas River.

(2) For the flood volume frequency, Johnson transfor-
mation has strong adaptability to stable hydrologic
serry, but Box–Cox transformation has strong
adaptability to unstable high flood discharge of
hydrologic serry. *e main reason is that Johnson
transformation is a multiparameter transformation
and that Box–Cox transformation is a single-pa-
rameter transformation. *e multiparameter trans-
formation is more stable than the single-parameter
one, so does the inverse transformation. *erefore,
there is a higher fitting accuracy between all part of
frequency curve with empirical data of Johnson
transformation than Box–Cox transformation. But at
the high flood discharge part of frequency curve, the
fitting accuracy of Box–Cox transformation is higher
than that of Johnson transformation.

(3) *e P-III distribution frequency analysis method has
its unique advantages, and the calculation results are
relatively stable. When the distribution of the
original hydrologic serry is more consistent with the
P-III distribution, more information can be obtained
from the sample, and the calculation results are more
accurate, but when the distribution of the original
hydrologic serry is not consistent with the P-III
distribution, it will cause more errors. *e results of
this paper show that the normal transformation
method has certain advantages and rationality at
flood frequency analysis of rivers in arid island re-
gion of north-western China. *erefore, the preci-
sion of flood frequency analysis can be improved by
using P-III distribution and normal transformation
comprehensively.
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Chinese contemporary music has made tremendous progress in the twentieth century. After entering the twentieth century, with
the rise of pop music, Chinese contemporary music has gradually been forgotten by people. Apparently, Chinese contemporary
music has a long history and covers huge varieties. Nevertheless, the di�usion of Chinese contemporary music is restricted by
many factors.�e fundamental reason is that people’s cognition of Chinese contemporarymusic has changed. However, the rise of
social networks provides a new opportunity for the di�usion of Chinese contemporary music. By searching nodes with high
in�uence in social networks, where the node is enabled by the sensor, we transform the problem for maximizing public opinion
into a process of searching nodes set of maximum in�uence, thus providing power for the di�usion of Chinese contemporary
music. In this paper, from the perspective of percolation, the network connectivity changes caused by node failure are considered,
and the set selection problems of high-in�uence individuals are mapped to the optimal percolation problemwhen the network has
a percolation transition.�en an in�uencemaximization algorithm is proposed based on the network percolation process, and the
e�ciency of the proposed algorithm is optimized.�rough experiments, we can infer the reasonable range of maximum searching
times for the in�uence maximization algorithm. Meanwhile, compared with other baselines, the searching time of the algorithm
proposed in this paper is also the least. �e experimental results reveal that the proposed algorithm is feasible to di�use Chinese
contemporary music and maximize its public opinion and has a strong impetus for the revival of Chinese contemporary music.

1. Introduction

Any kind of music is inevitable in history. �e creation of
Chinese contemporary music re�ects unique creative ele-
ments and concepts in the fast-changing development trend
of today’s society. With its unique national style and unique
charm, it advances continuously, presenting the develop-
ment trend of modernization and diversi�cation [1–3]. �e
twentieth century is a multicultural century; the emergence
of music is the inevitable result of historical development, so
the twentieth-century music creation has also entered a
complex, modernized, and diversi�ed new era. In this
century, expressionist music, sequential music, collage
music, accidental music, electronic music, and many other
schools appeared in the West [4, 5]. In the creation, the
composer integrates the new music language and music
creation techniques, and the new audio-visual music works

emerge at the historic moment. Although China has
embarked on a completely di�erent combination of Chinese
and Western traditional folk music since the beginning of
the twentieth century, it was not until the 1970s and 1980s
after the reform and opening-up that mainland China really
caught up with the development of modern music. Previ-
ously, the Western theory of musical form structure has
deeply in�uenced Chinese music theory. During the period
of reform and opening-up, a number of musicians, music
educators, and theorists in China fully absorbed Western
composition technology theories, concentrated on studying
Western music works, and widely learned and accepted
Western instruments, bands, and music styles.

Since the 1980s, some composers have made break-
through explorations of the direction, ideas, methods, and
aesthetic concepts of Chinese contemporary music, which
have played a positive role in promoting the development of
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Chinese contemporary music [6–8]. Chinese contemporary
music works seem to have to fill the gaps in many ways and
levels. Composers have gradually extended to other artistic
directions, such as applying folk music, jazz, and other music
from different regions or cultures to their works, using
various modern harmony, tone scale, rhythm, and tone color
to varying degrees and combining these new materials and
techniques with their own creative ideas to create refreshing
and diverse styles of music works. To express the content,
style, and needs of personalized language, composers freely
choose a variety of musical genres.

To some extent, it can be said that the creation tech-
niques of modern music originate from the West, and the
musical language is different from the traditional music and
aesthetic concepts in China [9]. However, the success of a
work must be a perfect combination of various factors, such
as times and distinctive national characteristics as well as
personal style. In modern music creation, some composers
have been exploring and searching for the means and
methods to embody Chinese factors and strive to create
modernmusic works with Chinese style, whose fundamental
purpose is to create the Chinese atmosphere of the works
and provide a “Chinese” background for the works [10–13].
And this Chinese factor is directly reflected in the choice of
music creation themes. To pursue the goal of modern music
and embody the essence of Chinese culture, composers often
directly point out some connection between their works and
China in the way of titles and strive to express the content
with deep Chinese charm.

As a ritual and music nation with a long culture, the
diversity of Chinese music has laid a foundation for the
development of Chinese music creation both in content and
form. Only by judging and sorting all kinds of data from a
multidimensional perspective can the argument be more
academic [14]. Under the impact of the new era background,
the study of Chinese contemporary music shows strong
characteristics of the era. (e marketization research of
music reflects the productive property of music after the
transformation of China’s contemporary market economy,
and it becomes a commodity that can be profitable in the
market. (e study of music globalization is urgent to
consider the future of Chinese music under the pattern of
globalization. Especially, the impact of pop music on
modernmusic makes the diffusion of Chinese contemporary
music more and more difficult. Different from tape and CD
in the past, today’s social networks sweep the Internet, and
people are closely connected with others all the time; the
diffusion of music seems to become easy, which also pro-
vides an opportunity for the diffusion of Chinese contem-
porary music.

Relying on the Internet, social networks show a rapid
development trend, and the advent of email opened the
prelude to the development of social networks. Social net-
work platforms such as WeChat and TikTok have shown a
rapid development trend relying on the Internet. In social
networks, everyone can share their ideas and opinions with
others immediately, which not only enriches people’s spare
time but also promotes information exchange between
people [15–17]. (e speed at which information

disseminates on social networks is so dramatic that a single
piece of information can reach tens of thousands in a short
time. As one of the most important problems in social
network analysis, influence maximization intends to find
high-impact users in the social network [18]. Identifying
these high-impact users can provide decision-making as-
sistance for the diffusion of Chinese contemporary music
and inject vitality into Chinese contemporary music. (e
existing methods to measure user influence generally rely on
the network topology or define the information propagation
model to count the information propagation scope of users
under the model, which is mostly based on static networks.
However, real social networks tend to change dynamically
over time, making it difficult for existing measures to ac-
curately describe users’ real influence. In the propagation of
Chinese contemporary music, we hope to identify high-
influence users in the network and diffuse its propagation.

We describe our contributions as follows:

(1) We apply the influence maximization to the prop-
agation strategy of Chinese contemporary music and
find the nodes with the maximum influence, so as to
maximize public opinion and diffuse the influence of
Chinese contemporary music.

(2) From the perspective of percolation, we consider the
network connectivity changes caused by node fault
and map the set selection problem of high-influence
nodes in influence maximization to the optimized
percolation problem.

(3) An influence maximization algorithm is proposed
based on the robustness of the network percolation
process, and the efficiency of the algorithm is opti-
mized according to the monotonicity of the maxi-
mum connected cluster size in the percolation
process.

(e rest of the paper is structured as follows. In Section 2,
we review the related works. An influence maximization
algorithm based on site percolation is proposed in Section 3.
Experimental results are presented in Section 4, and finally,
Section 5 gives the conclusion of this paper.

2. Related Works

2.1. Artificial Intelligence and Music. As technology for
simulating, extending, and expanding human intelligence,
artificial intelligence has been advanced from the primary
form of computational intelligence to the advanced form of
perceptual intelligence and cognitive intelligence [19–22].
Music is one of the reappearance forms of human emotion
and cognition, and artificial intelligence technology has
gradually penetrated into every link of music diffusion. In
the narrow sense, music information refers to the inner
artistic information that is composed of a group of inter-
related and meaningful musical symbols and can express
some complete meaning. Generalized music information
also includes external data information such as music car-
rier, music copyright, and music user preference. (e par-
ticipation of artificial intelligence in the process of music
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information collection can be divided into two parts: one is
the collection of physical music information [23–25]. For
example, music information retrieval (MIR) extracts audio
features based on audio signal processing and extracts music
information from the audio content. (e other is the col-
lection of music external carrier, copyright, and user pref-
erence information.

AI music generation platform uses genetic algorithm
[26], neural network [27], Markov chain [28], and hybrid
algorithm [29] technology tomake rules for the computer, in
the process of deep learning of large-scale music library
analysis of composition rules and other music information
for re-creation, so as to achieve independent composition,
lyrics, and other music creation functions.

2.2. InfluenceMaximization. Music should be shared, as well
as Chinese contemporary music. With the popularization of
pop music, Chinese contemporary music is gradually for-
gotten. How to share Chinese contemporary music with
more people and maximize the diffusion of influence is the
main content of influence maximization. Information in
social networks is generated by individuals and then dis-
seminated along the edges between individuals. Influence
refers to the phenomenon that individuals’ opinions and
information on the network influence others and eventually
form a cascade of information transmission. In [30], the
authors introduced the issue of maximizing multiple in-
fluences across multiple social networks, that is, influential
users could accept multiple products for free, while influ-
ential users had sufficient purchasing power to use multiple
promotions in their social interactions. (e existing influ-
ence diffusion model does not consider overexposure; in
[31], the authors proposed the influence diffusion model to
capture overexposure and studied the problem of maximum
influence under the independent cascade model of delay
perception with overexposure. In [32], the authors presented
an effective method to maximize the influence in signed
networks, so as to maximize the positive influence diffusion
in signed networks. In [33], the authors proposed a problem
of maximizing efficiency considering the influence of dif-
fusion delay. In [34], the authors proposed a practical al-
gorithm for adaptive influence maximization and a general
framework that can be instantiated by any existing non-
adaptive influence maximization algorithm with expected
approximation guarantees.

However, to the best of our knowledge, few scholars have
studied the diffusion strategies of Chinese contemporary
music. (erefore, we introduce the maximization of influ-
ence into the diffusion strategy to find the nodes set with the
biggest influence, so as to maximize public opinion and
diffuse the Chinese contemporary music.

3. Influence Maximization Algorithm Based on
Site Percolation

(e removal of some nodes and the edges connected to them
from the network is called percolation, more accurately, site
percolation. Percolation can be used as a model for many

real-world phenomena, such as router failures on the In-
ternet, traffic jams in urban road networks, and species
extinction in the food web. One of the purposes of studying
percolation is how node failure affects the whole network
operation. It is very important to identify the nodes that have
a great influence on the function of the network system. By
diffusing the influence range of these nodes, Chinese con-
temporary music can be widely replayed.

Most nodes in the network are connected to form a large
branch without removing or removing only a small number
of nodes. As percolation proceeds, when the removal ratio of
nodes reaches a certain value, the network will split into
several small branches, which is called percolation transition
[35]. (e percolation threshold is the core content of per-
colation research and is of great significance for network
control and network robustness research. Percolation pro-
vides a natural model for the study of network robustness,
but the percolation threshold is not the only important
parameter. Because most nodes of the network have failed
when the percolation threshold is approached, another
important aspect of studying percolation is to observe how
the maximum connected subgraph size of the remaining
network changes with the removal of nodes. (e size of the
maximum connected subgraph indicates that at least most of
the networks are in normal operation. (erefore, this
subsection selects the relative size of the maximum con-
nected subgraph to study the robustness of the network.

3.1. Problem Definition. (e problem of this paper can be
specifically described as how to remove nodes in the network
tominimize the robustness of the remaining network, that is,
to maximize the impact on the structure and function of the
network. (e idea is that the robustness of the percolation
algorithm is affected by the relative size of the maximum
connected subgraph of the network. To minimize the ro-
bustness of the network, the nodes added each time should
minimize the growth rate of the maximum connected cluster
size of the network in the process of restoring the entire
network from the empty network, while how to make the
largest connected cluster in the network grow slowly be-
comes our concern. To merge clusters and update the
maximum connected cluster size, two conditions need to be
met: (i) the node to be added has a neighbor node and the
neighbor node has been added to the network and (ii) the
cluster number of the node to be added is different from that
of the neighbor node.

If updating the maximum connected cluster size is to be
avoided as much as possible, it can be obtained from
condition (i) that the number of neighbor nodes of the added
node should be as small as possible or the neighbor nodes
have not been added to the network. According to condition
(ii) and the cluster combination rule, the cluster number of
all neighbor nodes of the added node should be the same as
far as possible. To sum up, it can be inferred from the above
that the node selection rule of recovering the whole network
from an empty network is as follows: (a) the number of
neighbor nodes should be as small as possible and (b) the
neighbor node has not been added to the network or the
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cluster number of all neighbor nodes should be the same as
possible.

Rule (a) indicates that the centrality measure most di-
rectly related to the growth rate of the maximum connected
cluster size is the degree of nodes. (e higher the degree of
the node is, the faster the size of the maximum connected
cluster grows after the node is added. (erefore, an initial
queue Q can be constructed according to the degree of the
node. Each time, a node with the lowest degree is selected
from the network and added to the queue Q, and each node
addedmust be removed from the network, and all remaining
nodes are reordered according to the degree value until all
nodes are added to the queue Q. (en, according to rule (b),
a node that minimizes the change of the largest connected
cluster size is selected from the sequence every time.

3.2. Influence Maximization Algorithm. Let N(R) represent
the node set in network R and C(N) represent the size of the
largest connected cluster in network R. Given social network
G(V, E), where V represents the set of nodes and E rep-
resents the set of edges. How to find K initial users so that
information can be disseminated through these initial users
and the number of affected users can reach the maximum,
that is

D′ � argmax σ(D), (1)

where D represents the initial user set, σ(D) represents the
number of affected users, D⊆V, and |D| � K.

(e influence maximization algorithm is shown in Al-
gorithm 1.

Assuming that the time complexity for adding nodes is
O(N) and the time complexity for adding edges is O(M).
(e most time-consuming part of Algorithm 1 is the process
of finding the maximum connected cluster size with the
minimum change. Every time an optimal node u is found in
the whole algorithm process, its d(V∪ v{ }) is no longer
calculated in the subsequent search process. (e whole
process is equivalent to make N/2 percolation, so the time
complexity of the whole algorithm is O(N2log N + NM).
(e whole process calculates N(N + 1)/2 d(V∪ v{ }) twice in

Input: G(V, E), Q

Output: Qopt
(1) initialize R � R(V, E), V(R)←∅, E(R)←∅
(2) Qopt⟵∅
(3) while Q≠∅ do
(4) find u←argmin d(V(R)∪ v{ })

(5) add node u and its corresponding edges to network R

(6) Dequeue (Q, U)

(7) Enqueue (Qopt, U)

(8) end while
(9) return Qopt

ALGORITHM 1: Influence maximization algorithm based on site percolation.

Input: G(V, E), Q

Output: u

(1) k⟵ 0
(2) sort queue Q by d(V∪ v{ })

(3) for k≤m do
(4) vk � kth node in Q

(5) calculate d(U∪ vk􏼈 􏼉) and update d(U∪ v{ })min
(6) k � k + 1
(7) if d(U∪ v{ })min ≤d(V∪ vk+1􏼈 􏼉)min
(8) break
(9) end if
(10) end for
(11) return u in d(U∪ v{ })min

ALGORITHM 2: Node optimal search algorithm.

Table 1: Experimental data sets.

socfb-Caltech36 socfb-UC61 Rovira i Virgili WordNet
N 796 13,746 1,133 146,005
M 16,656 442,174 5,451 656,999
K 43.32 64.33 9.62 9.001
C 0.408 0.261 0.165 0.097
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total, and the average time complexity of calculating
d(V∪ v{ }) is O(log N + M/N).

3.3. Optimization of Algorithm Efficiency. When nodes are
added to network R, the size of the maximum connected
cluster either increases or is unchanged. Apparently, d(V) is
monotonically increasing and non-negative, that is

d(V∪ v{ })≥ d(V). (2)

(en the following inequality is easily proved to be true:

∀V ⊂ U ⊂ N,∀v ∈ N, v ∉ U, d(V∪ v{ })≤d(U∪ v{ }). (3)

Equation (3) can be used to draw the following
conclusions.

(e size of the largest connected cluster in the network
after adding node v can only increase or remain the same
with each iterative calculation for any node v, which means
that the size of the largest connected cluster in the network
after adding node v in this iterative calculation can be used as
the lower limit of the next iterative calculation.

To find the node in the queue that minimizes the change
of the largest connected cluster size, the algorithm can be
reduced, and the search efficiency can be improved by

applying the above conclusions and setting the maximum
search times. (e specific implementation method is as
follows.

Before each iterative calculation, the calculation results
of the previous iteration shall be sorted from small to large as
the lower limit of the iterative calculation, and the nodes
shall be evaluated in this order. For each node evaluated, the
minimum value of the maximum connected scale of the
network must be updated. If the minimum of the maximum
network connected scale after a node is added is less than or
equal to the lower value of the next node to be evaluated or
reaches the maximum search times, the search can be
stopped. Since under the premise of not exceeding the
maximum search times, the node that causes the minimum
change of the maximum connected scale of the network has
been found.

(e node optimal search algorithm is shown in Algo-
rithm 2. (e most time-consuming part of the algorithm is
to calculate the maximum network connected size
d(U∪ vk􏼈 􏼉) after node vk is added. According to Algorithm
1, the average time complexity of d(U∪ vk􏼈 􏼉) is
O(log N + M/N). Since the number of searching optimal
nodes per time does not exceed m, the average time com-
plexity of the optimal search algorithm does not exceed
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Figure 1: Node degree distribution of four data sets: (a) socfb-caltech36 data set, (b) socfB-UC61 data set, (c) Rovira i Virgili data set, and
(d) WordNet data set.
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O(m log N + mM/N), and the average time complexity of
the influence maximization algorithm does not exceed
O(m log N + mM/N).

4. Experiments

4.1. Setup. (e experimental data set and its basic attributes
are shown in Table 1, whereN is the total number of nodes in
the network, E is the total number of edges in the network, K
is the average degree of the network, and C is the average
clustering coefficient. Socfb-caltech36 and SocfB-UC61 data
sets in Table 1 are social networks extracted from Facebook,
where nodes in the network represent users, and edges
represent friend relationships between users. Rovira i Virgili
is the e-mail communication network of the University of
Tarragona in Spain, where nodes in the network represent
users and edges indicate that at least one e-mail has been sent
between users. WordNet is the vocabulary network in the
WordNet data set, where nodes in the network represent
English words and edges represent the relationships between
them, such as synonyms and antonyms [36]. In real life,
there are many large-scale complex networks, such as In-
ternet, social networks, transportation network, biological
network, and so on. In the beginning, the degree distribution
of these complex networks is Poisson distribution. For social
networks, the degree of each node obeys the power law

distribution. Most common nodes have few connections,
and a few popular nodes have many connections. Such
networks are called scale-free networks. We plotted the node
degree distributions of the above four data sets to observe
their scale-free characteristics. (e node degree distribution
is shown in Figure 1, where p(k) is the proportion of nodes
with degree k in the entire network. (e data of socfb-
Caltech36 and Rovira i Virgili data sets are relatively sparse,
resulting in insignificant scale-free characteristics. (e tail of
socfB-UC61 and WordNet data sets generally obey the
power law distribution, and their power law index is between
2 and 3, showing obvious scale-free characteristics. (ere-
fore, we selected two obvious scale-free data sets and two
non-obvious scale-free data sets as experimental data sets.

4.2. Algorithms in Comparison. Since the effect of the in-
fluence maximization algorithm is affected by the maximum
number of searches m, differentm is selected for further test
on the four data sets to observe the influence of the max-
imum number of searches m on the network robustness.
Experimental results of the network robustness of the four
data sets varying with the maximum search times m are
shown in Figures 2(a)–2(d). (e curve in the figure repre-
sents the variation curve of network robustness with the
maximum search times m. It can be seen from Figures 2(a)–
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Figure 2: Change of network robustness with a maximum number of search times: (a) socfb-caltech36 data set, (b) socfB-UC61 data set,
(c) Rovira i Virgili data set, and (d) WordNet data set.
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2(d) that with the increase of the maximum search times m,
the network robustness tends to decline and becomes stable
after a certain degree of decline. (erefore, we can infer that
the reasonable value range of parameter maximum search
timesm of the influence maximization algorithm is between
[0.1B, 0.2B], where B is the number of nodes in the network.

Search time is another important metric to verify the
effectiveness of the algorithm and plays an important role in
the diffusion of Chinese contemporary music. We compare
search time with three classical influence maximization
algorithms, namely greedy algorithm, CELF++ algorithm,
and Hop-based influence estimation algorithm. As can be
seen from Figures 3(a)–3(d), the comparison of search time
on the four data sets shows that with the increase in search
times, the influence maximization algorithm based on site
percolation proposed in this paper has the slowest increase
in search time and gradually converge after a certain number
of times, and the search time is always the least. (is is
because the introduction of percolation reduces the search
time by about half. (e greedy algorithm can give a better

solution set, but its time complexity is too high. CELF++
algorithm rearranges the nodes according to their size before
each reassessment of the node’s marginal gain. Each node is
evaluated, and the maximum marginal gain is updated.
However, Monte Carlo simulation is still used when eval-
uating the node’s marginal gain. A large amount of time
consumption makes it difficult to apply to large-scale social
networks, so the search time is also longer.

5. Conclusion

Although Chinese contemporary music has been gradually
forgotten after a hundred years of development, the rise of
social networks provides a new opportunity for its diffusion.
We design an influence maximization algorithm based on
percolation mode and optimize the efficiency of the algo-
rithm. Since the scale-free network has robustness under
random failure, the problem of set selection of high-influ-
ence individuals in influence maximization can be trans-
formed into a problem of network percolation, and the
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Figure 3: Search time: (a) socfb-caltech36 data set, (b) socfB-UC61 data set, (c) Rovira i Virgili data set, and (d) WordNet data set.
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advantages and disadvantages of the selected nodes set can
be evaluated with network robustness, thus pointing out the
direction for the diffusion of Chinese contemporary music.
To minimize the robustness of the network, the node that
increases the scale of the current maximum connected
subgraph slowest can be selected each time in the percolation
process. (erefore, the more backward the node is, the
higher its influence will be. In the process of nodes selection,
the searching efficiency of the proposed algorithm can be
improved by increasing the size of the maximum connected
subgraph. (e experimental results reveal that the proposed
influence maximization algorithm based on site percolation
can search the nodes set of influence maximization with very
little search time, which has strong theoretical support for
the diffusion of Chinese contemporary music.

Although this paper has made some progress in the study
of the maximization of influence of Chinese contemporary
music diffusion, it is undeniable that there are still some
deficiencies in the work. Several directions in the future are
still worthy of further exploration and research:

(1) As the scale of data in different time periods is
generally different and it is difficult to ensure the
comprehensiveness of data during data collection,
the length and quantity of network snapshots will
have a certain influence on experimental results. To
avoid or reduce the interference of these non-ex-
perimental factors, more analysis on data set pro-
cessing is needed in future work.

(2) (e main reason why the calculation results of the
existing information diffusion model differ greatly
from the real social network is that the probability of
information diffusion among users depends on
many uncertain factors such as people’s interests and
intimacy between people, and the influence of users
in different fields and events is also different.
(erefore, in order to truly reveal the influence of
users, it is necessary to further study the probability
of information diffusion among users.

(3) Chinese contemporary music has a long history and
is an important part of Chinese culture. With the
rapid development of the economy and science and
technology, all walks of life have encountered un-
precedented opportunities and challenges. In the era
of new media, the diffusion and development of
Chinese contemporary music have also faced new
changes. Under such circumstances, Chinese con-
temporary music has encountered development
bottlenecks both in content and form but has new
opportunities in diffusion. Excellent Chinese con-
temporary music can make use of the characteristics
of the times and new media to promote its vigorous
development. (e diffusion path of Chinese con-
temporary music in the new media era is charac-
terized by diversification. In view of the current
situation of the development of Chinese contem-
porary music, we should take advantage of the op-
portunities brought by new media and adopt various

ways to diffuse Chinese contemporary music around
the world.
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