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3Department of Intelligent Cybernetic Systems, NRNUMEPhI, Moscow, Russia
4AI Research AB, Höör, Sweden
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The field of Big Data is rapidly developing with a lot of
ongoing research, which will likely continue to expand in
the future. A crucial part of this is Knowledge Discovery
from Data (KDD), also known as the Knowledge Discovery
Process (KDP). This process is a very complex procedure,
and for that reason it is essential to divide it into several
steps (Figure 1). Some authors use five steps to describe this
procedure, whereas others use only four.We use the following
four-step description:

(1) Generation of Data: Data is generated from a multi-
tude of various data sources, such as sensors, social
media, the web, a multitude of devices, software
applications, people, and various kinds of sensors [1].

(2) Collection of Data: This step involves the storage
of data into various types of databases, such as
MongoDB, elastic, InfluxDB, MySQL, and NoSQL
suitable for BigData technologies [2–7].Often the raw
sensor data are collected, but it is common to also link
them to contextual information [8–10]. Other tasks
such as cleaning, integration, and transformation of
data are essential for the optimal storage in databases
[11–13]. Several tools and technologies suitable to
semi-automatize tasks such as Extract, Transform,
and Load (ETL) [14] exist, e.g., Apache NIFI [15, 16]
and Pentaho [17, 18].These are very useful since there
are many tasks involved in this step of the KDD
procedure.

(3) Machine Learning and Data Mining: Diverse ma-
chine learning and data mining methods are applied

and benchmarked, and the results are compared.
It should be kept in mind that though there are
many machine learning methods, not all of them are
suitable to use with Big Data [19, 20].

(4) Classification, Prediction, andVisualization:This step
focuses on, in particular, the obtaining of visualiza-
tions that present all the classification and prediction
results in a useful way. Tools such as Grafana [21]
could help to interpret the data visually, but also
to simplify the identification of Key Performance
Indicators (KPI) [22].

This special issue received in total 19 submitted papers, and
after a meticulous reviewing process the editors decided
to accept eight of these for publication, which implies an
acceptance rate of about 42%.

Anomaly analysis is a crucial issue since it is a significant
part of many areas, such as medical health, credit card fraud,
and intrusion detection (X. Xu et al.). The authors of this
paper provide a complete state-of-the-art presentation of
anomaly detection. High dimensionalities and mixed types
of data are the focus of this study as the identification of
anomalous patterns is far from trivial. The authors introduce
the reader to current advances on anomaly detection, while
debating the pros and cons of various detection methods.

There are areas that are well-known, though barely
referenced in the literature. For example, the one presented
by M. Lodeiro-Santiago et al., where the goal is to detect
small boats (pateras) to help address the problem of dan-
gerous immigration. In this paper, the authors use deep
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Figure 1: Procedure for the KDD.

convolutional neural networks to improve detectionmethods
based on image processing through the application of filters.
Their novel approach is able to recognise the boats through
patterns regardless of where they are located. The proposed
approach, which works in real-time, allows the detection of
boats and people for search and rescue teams in order to
plan for rescue operations before an emergency happens.The
proposed method includes the use of essential cryptographic
protocols for the protection of the highly sensitive informa-
tion managed.

A method for the evaluation of heart rate streams in
patients with ischemic heart disease is presented by M. D.
Peláez-Aguilera et al. The authors present an innovative
linguistic approach tomanage relevant linguistic descriptions
(protoforms). This provides a foundation for the cardiac
rehabilitation team to identify sessions with significance
indicators through linguistic summaries. As it is faced in
the manuscript, cardiac rehabilitation programs are crucial
to significantly decrease mortality rates in high-risk patients
with ischemic heart disease.

In thework presented byZ.Marszałek et al., a fully flexible
sorting method designed for parallel processing is presented.
The authors describe amethod based onmodified merge sort
designed for multicore architectures. The flexibility of the
method, which is implemented for a number of processors,
increases the efficiency of sorting by distributing the tasks
between logical cores in a flexible way. Since powerful com-
puter resources are often not very well exploited, their main
goal is to use efficient algorithms to support the proficient use
of all available resources.

F. M. Pérez et al. present a theoretical framework based
on a generalisation of rough sets theory. This allows the
establishment of a stochastic approach to solving the problem
of outliers within a specific universe of data. An algorithm
based on this theoretical framework is developed to make it
suitable for large data volume applications. The experiments
carried out validate the proposed algorithm in comparison to
various algorithms analysed in the literature.

The work proposed by P. S. Szczepaniak and A. Duraj
concerns the problem of outlier detection through the appli-
cation of case-based reasoning. The authors argue that while
this method has been successfully applied in an extensive
variety of other domains, it has never been used for outlier
detection.

In the manuscript presented by Q. Gu et al., the authors
propose a Hybrid Genetic Grey Wolf Algorithm in order
to improve the disadvantage of Grey Wolf Optimizer when
solving Large-Scale Global Optimization problems.

Finally, D. Gil et al. provide a review highlighting the
fact that the complexity of managing Big Data is one of the

main challenges in the developing field of the Internet of
Things (IoT). The review divides the discovery of knowledge
into the four general steps sketched above and evaluates
the most novel technologies involved. These include IoT
data gathering, data cleaning and integration, data mining
and machine learning, and classification, prediction, and
visualization.
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Most real-world optimization problems tackle a large number of decision variables, known as Large-Scale Global Optimization
(LSGO) problems. In general, the metaheuristic algorithms for solving such problems often suffer from the “curse of
dimensionality.” In order to improve the disadvantage of Grey Wolf Optimizer when solving the LSGO problems, three genetic
operators are embedded into the standard GWO and a Hybrid Genetic Grey Wolf Algorithm (HGGWA) is proposed. Firstly,
the whole population using Opposition-Based Learning strategy is initialized. Secondly, the selection operation is performed by
combining elite reservation strategy.Then, thewhole population is divided into several subpopulations for cross-operation based on
dimensionality reduction and population partition in order to increase the diversity of the population. Finally, the elite individuals
in the population are mutated to prevent the algorithm from falling into local optimum.The performance of HGGWA is verified by
ten benchmark functions, and the optimization results are compared with WOA, SSA, and ALO. On CEC’2008 LSGO problems,
the performance of HGGWA is compared against several state-of-the-art algorithms, CCPSO2, DEwSAcc, MLCC, and EPUS-PSO.
Simulation results show that the HGGWA has been greatly improved in convergence accuracy, which proves the effectiveness of
HGGWA in solving LSGO problems.

1. Introduction

Large-Scale Global Optimization (LSGO) is widely applied in
practical engineering problems, such as large-scale job shop
scheduling problem [1], large-scale vehicle routing problems
[2], and reactive power optimization of large-scale power
system [3]. It is a very important and challenging task in
the optimization domain and usually involves thousands of
decision variables. As the number of dimensions increases,
the complexity of the problem increases exponentially, so
it is very difficult to solve. Metaheuristic algorithms are
a class of intelligent optimization algorithms inspired by
biological activities or physical principles. In recent years,
various metaheuristic algorithms such as genetic algorithms,
particle swarm optimization algorithms, artificial bee colony
algorithms [4], and differential evolution algorithms [5] have
been applied to a variety of large-scale global optimization
problems. However, due to the existence of “curse of dimen-
sionality”, it is difficult for general metaheuristic algorithms
to find the optimal solution of LSGO problems. In order to

solve LSGO problems better, many valuable attempts have
been made in recent years by using metaheuristic algorithms.

In general, solving large-scale problems can be considered
in two ways. First, from the perspective of the problem
itself, the solution process can be made more efficient by
simplifying the problem. Secondly, from the perspective of
themethod, the optimal solution to the problem canbe solved
with greater possibility by improving the performance of the
solution algorithm. First of all, in terms of the problem itself,
a large number of decision variables are the main cause of
the complexity of the problem [6]. In the famous book A
Discourse on Method [7], Descartes pointed out that it is
necessary to study complex problems and decompose them
into a number of relatively simple small problems and then
solve them one by one. He called it a “divide and conquer”
strategy, which is to solve the whole problem by decomposing
the original large-scale problem into a set of smaller and
simpler subproblems which are more manageable and easier
to solve and then solve each subproblem independently.
This method based on “divide and conquer” strategy is
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also called Cooperative Coevolution (CC), and its effec-
tiveness for solving large-scale optimization problems has
been demonstrated in many classical optimization methods.
But a major difficulty in applying CC is the choice of a
good decomposition strategy, because different decompo-
sition strategies may lead to different optimization effects.
Due to the diversity of problem-solving, there may be very
large differences between different problems. Therefore, it is
necessary to study the structure inherent in the problem and
analyze the relationship between the variables in order to find
a suitable solution.

In addition, from an algorithmic perspective, two ormore
distinct methods when combined together in a synergistic
manner can enhance the problem-solving capability of the
derived hybrid [8]. EAs hybridized with local search algo-
rithms have been successful within function optimization
domain. These kinds of EAs are often named as memetic
algorithms (MAs) [9]. The optimization performance of the
algorithm for large-scale optimization problems is improved
by different optimization strategies such as designing new
mutation operators, dynamic neighborhood search strate-
gies, multiple classifier [10], and Opposition-Based Learn-
ing [11]. Similar to evolutionary computation, the swarm
intelligence (SI) is a kind of optimization algorithm inspired
by the biological foraging or hunting behavior in nature,
which simulates the intelligent behavior of insects, bird
groups, ant colonies, or fish schools. Inspired by the grey
wolf population hierarchy and hunting behavior, Mirjalili
proposed another swarm intelligence optimization algo-
rithm, grey wolf optimization algorithm (GWO) in 2014
[12]. The GWO algorithm has the advantages of less control
parameters and fast convergence and it has been applied to
various optimization fields, such as medical image fusion
[13], multiple input multiple output power systems [14],
and job shop scheduling problem [15]. In addition, the
proposal of different prediction techniques [16] also pro-
vides reference for the study of large-scale optimization
problems.

To direct at the large-scale global optimization problems,
this paper improves the HGGWA algorithm proposed in
literature [17] by adding a parameter nonlinear adjustment
strategy, which further improves the global convergence and
solution accuracy. The crossover operation of the HGGWA
algorithm divides the whole population into several subpop-
ulations by referring to the idea of cooperative coevolution,
and then independently evolves each subpopulation sepa-
rately. More specifically, this paper has the following research
objectives:(1) To review the current literature on solving large-scale
global optimization problems and to analyze the existing
problems in the research(2) To improve the Hybrid Genetic Grey Wolf Algorithm
(HGGWA) by adding the nonlinear adjustment strategy of
parameter, which further improves the global convergence
and solution accuracy for solving large-scale global optimiza-
tion problems(3) To analyze the global convergence and computational
complexity of the improved HGGWA algorithm and to
verify the effectiveness of HGGWA for solving large-scale

global optimization problems by several different numerical
experiments

The remainder of this paper is organized as follows:
in Section 2, a review of Large-Scale Global Optimiza-
tion (LSGO) and various solving strategies is given. Then,
Section 3 briefly describes the Grey Wolf Optimizer (GWO).
In Section 4, the principles and steps of the improved algo-
rithm (HGGWA) are introduced. Section 5 illustrates and
analyzes the experimental results. Finally, the conclusions are
drawn in Section 6.

2. Literature Review

2.1. Decomposition-Based CC Strategy. Large-scale global
optimization problems aremainly solved in the following two
ways. One is Cooperative Coevolution (CC) with problem
decomposition strategy. The idea of decomposition was first
proposed by Potter and De Jong [18, 19] in 1994. They
designed two Cooperative Coevolutionary Genetic Algo-
rithms (CCGA-1, CCGA-2) to improve the global conver-
gence of GA. The CC strategy is to reduce the scale of the
high-dimensional problem by dividing the whole solution
space into multiple subspaces and then use multiple sub-
populations to achieve the cooperative coevolution. Table 1
summarizes proposed major variants of the CC method. It
can be divided into the static grouping-based CC methods
and the dynamic grouping-based CCmethods.

The static grouping-based CC methods divide the popu-
lation into multiple fixed-scale subpopulations. The Cooper-
ative Coevolutionary Genetic Algorithm (CCGA) proposed
by Potter and De Jong is the first attempt to combine
the idea of Cooperative Coevolution with metaheuristic
algorithm.They decomposed an n-dimensional problem into
n 1-dimensional subproblems each of which is optimized by
a separated GA. Van den Bergh et al. [20] firstly proposed
two improved PSO by integrating cooperative coevolution
strategy into PSO, called CPSO-SK and CPSO-HK, which
divides an n-dimensional problem into k s-dimensional
subproblems. Similarly, Mohammed EI-Abd [21] presented
two cooperative coevolutionary ABC algorithms, namely,
CABC-S and CABC-H. Shi et al. [22] applied the cooperative
coevolution strategy to the differential evolution algorithm,
called the cooperative coevolutionary differential evolution
(CCDE). The algorithm partitions high-dimensional solu-
tion space into two equal-sized subcomponents but it does
not perform well as the dimensionality increases. For a
fully separable problem with no interrelationship between
variables, each variable can be optimized independently to
obtain the optimal solution for the entire problem. However,
for the nonseparable problem of the relationship between
variables, the optimization effect of the fixed-scale grouping
strategy will be worse, and even the optimal solution will
not be obtained. Therefore, many scholars began to study
the decomposition strategy that can solve the nonseparable
problems.

The dynamic grouping-based CC methods dynamically
adjust the size of the subpopulation to accommodate different
types of large-scale optimization problems. They are efficient
to handle nonseparable problems. Yang et al. [23] proposed
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a new cooperative coevolution framework that is capable
of optimizing large-scale nonseparable problems. It uses a
random grouping strategy to divide the problem solution
space into multiple subspaces of different sizes. Li et al.
[24] embedded a random grouping strategy and an adaptive
weighting mechanism into the particle swarm optimization
algorithm and proposed a cooperative coevolutionary parti-
cle swarm optimization (CCPSO) algorithm. The results of
the randomgroupingmethod show the effective performance
to solve the scalable nonseparable benchmark function (up
to 1000D). However, as the number of interaction variables
increases, its performance becomes invalid [25]. Therefore,
some scholars consider adding a priori knowledge of the
problem in the process of algorithm evolution and propose
many learning-based dynamic grouping strategies. Ray et
al. [26] discussed the effects of problem size, the number
of subpopulations, and the number of iterations on some
separable and nonseparable problems in cooperative coevo-
lutionary algorithms. Then, a Cooperative Coevolutionary
Algorithm with Correlation based Adaptive Variable Par-
titioning (CCEA-AVP) is proposed to deal with scalable
nonseparable problems. Chen et al. [27] proposed a CC
methodwithVariable Interaction Learning (CCVIL) which is
able to adaptively change group sizes. Considering that there
is no prior knowledge that cannot decompose the problem,
Omidvar et al. [28] proposed an automatic decomposition
strategy, which can keep the correlation between decision
variables at the minimum.

2.2. Nondecomposition Strategy. The other is nondecompo-
sition methods. Different from the decomposition-based
strategy, the nondecomposition methods mainly study the
algorithm itself and improve the corresponding opera-
tor in order to improve the performance of the algo-
rithm for solving large-scale global optimization problems.
Nondecomposition-based methods mainly include swarm
intelligence, evolutionary computation, and local search-
based approaches. Hsieh et al. [49] added variable particles
and information sharing mechanism to the basic particle
swarm optimization algorithm and proposed a variation
called the Efficient PopulationUtilization Strategy for Particle
Swarm Optimizer (EPUS-PSO). A modified PSO algorithm
with a new velocity updating method, as the rotated particle
swarm, was proposed in literature [50]. It transforms coordi-
nates and uses information from other dimensions to main-
tain the diversity of each dimension. Fan et al. [51] proposed
a novel particle swarm optimization approach with dynamic
neighborhood that is based on kernel fuzzy clustering and
variable trust region methods (called FT-DNPSO) for large-
scale optimization. In terms of evolutionary computation,
Hedar et al. [52] modified genetic algorithm with new
strategies of population partitioning and space reduction
for high-dimensional problems. In order to improve the
performance of differential evolution algorithm, Zhang et al.
[53] proposed an adaptive differential evolution algorithm
(called JADE) using a new mutation and adaptive control
parameter strategy. Local search-based approaches have been
recognized as an effective algorithm framework for solving
optimization problems. Hvattum et al. [54] introduced a new

direct search method, based on Scatter Search, designed to
remedy the lack of a good derivative-free method for solving
problems of high dimensions. Liu et al. [55] improved the
local search depth parameter in the memetic algorithm and
proposed an adaptive local search depth (ALSD) strategy,
which can arrange the local search computing resources
according to its performance dynamically.

2.3. Related Work of GWO. Grey Wolf Optimizer (GWO) is
a recently proposed swarm intelligence algorithm inspired by
the social hierarchy and hunting behavior of wolves. It has the
advantages of less control parameters, high solution accuracy,
and fast convergence speed. Compared with other classical
metaheuristic algorithms such as genetic algorithm (GA),
particle swarm optimization (PSO), and gravitational search
algorithm (GSA), the GWO shows powerful exploration
capability and better convergence characteristics. Owing
to its simplicity and ease of implementation, GWO has
gained significant attention and has been applied in solv-
ing many practical optimization problems since its inven-
tion.

Recently, many scholars have applied the GWO to differ-
ent optimization problems and also proposed many varieties
in order to improve the performance of GWO. Saremi et al.
[56] introduced a dynamic population updating mechanism
in the GWO, removing individuals with poor fitness in
the population and regenerating new individuals to replace
them in order to enhance the exploration ability of GWO.
However, the diversity of grey population was reduced by this
strategy, which leads to the algorithm being local optimum.
Zhu et al. [57] integrated the idea of differential evolution
into the GWO, which prevented the early stagnation of
the GWO algorithm and accelerated the convergence speed.
However, it fails to converge in high-dimensional problems.
Kumar et al. [58] designed a novel variant of GWO for
numerical optimization and engineering design problems.
They utilized the preyweight and astrophysics-based learning
concept to enhance the exploration ability. However, this
method also does not show good performance in solving
high-dimensional function problems. In the application of
the GWO algorithm, Guha et al. [59] applied the grey wolf
algorithm to the load control problem in large-scale power
systems. In literature [60], a multiobjective discrete grey wolf
algorithm is proposed for the uniqueness of welding job
scheduling problem. The results show that the algorithm can
solve the scheduling problem in practical engineering. Emary
et al. [61] proposed a new binary grey wolf optimization
algorithm for the selection of the best feature subset.

The swarm intelligence optimization algorithm has natu-
ral parallelism, so it has advantages in solving large-scale opti-
mization problems. In order to study the ability of grey wolf
optimization algorithm to solve high-dimensional functions,
Long et al. [62] proposed a nonlinear adjustment strategy for
convergence factors, which balanced well the exploration and
exploitation of the algorithm. But this strategy also does not
solve the high-dimensional function optimization problem
well. In 2017, Gupta et al. [63] studied the performance of
the GWO algorithm for solving 100 to 1000-dimensional
function optimization problems. The results indicate that



Complexity 5

GWO is a powerful nature-inspired optimization algorithm
for large-scale problems, except Rosenbrock function.

In summary, the decomposition-based CC strategy has a
good effect in solving the nonseparable problem, but it cannot
solve the imbalance problem well, and it still needs to be
improved in the accuracy of the solution. In addition, in the
method based on nondecomposition strategy, although the
performance of many algorithms has been greatly improved,
but the research on hybrid algorithms is still rare. Therefore,
this paper combines three genetic operators of selection,
crossover, and mutation with GWO algorithm and proposes
a Hybrid Genetic Grey Wolf Algorithm, (HGGWA). The
main improvement strategies of the algorithm are as fol-
lows: (1) initialize the population based on the Opposition-
Based Learning strategy; (2) the nonlinear adjustment of
parameters effectively balances exploration and exploitation
capabilities while accelerating the convergence speed of the
algorithm; (3) select the population through a combination
of elite retention strategy and gambling roulette; (4) based
on the method of dimensionality reduction and population
division, the whole population is divided into multiple
subpopulations for cross-operation to increase the diversity
of the population; (5) perform mutation operations on elite
individuals in the population to prevent the algorithm from
falling into local optimum.

3. Grey Wolf Optimization Algorithm

3.1. Mathematical Models. In the GWO algorithm [12], the
position of 𝛼 wolf, 𝛽 wolf, and 𝛿 wolf is the fittest solution,
the second-best solution, and the third-best solution, respec-
tively. And the positions of the 𝜔 wolves are the remaining
candidate solutions. In the whole process of searching for
prey in the space, the 𝜔 wolves gradually update their
positions according to the optimal position of the 𝛼, 𝛽, and 𝛿
wolves. So they can gradually approach and capture the prey,
that is, to complete the process of searching for the optimal
solution. The position updating imaginary diagram in GWO
is shown in Figure 1.

The grey wolves position update formula in this process
is as follows: 󳨀→𝐷 = 󵄨󵄨󵄨󵄨󵄨󵄨󳨀→𝐶 ∗ 󳨀󳨀→𝑋𝑝 (𝑡) − 󳨀→𝑋 (𝑡)󵄨󵄨󵄨󵄨󵄨󵄨 (1)

󳨀→𝑋 (𝑡 + 1) = 󳨀󳨀→𝑋𝑝 (𝑡) − 󳨀→𝐴 ∗ 󳨀→𝐷 (2)

where 󳨀→𝐷 indicates the distance between the grey wolf
individual and the prey, 𝑡 indicates the current iteration, 󳨀→𝐴
and 󳨀→𝐶 are the coefficient vectors, 󳨀→𝐴 is a convergence coef-
ficient used to balance the exploration and the exploitation,󳨀→𝐶 is used to simulate the effects of nature, 󳨀󳨀→𝑋𝑝 is the position
vector of the prey, and 󳨀→𝑋 indicates the position vector of a
grey wolf.

The coefficient vectors 󳨀→𝐴 and 󳨀→𝐶 are calculated as follows:󳨀→𝐴 = 2󳨀→𝑎 ∗ 󳨀→𝑟1 − 󳨀→𝑎 (3)

󳨀→𝐶 = 2 ∗ 󳨀→𝑟2 (4)

where components of 󳨀→𝑎 are linearly decreased from 2
to 0 over the course of iterations and 𝑟1 and 𝑟2 are random
vectors in [0, 1]. At the same time, the fluctuation range of
the coefficient vector 󳨀→𝐴 gradually decreases as 󳨀→𝑎 decreases.

Thus, according to (1) and (2), the grey wolf individ-
ual randomly moves within the search space to gradually
approach the optimal solution. The specific location update
formula is as follows: 󳨀󳨀→𝐷𝛼 = 󵄨󵄨󵄨󵄨󵄨󵄨󳨀→𝐶1 ∗ 󳨀󳨀→𝑋𝛼 − 󳨀→𝑋󵄨󵄨󵄨󵄨󵄨󵄨 , (5)

󳨀󳨀→𝐷𝛽 = 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󳨀→𝐶2 ∗ 󳨀󳨀→𝑋𝛽 − 󳨀→𝑋󵄨󵄨󵄨󵄨󵄨󵄨󵄨 , (6)

󳨀󳨀→𝐷𝛿 = 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󳨀→𝐶3 ∗ 󳨀󳨀→𝑋𝛿 − 󳨀→𝑋󵄨󵄨󵄨󵄨󵄨󵄨󵄨 , (7)

󳨀󳨀→𝑋1 = 󳨀󳨀→𝑋𝛼 − 󳨀→𝐴1 ∗ 󳨀󳨀→𝐷𝛼, (8)

󳨀󳨀→𝑋2 = 󳨀󳨀→𝑋𝛽 − 󳨀→𝐴2 ∗ 󳨀󳨀→𝐷𝛽, (9)

󳨀󳨀→𝑋3 = 󳨀󳨀→𝑋𝛿 − 󳨀→𝐴3 ∗ 󳨀󳨀→𝐷𝛿, (10)

󳨀→𝑋 (𝑡 + 1) = 󳨀󳨀→𝑋1 + 󳨀󳨀→𝑋2 + 󳨀󳨀→𝑋33 (11)

where󳨀󳨀→𝐷𝛼, 󳨀󳨀→𝐷𝛽, 󳨀󳨀→𝐷𝛿 indicate the distance between the 𝛼, 𝛽,𝛿 wolves and the prey, respectively. 󳨀󳨀→𝑋1, 󳨀󳨀→𝑋2, 󳨀󳨀→𝑋3 represent the
positional components of the remaining grey wolves based
on the positions of 𝛼, 𝛽, and 𝛿 wolves, respectively. 󳨀→𝑋(𝑡 + 1)
represents the position vector after the grey wolf is updated.

3.2. Basic Process of GWO.

Step 1. Randomly generate an initial population, and initial-
ize parameters 󳨀→𝑎 , 󳨀→𝐴, and 󳨀→𝐶 .
Step 2. Calculate the fitness of the grey wolf individual, and
save the positions of the first three individuals with the
highest fitness as 󳨀→𝑋𝛼, 󳨀→𝑋𝛽, and 󳨀→𝑋𝛿.
Step 3. Update the position information of each grey wolf
according to (5) to (11), thereby obtaining the next generation
population, and then update the values of parameters 󳨀→𝑎 , 󳨀→𝐴,
and 󳨀→𝐶 .
Step 4. Calculate the fitness of individuals in the new popu-
lation, and update 󳨀→𝑋𝛼, 󳨀→𝑋𝛽, and 󳨀→𝑋𝛿.
Step 5. Repeat Steps 2–4 until the optimal solution is
obtained or the maximum number of iterations is reached.

4. Hybrid Genetic Grey Wolf Algorithm

This section describes the details of HGGWA, the hybrid
algorithm proposed in this paper. Firstly, the initial pop-
ulation strategy based on Opposition-Based Learning is



6 Complexity

D

D

D

Move

C1 a1

C2 a2

a3
C3

R





δ

 or other wolves

The estimated position of the prey

Figure 1: Position updating in GWO.

described in detail in Section 4.1. Secondly, Section 4.2 intro-
duces the nonlinear adjustment strategy for parameter 𝑎.
Then three operations of selection, crossover, and mutation
are carried out in Sections 4.3–4.5, respectively. Finally, the
time complexity of HGGWA is analyzed in Section 4.6.

4.1. Initial Population Strategy Based on Opposition-Based
Learning. For the swarm intelligence optimization algo-
rithm based on population iteration, the diversity of initial
populations lays the foundation for the efficiency of the
algorithm. The better diversity of the population will reduce
the computation time and improve the global convergence of
the algorithm [64]. However, like other algorithms, the GWO
algorithm also uses random initialization when generating
populations, which will have a certain impact on the search
efficiency of the algorithm. Opposition-Based Learning is a
strategy proposed by Tizhoosh [65] to improve the efficiency
of algorithm search. It uses the opposite points of known indi-
vidual positions to generate new individual positions, thereby
increasing the diversity of search populations. Currently, the
Opposition-Based Learning strategy has been successfully
applied to multiple swarm optimization algorithms [66, 67].
The opposite point is defined as follows.

Assume that there is an individual 𝑋 (𝑥1, 𝑥2, . . . , 𝑥𝐷) in
the population P, then the opposite point of the element𝑥𝑖 (𝑖 = 1, 2, . . . , 𝐷) on each dimension is 𝑥󸀠𝑖 = 𝑙𝑖 + 𝑢𝑖 −𝑥𝑖, where 𝑙𝑖 and 𝑢𝑖 are the lower bound and the upper
of the 𝑖th dimension, respectively. According to the above
definition, the Opposition-Based Learning strategy initializes
the population as follows:

(a) Randomly initialize the population P, calculate the
opposite point 𝑥󸀠𝑖 of each individual position 𝑥𝑖, and all the
opposite points constitute the opposition population P󸀠.

(b) Calculate the fitness of each individual in the initial
population P and the opposition population P󸀠, and arrange
them in descending order.

(c) Select the top N grey wolf individuals with the highest
fitness as the final initial population.

4.2. Parameters Nonlinear Adjustment Strategy. It is sig-
nificantly important how to balance the exploration and
exploitation for swarm intelligence algorithms. In the early
iteration of the algorithm, the powerful exploration capability
is beneficial for the algorithm to expand the search range,
so that the algorithm can search for the optimal solution
with greater probability. In the later stage of the algorithm’s
iteration, the effective exploitation ability can speed up the
optimization process of the algorithm and improve the con-
vergence accuracy of the final solution. Therefore, only when
the swarm optimization algorithm can better coordinate its
global exploration and local exploitation capabilities can it
have strong robustness and faster convergence speed.

It can be seen from (2) and (3) that the dynamic change
of the parameter 𝑎 plays a crucial role in the algorithm. In
the basic GWO, the linear decrement strategy of parameter𝑎 does not reflect the actual convergence process of the algo-
rithm. Therefore, the algorithm does not balance the explo-
ration and exploitation capabilities well, especially when solv-
ing large-scale multimodal function problems. In order to
dynamically adjust the global exploration and local exploita-
tion process of the algorithm, this paper proposes a nonlinear
adjustment strategy for the parameter a, which is beneficial
forHGGWA to search for the optimal solution.The improved
parameter nonlinear adjustment equation is as follows:

𝑎 = 𝑎𝑚𝑎𝑥 + (𝑎𝑚𝑖𝑛 − 𝑎𝑚𝑎𝑥) ⋅ ( 11 + 𝑒𝑡/𝑀𝑎𝑥𝑖𝑡𝑒𝑟 )
𝑘

(12)

where 𝑎𝑚𝑎𝑥and 𝑎𝑚𝑖𝑛 are the initial value and the end value
of the parameter 𝑎, 𝑡 is the current iteration index, 𝑀𝑎𝑥𝑖𝑡𝑒𝑟
is the maximum number of iterations, and 𝑘 is nonlinear
adjustment coefficient.

Thus, the variation range of the convergence factor A
is controlled by the nonlinear adjustment of the parameter𝑎. When |A| > 1, the grey wolf population expands
the search range to find better prey, which corresponds to
the global exploration of the algorithm; when |A| < 1,
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the whole population shrinks the search range; thus, an
encirclement is formed around the prey to complete the final
attacking against the prey, which corresponds to the local
exploitation process of the algorithm. The whole process has
a positive effect on balancing global search and local search,
which is beneficial to improve the accuracy of the solution
and further accelerate the convergence speed of the algo-
rithm.

4.3. Selection Operation Based on Optimal Retention. For
the intelligent optimization algorithm based on population
evolution, the evolution of each generation of population
directly affects the optimization effect of the algorithm. In
order to inherit the superior individuals in the paternal
population to the next generation without being destroyed,
it is necessary to preserve the good individuals directly. The
optimal retention selection strategy is an effective way to
preserve good individuals in genetic algorithms. This paper
integrates them into the GWO to improve the efficiency
of the algorithm. Assuming that the current population is
P(𝑋1, 𝑋2, . . . , 𝑋𝐷), the fitness of the individual 𝑋𝑖 is 𝐹𝑖. The
specific operation is as follows:

(a) Calculate the fitness 𝐹𝑖 (i = 1, 2, . . . ,D) of each
individual and arrange them in descending order.

(b) Selecting the individuals with the highest fitness
to copy directly into the next generation of popula-
tion.

(c) Calculate the total fitness S of the remaining indi-
viduals and the probability 𝑝𝑖 that each individual is
selected.

S = 𝐷−1∑
𝑖=1

𝐹𝑖 (𝑖 = 1, 2, . . . , 𝐷 − 1) (13)

𝑝𝑖 = 𝐹𝑖∑𝐷−1𝑖=1 𝐹𝑖 (𝑖 = 1, 2, . . . , 𝐷 − 1) (14)

(d) Calculate the cumulative fitness value 𝑠𝑖 for each
individual, and then the selection operation is performed in
themanner of the bet roulette until the number of individuals
in the children population is consistent with the parent
population.

𝑠𝑖 = ∑𝑖𝑖=1 𝐹𝑖S
(𝑖 = 1, 2, . . . , 𝐷 − 1) (15)

4.4. Crossover Operation Based on Population Partition-
ing Mechanism. Due to the decrease of population diver-
sity in the late evolution, the GWO algorithm is easy to
fall into local optimum for solving the large-scale high-
dimensional optimization problem, in order to overcome
the problems caused by large-scale and complexity and
to ensure that the algorithm searches for all solution
spaces.

In the HGGWA algorithm, the whole population P is
divided into 𝜐 × 𝜂 subpopulations 𝑃𝑖,𝑗 (𝑖 = 1, ⋅ ⋅ ⋅ 𝜐; 𝑗 =1, . . . , 𝜂). The optimal size of each subpopulation 𝑃𝑖,𝑗 was
tested to be 5 × 5. Individuals of each subpopulation were

cross-operated to increase the diversity of the population.The
specific division method is shown below.

The initial population: 𝑃
[[[[[[[

𝑥1,1 𝑥1,2 ⋅ ⋅ ⋅ 𝑥1,𝑑𝑥2,1 𝑥2,2 ⋅ ⋅ ⋅ 𝑥2,𝑑... ... d
...𝑥𝑃,1 𝑥𝑃,2 ⋅ ⋅ ⋅ 𝑥𝑃,𝑑

]]]]]]]
Subpopulations: 𝑃𝑖,𝑗

[[[[[

𝑥1,1 ⋅ ⋅ ⋅ 𝑥1,5... d
...𝑥5,1 ⋅ ⋅ ⋅ 𝑥5,5
]]]]]
⋅ ⋅ ⋅ [[[[[

𝑥1,(𝑑−4) ⋅ ⋅ ⋅ 𝑥1,𝑑... d
...𝑥5,(𝑑−4) ⋅ ⋅ ⋅ 𝑥5,𝑑
]]]]]𝑃1,1 ... ⋅ ⋅ ⋅ 𝑃1,𝜂 ...

[[[[[

𝑥(𝑃−4),1 ⋅ ⋅ ⋅ 𝑥(𝑃−4),5... d
...𝑥𝑃,1 ⋅ ⋅ ⋅ 𝑥𝑃,5

]]]]]
⋅ ⋅ ⋅ [[[[[

𝑥(𝑃−4),(𝑑−4) ⋅ ⋅ ⋅ 𝑥(𝑃−4),𝑑... d
...𝑥𝑃,(𝑑−4) ⋅ ⋅ ⋅ 𝑥𝑃,𝑑

]]]]]𝑃],1 ⋅ ⋅ ⋅ 𝑃],𝜂

(16)

In genetic algorithms, cross-operation has a very impor-
tant role and is the main way to generate new individuals. In
the improved algorithm of this paper, each individual in the
subpopulation is cross-operated in a linear crossover manner.
Generating a corresponding random number 𝑟𝑖 ∈(0,1) for
each individual 𝑥𝑖 in the subpopulation. When the random
number 𝑟𝑖 is less than the crossover probability 𝑃𝑐, the
corresponding individual 𝑥𝑖 is paired for cross-operation.

An example is as follows: Crossover (p1, p2)
(a) Generate a random number 𝜆 ∈ (0, 1).
(b) Two children 𝑐1(𝑐11 , . . . , 𝑐1𝐷), 𝑐2(𝑐21 , . . . , 𝑐2𝐷) are gener-

ated by two parents 𝑝1(𝑝11 , . . . , 𝑝1𝐷) and 𝑝2(𝑝21, . . . , 𝑝2𝐷):
𝑐1𝑖 = 𝜆𝑝1𝑖 + (1 − 𝜆) 𝑝2𝑖 , 𝑖 = 1, 2, . . . , 𝐷 (17)

𝑐2𝑖 = 𝜆𝑝2𝑖 + (1 − 𝜆) 𝑝1𝑖 , 𝑖 = 1, 2, . . . , 𝐷 (18)

4.5. Mutation Operation for Elite Individuals. Due to the
existence of the selection operation based on the optimal
preservation strategy, the grey wolf individuals in the whole
population are concentrated in a small optimal region in
the later stage of the iterative process, which easily leads
to the loss of population diversity. If the current optimal
individual is a locally optimal solution, then the algorithm is
easy to fall into local optimum, especially when solving high-
dimensional multimodal functions. To this end, this paper
introduces the mutation operator in the HGGWA algorithm
to perform mutation operations on elite individuals in the
population. The specific operations are as follows.

Assume that the optimal individual is 𝑥𝑖(𝑥1, 𝑥2, . . . , 𝑥𝑑)
and the mutation operation is performed on 𝑥𝑖 with the
mutation probability 𝑃𝑚. That is, select a gene 𝑥𝑘 from the
optimal individual with probability 𝑃𝑚, instead of the gene 𝑥𝑘
with a random number between upper and lower bounds to
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(1) Initialize parameters a, A, C, population size N, 𝑃𝑐 and 𝑃𝑚(2) Initialize population 𝑃 using OBL the strategy(3) t=0(4) While t<Ma𝑥𝑖𝑡𝑒𝑟(5) Calculate the fitness of all search agents(6) 𝑋𝛼= the best search agent(7) 𝑋𝛽= the second best search agent(8) 𝑋𝛿= the third best search agent(9) for i = 1:N(10) Update the position of all search agents by equation (11)(11) end for(12) newP1←󳨀P except the𝑋𝛼(13) for i = 1:N-1(14) Generate newP2 by the Roulette Wheel Selection on newP1(15) end for(16) P←󳨀newP2 and𝑋𝛼(17) Generate subPs by the population partitioning mechanism on P(18) Select the individuals by crossover probability 𝑃𝑐(19) for i = 1:N∗𝑃𝑐(20) Crossover each search agent by equation (17) and (18)(21) end for(22) Generate the𝑋󸀠𝛼, 𝑋󸀠𝛽 and𝑋󸀠𝛿 by equation (19) on mutation probability 𝑃𝑚(23) t = t+1(24) end while(25) Return 𝑋𝛼
Algorithm 1: Pseudo code of the HGGWA.

generate a new individual 𝑥󸀠𝑖 = (𝑥󸀠1, 𝑥󸀠2, . . . , 𝑥󸀠𝑑). The specific
operation is as follows:

𝑥󸀠𝑖 = {{{
𝑙 + 𝜆 ∗ (𝑢 − 𝑙) 𝑖 = 𝑘
𝑥𝑖 𝑖 ̸= 𝑘 (19)

where 𝜆 is a random number in [0, 1] and 𝑙 and 𝑢 are the
lower and upper bounds of the individual 𝑥𝑖, respectively.
4.6. Pseudo Code of the HGGWA and Time Complexity
Analysis. This section describes how to calculate an upper
bound for the total number of fitness evaluations (FE)
required by HGGWA. As shown in Algorithm 1, the compu-
tational complexity of HGGWA in one generation is mainly
dominated by the position updating of all search agents in
line (10). The position updating requires a time complexity
of O(N∗dim∗𝑀𝑎𝑥𝑖𝑡𝑒𝑟)(N is the population size, dim is the
dimensions of each benchmark function, and 𝑀𝑎𝑥𝑖𝑡𝑒𝑟 is
the maximum number of iterations of HGGWA) to obtain
the needed parameters and to finish the whole position
updating progress of all search agents. In addition, the
process of crossover operations is another time-consuming
step in line (20). It needs a time complexity of O(2∗𝜐 ∗𝜂 ∗ 𝑀𝑎𝑥𝑖𝑡𝑒𝑟)(𝜐 ∗ 𝜂 is the total number of subpopulations,𝜐=N/5, 𝜂=dim/5) to complete the crossing of individuals in
each subpopulations according to the crossover probability𝑃𝑐. It should be noted that this is only the worst case
computational complexity. If there are only two individuals
in each subpopulation that need to be crossed, then the
minimum amount of computation is O(𝜐 ∗ 𝜂 ∗ 𝑀𝑎𝑥𝑖𝑡𝑒𝑟).

Therefore, the maximum computational complexity caused
by the twodominant processes in the algorithm ismax {𝑂(N∗𝑑𝑖𝑚∗𝑀𝑎𝑥𝑖𝑡𝑒𝑟), 𝑂(2∗𝜐∗𝜂∗𝑀𝑎𝑥𝑖𝑡𝑒𝑟)} (𝜐 = N/5, 𝜂 = 𝑑𝑖𝑚/5)
in one generation, i.e., 𝑂(N ∗ 𝑑𝑖𝑚 ∗𝑀𝑎𝑥𝑖𝑡𝑒𝑟).
5. Numerical Experiments and Analysis

In this section, the proposed HGGWA algorithm will be
evaluated on both classical benchmark functions [68] and
the suite of test functions provided by CEC2008 Special
Session on large-scale global optimization. The algorithms
used for comparison include not only conventional EAs but
also other CC optimization algorithms. Experimental results
are provided to analyze the performance of HGGWA in the
context of large-scale optimization problems. In addition, the
sensitivity analysis of nonlinear adjustment coefficient and
the global convergence of HGGWA are discussed in Sections
5.4 and 5.5, respectively.

5.1. Benchmark Functions and Performance Measures. In
order to verify the ability ofHGGWAalgorithm to solve high-
dimensional complex functions, 10 general high-dimensional
benchmark functions (100D, 500D, 1000D) were selected for
optimization test. Among them, 𝑓1 ∼ 𝑓6 are unimodal
functions, which are used to test the local searchability of
the algorithm; 𝑓7 ∼ 𝑓10 are multimodal functions, which are
used to test the global searchability of the algorithm. These
test functions have multiple local optima points with uneven
distribution, nonconvexity, and strong oscillation, which are
very difficult to converge to the global optimal solution,
especially in the case of being high-dimensional. The specific



Complexity 9

Table 2: 10 high-dimensional benchmark functions.

Functions Function formula Range 𝑓𝑚𝑖𝑛 Accuracy

Sphere 𝑓1 (𝑥) = 𝑑∑
𝑖=1

𝑥2𝑖 [−100, 100] 0 1 × 10−8
Schwefel’s 2.22 𝑓2 (𝑥) = 𝑑∑

𝑖=1

󵄨󵄨󵄨󵄨𝑥𝑖󵄨󵄨󵄨󵄨 + 𝑑∏
𝑖=1

󵄨󵄨󵄨󵄨𝑥𝑖󵄨󵄨󵄨󵄨 [−10, 10] 0 1 × 10−8
Schwefel’s 2.21 𝑓3 (𝑥) = max𝑖{󵄨󵄨󵄨󵄨𝑥𝑖󵄨󵄨󵄨󵄨 , 1 ≤ 𝑖 ≤ 𝑑} [−100, 100] 0 1 × 10−2
Rosenbrock 𝑓4 (𝑥) = 𝑑−1∑

𝑖=1

[100 (𝑥𝑖+1 − 𝑥2𝑖 )2 + (𝑥𝑖 − 1)2] [−30, 30] 0 1 × 100
Schwefel’s 1.2 𝑓5 (𝑥) = 𝑑∑

𝑖=1

( 𝑖∑
𝑗=1

𝑥𝑗)2 [−100, 100] 0 1 × 10−3
Quartic 𝑓6 (𝑥) = 𝑑∑

𝑖=1

𝑖𝑥4𝑖 + 𝑟𝑎𝑛𝑑𝑜𝑚[0, 1) [−1.28, 1.28] 0 1 × 10−4
Rastrigin 𝑓7 (𝑥) = 𝑑∑

𝑖=1

[𝑥2𝑖 − 10 cos (2𝜋𝑥𝑖) + 10] [−5.12, 5.12] 0 1 × 10−8
Ackley 𝑓8 = −20 exp(−0.2√ 1𝑑

𝑑∑
𝑖=1

𝑥2𝑖) − exp(1𝑑
𝑑∑
𝑖=1

cos (2𝜋𝑥𝑖)) + 20 + 𝑒 [−32, 32] 0 1 × 10−5
Griewank 𝑓9 = 14000

𝑑∑
𝑖=1

𝑥2𝑖 − 𝑑∏
𝑖=1

cos( 𝑥𝑖√𝑖) + 1 [−600, 600] 0 1 × 10−5

Penalized 1

𝑓10 = 𝜋𝑑 {10 sin (𝜋𝑦1) +
𝑑−1∑
𝑖=1

(𝑦𝑖 − 1)2 [1 + sin2 (𝜋𝑦𝑖+1)] + (𝑦𝑛 − 1)2}

[−50, 50] 0 1 × 10−2
+ 𝑑∑
𝑖=1

𝑢 (𝑥𝑖, 10, 100, 4)
𝑦𝑖 = 1 + 𝑥𝑖 + 14

𝑢(𝑥𝑖, 𝑎, 𝑘,𝑚)
{{{{{{{{{{{

𝑘(𝑥𝑖 − 𝑎)𝑚, 𝑥𝑖 > 𝑎
0
𝑘(−𝑥𝑖 − 𝑎)𝑚, 𝑥𝑖 < −𝑎

characteristics of the 10 benchmark functions are shown in
Table 2.

In order to show the optimization effect of the algorithm
more clearly, this paper selects two indicators to evaluate the
performance of the algorithm [69]. The first is the solution
accuracy (AC), which reflects the difference between the
optimal results of the algorithm and the theoretical optimal
value. In an experiment, if the final convergence result of
the algorithm is less than the AC, then the optimization is
considered successful. Assuming that the optimal value of a
certain optimization is𝑋𝑜𝑝𝑡 and the theoretical optimal value
is𝑋𝑚𝑖𝑛, then the AC is calculated as follows:

𝐴𝐶 = 󵄨󵄨󵄨󵄨󵄨𝑋𝑜𝑝𝑡 − 𝑋𝑚𝑖𝑛󵄨󵄨󵄨󵄨󵄨 (20)

The second is the successful ratio (SR), which reflects
the proportion of the number of successful optimizations
to the total number of optimizations under the condition
that the algorithm has a certain accuracy. Assume that in
the 𝑇 iterations of the algorithm, the number of successful
optimizations is 𝑡, then the SR is calculated as follows:

𝑆𝑅 = 𝑡𝑇 × 100% (21)

5.2. Results on Classical Benchmark Functions. In this sec-
tion, a set of simulation tests were performed in order to
verify the effectiveness of HGGWA. Firstly, the 10 high-
dimensional benchmark functions in Table 2 are optimized
byHGGWAalgorithm proposed in this paper, and the results
are compared with WOA, SSA, and ALO. In addition, the
running time of several algorithms is compared under the
given convergence accuracy.

5.2.1. Parameters Settings for the Compared Algorithms. In all
experiments, the values of the common parameters, such as
the maximum number of iterations (𝑀𝑎𝑥𝑖𝑡𝑒𝑟), the dimension
of the functions (D), and the population sizes (N) were cho-
sen the same. For all test problems, we focus on investigating
the optimization performance of the proposed method on
problemswithD= 100, 500, and 1000.Themaximumnumber
of iterations is set to 1000, and the population size is set to
50. The parameter setting of WOA, SSA, and ALO is derived
from the original literature [70–72]. The optimal parameter
settings of the HGGWA algorithm proposed in this paper are
shown in Table 3.

For each experiment of an algorithm on a benchmark
function, 30 independent runs are performed to obtain a
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Table 3: Parameter settings of the HGGWA.

Parameters Definition Value
N Population size 50𝑃𝑐 Cross probability 0.8𝑃𝑚 Mutation probability 0.01𝑀𝑎𝑥𝑖𝑡𝑒𝑟 Maximum number of iterations 1000𝑘 Nonlinear adjustment coefficient 0.5

fair comparison among the different algorithms. The optimal
value, the worst value, the average value, and the standard
deviation of each algorithm optimization are recorded, and
then the optimization successful ratio (SR) is calculated.
All programs were coded in Matlab 2017b (Win64) and
executed on a Lenovo computer with Intel (R) Core I5-
6300HQ, 8G ROM, 2.30GHz under Windows 10 operating
system.

5.2.2. Comparison with State-of-the-Art Metaheuristic Algo-
rithms. In order to verify the efficiency of the HGGWA
algorithm, several state-of-the-art metaheuristic algorithms
recently proposed are compared with their optimization
results. These algorithms are Whale Optimization Algorithm
(WOA), Salp Swarm Algorithm (SSA), and Ant Lion Opti-
mization Algorithm (ALO). The test was performed using
the same 10 high-dimensional functions in Table 2, and the
results of the comparison are shown in Table 4.

From Table 4, it can be known that the convergence
accuracy and optimization successful ratio of the HGGWA
algorithm are significantly higher than the other three algo-
rithms for most of the test functions. In the case of 100
dimensions, HGGWA algorithm can converge to the global
optimal solution for the other nine test functions at one time
in addition to function 3. And the algorithm has a successful
ratio of 100% for the nine functions under the condition of
certain convergence accuracy. The convergence result of the
WOA algorithm is better than the other three algorithms for
functions 𝑓1 and 𝑓2, and its robustness is excellent. With the
increase of function dimension, the convergence precision
of several algorithms decreases slightly, but the optimization
results of HGGWA algorithm are better than those of WOA,
SSA, and ALO. In general, the HGGWA algorithm exhibits
better optimization effects than the WOA, SSA, and ALO
algorithms in the 100-, 500-, and 1000-dimensional test
functions, which proves the effectiveness of the HGGWA
algorithm for solving high-dimensional complex functions.

Generally speaking, the HGGWA algorithm performs
better than other algorithms in most test functions. In
order to compare the convergence performance of the four
algorithms more clearly, the convergence curves of the four
algorithms on Sphere, Schwefel’s 2.22, Rastrigin, Griewank,
Quartic, and Ackley functions with D=100 are shown in
Figure 2. Sphere and Schwefel’s 2.22 represent the two most
basic unimodal functions. Rastrigin and Griewank represent
the two most basic multimodal functions. It is seen that
HGGWA has higher precision and faster convergence speed
than other algorithms.

5.2.3. Comparative Analysis of Running Time. To evaluate the
actual runtime of the several compared algorithms, including
SSA,WOA,GWO, andHGGWA, their average running times
(in seconds: s) from 30 runs on function 𝑓1, 𝑓2, 𝑓6, 𝑓7, 𝑓8, 𝑓9
and 𝑓10 are plotted in Figure 3. The convergence accuracy of
each test function has been described in Table 2.

Figure 3 shows the convergence behavior of different
algorithms. Each point on the plot was calculated by taking
the average of 30 independent runs. As can be seen from
Figure 3, several algorithms show different effects under the
same calculation accuracy. For the functions 𝑓1, 𝑓2, 𝑓7, 𝑓8,𝑓9, the GWO algorithm has the fastest convergence rate
as a result of the advantages of the GWO algorithm itself.
However, for the test functions 𝑓6 and 𝑓10, the running
time of the HGGWA algorithm is the shortest. Through
further analysis, it is known that HGGWA algorithm adds a
little computing time compared to GWO algorithm because
of several improved strategies such as selection, crossover,
and mutation. However, the convergence speed of HGGWA
algorithm is still better than SSA and WOA algorithms.
Overall, the convergence speed of the HGGWA algorithm
performs better in several algorithms compared. Moreover,
the running time of different test functions is very small, and
it is kept between 1s and 3s, which shows that the HGGWA
algorithm has excellent stability.

5.3. Results on CEC’2008 Benchmark Functions. This section
provides an analysis of the effectiveness of HGGWA in terms
of the CEC’2008 large-scale benchmark functions and a
comparison with four powerful algorithms which have been
proven to be effective in solving large-scale optimization
problems. Experimental results are provided to analyze the
performance of HGGWA for large-scale optimization prob-
lems.

We tested our proposed algorithms with CEC’2008 func-
tions for 100, 500, and 1000 dimensions and the means of
the best fitness value over 50 runs were recorded. While
F1 (Shifted Sphere), F4 (Shifted Rastrigin), and F6 (Shifted
Ackley) are separable functions, F2 (Schwefel Problem), F3
(Shifted Rosenbrock), F5 (Shifted Griewank), and F7 (Fast
Fractal) are nonseparable, presenting a greater challenge to
any algorithm that is prone to variable interactions. The
performance of HGGWA is compared with other algorithms
CCPSO2 [31], DEwSAcc [5], MLCC [38], and EPUS-PSO
[49] for 100, 500, and 1000 dimensions, respectively. The
maximum number of fitness evaluations (FEs) was calculated
by the following formula, FEs = 5000×D, where D is the
number of dimensions. In order to reflect the fairness of the
comparison results, the optimization results of the other four
algorithms are directly derived from the original literature.
The specific comparison results are shown in Table 5.

Table 5 shows the experimental results and the entries
shown in bold are significantly better than other algorithms.
A general trend that can be seen is that HGGWA algorithm
has a promising optimization effect for most of the 7 func-
tions.

Generally speaking, HGGWAoutperforms CCPSO2 on 6
out of 7 functions with 100 and 500 dimensions, respectively.
Among them, the result of HGGWA is slightly worse than
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Figure 2: Convergence curves of WOA, SSA, ALO, and HGGWA algorithms.
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CCPSO2 for function F7 in the case of 100-dimensional;
the two algorithms obtain similar optimization results for
the function F6 in the case of 500-dimensional. In addition,
at first glance it might seem that HGGWA and MLCC
have similar performance. However, the HGGWA achieves
better convergence accuracy than MLCC under the same
number of iterations. In particular, the HGGWA algorithm’s
optimization results are superior toDEwSAcc andEPUS-PSO
in all dimensions. The result of HGGWA scaled very well
from 100-D to 1000-D on F1, F4, F5, and F6, outperforming
DEwSAcc and EPUS-PSO on all the cases.

5.4. Sensitivity Analysis of Nonlinear Adjustment Coefficient 𝑘.
This section mainly discusses the effect of nonlinear adjust-
ment coefficients on the convergence performance of the
algorithm. In the HGGWA algorithm, the role of parameter𝑎 is to balance global exploration capabilities and local
exploitation capabilities. In (12), the nonlinear adjustment
coefficient 𝑘 is a key parameter and is mainly used to control
the range of variation of the convergence factor. Therefore,
we selected four different values for numerical experiments
to analyze the effect of nonlinear adjustment coefficients on
the performance of the algorithm. The four different values
are 0.5,1,1.5,2, and the results of the comparison are shown in
Table 6. Among them, black bold represents the best result of
solving in several algorithms.

In general, the value of the nonlinear adjustment coef-
ficient 𝑘 has no significant effect on the performance of
the HGGWA algorithm. On closer inspection, one can see
that besides the function 𝑓3, the optimization performance
of the algorithm is optimal when the nonlinear adjustment
coefficient 𝑘 is 0.5. But for function 𝑓3, 𝑘 = 1.5 is the best
choice. For functions 𝑓7 and 𝑓9, the HGGWA algorithm
obtains the optimal solution 0 in the case of several different
values of the coefficient 𝑘. Therefore, for most test functions,
the optimal value of the nonlinear adjustment factor 𝑘 is 0.5.
5.5. Global Convergence Analysis of HGGWA. In the
HGGWA algorithm, the following four improved strategies
are used to ensure the global convergence of the algorithm:(1) initial population strategy based on Opposition-Based
Learning; (2) selection operation based on optimal retention;(3) crossover operation based on population partitioning
mechanism; and (4) mutation operation for elite individ-
uals.

The idea of solving the high-dimensional function opti-
mization problem byHGGWAalgorithm is as follows. Firstly,
for the initial population strategy, the basic GWO generates
the initial population in a random manner. However, it will
have a great impact on the search efficiency of the algo-
rithm for high-dimensional function optimization problems.
The algorithm cannot effectively search the entire problem
solution space if the initial grey wolf population is clustered
in a small range. Therefore, the Opposition-Based Learning
strategy is used to initialize the population, which can make
the initial population evenly distributed in the solution space,
thus laying a good foundation for the global search of the
algorithm. Secondly, the optimal retention strategy is used
to preserve the optimal individual of the parent population

in the process of population evolution. As a result, the next
generation of population can evolve in the optimal direction.
In addition, the individuals with higher fitness are selected
by the gambling roulette operation, which maintains the
dominance relationship between individuals in the popula-
tion. This dominance relationship makes the algorithm with
good global convergence. Thirdly, the crossover operation is
completed under the condition of population partitioning
in order to achieve the purpose of dimension reduction
and maintain the diversity of the population. Finally, the
search direction of the grey wolf population is guided by the
mutation operation of the elite individuals, which effectively
prevents the algorithm from falling into the local optimal
solution. All in all, through the improvement of these four
different strategies, the HGGWA algorithm shows good
global convergence in solving high-dimensional function
optimization problems.

6. Conclusion

In order to overcome the shortcomings of GWO algorithm
for solving large-scale global optimization problems which
are easy to fall into local optimum, this paper proposes a
Hybrid Genetic GreyWolf Algorithm (HGGWA) by integrat-
ing three genetic operators into the algorithm. The improved
algorithm initializes the population based on theOpposition-
Based Learning strategy for improving the search efficiency
of the algorithm. The strategy of population division based
on cooperative coevolution reduces the scale of the problem,
and the mutation operation of the elite individuals effectively
prevents the algorithm from falling into the local optima.The
performance of HGGWA has been evaluated using 10 classi-
cal benchmark functions and 7 CEC’2008 high-dimensional
functions. Fromour experimental results, several conclusions
can be drawn.

The results have shown that it is capable of grouping
interacting variables with great accuracy for the major-
ity of the benchmark functions. A comparative study
among the HGGWA and other state-of-the-art algorithms
was conducted and the experimental results showed that
the HGGWA algorithm exhibits better global convergence
whether it is solving separable functions or nonseparable
functions.(1)By testing 10 classical benchmark functions, compared
with the results of WOA, SSA, and ALO, the HGGWA algo-
rithm has been greatly improved in convergence accuracy. In
addition to the Schwefel problem and Rosenbrock function,
the HGGWA algorithm achieves an 80%-100% successful
ratio for all benchmark functions with 100 dimensions,
which proves the effectiveness of HGGWA for solving high-
dimensional functions.(2) By comparing with the optimization results on seven
CEC’2008 large-scale global optimization problems, the
results show that HGGWA algorithm achieves the global
optimal value for the separable functions F1, F4, and F6,
but the effect on other nonseparable problems is not very
satisfactory. However, HGGWAalgorithm still exhibits better
global convergence than the other algorithms: CCPSO2,
DewSAcc, MLCC, and EPUS-PSO on most of the functions.
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(3) By analyzing the running time of several algorithms,
the results show that the convergence time of HGGWA
algorithmhas obvious advantages comparedwith SSA,WOA,
etc. algorithmswhich are proposed recently. For the functions𝑓1,𝑓2, 𝑓6,𝑓7,𝑓8,𝑓9 and 𝑓10, the running time of the HGGWA
algorithm is kept between 1s and 3s under the specified
convergence accuracy, which shows the excellent stability of
the HGGWA.(4) In the future, we are planning to investigate more
efficient population partition mechanism to adapt to different
nonseparable problems in the process of crossover operation.
We are also interested in applying HGGWA to real-world
problems to ascertain its true potential as a valuable optimiza-
tion technique for large-scale optimization such as the setup
of large-scale multilayer sensor networks [73] in the Internet
of Things.
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There is a growing awareness that the complexity of managing Big Data is one of the main challenges in the developing field of the
Internet ofThings (IoT). Complexity arises from several aspects of the Big Data life cycle, such as gathering data, storing them onto
cloud servers, cleaning and integrating the data, a process involving the last advances in ontologies, such as Extensible Markup
Language (XML) and Resource Description Framework (RDF), and the application of machine learning methods to carry out
classifications, predictions, and visualizations. In this review, the state of the art of all the aforementioned aspects of Big Data in the
context of the Internet of Things is exposed. The most novel technologies in machine learning, deep learning, and data mining on
Big Data are discussed as well. Finally, we also point the reader to the state-of-the-art literature for further in-depth studies, and we
present the major trends for the future.

1. Introduction

The fast-developing and expanding area known as the Inter-
net of Things (IoT) [1–3] involves expanding the Internet
beyond such standard devices as computers, smartphones,
and tablets to also include the connection of other physical
devices and objects. This allows for a variety of devices,
sensors, etc. to be monitored and controlled, and to interact
and communicate via the Internet. This means that an
abundance of opportunity for brand new and revolutionary
types of services and applications arises. As a result, we are
now witnessing a technological revolution where millions of
people are connecting and generate tremendous amounts of
data through the increasing use of a wide variety of devices.
These include smart devices and any type of wearable that
are connected to the Internet, powering novel connected
applications and solutions. The cost of technology has sharply
decreased making it possible for everybody to access the
Internet and to gather data and an abundance of real-time
information.

One immediate consequence of this revolutionary emer-
gence of novel technological opportunities is the urgent need
for the development and adaptation of other related areas to
further enable the development of the IoT field. Thus, new
words, as well as new expressions, have started to emerge,
such as Big Data [4, 5], cloud computing [6], and Data sci-
ence. Data science has been defined as a “concept to unify
statistics, data analysis, machine learning and their related
methods” to “understand and analyse actual phenomena”
with data [7, 8], and there is now a strong demand for
professional data scientists in a multitude of sectors [9–12].

This article aims at providing a review of IoT related
surveys in order to highlight the opportunities and the
challenges, as well as the state-of-the-art technologies related
to Big Data.Therewill be a particular focus on how to address
the arising problems ofmanaging the ensuing increased com-
plexity. Since it is such a complex area, we have divided the
Big Data procedure into several different stages to establish
the most important points in each, while highlighting to
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Figure 1: A schematic depiction of three different approaches to handle the complexity of the intensive data processing arising as a
consequence of the tremendous amounts of collected IoT data.

the reader the most relevant papers related to every stage.
Due to the complexity of managing Big Data, we have
created separate sections in regard to the aforementioned
stages of Big Data procedure. Our contribution explicitly
indicates the advantages of every stage in the knowledge
discovering procedure in contrast to approaches that offer
more general visions. The advantage of this proposal is to
be able to understand as well as analyse the challenges and
opportunities in every particular phase.

The remainder of this article is structured as follows:
first the next section discusses a set of general approaches to
handle the complexity of managing Big Data in the context
of the IoT as well as the future trends in the development of
these approaches; then a section follows that discusses the
knowledge discovering procedure in data gathered from a
large number of diverse devices in the context of the IoT;
finally, we provide a conclusion that summarises the article
and points out major future trends.

2. The Internet of Things and Complexity
Handling: Architectures for Big Data

The Internet of Things (IoT) paradigm has brought a great
revolution to our society [13–15]. It is a technology that makes
our world better. It allows us to get information about the
physical environment around us, and from this data valuable
knowledge can be inferred about how the world works.
This knowledge enables the deployment of new real-world
applications, and it makes it easier for smart decisions to
improve the quality of life of the citizens of our society. There
are many examples of how this novel technology runs. The
smart city concept is a representative use case, where many
applications have been developed for its ecosystem [16–19].

An important source of complexity within the IoT
paradigm comes from the great amount of data collected. In
most cases, the data also need to be processed in order to be
converted into useful knowledge.

In view of the recent proposals on how to handle the
complexity of Big Data, there are three general approaches

to carry out the ensuing very intensive data processing:
(A) local processing; (B) edge computing; and (C) cloud
computing. Figure 1 shows a schematic overview of these
approaches, and Table 1 summarises a representative set of
ways and aspects of handling the complexity arising from
the IoT. Table 1 also provides references to corresponding
papers, categorised under the headings of the three general
approaches mentioned above. In the following subsections,
brief descriptions of each of these approaches are presented,
and finally their main future trends are introduced.

2.1. Local Processing. This approach basically consists of
processing the data where the data is collected. In this way, no
rawdata need to be communicated to remote servers. Instead,
only the useful and relevant information is centralised to
make smart decisions [20, 21]. In addition, deploying the first-
level intelligence closer to the sensors produces an increase
in the overall energy efficiency and significantly reduces the
communication needs of many IoT applications.

This approach develops the concept of ‘smart sensor,’
which was initially defined as ‘smart transducer’ [22]. A
smart sensor is a sensor with computing and communication
capabilities to make computations with the acquired data,
make decisions, and store information for further use and
perform two-way communications [23]. Smart sensors are
becoming integral parts of intelligent systems and they are
indispensable enablers of the IoT paradigm and the corre-
sponding development of advanced applications. A typical
example of these developed sensors is the ‘smart wearable.’
This device can acquire several biosignals, process them,
show elaborated information to the user, and send the
relevant information to, for example, external platforms for
medical supervision [23–25]. Other important applications
come from the logistics [26] and industrial fields [27]. Indeed,
the new computation and communication capabilities of the
IoT paradigm allow for the implementation of intelligent
manufacturing systems giving rise to the next generation of
industry, the so-called ‘Industry 4.0’ [28].
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Table 1: A representative set of ways and aspects of handling the complexity arising from the IoT, together with references to corresponding
papers, categorized under the headings of three general approaches (local processing, edge computing and cloud computing) to carry out
intensive data processing of Big Data.

Work Main contributions
(A) Local processing
Smart sensing for IoT applications [21] Discusses emerging trends of smart sensing.
Sensor Fusion and Smart Sensor in Sports and
Biomedical Applications [24] An overview of smart sensors and sensor fusion.

High-level modelling and synthesis of smart sensor
networks for Industrial Internet of Things [27]

Efficient design process and methodology for complex industrial
applications.

Smart Sensing Devices for Logistics Application [26] Analysis of the logistics sector and Cyber Physical Systems (CPS) as
smart connected solutions.

Intelligent Manufacturing in the Context of Industry
4.0: A Review [28]

Review of key technologies such as the IoT and cyber-physical
systems.

(B) Edge computing

Edge Computing: Vision and Challenges [34] Challenges and opportunities in the field of edge computing are
described.

Collaborative Working Architecture for IoT-Based
Applications [20]

Network design, which combines sensing and processing capabilities
based on the MCC paradigm.

IoT-Based Computational Framework [25] Distributed framework based on the IoT paradigm for real-time
monitoring.

Edge Computing [35] Analysis of the edge computing paradigm.
Fog Computing [48] The Fog Computing framework.

Secure Multi-Tier Mobile Edge Computing Model [49] Formal framework to handle the security level of edge computing
environments.

Mobile Edge Computing [38] Analysis of opportunities, solutions, and challenges of the MEC
paradigm.

Cloudlets [39] Introduction to the cloudlet concept for offloading computations.
Future Edge Cloud and Edge Computing for Internet of
Things Applications [40] Discussion of Edge Cloud and Edge Computing research efforts.

(C) Cloud computing
A Smart Sensing Architecture for Domestic Monitoring
[50]

Integrated sensor network deployment with advanced Cloud
Computing Data Mining algorithms.

IoT-as-a-Service [43] Strategy for evaluating the information quality in delivering
IoT-as-a-Service.

The shift to Cloud Computing [41] This paper analyses the impact of the shift to the Cloud-based model.

Accessibility analysis in smart cities [46] Comprehensive system for monitoring urban accessibility in smart
cities.

Big data analytics framework for smart cities [47] Smart City Data Analytics Panel for Big Data analytics.
Sensing and Actuation as a Service Delivery Model [44] A novel systemmodel for Sensing and Actuation as a Service (SAaaS).
User Quality-Of-Experience and Service Provider
Profit in 5G [51]

The Quality-of-Experience (QoE) and the Profit-aware Resource
Allocation problems are analysed.

Orchestrated Platform for Cyber-Physical Systems [45] Discussion on the scalability of the sensor data back-end and the
predictive simulation architecture for CPS.

In these environments, network virtualization plays a sig-
nificant role in providing flexibility and better manageability
to Internet [29]. This is a way for reducing the complexity of
the infrastructure since network resources can bemanaged as
logical services, rather than physical resources. This feature
enables us to implement smart scheduling methods for
network usage and dataflows routing from IoT applications
[30].

In order to properly carry out this resource management,
network performance monitoring needs to be performed

in effective and efficient ways. However, it remains a chal-
lenge for network operators [31] since active monitoring
techniques used to dynamically acquire it can introduce
overheads in the network [32]. In general, existing methods
are hard to use in practice and further research is needed
in this area. Nevertheless, a promising idea to address this
challenge consists in reducing the data measurement by
implementing intelligent measurement schemes based on
inference techniques from partial direct monitoring data
[33].
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2.2. Edge Computing. Edge computing is a novel paradigm
which has spawned great interest recently. It consists of the
deployment of storage and computing capabilities at the
‘Edge’ of the Internet.The ‘Edge’ of the Internet can be defined
as the portion of the network between sensors or data sources
and cloud data centres [34]. The edge computing paradigm
aims at deploying computing, storage, and network resources
in this portion. The physical proximity of the computing
platforms to where the data acquisition happens makes it
easier to achieve lower end-to-end latency, high bandwidth,
and low jitter to services [35].

There are several ways to implement edge computing
that have in turn led to different approaches, such as Fog
Computing, Mobile Edge Computing (MEC), and Cloudlet
Deployment. Fog Computing consists in using the network
devices such as routers, switches, and gateways as Fog
Nodes to provide storage and computing resources [36]. In
addition, network virtualization has significantly contributed
to developing this paradigm by considering the fog devices as
virtual network nodes. This trend increases the deployment
flexibility of Fog Computing services and their integration
with mobile devices and ‘things’ [37]. MEC is a novel
paradigm based on deploying cloud computing capabilities
in the base stations of the telecom operators [38]. Finally,
Cloudlet Deployment consists in the same concept as Cloud
Computing, but without the Wide Area Network (WAN)
inconveniences. The servers are installed within the local
networks where the data sources are connected.These servers
are known as cloudlets [39].

Applications for edge computing, such as in Virtual
Reality and Gaming Applications [40], cannot tolerate high
latency, or its unpredictability. This is something that remote
cloud servers cannot deliver.

2.3. Cloud Computing. The Cloud Computing paradigm is
one of the most disruptive technological innovations in the
last few years. It makes available to anyone a flexible amount
of computing resources under per-use payment methods,
the so-called ‘as-a-service’ model. Currently, more and more
software and hardware solutions are redesigned for this cloud
paradigm [41].

The cloud computing model favours the development of
large-sized data centres where the resources are optimised
through virtualization and efficient management systems.
This technology gives the IoT applications the possibility to
work in different environments in a very agile way using
the same infrastructure [42]. In such a way, combining the
cloud computing paradigm with IoT forms a new type of
distributed system able to provide IoT-as-a-Service (IoTaaS)
[43]. This concept allows for the integration of powerful
computing resources with different types of devices such as
sensors, actuators, and other embedded devices to deliver
advanced services and applications based on the gathered
data. A particular instance of this idea is the Sensing and
Actuation Cloud where the connected IoT devices are mainly
sensors and actuators [44], or the Cloud Cyber Physical
Systems (CPS) composed of sensors or sensor networks [45].

There are a great variety of successful examples of this
trend in many areas, where the data are analysed in the cloud

through Big Data and data mining methods to infer valuable
knowledge from them and deliver rich and smart services
to the stakeholders. For example, the smart city concept,
mentioned above, is in part made possible by a centralised
cloud-based data analysis and service provision [41, 46, 47].

In addition, a combination of these options can be
designed taking several aspects into account, such as power
consumption, communication networks, and the availability
of computing platforms. Dynamic solutions can easily adapt
to the more favourable approach to better handle the com-
plexity and meet the operation constraints.

2.4. Future Trends. Regarding the future trends of the devel-
opments of these three general approaches to intensive data
processing of IoT related Big Data, there are developments
at several fronts. The following is a summary of those most
relevant.

When it comes to local processing, the efforts are
directed towards the continuous improvement of smart
sensor devices. We can distinguish several research lines here.
One is the efforts to increase the performance of the devices
while simultaneously reducing their power consumption.
Another is the integration of multiple sensing modalities on
the same chip. Still another is the efforts directed towards the
improvement of the methods employed for the extraction of
useful information from the raw data [21].

Edge computing has a promising future since it decen-
tralises the computing power along the network and produces
clear benefits when it comes to response time and reliability
[34].The research lines in this field aim at reaching a smooth
engagement with the IoT ecosystem, mainly by reducing
the management complexity of dispersed edge resources and
developing mechanisms to maintain the security perimeter
for the data and applications [49].

The cloud computing paradigm has triggered a strong
growth of computing services around the world. For this
reason, there is intensive ongoing research on expanding
cloud services and solutions to new fields of application.
These tasks seek to simplify business and make services
easier for stakeholders. In this way, the new 5G protocol will
facilitate access for services and applications in the cloud
improving the Quality-of-Experience [51].

3. Knowledge Discovering Procedure

In Figure 2, a classical procedure of discovering knowledge
from the data gathered froma large number of diverse devices
is depicted. In this figure, we get an overview of all the
stages involved in such a process. There are many challenges
involved in these stages that will be described next.

3.1. IoT Data Gathering. The gathering of data for IoT archi-
tectures involves collection from different sources like social
networks, the web, various devices, software applications,
humans, and not the least various kinds of sensors. In
addition to physical sensors, there are also virtual sensors
that are created by the combination and fusion of data
from different physical sensors in the cloud [52]. When it
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Figure 2: A classical procedure for the discovery of knowledge
based on data gathered from a large number of diverse devices.

comes to the gathering of data from sensors, not only the
raw sensor data are collected and stored, but these are also
often linked to, for example, relevant contextual information,
which increases the value of the data [53]. All these different
sources engender large amounts of various types of data
that, of course, also increases the requirements for storage
capacity. The increasingly affordable storage resources that
have recently become available mitigates this problem to
some extent though.

Sensor networks are central for realising the IoT and
in order to handle large amounts of polymorphous, het-
erogeneous sensor data on a large scale. Very Large-Scale
Sensor Networks are employed using Cloud Computing [54].
Some of the main challenges regarding Very Large-Scale
Sensor Networks are to handle the sensor resources and the
computational resources and to store and process the sensor
data.

Table 2 provides references to papers focused on the
gathering of data in the context of the IoT.

3.2. Data Cleaning and Integration. A consequence of the
way information is gathered through various sources and
devices within IoT is that the information varies broadly
in structure and type. This leads to a need for integration,

which can be defined as a set of techniques used to combine
data from disparate sources into meaningful and valuable
information.

Integration is one of the most challenging issues of Big
Data, which is also associated with one of the most difficult
Vs of Big Data, i.e., the variety of data. Table 3 shows a
summary of papers that are focused on the problem of variety
of information in Big Data.

Moreover, given the current context in which companies
are organized, it is not enough to work with internal, local,
and private databases. In most cases, there is also a need
for the World Wide Web where many diverse databases
and other data sources must interact and interoperate. This
circumstance leads us to concepts such as heterogeneity and
uncertainty.

Table 4 summarizes papers that deal with integration
by means of a diversity of techniques and methods like
XML, ontological constructs from knowledge representation,
uncertainty, and data provenance.

3.3. Data Mining and Machine Learning. As more devices,
sensors, etc. generate large amounts of data within the IoT,
the question arises whether there are possibilities of finding
hidden information in that data.

Data mining is a process that detects interesting knowl-
edge from information repositories. This process is partly
based on methods derived from modern machine learning
algorithms adapted to fit Big Data and that extracts hidden
information from, e.g., databases, data warehouses, data
streams, time series, sequences, text, the web, and the large
amount or valuable data generated by the IoT. Data mining
aims at creating efficient predictive and descriptive models of
large amounts of data that also generalize to new data [78]. It
includesmethods such as clustering, classification, time series
analysis, association rule mining, and outlier analysis [79].
The precise choice among diverse data mining and machine
learning techniques often depends on the taxonomy of the
dataset.

Clustering includes unsupervised learning and uses the
available structure to group data based on various kinds of
similarity measures. Some examples of clustering methods
are hierarchical clustering and partitioning algorithms, e.g.,
K-Means.

Classification is the process of finding models/functions
describing classes that allow the prediction of class member-
ship for new data. Some examples of classification methods
are the K-Nearest Neighbour algorithm, Artificial Neu-
ral Networks, Decision Trees, Support Vector Machines,
Bayesian Methods, and Rule-Based Methods.

In time series analysis meaningful properties are
extracted from data over time, and in association rule
mining, association rules are detected based on attribute-
value conditions that are found frequently in the dataset.

Outlier analysis detects patterns that differ significantly
from the main part of the data. The methods used are based
on properties such as the density distribution or the distances
between the instances in the data.
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Table 2: The table summarizes and refers to a representative set of papers focusing on the gathering of data in the context of the IoT.

Reference Title of paper Description/Objective

[2] Sensing as a Service and Big Data
Examines new approaches of IoT architectures, big

sensor network applications, sensor data, and
context-aware capturing techniques.

[55] Internet of Things (IoT): A vision, architectural
elements, and future directions

Describes an approach based on the cloud for
worldwide implementation of Internet of Things.

[56]
Health monitoring and management using

Internet-of-Things (IoT) sensing with cloud-based
processing: Opportunities and challenges

Emphasis on the opportunities and challenges for the
IoT and its future perspective in the health care area.

[15] Internet of Things: A review of Surveys based on
Context Aware Intelligent Services

A review of IoT studies that offer integrated and
context-aware intelligent services.

[57] Compressed sensing signal and data acquisition in
wireless sensor networks and Internet of Things

Discusses how new insights can be supplied by
compressed sensing into data sampling and acquisition

for IoT.

[58] A Computational Architecture Based on RFID Sensors
for Traceability in Smart Cities

A novel approach of a distributed system to represent as
well as providing the pathway and movement of people

in densely geographical areas by means of a smart
sensor network based on RFID.

[59]
Introducing a Novel Hybrid Artificial Intelligence
Algorithm to Optimize Network of Industrial

Applications in Modern Manufacturing

General modelling to evaluate and optimize nonlinear
RFID network planning problems utilizing artificial

intelligence techniques.

Table 3: The table summarizes and refers to a representative set of papers focusing on the variety of information in the context of the IoT.

Reference Title of paper Description/Objective

[60]
Data-intensive applications, challenges,

techniques and technologies: A survey on Big
Data

Survey on Big Data: applications, opportunities challenges,
techniques and technologies.

[61] The rise of “big data” on cloud computing:
Review and open research issues

Important concepts of Big Data are introduced in this study
and relationships among those concepts are provided. Finally,
it summarizes the open research areas and how they need to

be addressed.

[62] Deep learning applications and challenges in
big data analytics

In this paper, it is indicated how beneficial Deep Learning
could be for several aspects of Big Data pattern recognition,

analytics, semantic, etc.

[63] On the use of MapReduce for imbalanced big
data using Random Forest

In this experimental study, the performances with Random
Forest classifier and MapReduce scheme have been used in

order to deal with Imbalanced dataset.

Table 5 provides a summary of, and references to, papers
focusing onmachine learning and data mining in the context
of Big Data.

3.4. Deep Learning. In recent years, deep learning has
become an important technology for solving a wide range
of machine learning tasks [85]. There are applications for
natural language processing [86], signal processing [87],
and video analysis that allows for the achievement of
significantly better results than the state-of-the-art baselines.
Also, deep learning is a very useful tool for processing large
volumes of data [62]. Because of high efficiency of processing
data obtained from complex sensing environments at
different spatial and temporal resolutions, deep learning is
a suitable tool for analysing real-world IoT data. According
to Gartner’s Top 10 Strategic Technology Trends for 2017
(https://www.gartner.com/smarterwithgartner/gartners-top-

10-technology-trends-2017/), deep learning and IoT will
become one of the most strategic technological two-way
relationships: from the IoT side there are large volumes
of data produced that require advanced analytics offered
by the deep learning side. A wide range of deep learning
architectures [88] finds applications for processing the
data from IoT environments: convolutional networks for
image analysis, recurrent networks for signal processing,
autoencoders for denoising, feed forward networks for
classification, and regression. Figure 3 represents a general
architecture of deep learning.

Usually, the data are processed in dedicated frame-
works such as Tensorflow (https://www.tensorflow.org/),
Theano (http://deeplearning.net/software/theano/), Caffe
(http://caffe.berkeleyvision.org/),H20 (https://www.h2o.ai/),
and Torch (http://torch.ch/). Often GPUs or clusters of GPU
servers are used for the processing [78, 79].

https://www.gartner.com/smarterwithgartner/gartners-top-10-technology-trends-2017/
https://www.gartner.com/smarterwithgartner/gartners-top-10-technology-trends-2017/
https://www.tensorflow.org/
http://deeplearning.net/software/theano/
http://caffe.berkeleyvision.org/
https://www.h2o.ai/
http://torch.ch/


Complexity 7

Table 4: The table summarizes and refers to a representative set of papers focusing on Data Integration in the context of the IoT.

Reference Title of paper Description/Objective

[64] Principles of Data Integration
This paper brings up the notion that new services have to be able to
share data among several applications and organizations, as well as

integrating the data efficiently and flexibly.

[65] Answering queries using views: A survey This paper presents a survey of important methods that are employed
to answer queries using views.

[66] MiniCon: A scalable algorithm for answering
queries using views

In this paper a survey of methods for efficient and comprehensive
answering of queries using views is presented.

[67] XQuery: the XML query language This paper introduces the XML query language XQuery.

[68] From semistructured data to XML: Migrating
the Lore data model and query language

This paper discusses the adaptation to XML of databases and
semistructured languages.

[69] Querying XML streams In this paper a construct called TurboXPath, similar to x-scan, is used
for processing hierarchical “native XML” data pages written to disk.

[70] Semantic integration: a survey of
ontology-based approaches

This paper provides a survey of ontology-based approaches to
semantic integration.

[71] Learning to map between ontologies on the
semantic web

This paper presents assisting tools for the mapping between
ontologies on the semantic web.

[72] Containment of conjunctive queries on
annotated relations

This paper indicates the relationships between different provenance
formalisms.

[73] Perm: Processing provenance and data on the
same data model through query rewriting

This paper presents a provenance model similar to that of semi-rings
focusing on supporting other operators such as semi-joins.

[74] Google fusion tables: web-centered data
management and collaboration

A presentation of a cloud-based system that facilitates the integration
of data on the web. Datasets, e.g. in the form of CSV files or

spreadsheets, can be uploaded to the system and made public or
shared with collaborators.

[75] Global detection of complex copying
relationships between sources

Methods that are developed to detect copying relationships between
sources in order to find the number of independent occurrences of

facts are discussed in this paper.

[76] Crowdsourcing systems on the world-wide web A survey to get a global picture of crowdsourcing systems on the Web
is presented in this paper.

[77] A Novel Multidimensional Approach to
Integrate Big Data in Business Intelligence

In this paper, an approach for integrating different formats into the
recent RDF Data Cube format is presented.The approach is based on

a MapReduce paradigm.

Table 5: The table summarizes and refers to a representative set of papers focusing on Machine Learning and Data Mining in the context of
Big Data.

Reference Title of paper Description/Objective

[4] Big data: A survey
This paper discusses technical challenges and reviews advances of the
value chain (data generation, data acquisition, data storage, and data

analysis) of Big Data

[80] Data mining with big data
A HACE theorem that characterizes features of the Big Data

revolution is presented, and a Big Data processing model, from a Data
Mining perspective, is proposed in this paper.

[81]
Big Data, Data Mining, and Machine Learning:

Value Creation for Business Leaders and
Practitioners

A look into how to leverage Big Data analytics efficiently in order to
foster positive change.

[82] Mining Big Data: current status, and forecast to
the future

This paper forecasts the future and presents the current status and
controversies when it comes to some of the most interesting

state-of-the-art topics in Big Data Mining.

[83]

Complex Power System Status Monitoring and
Evaluation Using

Big Data Platform and Machine Learning
Algorithms: A Review and a Case Study

This paper reviews intelligent machine learning methods for complex
power systems and key technologies in Big Data management.

[84] Mining Outlier Data in Mobile Internet-Based
Large Real-Time Databases

In this paper a novel mining outlier data method for analysing
real-time data features is presented.
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Figure 3: As can be seen in the figure, a Deep Learning Neural Net-
work contains several hidden layers. Often the heavy computations
are run on GPUs or clusters of GPU servers.

They offer different execution models as standalones or
utilize high-performance computing based on, e.g., Hadoop,
or Spark Cluster that allows a reduced time of computations.
The frameworks have been widely compared and the reviews
can be found online (https://dzone.com/articles/8-best-deep-
learning-frameworks) (https://www.exastax.com/deep-learn-
ing/a-comparison-of-deep-learning-frameworks/). It should
be noticed that these frameworks implement a processing
model where the data are transferred to a server performing
the analysis and in a final stage the response is returned.
This model is subject to latency that could not be acceptable
in some applications where there are requirements for high
reliability, like, for example, when it comes to autonomous
cars [89]. Thus, if efficiency constraints require real-time
data processing, then a particular implementation of the
algorithm is made on a local node. In its basic setting,
this solution does not allow the use of information from
other sources. An example of on the node-processing has
been presented in [90], where on the node spectral domain
preprocessing is used before the data is passed onto the deep
learning framework for Human Activity Recognition.

For the IoT the deep analytics are made on large data
collections and are usually based on creatingmore descriptive
features of processed objects. For example, in temporal data
processing for indoor location prediction [91], a Semisuper-
vised Deep Extreme Learning Machine algorithm has been
proposed that improves the localisation performance. The
wireless positioning method has been improved with the
usage of the Stacked Denoising Autoencoder and that also
improves the performance by creating reliable features from
a large set of noisy samples [92]. The prediction of home
electricity power consumption has been analysed with a deep
learning system that automatically extracts features from the
captured data and optimises the electricity supply of the smart
grid [93].

In Edge Computing with the analytics performed by a
deep learning cluster [94], the resource consumption has
been efficiently reduced [95]. Convolutional neural networks
with automatically created features appeared to be a very

good solution for privacy preservation [96]. Also in the
security domain, deep learning finds many applications, e.g.,
it allows the construction of a model-based attack detection
architecture for the IoT for cyber-attack detection in fog-to-
things computing [97].

Video analysis integrated in IoT networks is strongly sup-
ported by neural networks, e.g., deep learning-based visual
food recognition allows for the construction of a system
employing an edge computing-based service for accurate
dietary assessment [98]. RTFace, amechanism for denaturing
video streams, has been based on a Deep Neural Network
for face detection [99]. It selectively blurs faces and enables
privacy management for live video analytics.

3.5. Classification, Prediction, and Visualization. This section
discusses the final stage in the chain of the “Procedure for
Knowledge Discovery,” which is the obtainment of the final
knowledge extracted from the raw data.

When employing machine learning methods for classi-
fication and prediction, it is important to use methods with
good ability to generalize. The reason for this is that when we
apply any of the aforementioned techniques, and after they
have been trained on the original data, we want them tomake
good classifications and predictions of novel data rather than
on the data used for training.

After machine learning methods have been applied, it is
crucial to know how to interpret their outputs and under-
stand what these mean and how they improve the knowledge
in each application area. To that end, visualization methods
are employed. Such methods are widely used within Big Data
scenarios as they are very helpful for all types of graphical
interpretations when the Volume, Variety, or Velocity are
complex. In Table 6, we present a summary of, and referral
to, papers that deal with visualization.

4. Conclusion

As indicated by the journal articles and the conference papers
we have reviewed in this article, the complexity of Big Data
is an urgent topic and the awareness of this is growing.
Consequently, there is a lot of research carried out on this,
and we will in all likelihood find more and more progress in
this field during the next few years.

Additionally, a key issue that we really want to emphasize
in this study is the aspects related toBigDatawhich transcend
the academic area and that, therefore, are reflected in the
company. An observation is that more than 50% out of
560 enterprises thinks Big Data will help them increase
their operational efficiency as well as other things [60]. This
indicates that there are a lot of opportunities for Big Data.
However, it is also clear that there are many challenges in
every phase of the knowledge discovery procedure that need
to be addressed in order to achieve a continued and successful
progress within the field of Big Data.

As is shown in Figure 1, there are three general approaches
when carrying out intensive data processing in IoT architec-
tures: (a) local processing, (b) edge computing, and (c) cloud

https://dzone.com/articles/8-best-deep-learning-frameworks
https://dzone.com/articles/8-best-deep-learning-frameworks
https://www.exastax.com/deep-learning/a-comparison-of-deep-learning-frameworks/
https://www.exastax.com/deep-learning/a-comparison-of-deep-learning-frameworks/
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Table 6:The table summarizes and refers to a representative set of papers focusing on Visualization and Prediction in the context of Big Data.

Reference Title of paper Description/Objective

[100] Beyond the hype: Big Data concepts, methods,
and analytics

The main objective described in this paper is analytic methods and
how are they used for Big Data, in particular, the ones related to

unstructured data.

[101] Key Performance Indicators: Developing,
Implementing, and Using Winning KPIs

This book represents a guide with tools and procedures to discover
the KPIs and how they are developed and used.

[102] The visual organization: data visualization, Big
Data, and the quest for better decisions

The paper describes data visualization myths, such as: that all data
must be visualized, when in fact only good data should be visualized;
visualization will always manifest the right decision or action; and

that visualization will lead to certainty.

[103] Big Data and Visualization: Methods,
Challenges and Technology Progress

The paper presents applications, technological progress of Big Data
visualization, and discusses challenges of it.

[104] Big-Data Visualization A special issue which focus on the current situation and new trends of
Big Data Visualization.

computing.The text explained each of these approachesmore
in detail.

We also explained the knowledge discovery procedure by
dividing it into several stages as shown in Figure 2. These
steps are IoT Data Gathering, Data Cleaning, Integration,
Machine Learning, Data Mining, Classification, Prediction,
and Visualization.

We have also discussed that many research papers are
focused on the variety of information because this is in itself,
in conjunction with integration, one of the most challenging
issues when it comes to the IoT.This is also the reason why it
is very often also associated with one of the most difficult Vs
of Big Data, which is the variety of data.

The trend for the future seems to be that more investiga-
tions will be carried out in such areas as (a) techniques for
data integration, again the V of Variety; (b) more efficient
machine learning techniques on big data, such as Deep
Learning and frameworks such as Apache’s Hadoop and
Spark, that will probably have a crucial importance; and (c)
the visualization of the data, with, e.g., dashboards, and more
efficient techniques for the visualization of indicators.
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andChallenges for Realising the Internet ofThingsThemeaning of
things lies not in the things themselves, but in our attitude towards
them. Antoine de Saint-Exupéry, 2010.
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Anomaly analysis is of great interest to diverse fields, including data mining and machine learning, and plays a critical role in a
wide range of applications, such as medical health, credit card fraud, and intrusion detection. Recently, a significant number of
anomaly detection methods with a variety of types have been witnessed. This paper intends to provide a comprehensive overview
of the existing work on anomaly detection, especially for the data with high dimensionalities and mixed types, where identifying
anomalous patterns or behaviours is a nontrivial work. Specifically, we first present recent advances in anomaly detection, discussing
the pros and cons of the detection methods. Then we conduct extensive experiments on public datasets to evaluate several typical
and popular anomaly detection methods. The purpose of this paper is to offer a better understanding of the state-of-the-art
techniques of anomaly detection for practitioners. Finally, we conclude by providing some directions for future research.

1. Introduction

Anomaly analysis is of great interest to diverse research
fields, including data mining and machine learning. It aims
to identify those regions from data whose behaviours or
patterns do not conform to expected values [1]. The unex-
pected behaviours, which are significantly different from
those of the remainder of the given data, are commonly called
anomalies. Notwithstanding, there is no widely acceptable
formal definition of this concept. In the literature, an anomaly
is also referred to as an outlier, a discordant object, an
exception, an aberration, or a peculiarity, depending on
specific application scenarios [1–5].

Identifying interesting or unexpected patterns is very
important to many domains, such as decision making, busi-
ness intelligence, and data mining. For example, an abnormal
network transmission may imply that a computer system is
attacked by hackers or viruses, an anomalous transaction of
a credit card may imply unauthorized usage, and unexpected
geological activity in nature can be a precursor of an earth-
quake or tsunami. Due to this fact, anomaly detection has a
wide variety of applications, including public medical health,

credit card fraud and network intrusion, and data cleaning
[3, 5].

With the emergence of new technologies, data collected
from real-world scenarios are becoming larger and larger, not
only in size, but also in dimensionality.The high-dimensional
property makes the data objects almost equidistant to each
other. This implies that any data objects become very close
as the dimensionality of data increases, resulting in the
meaningless nature of their respective distances [4]. In this
case, traditional anomaly detection methods cannot effec-
tively handle high-dimensional data. In addition, most of the
traditional detection methods assume that the data have the
same type of features. However, the data in reality often have
different feature types, such as numerical, binary, categorical,
or nominal. This leads to an increased difficulty in anomaly
detection.

Since anomaly detection has a wide range of potential
applications, a great number of detection algorithms have
been witnessed during the past decades. In this paper, we
briefly review the latest works and place especial focuses on
the ones for those complex data with high dimensionalities
and mixed types. Generally, the existing anomaly detection
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Table 1: A brief description of the anomaly detection methods.

Types Descriptions & Typical methods Advantages Disadvantages

Neighbour-based
detection

Identifying anomalies by using
neighbourhood information.
Typical examples include kNN[9],
kNNW[10], LOF[11], LoOP[12],
ODIN[13], RBDA[6], etc.

(i) Independent of the data
distributions
(ii) Intuitively understood and easily
interpreted

(i) Sensitive to parameters
(ii) Relatively poor performance

Subspace-based
detection

Finding anomalies by sifting
through different feature subsets.
Representative examples include
SOD[7], Zhang et al. [14, 15],
RODS[16], OR[17], Muller et al.
[18], etc.

(i) High efficiency
(ii) Very effectiveness in some cases

(i) Finding the relevant feature
subspaces for outliers is nontrivial
and difficult

Ensemble-based
detection

Integrating various anomaly
detection results to achieve a
consensus. Representatives are FB
[19], HiCS [8], Stein et al. [20],
Zimek et al. [21], Passillas et al. [22],
and so on.

(i) High accuracy
(ii) Less sensitive

(i) Inefficient
(ii) Choosing the right
meta-detectors is difficult

Mixed-type
detection

Making a unified model for
different data types, or taking each
data type separately. Classical
examples have LOADED [23],
ODMAD [24], Zhang et al. [25], Lu
et al. [26], Do et al. [27], and so on.

(i) Capable of handling the data with
different types
(ii) Relatively high accuracy

(i) Obtaining the correlation
structures of features is difficult
(ii) High complexity

techniques can be grouped into three categories: neighbour-
based, subspace-based, and ensemble-based detection meth-
ods, depending on the techniques used. Table 1 summaries
brief descriptions of the anomaly detection algorithms,
including their definitions, pros, and cons.

In the literature, there are several survey papers (e.g., [1–
5]) proposed for anomaly detection. However, they concern
different aspects of anomaly detection. For example, [1]
only reviews traditional outlier detection algorithms, while
[2] places its focus on ensemble learning ones. The detec-
tion methods for specific application domains like network
data and temporal data have been overviewed in [5] and
[3], respectively. Unlike the surveys above, this paper only
involves the latest and popular anomaly detection methods
for the data with high dimensionality and mixed types,
on which the classical detection methods cannot handle
very well. Besides, this paper also offers more information
related to anomaly detection, such as public datasets and
widely used metrics. These aspects, however, have not been
considered in the other papers. Additionally, this paper
has made a comprehensively experimental comparison of
several popular detection algorithms. The paper aims to
help practitioners to better understand the state-of-the-art
techniques of anomaly detection.

The remainder of this paper is organized as follows.
Section 2 presents a survey of anomaly detection for the com-
plicated data, including neighbour-based, subspace-based,
and ensemble-based detection techniques. Section 3 provides
evaluation metrics commonly used in the anomaly detection
techniques, followed by experimental comparisons of the
popular detection methods in Section 4. Section 5 concludes
the paper.

2. Methodology

How to effectively identify outliers from the high-
dimensional or mixed-type data is a fundamental and
challenging issue in outlier detection. Recently, a rich
number of detection algorithms have been developed to
alleviate the problems. Roughly speaking, they can be
divided into three categories, that is, neighbour-based (e.g.,
RBDA [6]), subspace-based (e.g., SOD [7]), and ensemble-
based methods (e.g., HiCS [8]). The neighbour-based outlier
detection methods mainly exploit the neighbourhood
information of a given data object to determine whether it
is far from its neighbours or its density is low or not. The
subspace-based detection methods identify anomalies by
sifting through different feature subsets in an ordered way.
Unlike the routine algorithms, the ensemble-based ones
combine the outputs of several detection algorithms or base
detectors into a unified output by using integrated strategies.
Table 1 briefly summarizes descriptions of the anomaly
detection techniques.

2.1. Neighbour-Based Detection. The basic idea of the
neighbour-based anomaly detection methods is to identify
outliers by virtue of the neighbourhood information. Given
a data object, the anomaly score is defined as the average
distance (kNN [9]) or weighted distance (kNNW [10]) to its
k nearest neighbours. Another strategy is to take the local
outlier factor (LOF) [11] as the measurement of anomaly
degree, in which the anomaly score was measured relative to
its neighbourhoods. Based on LOF and LoOP [12] provided
for each object an outlier probability as score, which is easily
interpretable and can be compared over one data set. In
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ODIN (Outlier Detection using Indegree Number) [13],
an object is defined as an outlier if it participates in most
neighbourhoods in kNN graph.

Note that all the neighbour-based detection methods
mentioned above are independent of the distributions of
the data and capable of detecting isolated objects. However,
their performance heavily relies on the distance measures,
which become unstable or meaningless in high-dimensional
spaces. To cope with this problem, a feasible solution is to
consider the ranking of neighbours, because, for each object,
the ranking of its nearest neighbours is still meaningful
to the nature of high-dimensional data. The underlying
assumption is that two objects would most likely become
nearest neighbours or have similar neighbours if they were
generated from the samemechanism [7]. Following this idea,
RBDA (Rank-BasedDetectionAlgorithm) [6] takes the ranks
of each object in its neighbours as the proximity degree of
the object. For each object s∈D, let Nk(s) be the k nearest
neighbours of s.The anomaly degree of s is defined as follows:

𝐴𝑘 (𝑠) =
∑𝑝∈𝑁𝑘(𝑠) 𝑟𝑝 (𝑠)󵄩󵄩󵄩󵄩𝑁𝑘 (𝑠)

󵄩󵄩󵄩󵄩
(1)

where rp(s) is the rank of s among the neighbours of p.
According to Eq. (1), one may observe that if s ranks
behind the neighbours Nk(s), it has a higher anomaly degree
and would have a high probability of being considered an
anomaly. RBDA does not consider the distance information
of objects with regard to their neighbours, which would be
useful in some cases; MRD (Modified-Ranks with Distance)
[28] does. MRD takes both the ranks and the distances into
account when estimating the anomaly scores of objects.

A special kind of the nearest neighbour, called the
reverse neighbour, is also used to represent the proximate
relationship among objects. For any object s, p is called a
reverse neighbour of s if s is one of the nearest neighbours
of p, and vice versa, that is, s∈Nk(p) and p∈Nk(s). The
intuitive idea is that if an object has fewer reverse nearest
neighbours, it is more likely to be an anomaly. Radovanovic
et al. [29] adopted the reverse nearest neighbours to estimate
the anomaly scores for each object. Bhattacharya et al. [30]
continued this method even further by adopting both the
reverse neighbours and the ranks of nearest neighbours to
measure the anomaly score for each candidate object. Zhang
et al. [31] estimated the anomaly scores using the number
of the shared nearest neighbours of objects. Tang and He
[32] exploited three kinds of neighbourhoods, including k
nearest neighbours, reverse nearest neighbours, and shared
nearest neighbours, to determine the anomaly scores in the
local kernel density estimation.Theneighbour ranking-based
methods are sensitive to k, where different k values will yield
different results. In addition, assigning the right value to k
for a specific application is not trivial. To this end, Ha et
al. [33] adopted a heuristic strategy to select an appropriate
value for k using an iterative random sampling procedure.
The assumption is that outlying objects are less likely to
be selected than inlying objects in random sampling. Thus,
greater inlier scores, called the observability factor (OF),
should be given to the selected objects in each sampling. After

several iterations of random sampling, the OF score of each
object is estimated by counting its occurrence times in its
neighbourhood. Based on the OF scores, the value of k can
be appropriately assigned as the entropy of the observability
factors.

2.2. Subspace-Based Detection. Anomalies often exhibit
unusual behaviours in one or more local or low-dimensional
subspaces. The low-dimensional or local abnormal
behaviours would be masked by full dimensional analysis
[34]. Zimek et al. [4] noted that, for an object in a high-
dimensional space, only a subset of relevant features offers
valuable information, while the rest are irrelevant to the
task. The existence of the irrelevant features may impede
the separability of the anomaly detection model. However,
the anomaly detection techniques discussed so far identify
anomalous objects from the whole data space with full
dimensions. Thus, identifying anomalies from appropriate
subspaces appears to be more interesting and efficient.

Subspace learning is a popular technique to handle high-
dimensional problems in the literature. It is also extensively
studied in anomaly analysis.The anomaly detection methods
based on subspace techniques aim at finding anomalies by
sifting through different subsets of dimensions in an ordered
way. These methods have two kinds of representations: the
sparse subspace methods [14, 16, 35, 36] and the relevant
subspace methods [7, 15, 17, 18, 37].

The sparse subspace techniques project all objects in a
high-dimensional space onto one or more low-dimensional
and sparse subspaces. The objects falling into the sparse sub-
spaces are considered anomalies because the sparse subspaces
have abnormally lower densities. It is noted that exploring
the sparse projections from the entire high-dimensional
space is a time-consuming process. To alleviate this problem,
Aggarwal and Yu [36] exploited an evolutionary algorithm
to improve the exploration efficiency, where a subspace with
the most negative scarcity coefficients was considered a space
projection. However, the performance of the evolutionary
algorithm heavily relies on some factors, such as the initial
populations, the fitness functions, and selection methods.

Subspace representation and encoding are another stud-
ied topic for sparse subspace techniques. As a typical example,
Zhang et al. [14] utilized the concept of lattice to represent
the relationship of subspaces, where the subspaces with low
density coefficients are regarded as sparse ones. This kind
of method shows advantages in the performance and the
completeness. However, constructing the concept lattice of
subspaces is complex, leading to low efficiency. Dutta et al.
[16] leveraged the technique of sparse encoding to project
objects to a manifold space with a linear transformation,
making the space sparse.

The relevant subspace methods exploit local information
represented as relevant features to identify anomalies. For
instance, OR (Out Ranking) [17] extend a subspace clustering
model to rank outliers in heterogeneous high-dimensional
data. SOD (Subspaces Anomaly Detection) [7] is a typical
example of the relevant subspace learning methods. It first
explores several correlation datasets by using the shared
nearest neighbours for each object and then determines an
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axis-parallel subspace on each correlation dataset by linear
correlation such that each feature has low variance in the
subspace. Unlike SOD, Muller et al. [37] used the relevant
relationships of features from the correlation dataset to
determine the subspace. Specifically, they obtained relevant
subspaces by examining the relevant relationships of features
with the Kolmogorov-Smirnov test [38]. Then, the anomaly
degree of the object was calculated by multiplying the local
anomaly scores in each relevant subspace. It can be easily
observed that this kind of detection method is computation-
ally expensive.The limitation of thismethod is that it requires
a great number of local data to detect the trend of deviation.

2.3. Ensemble-Based Detection. Ensemble learning is widely
studied in machine learning [39, 40]. Since it has a relatively
better performance than other related techniques, ensemble
learning is also frequently used for anomaly detection. As we
know, none of the outlier detection methods can discover
all anomalies in a low-dimensional subspace due to the
complexity of the data.Thus, different learning techniques or
even multiple subspaces are required simultaneously, where
the potential anomalies are derived by ensemble techniques.
In the literature, there are two ensemble strategies frequently
adopted for anomaly analysis, that is, summarizing the
anomaly scores and selecting the best one after ranking.
For anomaly analysis, feature bagging and subsampling are
extensively studied.

The FB (Feature Bagging) detection method [19] aims to
train multiple models on different feature subsets sampled
from a given high-dimensional space and then combines the
model results into an overall decision. A typical example of
this technique is the work done by Lazarevic and Kumar
[19], in which feature subsets are randomly selected from the
original feature space. On each feature subset, the score of
each object is estimatedwith an anomaly detection algorithm.
Then, the scores for the same object are integrated as the final
score. Nguyen et al. [41] used different detection techniques,
rather than the same one, to estimate anomaly scores for each
object on random subspaces.

Keller et al. [8] proposed a flexible anomaly detection
method that decouples the process of anomaly mining into
two steps, that is, subspace search and anomaly ranking. The
subspace search aims at obtaining high contrast subspaces
(HiCS) using theMonte Carlo sampling technique, and, then,
the LOF scores of objects are aggregated upon the obtained
subspaces. Stein [20] extended this by first gathering the
relevant subspaces of HiCS and then calculated the anomaly
scores of objects using local anomaly probabilities (LoOP)
[12], inwhich the neighbourhood is selected in the global data
space.

The subsampling technique obtains training objects from
a given collection of data without replacement. If imple-
mented properly, it can effectively improve the performance
of detection methods. For example, Zimek et al. [21] applied
the technique of random subsampling to obtain the nearest
neighbours for each object and then estimated its local
density. This ensemble method, coupled with an anomaly
detection algorithm, has a higher efficiency and provides a
diverse set of results.

There are several anomaly detection methods that con-
sider both feature bagging and subsampling. For example,
Pasillas-Diaz et al. [22] obtained different features at each
iteration via feature bagging and then calculated the anomaly
scores for different subsets of data via subsampling. However,
the variance of objects is difficult to obtain using feature
bagging, and the final results tend to be sensitive to the size
of subsampled datasets.

2.4. Mixed-Type Detection. It is worthy of remark that most
of the anomaly detection methods mentioned above can
only handle numerical data, resulting in poor robustness.
In real-world applications, categorical and nominal features
are ubiquitous; that is, categorical and numerical features are
mixed within the same dataset [34]. Such mixed-type data
pose great challenges to the existing detection algorithms.
For mixed-type data, a common and simple strategy is
to discretize numerical features and then treat them as
categorical ones so that the detection methods for categorical
data can be applied directly. While this practice seems to be a
good solution, it may lose important information, that is, the
correlations between features, leading to poor performance.

By now, a great number of detection methods have been
developed to handle categorical data in the literature [42].
For example, He et al. [43] proposed a frequent pattern-based
anomaly detection algorithm, where the potential anomalies
were measured using a frequent pattern anomaly factor. As
a result, the data objects that contained infrequent patterns
could be considered anomalies. Contrastively, Otey et al. [44]
developed a nonfrequent item set-based anomaly detection
algorithm. Despite the pattern-based methods being suitable
for handling categorical data, they are time consuming for
general cases. Wu and Wang [45] estimated the frequent
pattern anomaly factors based on nonexhaustive methods by
mining a small number of patterns instead of all the frequent
patterns. Koufakou and Georgiopoulos [46] considered the
condensed representation of nonderivable item sets in their
algorithm, which is a compact representation and can be
obtained less expensively.

There are a lot of studies attempting to handle mixed-
type data directly in the literature. Typical examples include
LOADED [23], RELOADED, and ODMAD [24]. For
instance, LOADED calculates an anomaly score for each
object by using the support degrees of item sets for categorical
features and correlation coefficients for numerical features
[23]. RELOAD employs naive Bayes classifiers to predict
abnormalities of categorical features. Finally, ODMAD treats
categorical and numerical features separately. Specifically,
it first calculates anomaly scores for categorical features
using the same classification algorithm as LOADED. The
objects, which are not identified as anomalies at this step,
will be examined over numerical features with the cosine
similarity [24]. Bouguessa [47] modelled the categorical
and numerical feature space by using a mixture of bivariate
beta distributions. The objects having a small probability of
belonging to any components are regarded as anomalies.

The correlations of features have also been taken into
consideration. For example, Zhang and Jin [25] exploited the
concept of patterns to determine anomalies. In this method,
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a pattern is a subspace formed by a particular category
and all numerical features. Within this context, the patterns
are learned via logistic regression. The objects would be
considered anomalies if the probability returned by themodel
is far from a specific pattern. Lu et al. [26] took pairwise
correlations of mixed-type features into consideration and
presented a generalized linear model framework for anomaly
analysis. Additionally, the t-student distribution was also
used to capture variations of anomalies from normal objects.
More recently, Do et al. [27] calculated anomaly scores for
each object using the concept of free energy derived from a
mixed-variant restricted Boltzmann machine. Since this well
captured the correlation structures of mixed-type features
through the factoring technique, it has a relatively high
performance.

3. Evaluation Measurements

Unlike the problems of classification, evaluating the perfor-
mance of the anomaly detection algorithms is more com-
plicated. On the one hand, the ground truth of anomalies
is unclear because real anomalies are rare in nature. On the
other hand, the anomaly detection algorithms often output an
anomalous score for each object. The objects with relatively
large anomalous scores are considered anomalies if they are
larger than a given threshold. Setting a proper threshold
for each application in advance is relatively difficult. If the
threshold is set too large, true anomalies would be missed;
otherwise, some objects that are not true anomalies would be
mistakenly taken as potential anomalies.

In general, the following measurements have often been
used to evaluate the performance of the anomaly detection
methods.

(1) Precision at t (P@t) [48]: given a datasetD consisting
of N objects, P@t is defined as the proportion of the
true anomalies, A⊆D, to the top t potential anomalies
identified by the detection method; that is,

𝑃@𝑡 = |𝑎 ∈ 𝐴 | rank (𝑎) ≤ 𝑡|
𝑡

(2)

It is noticeable that the value of t is difficult to set for
each specific application. A commonly used strategy
is to set t as the number of anomalies in the ground
truth.

(2) R-precision [49]: thismeasurement is the proportion
of true anomalies within the top t potential anomalies
identified, where t is the number of ground truth
anomalies. Since the number of true anomalies is
relatively small in comparison to the size of the
dataset, the value of R-precision would be very small.
Thus, it contains less information.

(3) Average precision (AP) [50]: instead of evaluating
the precision individually, this measurement refers to

the mean of precision scores over the ranks of all
anomaly objects:

𝐴𝑃 = 1
|𝑎|

|𝑎|

∑
𝑡=1

𝑃@𝑡. (3)

where P@t is the precision at t, that is, Eq. (2).
(4) AUC [4]: the receiver operating characteristic (ROC)

curve is a graphical plot of the true positive rate
against the false positive rate, where the true (false)
positive rate represents the proportion of anomalies
(inliers) ranked among the top t potential anomalies.
Zimek et al. [4] noted that, for a random model, the
ROC curve tends to be diagonal, while, for a good
ranking model, it will output true anomalies first,
leading to the area under the corresponding curve
(AUC) covering all available space. Thus, the AUC is
often used to numerically evaluate the performances
of anomaly detection algorithms.

(5) Correlation coefficient: correlation coefficients,
such as Spearman’s rank similarity and Pearson cor-
relation, are also taken as evaluation measurements.
This kind of measurement places more emphasis on
the potential anomalies ranked at the top by incorpo-
rating weights. More details about the measurements
of correlation coefficients can be found in [51] and
references therein.

(6) Rank power (RP): Both the precision and AUC
criteria do not consider characteristics of anomaly
ranking. Intuitively, an anomaly ranking algorithm
will be regarded as more effective if it ranks true
anomalies in the top and normal observations in the
bottom of the list of anomaly candidates. The rank
power is such a metric and evaluates the comprehen-
sive ranking of true anomalies. The formal definition
is

RankPower = 𝑛 (𝑛 + 1)
2∑𝑛𝑖=1 𝑅𝑖

(4)

where n is the number of anomalies in the top t
potential objects and Ri is the rank of the i-th true
anomaly. For a fixed value of t, a larger value indicates
better performance. When the t anomaly candidates
are true anomalies, the rank power equals one.

4. Experimental Comparisons

As discussed above, various anomaly detection algorithms
have been developed. For better understanding the characters
of the detection methods, in this section we make an
experimental comparison of the popular anomaly detection
algorithms.

4.1. Experimental Settings. In the literature, two kinds of data,
that is, synthetic and real-world datasets, were often reported
to evaluate the performance of the anomaly detection meth-
ods. The former is generated under the contexts of specific
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Table 2: Experimental datasets used in our experiments.

Dataset N(A) Attribute Anomalies Source
ALOI 50000(1508) 27 The 1508 of rare objects UCI [53]
Arcene 100(44) 10000 The cancer patients UCI [53]
Ionoshere 351(126) 32 The ‘bad’ class UCI [53]
KDDCup99 48113(200) 38 The U2R class UCI [53]
PenDigits 9868(20) 16 The fourth class UCI [53]
Sonor 208(97) 60 The rock object UCI [53]
WDBC 367(10) 30 The malignant class UCI [53]
Waveform 3443(100) 21 The ‘0’ class UCI [53]
Ann-thyroid 7129(534) 21 The hyper and subnormal classes ELKI [54]
Arrhythmia 450(206) 259 The arrhythmia class ELKI [54]
HeartDisease 270(120) 13 The affected patients class ELKI [54]
Pima 768(268) 8 The Diabetes class ELKI [54]
SpamBase 4209(1681) 57 The non-spam class ELKI [54]
ALLAML 38(11) 7129 The AML class EBD [56]
DLBCL 77(19) 7129 The FL morphology class EBD [56]
Gisette 550(50) 5000 The normal class EBD [56]
Lung MPM 181(31) 12533 The MPM class EBD [56]
Ovarian 253(162) 15154 The Ovarian Cancer class EBD [56]

constraints or conditions. Wang et al. [52] provided several
synthetic datasets with anomalies for different scenarios. The
real-world datasets are offered at public sources such as UCI
Machine Learning Repository [53] and ELKI toolkits [54].
However, the datasets publicly available are initially used for
classification purposes. Hence, they should be preprocessed,
making them suitable for the anomaly detection tasks. Two
strategies are frequently adopted during the preprocessing
stage [55]. The classes with rare data will be regarded
as anomalies and the remaining as normal ones, if they
have explicitly semantically meanings. Otherwise, one of the
classes will be randomly selected as the anomalies.

Tomake a fair comparison, our experiments were carried
out on 18 real-world datasets. They were downloaded from
the UCI Machine Learning Repository [53], the ELKI toolkit
[54], and ELVIRA Biomedical Dataset Repository (EBD)
[56]. A brief summary of the datasets is presented in Table 2,
where the “N (A)” column refers to the numbers of normal
objects and anomalies, respectively. We performed the pre-
processed operation on the datasets as suggested in [55]. For
example, the fourth class (‘4’) in PenDigits consisting of 9,868
objects was considered anomalies, while the remaining as
normal objects in our experiments.

The experiments compared nine popular anomaly detec-
tion algorithms, including kNN (k Nearest Neighbours) [9],
LOF (Local Anomaly Factor) [11], LoOP (Local Anomaly
Probabilities) [12], ODIN (Outlier Detection using Indegree
Number) [13], RBDA (Rank-Based Detection Algorithm)
[6], OR (Out Rank) [17], SOD (Subspace Anomaly Degree)
[7], FB (Feature Bagging) [19], and HiCS (High Contrast
Subspaces) [8].They stand for the three kinds of the anomaly
detection methods as mentioned above. For example, kNN,
ODIN, LOF, LoOP, andRBDAbelong to the neighbour-based
detection methods and OR and SOD are the subspace-based

detection methods. FB and HiCS are the ensemble-based
detection methods.

In our experiments, two metrics, that is, R-precision and
AUC, were adopted to evaluate the detection algorithms.
For the remaining four metrics, we have not presented here,
because similar conclusions were found. The comparison
experiments were conducted with the ELKI toolkit. The
parameters involved within the anomaly detection algo-
rithms were assigned to default values as recommended in
the literature. The experiments were performed on a PC with
2.8 GHz of CPU clock rate and 4 GB of main memory.

4.2. Experimental Results. Table 3 provides the R-precision
performance of the anomaly detection algorithms on the
experimental datasets. Since the main memory was quickly
consumed when RBDA, FB, and OR run on the ALOI
and KDDCup99 datasets, their experimental results were
unavailable and presented as “/” in Table 3.

From the experimental results inTable 3, onemay observe
that the neighbour-based methods had relatively stable per-
formance, while the ensemble-based methods, for example,
HiCS, performed unsteadily in many cases. For instance,
kNN and RBDA achieved relatively good performance on
eight datasets. Even HiCS had worse performance on four
of them, for example, PenDigits, KDDCup99, Ann-thyroid,
and DLBCL, but it achieved the highest R-precisions on
Waveform, WDBC, and Ovarian. The reason is that the
ensemble-based detection methods tend to be sensitive to
the size of datasets subsampled from the original ones.
Since OR is heavily dependent on the quantities of feature
subspaces, it obtained the highest values on Ann-thyroid
and the lowest values on Sonar, Waveform, Arrhythmia, and
Spambase. For the high-dimensional datasets, that is, Arcene,
ALLAML, DLBCL, Gisette, Lung MPM, and Ovarian, kNN,

http://leo.ugr.es/elvira/DBCRepository/Leukemia/ALLAML.html
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Table 3: R-precisions of the anomaly detection algorithms where k=7 for the neighbours.

Dataset kNN ODIN LOF LoOP RBDA OR SOD FB HiCS
ALOI 0.16 0.24 0.20 0.22 / 0.06 0.21 / /
Ionoshere 0.65 0.57 0.46 0.65 0.88 0.15 0.69 0.77 0.69
KDDCup99 0.09 0.24 0.15 0.20 / / 0.44 / /
PenDigits 0.01 0.05 0.05 0.05 0.01 0.01 0.05 0.01 0.01
Sonar 0.46 0.55 0.55 0.63 0.53 0.45 0.52 0.49 0.57
WDBC 0.30 0.30 0.40 0.30 0.41 0.6 0.60 0.7 0.70
Waveform 0.07 0.05 0.06 0.04 0.10 0.03 0.06 0.13 0.21
Arrhythmia 0.67 0.64 0.66 0.66 0.73 0.60 0.65 0.65 0.61
Ann-thyroid 0.05 0.04 0.04 0.04 0.06 0.14 0.01 0.04 0.01
HeartDisease 0.57 0.53 0.49 0.56 0.48 0.49 0.52 0.43 0.50
Pima 0.50 0.45 0.39 0.52 0.41 0.39 0.52 0.35 0.46
SpamBase 0.52 0.43 0.40 0.45 0.38 0.38 0.43 0.39 0.48
Arcene 0.52 0.29 0.39 0.42 0.43 0.45 0.48 0.40 0.45
ALLAML 0.40 0.36 0.36 0.36 0.39 0.36 0.36 0.36 /
DLBCL 0.21 0.09 0.21 0.21 0.24 0.21 0.21 0.21 0.16
Gisette 0.14 0.12 0.10 0.14 0.15 0.14 0.16 0.16 0.10
Lung MPM 0.52 0.29 0.39 0.42 0.54 0.45 0.48 0.49 0.45
Ovarian 0.54 0.59 0.56 0.60 0.61 0.60 0.57 0.53 0.62

RBDA, SOD, and OR had good performance, where OR and
SODwere more stable. Indeed, these containmany irrelevant
features, which makes those subspace-based methods more
effective. It can also be observed that RBDA was better than
kNN and ODIN, for RBDA took the neighbour ranking,
instead of the distances, into account which is more suitable
for the high-dimensional datasets.

The compared algorithms, except OR, take kNN as their
baseline. As we know, kNN heavily relies on the number of
neighbours k. To reveal the impact of k on the performance,
we performed a comparison experiment among these meth-
ods with different k values. Tables 4 and 5 show the AUC
scores of the anomaly detection algorithms with k=10 and
k=50, respectively. Since the experimental results on the high-
dimensional datasets (i.e.,Arcene, ALLAML, DLBCL, Gisette,
Lung MPM, and Ovarian) were still unavailable after three
hours’ running, they were not provided in Table 5.

According to the results, we know that the detection
performance of the comparison algorithms was heavily
dependent on the number of neighbours and varied greatly
when k assigned different values. To further illustrate this
fact, we conducted additional experiments by performing the
detection algorithms on Arrhythmia, Waveform, and WDBC
with k varying from 10 to 50. The experimental results are
illustrated as Figure 1.

As shown in Figure 1, the performance of RBDA, FB,
and SOD was relatively stable, although they took use of
kNN as their baselines. In fact, SOD exploits kNN to obtain
the relative subspace information, while FB ensembles all
informative features found by kNN. As a result, k had less
impact on them. On the other hand, kNN, ODIN, LoOP, and
LOF heavily relied on the values of k. For example, the AUC
values from ODIN varied greatly on all three datasets with
the different values of k. HiCS had unsteady performance in

many cases. For instance, it was less affected by k on WDBC,
while sensitive to k on Arrhythmia. The reason is that, in
our experiments, the basis detector of HiCS was also kNN,
leading to its performance relying on k, although it is an
ensemble anomaly detection algorithm.

Another interesting fact is that, on the WDBC and
Waveform datasets, the AUC values of the compared algo-
rithms varied greatly. Indeed, the ratios of anomalies to
normal objects within these two datasets are relatively small
(2.7% and 2.9% for WDBC and Waveform, respectively).
Consequently, the anomaly detection algorithms were more
sensitive to k. In contrast, on the datasets with high anomaly
proportions, for example,Arrhythmia (45.7% anomalies), the
AUC scores of the anomaly detection algorithms were less
sensitive to k. Similar situations can be found for the other
datasets. Due to the limitation of space, they will not be
presented here one by one.

Computational efficiency is another important aspect for
the practical applications of the anomaly detection methods.
We carried out an additional experiment to compare the com-
putational efficiencies of the anomaly detection algorithms.
Table 6 records the elapsed time (s) of the anomaly detection
algorithms on the experimental datasets.

The elapsed time in Table 6 shows that the neighbour-
based detection methods, using the metrics of both distances
(e.g., kNN and ODIN) and densities (e.g., LOF and LoOP),
had relatively higher efficiencies. However, the ensemble-
based detection methods, especially HiCS, took too much
time to detect anomalies. As a matter of fact, they construct
lots of individual detectors before identifying outliers. For
the subspace-based detection algorithms, their efficiencies
are dependent on the techniques adopted. For example, SOD,
which exploits neighbours to explore relative subspaces, is
more efficient than OR.
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Table 4: AUC of the anomaly detection algorithms with k=10 for the neighbours.

Dataset kNN ODIN LOF LoOP RBDA OR SOD FB HiCS
ALOI 0.66 0.80 0.78 0.80 / 0.57 0.72 / /
Ionoshere 0.49 0.51 0.57 0.71 0.89 0.24 0.76 0.88 0.80
KDDCup99 0.70 0.60 0.59 0.81 / / 0.91 / /
PenDigits 0.90 0.88 0.90 0.88 0.56 0.47 0.91 0.80 0.81
Sonar 0.60 0.60 0.61 0.66 0.60 0.49 0.51 0.57 0.59
WDBC 0.64 0.80 0.69 0.76 0.89 0.96 0.90 0.94 0.98
Waveform 0.53 0.52 0.48 0.54 0.70 0.57 0.63 0.73 0.73
Arrhythmia 0.75 0.68 0.73 0.72 0.73 0.68 0.71 0.73 0.69
Ann-thyroid 0.52 0.50 0.50 0.52 0.69 0.54 0.47 0.72 0.54
HeartDisease 0.52 0.48 0.46 0.59 0.52 0.55 0.61 0.52 0.46
Pima 0.59 0.49 0.49 0.62 0.58 0.54 0.65 0.50 0.54
SpamBase 0.58 0.50 0.51 0.53 0.47 0.46 0.55 0.48 0.52
Arcene 0.46 0.46 0.45 0.46 0.46 0.52 0.47 0.40 0.49
ALLAML 0.71 0.66 0.69 0.69 0.70 0.70 0.72 0.69 /
DLBCL 0.40 0.39 0.40 0.42 0.40 0.41 0.36 0.41 0.40
Gisette 0.56 0.55 0.58 0.56 0.57 0.58 0.71 0.58 0.44
Lung MPM 0.80 0.63 0.73 0.73 0.71 0.69 0.71 0.73 0.75
Ovarian 0.32 0.38 0.38 0.46 0.43 0.43 0.37 0.38 0.44

Table 5: AUC of the anomaly detection algorithms with k=50 for the neighbours, where the performance on Arcene, ALLAML, DLBCL,
Gisette, Lung MPM, and Ovarian was not given, for it was still unavailable after three hours’ running.

Dataset kNN ODIN LOF LoOP RBDA OR SOD FB HiCS
ALOI 0.59 0.75 0.74 0.77 / 0.57 0.71 / /
Ionoshere 0.48 0.50 0.55 0.63 0.89 0.24 0.77 0.86 0.75
KDDCup99 0.67 0.66 0.62 0.65 / / 0.89 / /
PenDigits 0.65 0.66 0.76 0.84 0.92 0.47 0.88 0.96 0.86
Sonar 0.56 0.55 0.55 0.58 0.59 0.49 0.56 0.54 0.61
WDBC 0.61 0.51 0.61 0.50 0.90 0.96 0.90 0.92 0.98
Waveform 0.48 0.48 0.48 0.51 0.73 0.57 0.63 0.73 0.74
Arrhythmia 0.75 0.71 0.74 0.73 0.74 0.68 0.72 0.75 0.61
Ann-thyroid 0.51 0.52 0.53 0.51 0.66 0.54 0.47 0.65 0.52
HeartDisease 0.53 0.47 0.46 0.57 0.56 0.55 0.60 0.64 0.46
Pima 0.57 0.53 0.52 0.62 0.62 0.54 0.65 0.62 0.61
SpamBase 0.63 0.50 0.52 0.53 0.50 0.46 0.55 0.39 0.54

5. Conclusion

Thedata collected from real-world applications are becoming
larger and larger in size and dimension. As the dimension-
ality increases, the data objects become sparse, resulting
in identifying anomalies being more challenging. Besides,
the conventional anomaly detection methods cannot work
effectively and efficiently. In this paper, we have discussed
typical problems of anomaly detection associated with the
high-dimensional and mixed-type data and briefly reviewed
the techniques of anomaly detection. To offer a better
understanding of the anomaly detection techniques for prac-
titioners, we conducted extensive experiments on publicly
available datasets to evaluate the typical and popular anomaly
detection methods. Although the progresses of anomaly
detection for the high-dimensional andmixed-type data have

been achieved to some extent, there are also several open
issues shown as follows that further need to be addressed:

(1) The traditional distance metrics in the neighbour-
based methods cannot work very well for the high-
dimensional data because of the equidistant char-
acteristics. The mixed-type features make anomaly
detection more difficult. Introducing effective dis-
tance metrics for the high-dimensional and mixed-
type data is necessary.

(2) The neighbour-based anomaly detection algorithms
are sensitive to nearest neighbours selected for the
models. Determining the right number of neighbours
is a challenging issue for the neighbour-based meth-
ods.
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Table 6: Time cost (s) of the anomaly detection algorithms, where k=10.

Dataset kNN ODIN LOF LoOP RBDA OR SOD FB HiCS
ALOI 163.3 131.2 129.8 134.9 / 1650.8 273.3 / /
Ionoshere 0.02 0.03 0.03 0.05 0.04 2.10 0.05 1.07 171.70
KDDCup99 164.1 166.9 168.4 168 / / 325.1 / /
PenDigits 2.13 2.07 2.11 2.20 2.20 414.52 13.8 156.20 2549.47
Sonar 0.02 0.02 0.02 0.02 0.04 1.318 0.04 0.125 17.37
WDBC 0.09 0.05 0.09 0.05 0.11 2.51 0.08 0.34 58.05
Waveform 0.13 0.83 0.81 0.70 0.16 400.09 3.78 60.28 5924.89
Arrhythmia 0.27 0.16 0.17 0.17 0.30 35.68 0.11 2.45 64.74
Annthyroid 1.42 1.46 1.46 1.47 1.50 349.59 4.93 261.23 4514.92
HeartDisease 0.02 0.01 0.03 0.02 0.04 0.45 0.03 0.34 126.21
Pima 0.04 0.04 0.04 0.04 0.07 2.55 0.37 0.51 95.78
SpamBase 2.32 3.85 3.73 2.22 2.80 589.59 4.56 151.48 10453.15
Arcene 0.59 0.60 0.60 0.60 0.62 1158.85 0.70 19.44 7581.04
ALLAML 0.06 0.07 0.06 0.07 0.08 3.73 0.10 0.42 /
DLBCL 0.26 0.26 0.27 0.261 0.32 28.55 0.36 1.69 3496.79
Gisette 9.81 9.06 9.08 9.12 10.80 56754 9.65 67.87 11370.13
Lung MPM 2.41 2.46 2.46 2.47 2.88 850.21 2.81 17.32 96292.66
Ovarian 5.83 5.79 5.80 5.80 6.76 1521.78 6.26 40.76 1367821.09
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Figure 1: AUC of the anomaly detection algorithms with different k varying from 3 to 50 on Arrhythmia,Waveform, andWDBC.

(3) The subspace-based and ensemble-based methods
have relatively good performance if the diversity of
the subspaces or base learners is large. For these
kinds of anomaly detection methods, how to choose
the right subspaces or base learners, as well as their
quantities and their combining strategies, is still and
open issue.

(4) Since anomalies are relatively rare and the ground
truth is often unavailable in real scenarios, how to
effectively and comprehensively evaluate the detec-
tion performance is also a challenging issue.
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This work presents a system to detect small boats (pateras) to help tackle the problem of this type of perilous immigration. The
proposal makes extensive use of emerging technologies like Unmanned Aerial Vehicles (UAV) combined with a top-performing
algorithm from the field of artificial intelligence known as Deep Learning through Convolutional Neural Networks. The use of this
algorithm improves current detection systems based on image processing through the application of filters thanks to the fact that
the network learns to distinguish the aforementioned objects through patterns without depending on where they are located. The
main result of the proposal has been a classifier that works in real time, allowing the detection of pateras and people (whomay need
to be rescued), kilometres away from the coast. This could be very useful for Search and Rescue teams in order to plan a rescue
before an emergency occurs. Given the high sensitivity of the managed information, the proposed system includes cryptographic
protocols to protect the security of communications.

1. Introduction

According to research in the area of political geography,
EU governments are immersed in a difficult battle against
irregular migration [1]. This phenomenon was fuelled by
the 9/11 attacks and is becoming identified as a “vector of
insecurity,” so some countries are using it to justify drastic
acts of immigration measures [2]. On the other hand, the
so-called Transnational Clandestine Actors [3] operate across
national borders, evading state laws, becoming rich at the
cost of the despair suffered by many people living in “poor
countries” and violating their basic human rights. Thus, this
scenario leads to catastrophic consequences most times, with
innumerable loss of human lives, mainly because of the
vulnerability of the means used to travel [4]. Data from the
European External Borders Agency FRONTEX [5] indicate
that between 2015 and 2016 more than 800,000 people
irregularly passed through the Mediterranean to Europe
seeking refuge [6]. The number of irregular immigrants who

cross the sea increases every year compared to the number of
them who do it on foot [7]. To face this situation, the EU has
been investing more and more resources in the detection of
these flows [5].

Various advances in research and various works have
been recently presented that deal with the problem of irreg-
ular immigration, [8–12]. These works make use of various
image processing techniques for the detection of people and
boats in the sea, demonstrating that it is feasible to use
technology in combination with UAV systems to face these
problems.

This work presents a system to cope with the aforemen-
tioned problem, making use of a system based on a UAV
for capturing several sequences of images with a smartphone
on it. The UAV uses an optimal route planning system such
as the one presented in [13] adapted to marine and coastal
environments. These images are sent in real time through
antennas using LTE/4G coverage to a remote cloud server,
where they are processed by a Convolutional Neural Network
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Figure 1: 3-step process on 5x5 kernels for noise removal.

(CNN) that has been previously trained to detect three types
of objects: ships, pateras (or cayucos), and people (on land or
at sea).These imagesmay be used in a system for the detection
and alert of various security and emergency. For this purpose,
an Automatic Identification System (AIS) is used to compare
each image of a detected shop, according to its GPS position,
with a marine traffic database in order to find out whether it
is a registered ship or not.

The security of the application against manipulation or
attacks is structured in different levels depending on the
used technology. For transmission via LTE (4G) in coastal
areas with coverage, the SNOW 3G [14] algorithm is used for
integrity protection and flow encryption [15]. Furthermore,
in order to avoid image manipulation by inserting water-
marks that may disable the ability to identify images [16], an
algorithm has been designed that first adds white noise to the
image and then compresses it using a JPEG compression [17].
This proposal not only prevents the attack but also, according
to performed tests, increases the accuracy of the network.

Furthermore, to protect data transmission systems, an
Attribute-Based Encryption (ABE) is used. In the bibliog-
raphy, several proposals can be found that use ABE as a
light cryptographic technique to deal with problems different
from the one described in this work. On the one hand,
in the paper [18], ABE is used to access scalable media
where the complete subcontracting process returns plaintext
to smartphone users. On the other hand, in [19], ABE is
proposed to access health care records using a mobile phone
with decryption process outsourced to cloud servers.

The present document is structured as follows: Sec-
tion 2 discusses the use of neural networks, particularly
convolutional ones. Section 3 defines the different stages
of the proposed system and some experiments during data
collection, training, and obtaining results. Section 4 describes
the security layer, with emphasis on possible attacks and
countermeasures applied to this type of system. Finally,
Section 5 closes the paper with some conclusions.

2. Image Processing

Image processing is the first essential step of the proposed
solution to the aforementioned problem. Image processing is
a methodology that has been widely applied in the field of
research for the identification of objects, tracking of objects,
detection of diseases, etc. For many years in the field of

artificial intelligence, neural networks have gained strength
and, in image processing, the CNN have been used.

CNNs are a type of network created specifically for
image and video processing. The relationship between CNNs
and neural networks is quite simple because both have the
same elements (neurons, weights, and biases). Mainly, the
operation in these networks is based on taking the inputs and
encoding some properties of the architecture CNNs passing
the results from layer to layer in order to obtain classification
data.

The special thing about is the mathematical convolution
that is applied. A 𝐶 convolution is a mathematical operation
on two functions 𝑓 and 𝑔 to produce into a new function
that represents the magnitude in which 𝑓 is a superimposed
and a transferred and inverted version of 𝑔. For example, the
convolution of 𝑓 and 𝑔 is denoted by 𝑓 ∗ 𝑔 and is defined
as the integral of the product of both functions after moving
one of them at a distance of 𝑡. Thus, the 𝐶 convolution is
defined as 𝐶 = (𝑓 ∗ 𝑔) = ∫

∞

−∞
𝑓(𝜂)𝑔(𝑡 − 𝜂)𝑑𝜂. In CNN, the

first argument of the convolution usually refers to the input
and the second argument refers to the kernel (a fixed-size
matrix with positive or negative numerical coefficients, with
an anchor point within the matrix that, as a general rule, is
located in the middle of the matrix). The common output
of applying a convolution with a kernel is treated as a new
feature map 𝐻 such that 𝐻(𝑥, 𝑦) = ∑𝑀𝑖−1𝑖=0 ∑𝑀𝑗−1𝑗=0 𝐼(𝑥 + 𝑖 −
𝑎𝑖, 𝑦 + 𝑗 − 𝑎𝑗)𝐾(𝑖, 𝑗).

Figure 1 illustrates an example of the evolution when
applying a 3-step process on a 5x5 kernel with values of 0.04
for removing residual noise. Although at first glance there are
no significant differences, the image becomes blurrier as the
different steps (from 1 to 3) are applied (this can be seen better
on the edges of the pateras).

The layers of compression or pooling layers are applied
along the neural network to reduce the space of the repre-
sentation by making use of a number of parameters and the
same computation of the network. This process is applied
independently in each step in depth within the network,
taking as reference the inputs. It is also used for the reduction
of data overfitting. There are different types of pooling
although among the most best is the one known as Max-
Pooling. In theMax-Pooling process, having as input an array
of NxN and MxM grids is taken such that 𝑀 ⊆ {1..𝑁}.
The resulting number of horizontal and vertical steps will
determine the discard threshold for the new layers.
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Figure 3: Classification tool.

In order to get the model used in this work performance
improvements, modern object detector based on CNNs
knowing as Faster R-CNN [20, 21]. This model depends in
part on an external region used for selective search [22].
The Faster R-CNN model has a design similar to that of
Fast R-CNN [23], so that it jointly optimises classification
and bounding box regression task. Moreover, the proposed
region is replaced by a deep learning network and the Region
of Interest (RoI) is replaced by features maps. Thus, the
new Region Proposal Network (RPN) is more efficient for
the generation of RoIs because for every window location,
multiple possible regions are generated based on a bounding
box ratio. In other words, a visualisation is made on each
location in the characteristics map, considering a number 𝑘
of different boxes centred on it (a longer area, a fatter one,
a longer one, etc.). This is shown in Figure 2 in an example,
where a softmax classifier composes a Fully Connected (FC)
Layer.

3. Proposed System

This section describes the procedures performed after the
acquisition of the data, explaining the processing of the
images as well as the detailed training process, providing
information on each of the obtained results and discussing
why to choose one or other result to continue the experi-
ments. Finally, some conclusions results are provided through
a demonstration image with correct classification ratios.

3.1. Data Collection and Classification. For the collection of
images of pateras, due to the lack of accessibility to boats
of the type patera or cayuco in a massive way, we have
opted for the gathering of information from of an image,
by using Google Earth software, always looking for a height
with respect to sea level of 100 meters (height at which the
drone would fly in the experiment) and maintaining a totally
perpendicular view. After obtaining a dataset of 3,347 images
corresponding to three classes of the problem, we opted for
a classification of each of the objects of the various images,
taking into consideration that an image can have one or
several objects. According to the applied dataset, complexity,
and capabilities and based on the available documentation,
the majority of the authors refer to the Pareto Principle [24]
as the most convenient. Thus, the ratio 80/20, which is the
most used has been considered an adequate proportion for
the train/test neural network.

For the classification of each image, we have used the
software known as LabelImg (see Figure 3), created in
Python, for supervised training. This software creates a layer
that separates each image into different objects limited by a
bounded box corresponding to the position (𝑥, 𝑦), width, and
height of the box. This process has been performed for the
three types of object considered in this work.

As a result of this classification, theXMLfiles correspond-
ing to all the objects within the images are obtained. These
XML files are used later in the training.
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Figure 4: First trainings of CNNmaintaining coefficients with different datasets.

Table 1: Object distribution for imbalanced networks.

Classes Person Patera Boat
Train 1791 284 646
Test 466 96 64

3.2. Training. The total time for each training stage of the
neural network with the conditions described above has
been an average of 16 hours using a GPU Nvidia 1050. The
following guidelines were followed in order to obtain the best
possible network for detection:

(i) Train the same neural network three times with the
same learning coefficients, regulation coefficients and
activation function. The reason for doing only three
trainings instead of 5, 10, 30, or more is because
there is no rule of thumb that shows an exact trend
in the result of the network. Therefore, to rule out
strange behaviours, each network was trained 3 times
to see empirically that the three results (even starting
from a random vector in the direction of the gra-
dient descent) gave similar results. With this, false
positives can be discarded when compared with other
networks.

(ii) In all training sessions, a number of 200.0K iterations
was established for each of the networks.

(iii) The reflected values have a tendency of 0.95, which
means that they are not real values but that is the value
of tendency in each instant calculated from previous
values (so it can be higher or lower).

(iv) In each training, the network changed the dataset
on the basis that the dataset has a total of 3347
images divided approximately between a ratio of
80% training and 20% for testing resulting in a
distribution as shown in Table 1. For each training
of each neural network, the initial set of training and
test has been altered to demonstrate the efficiency of
the neural network from different datasets. This type
of randomness has been applied to demonstrate the
functionality and efficiency of the system in methods

Table 2: Classification Loss for Networks 1, 2, and 3.

Network Classification Loss
1 0.03553
2 0.02554
3 0.03494

based on stochastic decisions. Given that the applied
methodology is stochastic and random, performing
permutations on the dataset allows obtaining differ-
ent results, which is used to obtain better datasets to
be used as a basis for other trainings.

(v) The used programming language was Python 3 for
the machine learning, and the TensorFlow software
library for the neural network oriented environment
[25].

The use of tools such as TensorFlow (among other
frameworks for analysis in convolutional networks) has been
widely used in recent years for the detection of patterns
in images. One of the most notable current works is its
use in medical environments to face deadly diseases such
as cancer [26], which slightly improves the performance
obtained by specialists in dermatology. Among others, neural
networks have been used in the marine environment [27] to
identify marine fouling using the same framework. Although
according to several studies [28, 29] the use of unbalanced
datasets in neural networks is detrimental, we have opted for
an approach to a real problemwhere a balanced data network
is not available. At the end of this section, a comparison was
be made with a balanced network. It can be appreciated that
although the results of the balanced network are better, they
do not differ too much.

Once the three neural networks finished training (see
Figure 4) the final results shown in Table 2 were obtained
based on the Classification Loss (CL). The CL equa-
tion [21] is optimised for a multitask loss function and
represented as 𝐿({𝑝𝑖}, {𝑡𝑖}) = (1/𝑁𝑐𝑙𝑠)∑𝑖 𝐿𝑐𝑙𝑠(𝑝𝑖, 𝑝

∗
𝑖 ) +

𝜆(1/𝑁𝑟𝑒𝑔)∑𝑖 𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡
∗
𝑖 ), where the terms of the equation

represent the loss in classification over two classes (depending
on whether the object exists or not), while the second term is



Complexity 5

0.140
0.160
0.180

0.120
0.100

0.0800
0.0600
0.0400
0.0200

0.00

0.000 20.00k 40.00k 60.00k 80.00k 100.00k 120.00k 140.00k 160.00k 180.00k 200.00k

Network 2
Network 2-01
Network 2-02
Network 2-03
Network 2-04

Figure 5: Sensitivity analysis based on data from Network 2.

Table 3: Learning rates for new trainings using dataset from
Network 2.

Network Learning Rate
2 - 01 0.003
2 - 02 0.00003
2 - 03 0.00001
2 - 04 0.001

the loss of regression of the bounding boxes where an object
is found.

When interpreting Figure 4, it must be taken into con-
sideration that the used parameter was the CL. This value is
better the closer it gets to zero. Initially, the graph starts with
discrete values between 0 and 1, where 1 is a total loss and 0 is
a no loss.

Considering these results, the next step in obtaining an
improved networkwas to copy the data from the best network
(number 2) and perform a sensitivity analysis on 4 new
trainings varying the training coefficients. In the image of
Figure 5 we can see the behaviour of the different networks
(including the original network number 2). The variation of
the coefficients was of multiplicative type, altering the differ-
ent coefficients of learning rate according to the distribution
shown in Table 3.

The learning rate is a measure that represents the size
of the vector that is applied in the descent of the gradient
when applying the partial derivatives. On the one hand,
if the learning rate is very large, the steps will be larger
and will approach a solution faster. However, this can be a
mistake because it could jump without coming to a good
approximation to the solution. On the other hand, if it is very
small, it will take longer to train but it will come up with a
solution. That is why the study was carried out with different
learning rates, to check which learning rates come closest to a
good solution in less time. Thus, using these results, the best
final coefficient (see Table 4) with respect to the classification
loss was the Network 2-04 (grey line in Figure 5), with a

Table 4: CL forNetworks 1, 2, 3, and 4 trainedwith originalNetwork
2.

Network Classification Loss
2 (original) 0.02554
2 - 01 0.03075
2 - 02 0.05487
2 - 03 0.06422
2 - 04 0.02310

Table 5: CL for Networks 1 and 3 using the parameters of best
Network 2-04.

Network Classification Loss
2 - 04 (best) 0.02310
1 with 0204 coefficients 0.02559
3 with 0204 coefficients 0.03043

Table 6: Balanced training and test dataset.

Classes Person Patera Boat
Train 300 300 300
Test 80 80 80

coefficient lower than 0.02310 which means that in 97.8%
cases it produces correct classifications.

Afterwards, the best parameters of the best Network (2-
04) were exported to the initial sets of networks 1 and 3 to see
if a better result could be obtained by applying the coefficients
of the best network so far (see Figure 6). In that image we
can see how, although for a short time, the best network
is still Network 2 with the fourth training (2-04). However,
with these parameters, Networks 1 and 3 (1-0204 and 3-0204)
improve slightly with respect to the initial Networks 1 and 3
values (see Table 5 and Figure 7).

After having obtained a result that is feasible in terms
of experiments, we decided to make an analysis on a neural
network with balanced data (80% training and 20% test), this
time having the following random distribution of images (see
Table 6).
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Figure 6: Sensitivity analysis of Networks 1 and 3 with data from Network 2-4.

0.140

0.120

0.100

0.0800

0.0600

0.0400

0.0200

0.00

0.000

Network 1 (original)
Network 1 with 0204
Network 3 with 0204
Network 3 (original)

20.00k 40.00k 60.00k 80.00k 100.00k 120.00k 140.00k 160.00k 180.00k 200.00k

Figure 7: Comparison of original Networks 1 and 3 with respect to Network 2-04.
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Figure 8: Balanced and unbalanced network.

After hours of training with the balanced network, we got
a better result than with what had been the best detection
network until now (see Figure 8). The results shown in
Table 7 mean that the network trains well with these training
coefficients and it even improves the results with a balanced
network type (although in a real environment it is difficult to
find it).

3.3. Results. In order to check the efficiency of the best neural
network obtained in the previous section, different random
frames have been extracted from a video showing different
scenarios where pateras and people are seen froma real drone
(see Figure 9). It should be noted that all these frames have
never been previously seen by the neural network (not even
in the testing stage), but are completely new to the neural
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Figure 9: Image detection test from validation dataset.

Table 7: CL for Network 2-04 compared to the new balanced
network.

Network Classification Loss
Unbalanced Network 2-04 0.02310
Balanced network 0.01658

network. This set of frames is known as validation dataset.
On the one hand, as a main result, the proposal produces a
correct classification of boats and pateras between 94 and 96
% (although these ratios can vary from 92 to 99 % depending
on the frame). On the other hand, a correct classification
index for people has been obtained, which is around 98-99%,
although, in certain frames (a video has thousands of frames),
this ratio can drop to 73 % due to interference with other
objects in the video and the environment.

From the obtained results, we conclude that the defined
procedure based on the Faster R-CNN proposed for training
can be successfully used to detect boats, people and pateras.

4. Security

In a system, like the defined above whose the results can be
the difference between saving a human being saving or not it
is essential to have the appropriate mechanisms to ensure that
the information is not modified or accessed by illegitimate
parties. It is for this reason, a study of possible attack
vectors related to neural networks for image detection and
problems in wireless communications has been performed,
paying special attention in adversarial andMan in theMiddle
attacks.

4.1. Adversarial Attacks. Neural networks are one of the most
powerful technological algorithms in the field of artificial
intelligence. Among the various networks we can find some

specifically oriented to image detection (as seen throughout
this work). Sometimes, the simple behaviour of a network fed
with inputs (pixel’s images) where the output is a type of clas-
sification can lead to error, so that it can be inferred that the
network does not act correctly. An adversarial attack [30] is
a type of attack within the rising field of artificial intelligence
consisting in introducing an imperceptible perturbation that
leads to an increased probability of taking the worst possible
action.

In the case analysed in this work, this attack involves
using a type of images that can be supplied to the network
that though represent a certain type of object (for example a
ship), for the network they mean something else (like a dog,
a toaster.).

In environments where there are thousands or millions
of types of classes and classifications it could be a problem.
That is the case, for example of Google’s Inception V3 [31],
could be used to alter the driving of an autonomous vehicle
that uses this type of network for altering the images of its
environment by applying stickers [16] on traffic signs for the
purpose of changing the maximum speed in a road.

The way in which this type of attacks act is through the
excitation of the neural network inputs through the inclusion
of new figures or noise (generally not perceptible to the
human eye) making modifications in the input image (with
gradient descent and back propagation techniques) making
the network suffer something similar to an optical illusion.

The answer to the question of what this type of attack
is looking for is how to maximise the error that can be
achieved by entering erroneous information. That is to say,
to do the opposite that the neural network expects to do
this to minimise the error with the input parameters, all this,
taking into account the fact that a formula must be applied to
minimise the difference between the added disturbance and
the original image with respect to the human eye.
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Figure 10: Adversarial attack proof of concept.

In the neural network that has been presented in this
work, the number of classes has been limited to classify a total
of 3 types of objects (ships, pateras, and people) so the margin
of error within the possible classification could mean a sort
of security system against this type of attack. Because of this,
it can be said that, in a controlled environment, this type of
attack would have no effect on the proposed system.

However, as a proof of concept, an adversary attack has
been created that couldmodify the behaviour of our network.
To do this, we have taken a random frame from a video
sequence where we can see a whole patera, a part of another
one and people (who could be castaways) in the sand. In
Figure 10 it is possible to appreciate two main cases:

Case 1.

(1) Starting from the frame extracted from the video, it
has been processed directly by our neural network.

(2) As a result, we have been obtained a detection of the
patera with an index of 0.96 and of the people with an
index variant between 0.98 and 0.99.

Case 2.

(1) Based on the same starting image seen in Case 1,
training has been carried out with a different neural
network to the original one. With this, we demon-
strate that adversarial attacks also fulfill a transition
property that can affect other networks. The result
of this step is the generation of an image with noise.
The noise shown in the image has been modified
by enlarging the brightness of the image in 10 steps
because the original was a black image with little
visible noise.

(2) By applying the original noise to the initial image, a
new resulting image is obtained that, with the naked
eye, as can be seen in the image 2a of Figure 10, it has
some pixels different from the original image.

1

2

Figure 11: Attacking vectors.

(3) To soften the effect appreciated in point 2, a series of
mathematical operations are applied to each pixel to
soften the textures and obtain a finished image.

(4) The image generated in step 3 is sent to the neuronal
network for the detection of pateras.

(5) Finally it can be seen that by applying this new image,
which at first sight is the same as the original, the
system does not detect the patera.

4.2. Attack Vectors. In a possible scenario where an attacker
wants to bypass the security measures that have been imple-
mented, he/she could follow one of the following two ways
(see Figure 11).

(1) As discussed in the previous section, there is a type
of attack called an adversarial attack that is designed
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Figure 12: Random Gaussian noise blending.

to confuse the neural network. The aforementioned
technique that has been used in a real environment of
the inclusion of stickers [16] could be applied to the
pateras in order to avoid the drone control by pre-
tending the patera look like an unrecognised object
or other object. Among the possible countermeasures
to mitigate the attack, we have

(i) JPEG compression method: This method is
based on the hypothesis that the input image
(i.e., the one taken by the drone) can be manip-
ulated by the aforementioned attack so that the
generated image has a noise that confuses the
network. For the removal of this malicious noise
it is possible to go for an 85% compression using
a JPEG compression format [17] that will make
the embedded noise blur, while maintaining the
basic characteristics of shape in the image.

(ii) Noise Inclusion: The drone could have a simple
internal image manipulation system to apply
a Gaussian random noise so that the noise is
imperceptible in the image before being sent to a
server for processing. To do this we use an image
of noise previously generated (or created in the
moment) and then apply the formula of the
blending method known as “screen” described
with the formula: 1 − (1 −𝑇𝑎𝑟𝑔𝑒𝑡) ∗ (1 − 𝐵𝑙𝑒𝑛𝑑).
The advantage of this compared to the method
described above is that the loss of image quality
is not affected (depending on theweight and size
of the noise). However, it could include a slightly
visible noise (see Figure 12).

(2) Man in the Middle attack (MITM) is a sort of
attack where an attacker is placed between sender
and receiver. In this case the sender would be the
drone and the receiver the server that will do the
image processing through the neural network. The
communication media can vary depending on the
coverage in the area of emission. It is always a wireless
connection like 2, 3, 4, or even 5G. In this case, the
attacker can intercept the signal with the image in
order to modify it on the fly including the necessary
noise to make the image undetectable. To deal with
such attacks, the system protects the security of the
communication system through the cryptographic
scheme described in the following section.

4.3. Attribute-Based Encryption. In the proposal described
in this paper, an encryption is used to protect from unau-
thorised attackers the confidentiality of the database of
the images captured from a smartphone on a UAV, which
are labelled with the date when the image was taken, the
GPS location of the photograph along with other selected
metadata. Smartphones are less powerful than other systems
in computations such as image transmission, key generation,
and information storage and encryption. In order to reduce
the overload of the security protocol, we propose the use
of a light cryptographic technique. In addition, to offer the
remote server the ability to securely examine all the images
captured byUAVs in a region, an Attribute-Based Encryption
is proposed. This is a type of public-key encryption in which
private keys and encrypted texts depend on certain attributes,
and decryption of encrypted text is only accessible to users
with the satisfactory attribute configuration. In the proposal
described in this document, the used attributes are related to
date/time, geopositioning location, linked UAV, etc., so that
the private key used in the remote server is restricted to be
able to decipher encrypted texts whose attributes coincide
with the policy of attributes linked to the UAVs it controls.
This private key can be used to decrypt any encrypted text
whose attributes match this policy but have no value in
deciphering others.Thismeans that each operator in a remote
server has a set of UAVs assigned to him/her, so the images
captured by any UAV cannot be decrypted either by an
unauthorised attacker or by a server operator unrelated to
that UAV. Since the used encryption is public-key encryption,
its security is based on a mathematically hard problem,
and security holds even if an attacker manages to corrupt
the storage and obtain any encrypted text. The operations
associated with the proposal involve the following phases.

(1) Setup phase: this phase is where the algorithm takes
the implicit security parameter to generate the Public
Key (PuK) and Master Key (MaK).

(2) KeyGen phase: in this phase, a trusted part generates
a Transformation Key (TrK) and Private Key (PrK)
linked to the smartphone, which are used to decrypt
the information sent from it.

(3) Encrypt Phase: in this phase, the smartphone
encrypts the image using PuK and MaK before
sending it to the remote server.

(4) Transformation phase: this phase is where the remote
server performs a partial decryption operation of the
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encrypted data using TrK to transform the encrypted
text into a simple encrypted text (partially decrypted)
before sending it to the operators. If the operator’s
attributes satisfy the access structure associated with
the encrypted text, he/she can use the decryption
phase to retrieve the plaintext from the transformed
ciphertext.

(5) Decryption phase: as the transformation phase trans-
forms the encrypted text into a simple encryption,
finally, the server operator uses this phase to retrieve
the plaintext of the transformed ciphertext, using the
PrK.

5. Conclusions

In this work, a novel proposal has been defined to provide
a solution to the problem of the detection of small boats,
which are used many times by irregular immigration. For
this purpose, a Convolutional Neuronal Network has been
created, specifically trained for the detection of three types
of objects: boats, people and pateras. This system is used in
coordination with a UAV that sends the signals via wireless
connection (LTE) to a server that will be responsible for
processing the image in the neural network and detecting
if it is an anomalous situation. This work describes and
includes several security systems that allow us to guarantee
the stability of the data so that they cannot be altered either
before or after being sent. As a complement to protect data
transmission systemsusing theABE algorithm, a novelmech-
anism has been implemented to mitigate adversarial attacks
by overlapping Gaussian noise to the possible attacking image
noise. In addition, to discard false positives, a compendiumof
the GPS coordinates of the UAV is made with an AIS system
of geolocalised ships. The main contribution is a light neural
network with a high rate of detection of objects (reaching up
to 99%accuracy), whichwould be a great help for Search And
Rescue or border patrol teams in case of having to perform
a rescue. A study with thousands of frames could be done
to see the detection ratio and the accuracy of each object, to
determine which object is better detected.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Research was supported by the Spanish National Cyberse-
curity Institute (INCIBE) under the INCIBEC-2015-02492
and INCIBEI-2015-27338 grants and by the Spanish Ministry
of Economy and Competitiveness, the FEDER Fund, and
the CajaCanarias Foundation, under TEC2014-54110-R and
DIG02-INSITUProjects.Thefinancing granted to theULL by

the Ministry of Economy, Industry, Commerce and Knowl-
edge, co-financed by the European Social Fund by 85%, is
gratefully acknowledged.

References

[1] H. van Houtum, “Human blacklisting: The global apartheid of
the EU’s external border regime,” Environment and Planning D:
Society and Space, vol. 28, no. 6, pp. 957–976, 2010.

[2] L. Vives, “Unwanted sea migrants across the EU border: The
Canary Islands,” Political Geography, vol. 61, pp. 181–192, 2017.

[3] P. Andreas, “Redrawing the Line: Borders and Security in the
Twenty-first Century,” International Security, vol. 28, no. 2, pp.
78–111, 2003.

[4] F. J. de Lucas Martn, “Muertes en el mediterráneo: inmigrantes
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Cardiac rehabilitation is a key program which significantly decreases mortality rates in high-risk patients with ischemic heart
disease. Due to the huge lack of accessibility to such programs at Health Centers, outdoor-based programs for cardiac rehabilitation
have been proposed as an excellent tool to improve accessibility for patients at Health Centers.These outdoor-based programsmake
use of wrist-worn devices for real-time monitoring of rehabilitation sessions based on clinical guidelines. In this way, a greater
number of patients can fortunately gain access to the rehabilitation program. However, this advantage also means that the cardiac
rehabilitation team has to monitor a greater number of sessions due to the increase of the number of benefited patients, so the
team members spend a lot of time analyzing each patient’s sessions. In this paper, we present a methodology to evaluate heart
rate streams of patients with ischemic heart disease using a linguistic approach. This innovative methodology manages relevant
linguistic descriptions (protoforms) for the cardiac rehabilitation team to identify sessions with interest indicators by means of
linguistic summaries. Therefore, the analysis process is automated in a comprehensible way, offering short linguistic descriptions
to the cardiac rehabilitation team, who promptly provide feedback to their patients. In order to show the great efficiency and
effectiveness of the proposed methodology, we have used and applied this methodology to real data provided by patients of an
outdoor cardiac rehabilitation program run by the Health Council of the Andalusian Health Service (Spain).

1. Introduction

The Internet of Things (IoT) paradigm [1] is based on the
idea of multiple devices located around the world working
to acquire information and store it in order to subsequently
process and analyze this data with the aim of providing
intelligent services [2].

In this context, there are open challenges to extract rich
information from the huge amount of data from sensor
sources in large-scale deployment within the revolutionary
paradigm of IoT. To alleviate this limitation, multiple areas in
the research field have been involved, such as data filtering,
data aggregation, semantic analysis, and information utiliza-
tion [3].

On the other hand, linguistic descriptions of data generate
natural language texts [4] that convey the most relevant

information contained, and sometimes hidden, in the data.
Protoforms and fuzzy logic, which were proposed by Zadeh
[5, 6] as a useful knowledge model for reasoning [7], summa-
rization [8], and aggregation [9] of data under uncertainty,
are modeled by fuzzy sets whose degree of truth to fuzzy sets
is defined by membership functions.

Both IoT paradigm and fuzzy linguisticmodels have been
successfully proposed for managing uncertainty and vague-
ness in an interpretable way, which is a key issue to obtain
high performance and results [10]. So, the use of protoforms
and fuzzy logic has provided brilliant results in IoT systems
in multiple areas with sensor data streams, such as weather
forecasting [11], predicting of demand for urgent care in
smart cities [12], fever medication control [13], visual scenes
[14], or monitoring of patients with preeclampsia in wearable
devices [15]. So, the fuzzy logic has been demonstrated as
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a useful tool to deal with the uncertainty in the complex
Internet of Things systems. In the green multimodal routing
problem to improve the reliability of the routes, the fuzzy
logic was proposed to model the uncertainty in a piecewise
linear function to represent the road traffic congestion [16].
The approaches for activity recognition based on fuzzy logic
have provided excellent results in the optimization of the
configuration of a heterogeneous architecture of sensors [17].
In the context of robot manipulators’ systems with multiple
sensors and actuators, a fuzzy control schemewith adaptation
algorithms has been proposed to manage the uncertainty of
the information [18]. To predict the available maximal data
transfer rate of single-pair high-speed digital subscriber line
connections from measured frequency dependent electrical
parameters of wire pairs, an approach based on fuzzy logic
has been proposed [19].

This paper falls in the research field of linguistic descrip-
tions of data with protoforms and fuzzy logic applied to e-
health solutions based on complex IoT systems, specifically,
in cardiovascular diseases, which represent the main health
problem in developed countries according to the World
Health Organization (WHO) [20] and where fuzzy logic has
been shown to work as an effective modeling tool in cardiac
rehabilitation [21, 22].

In the health field, secondary prevention programs and
Cardiac Rehabilitation Units (CRU) have been developed in
several countries [23, 24], having been proven as the most
effective tool to improve prognosis. Cardiac rehabilitation
(CR) is defined as the sum of activities required to influence
the underlying cause of heart disease favorably, as well as
to ensure the best physical, social, and mental condition of
patients, enabling them to occupy a normal place in society
by their own means [25].

In previous work [22], an outdoor cardiac rehabilitation
program (CRP) for patients was embedded in a wrist-worn
device with a heart rate sensor for personalized care. Outdoor
CRPs have increased the accessibility of cardiac rehabilita-
tion programs due to the fact that they overcome several
limitations, such as lack of time, commodities, geographical
area, and access to health services [24, 26]. In [22], an
outdoor program was designed and supervised remotely
by the cardiac rehabilitation team by means of a wearable
mobile-cloud platform for collecting and synchronizing data
between patients and the cardiac rehabilitation team. To do
so, a linguistic approach based on fuzzy logic was proposed
in order to model the cardiac rehabilitation protocol and the
expert knowledge from the cardiac rehabilitation team.

A great impact under the outdoor CRP is that the number
of benefited patients has drastically increased. This positive
fact, however, means that the health team must monitor a
greater number of sessions. In this way, the team members
spend a lot of time analyzing the patients’ sessions in a home-
based CRP and they are overwhelmedwith the huge amounts
of information generated by each patient’s wrist-worn device.

In order to solve this limitation, in this paper we present a
methodology that generates textual information, summaries,
from the heart rate streams of patients with ischemic heart
disease bymeans of protoforms and fuzzy logic. So, this paper
presents amethodology to summarize patients’ rehabilitation

sessions, offering understandable information for the cardiac
rehabilitation team. The key points of the proposed method-
ology are the following:

(i) To allow the cardiac rehabilitation team to supervise
a huge number of sessions and patients by means
of linguistic summaries, which integrate an intuitive
representation

(ii) To model a proposed methodology where the lin-
guistic summaries are focused on rich expressiveness,
including linguistic temporal terms and linguistic
quantifiers by means of linguistic aggregation oper-
ators

(iii) To provide a flexible linguistic methodology where
the cardiac rehabilitation team intuitively defines the
key interest indicators using protoforms based on
expert knowledge in order to recover and dynamically
select the rehabilitation sessions that suit and match
the expert criteria

The proposed methodology is applied to real data pro-
vided by several patients of a cardiac rehabilitation program
run by the Health Council of the Andalusian Health Service
(Spain) in order to show its efficiency and effectiveness.

The remainder of this paper is structured as follows:
Section 2 presents the novel methodology to generate lin-
guistic summaries of the rehabilitation sessions from the
heart rate streams of patients with ischemic heart disease
for the cardiac rehabilitation team. Section 3 presents a case
study to show the utility and applicability of the proposed
methodology with real data from the rehabilitation sessions
of three patients freely participating in cardiac rehabilitation
programs provided by the Health Council of the Andalusian
Health Service in the Region of Jaén (Spain). Finally, some
concluding remarks are pointed out in conjunction with
future works.

2. Methodology

In this section, we describe a methodology to generate
linguistic summaries of the rehabilitation sessions (RSs) from
the heart rate streams (HRS) of patients with ischemic heart
disease that follow an outdoor CRP. The HRS data are
collected from real patients wearing a high-quality wrist-
worn device, which has improved the quality of heart rate
measurements and their health applications [27]. It is note-
worthy that the linguistic modeling developed in this work
has been defined by health experts in the CRP to summarize
the sessions with interest indicators in cardiac rehabilitation.

For this purpose, we will present data processing of
HRS from rehabilitation sessions through three stages. In
the first stage, the raw data from heart rate streams is
initially preprocessed using a previous approach [22]. In this
stage, a fuzzy model is proposed to monitor the heart rate
under a linguistic approach in real time by means of three
representative terms and their membership functions, low,
adequate, and high, as well as short-term fuzzy temporal
windows (FTWs). The linguistic terms are computed in real
time within the wrist-worn device in order to advise patients
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Figure 1: Architecture of the proposed methodology. First (2.1), the heart rate streams generated by wearable devices are computed to
determine if the adherence to rehabilitation programs is adequate in real time. Second (2.2), linguistic summaries identify health indicators
defined by experts using protoforms. Third (2.3), a final aggregation degree from the protoforms describes the rehabilitation sessions of the
patients.

while they are undergoing the rehabilitation session. The
main key points are briefly described in Section 2.1.

In this work, we present a methodology to compute
linguistic summaries identifying key health indicators using
expert knowledge from the linguistic terms computed in the
first stage. Unlike the first stage, which is computed in real
time while the patient is doing the exercise and without
the complete information of the session, the summaries are
computed for the cardiac rehabilitation team in a centralized
way to evaluate a huge number of patients and sessions. For
this purpose, we present a flexible model which selects and
recovers the sessions according to expert criteria linguisti-
cally and intuitively.

So, in the second stage, we integrate an interpretable
approach for the cardiac rehabilitation team that models
knowledge linguistically. To do so, we use ad hoc protoforms.
Protoforms are a general form of linguistic data summery [8].

The protoforms proposed in this methodology define
linguistic summaries from the HRS of the sessions by means
of long-term fuzzy temporal windows and fuzzy quantifiers,
which provide rich expressiveness in the model.

In the third stage, we present the computing of a unique
aggregation degree for the protoforms which describes the
rehabilitation sessions summarizing the relevance and impact

of the protoforms, during the complete rehabilitation ses-
sions. To do so, two semantics of aggregation operators are
described:maximum and amplitude.

In Figure 1, we describe the three stages of the proposed
methodology to summarize the rehabilitation sessions of
patients by means of protoforms using a linguistic approach.

2.1. Real-Time Monitoring of Heart Rate Streams. In work
[22], real-time monitoring of heart rate streams was pro-
posed. First, three intuitive terms low, adequate, and high
defined with three membership functions by means of fuzzy
sets were proposed in order to describe the variable heart rate
(HR).

The HR was measured by a pair value 𝑠𝑖 = {𝑠𝑖, 𝑡𝑖}, where
𝑠𝑖 represents a given value in the HRS and 𝑡𝑖 is its time stamp.
Hence, the HRS of a session is composed of a set of measured
values 𝑆𝐻𝑅𝑆 = {𝑠0, . . . , 𝑠𝑖, . . . , 𝑠𝑛}, which are collected by the
heart rate sensor of the wearable device.

Second, the fuzzification of HR, ℎ𝑟𝑖, is determined by
(i) Optimal Heart Rate Training Zones (OHRTZ) where
the patient must develop the sessions, which is repre-
sented as a discrete HR range within [𝑟∗+ , 𝑟

∗
−], and (ii)

the Ventilatory Thresholds [𝑉𝑇1, 𝑉𝑇2], which represent the
aerobic-anaerobic thresholds for the performance of an
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efficient and safe physical activity. So, the terms low, adequate,
and high of the variable HR 𝑠𝑖 are described by a fuzzy
set characterized by a membership function whose shape
corresponds to the trapezoidal functions (TS, TR, and TL are
described in Abbreviations) of

𝜇𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒 (𝑆𝐻𝑅𝑆) = 𝑇𝑆 (𝑆𝐻𝑅𝑆) [𝑉𝑇1, 𝑟
∗
− , 𝑟
∗
+ , 𝑉𝑇2] ,

𝑉𝑇1 < 𝑟∗− < 𝑟∗+ < 𝑉𝑇2

𝜇ℎ𝑖𝑔ℎ (𝑆𝐻𝑅𝑆) = 𝑇𝑅 (𝑆𝐻𝑅𝑆) [𝑟
∗
+ , 𝑉𝑇2] , 𝑉𝑇2 > 𝑟∗+

𝜇𝑙𝑜𝑤 (𝑆𝐻𝑅𝑆) = 𝑇𝐿 (𝑆𝐻𝑅𝑆) [𝑉𝑇1, 𝑟
∗
−] , 𝑉𝑇1 < 𝑟∗− .

(1)

In Figure 2, we show the representation of the fuzzy sets
(membership functions) of HR for the three linguistic terms:
low, adequate, and high. As noted in work [22], the thresh-
olds of TS 𝑟∗+(𝑡𝑖), 𝑟

∗
−(𝑡𝑖), 𝑉𝑇1(𝑡𝑖), 𝑉𝑇2(𝑡𝑖) could progressively

increase from basal state-defining time-dependent terms, but
for the sake of simplicity here we write 𝑟∗+ , 𝑟

∗
− , 𝑉𝑇1, 𝑉𝑇2.

Third, a fuzzy temporal window [28, 29] to model
the HRS was proposed in order to weight fuzzy linguistic
terms based on fuzzy temporal linguistic terms and provide
flexibility in the presence of eventual signal loss or variance
in the sample rate.The FTWs are described straightforwardly
according to the distance of the current time 𝑡0 to a given time
stamp 𝑡𝑖 as Δ𝑡𝑖 = 𝑡𝑖 − 𝑡0. In this work, the use of FTWs is
introduced also to describe temporal evaluation of long and
middle terms in 𝑆𝐻𝑅𝑆.

Fourth, the degrees of the fuzzy linguistic terms 𝑉 =
{𝑉𝑙𝑜𝑤,𝑉𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒,𝑉ℎ𝑖𝑔ℎ} are weighted by the degree of their time
stamps evaluated by the FTW 𝑇𝑘:

𝑉𝑟 ∩ 𝑇𝑘 (𝑠𝑖) = 𝑉𝑟 (𝑠𝑖) ∩ 𝑇𝑘 (Δ𝑡𝑖) ∈ [0, 1]

𝑉𝑟 ∪ 𝑇𝑘 (𝑆𝐻𝑅𝑆) = ⋃
𝑠𝑖∈𝑆𝐻𝑅𝑆

𝑉𝑟 ∩ 𝑇𝑘 (𝑠𝑖) ∈ [0, 1] .
(2)

A Fuzzy Weighted Average (FWA) [30] was proposed as
an operation to model the t-norm and conorm:

𝑉𝑟 ∪ 𝑇𝑘 (𝑆𝐻𝑅𝑆) =
1

∑𝑆𝐻𝑅𝑆𝑡𝑖 𝑇𝑘 (Δ𝑡𝑖)

𝑆𝐻𝑅𝑆

∑
𝑡𝑖

𝑇𝑘 (Δ𝑡𝑖) 𝑉𝑟 (𝑠𝑖)

× 𝑇𝑘 (Δ𝑡𝑖) , ∈ [0, 1] .

(3)

Under evaluation, the experts defined and selected the
most adequate size for the FTWs 𝑇𝑙𝑜𝑤, 𝑇𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒, and 𝑇ℎ𝑖𝑔ℎ
in order to weight the terms 𝑉𝑙𝑜𝑤, 𝑉𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒, and 𝑉ℎ𝑖𝑔ℎ,
respectively. An embedded application in the wrist-worn
device computes the degree of the terms low, adequate, and
high in real time for each 𝑠𝑖 using

𝑙𝑜𝑤 (𝑠𝑖) = 𝑉𝑙𝑜𝑤 ∪ 𝑇𝑙𝑜𝑤 (𝑠𝑖)

𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒 (𝑠𝑖) = 𝑉𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒 ∪ 𝑇𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒 (𝑠𝑖)

ℎ𝑖𝑔ℎ (𝑠𝑖) = 𝑉ℎ𝑖𝑔ℎ ∪ 𝑇ℎ𝑖𝑔ℎ (𝑠𝑖) .

(4)

Finally, the degrees of the fuzzy linguistic terms 𝑙𝑜𝑤(𝑠𝑖),
𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖), and ℎ𝑖𝑔ℎ(𝑠𝑖) are computed within the wrist-
band device: (i) showing a visually interpretable colored circle

which represents whether the current HR 𝑠𝑖 is low, adequate,
or high during its FTWs and (ii) alerting the patient through
sensor vibration in the wrist-band when 𝑠𝑖 is computed as
high 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖) < ℎ𝑖𝑔ℎ(𝑠𝑖) in its FTWs.

2.2. Fuzzy Linguistic Summaries of Cardiac Rehabilitation
Sessions. In the previous section, we described the real-time
evaluation of HR in a wrist-band application using a clinical-
based protocol for monitoring and advising 𝑆𝐻𝑅𝑆. Here,
we detail a methodology to generate linguistic summaries
and identify key interest indicators using expert knowledge
from the fuzzy linguistic terms computed in the wrist-
worn devices, which describe the real-time adherence and
performance of the patient in his/her HRS.

For this purpose, we start from the degree of the terms
𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒, 𝑙𝑜𝑤, and ℎ𝑖𝑔ℎ described in (4) for each 𝑠𝑖 within
the data stream 𝑆𝐻𝑅𝑆. An example is shown in Figure 3, where
a timelinewith a real HRS is plotted using gradual colors blue,
𝑔𝑟𝑒𝑒𝑛, and 𝑟𝑒𝑑 based on the degree of the fuzzy linguistic
terms 𝑙𝑜𝑤(𝑠𝑖), 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖), and ℎ𝑖𝑔ℎ(𝑠𝑖), respectively.

2.2.1. Protoforms for Describing Heart Rate Streams. The
aim of the proposed methodology is to generate linguistic
summaries from the rehabilitation sessions of patients. For
this purpose, in this second stage we process the fuzzy
linguistic terms 𝑙𝑜𝑤(𝑠𝑖), 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖), and ℎ𝑖𝑔ℎ(𝑠𝑖) from the
data stream 𝑆𝐻𝑅𝑆, which are described in the previous section.

First, in order to integrate an interpretable and rich-
expressive approach to model the expert knowledge linguis-
tically, we introduce an ad hoc protoform 𝑃𝑜 in the form of

𝑃𝑜 (𝑠𝑖) : (𝑄𝑘 𝐿 𝑖 𝑇𝑗) , (5)

where

(i) 𝐿 𝑖 defines a fuzzy linguistic term to evaluate the data
stream. Here, 𝐿 𝑖 is straightforwardly related to fuzzy
terms 𝑙𝑜𝑤(𝑠𝑖), 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖), and ℎ𝑖𝑔ℎ(𝑠𝑖)

(ii) 𝑇𝑗 defines a fuzzy temporal term where the term 𝐿 𝑖 is
aggregated.The use of FTWs, which were introduced
in the previous section, is extended to generate
linguistic summaries of middle-long temporal terms
from 𝑆𝐻𝑅𝑆. The aggregation of 𝐿 𝑖 over 𝑇𝑗 for a given 𝑠𝑖
is computed by (4) as 𝐿 𝑖 ∪ 𝑇𝑗(𝑠𝑖)

(iii) 𝑄𝑘 defines a fuzzy quantifier (FQ) to evaluate the
impact and fulfillment of the linguistic term 𝐿 𝑖 within
the temporal window 𝑇𝑗 [28]. A FQ applies a trans-
formation 𝜇𝑄𝐾 : [0, 1] 󳨀→ [0, 1] to the aggregated
temporal degree of 𝜇𝑄𝐾(𝑉𝑟 ∪ 𝑇𝑘(𝑠𝑖)

The aim of modeling knowledge through protoforms is
allowing the rehabilitation team to define key interest indi-
cators using expert intuitive representations of temporal and
quantification terms linguistically. An example of protoform
is most of the time (𝑄𝑘) HR is adequate (𝐿 𝑖) for around 40-
60 minutes (𝑇𝑗). We note that the protoforms are suitable to
linguistically describe the impact and fulfillment of a fuzzy
linguistic term in a fuzzy temporal window in more detail,
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Figure 3: A timeline with a real HRS.The time and value configure the points in the chart 𝑠𝑖 = {𝑠𝑖, 𝑡𝑖}, which are plotted using gradual colors
blue, 𝑔𝑟𝑒𝑒𝑛, and 𝑟𝑒𝑑 based on the degree of the terms 𝑙𝑜𝑤(𝑠𝑖), 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖), and ℎ𝑖𝑔ℎ(𝑠𝑖), respectively.

but subsequently they can be renamed to a shorter linguistic
description, such as adequate HR in session.

In Figure 4, the protoform most of the time HR is
adequate for around 30-50 minutes is shown, whose degree
is represented with a real 𝑆𝐻𝑅𝑆. We also plot the degree of
the protoform 𝑃𝑜(𝑠𝑖) in relation to the term 𝑎𝑑𝑒𝑞𝑢𝑎𝑡𝑒(𝑠𝑖)
to describe the importance of the middle-long FTW and
the FQ which enable the linguistic interpretability of the
sentence adequate heart rate in session in the sensor stream.
For the sake of simplicity, the shapes of the fuzzymembership
functions of the example are detailed in Section 3.

Second, protoforms 𝑃𝑜(𝑠𝑖) can be combined using fuzzy
logical operators to increase the linguistic capabilities of
the model. So, we briefly introduce the following basic
operations, which could be straightforwardly increased with
advanced fuzzy operations in other contexts:

(i) Fuzzy negation operator, which is represented as the
complement ¬ by the fuzzy function ¬𝑃𝑜(𝑠𝑖) = 1 −
𝑃𝑜(𝑠𝑖)

(ii) Fuzzy union operator, which is represented by the
t-norm 𝑃𝑜 ∧ 𝑃𝑞(𝑠𝑖) = 𝑃𝑜(𝑠𝑖) ∧ 𝑃𝑞(𝑠𝑖). The semantic
function proposed for the fuzzy union operator is
min: 𝑃𝑜 ∧ 𝑃𝑞(𝑠𝑖) = min{𝑃𝑜(𝑠𝑖), 𝑃𝑞(𝑠𝑖)}

(iii) Fuzzy intersection operator, which is represented by
the conorm 𝑃𝑜 ∨𝑃𝑞(𝑠𝑖) = 𝑃𝑜(𝑠𝑖) ∨ 𝑃𝑞(𝑠𝑖). The semantic
function proposed for the fuzzy intersection operator
is max: 𝑃𝑜 ∧ 𝑃𝑞(𝑠𝑖) = max{𝑃𝑜(𝑠𝑖), 𝑃𝑞(𝑠𝑖)}

2.2.2. Aggregation Operation for Protoforms. As we detailed
in Section 2.2.1, protoforms are defined to represent the health
indicators from the rehabilitation sessions linguistically by
means of expert knowledge. Although the evaluation of
protoforms is properly computed 𝑃𝑜(𝑠𝑖) throughout the data
stream 𝑆𝐻𝑅𝑆, an aggregation degree is proposed here in order
to summarize the relevance of a protoform.

First, in (6) we describe the aggregation operation ∪(𝑃𝑜)
of the protoform𝑃𝑜, which computes a single degree from the
degree of protoform 𝑃𝑜(𝑠𝑖) over 𝑆𝐻𝑅𝑆, as

∪ (𝑃𝑜) =
𝑆𝐻𝑅𝑆

⋃
𝑠𝑖

𝑃𝑜 (𝑠𝑖) ∈ [0, 1] . (6)

In order for the aggregated degree of the aggregation
operator ∪(𝑃𝑜) to keep its semantic integrity with the degree
of the protoforms, we define two properties which the
aggregation operation should assess:
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minutes 𝑃𝑜(𝑠𝑖) (thick line) on a real HRS. Based on its semantics, the degree of the protoform increases when the patient has maintained an
adequate HR for 30 minutes.

(i) ∪0: zero-aggregation from zero stream. If the degree
of the protoform is zero in the stream, the aggregation
is zero: 𝑃𝑜(𝑠𝑖) = 0, ∀𝑠i ∈ 𝑆𝐻𝑅𝑆 󳨀→ ∪(𝑃𝑜) = 0. It is a
necessary condition of boundary property [31]

(ii) ∪+: positive-aggregation from nonzero stream. If
there is a nonzero degree of the protoform in the
stream, the aggregation is nonzero: ∃𝑃𝑜(𝑠𝑖) > 0, 𝑠𝑖 ∈
𝑆𝐻𝑅𝑆 󳨀→ ∪(𝑃𝑜) ̸= 0 󳨀→ ∪(𝑃𝑜) > 0

We note the two properties have been determined based
on the semantics of the protoforms to describe the HRS,
which guarantee that the number of instances whichmatch to
a given protoform ∪(𝑃𝑜) > 0 is equal although the semantics
of the aggregation varies. Specifically, the aggregation degree
is zero if and only if the protoform is not representative in the
session ∪(𝑃𝑜) = 0 ←→ 𝑃𝑜(𝑠𝑖) = 0, ∀𝑠𝑖 ∈ 𝑆𝐻𝑅𝑆; in another
case ∪(𝑃𝑜) > 0. We note that, in different fields and other
contexts, further properties in aggregation operators can be
selected [32].

Second,we propose two semantics to aggregate the degree
of the protoform 𝑃𝑜(𝑠𝑖):maximum and amplitude.

(i) On the first hand, themaximum aggregation operator
max(𝑃𝑜) computes the maximal value of degree of the
protoform, which is shown in

max (𝑃𝑜) = max {𝑃𝑜 (𝑠0) , . . . , 𝑃𝑜 (𝑠𝑖)} ∈ [0, 1] . (7)

The semantics of max(𝑃𝑜) describes the maximal
truth degree of the protoform providing an intu-
itive representation as aggregation, which has been
widely used in fuzzy logic as aggregation of rules
withinMamdani-type inferencemodels [33]. It fulfills

Table 1: Membership functions for the terms adequate, low, and
high 𝜇𝑉 and their respective FTWs 𝜇𝑇.

Term 𝜇𝑉 𝜇𝑇
adequate 𝑇𝑆(𝑠𝑖)[𝑉𝑇1, 𝑟∗− , 𝑟

∗
+ , 𝑉𝑇2] 𝑇𝐿(Δ𝑡𝑖)[3𝑠, 5𝑠]

low 𝑇𝐿(𝑠𝑖)[𝑉𝑇1, 𝑟∗−] 𝑇𝐿(Δ𝑡𝑖)[3𝑠, 5𝑠]
high 𝑇𝑅(𝑠𝑖)[𝑟∗+ , 𝑉𝑇2] 𝑇𝐿(Δ𝑡𝑖)[0𝑠, 1𝑠]

the properties of zero-aggregation ∪0 and positive-
aggregation ∪+.

∪0 : 𝑃𝑜 (𝑠𝑖) = 0,

∀𝑠𝑖 ∈ 𝑆𝐻𝑅𝑆 ≡ ∪ (𝑃𝑜) = max {0, . . . , 0} = 0

∪+ : ∃𝑃𝑜 (𝑠𝑖)
+ > 0,

𝑠𝑖 ∈ 𝑆𝐻𝑅𝑆 ≡ ∪ (𝑃𝑜) = max {0, 𝑃𝑜 (𝑠𝑖)
+ , . . . , 0} > 0

(8)

(ii) On the other hand, the amplitude aggregation opera-
tor |(𝑃𝑜)| describes the persistence and presence of the
protoform degree𝑃𝑜(𝑠𝑖) throughout the rehabilitation
session. For this purpose, the fuzzy quantification of
the weight of the protoform𝑊(𝑃𝑜) degree within the
HRS is proposed in

𝑊(𝑃𝑜) =
∑𝑆𝐻𝑅𝑆
𝑠𝑖

𝑠𝑖
󵄨󵄨󵄨󵄨𝑆𝐻𝑅𝑆

󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨(𝑃𝑜)

󵄨󵄨󵄨󵄨 = 𝑄 (𝑊 (𝑃𝑜)) ∈ [0, 1] .

(9)

First, the weight of the protoform degree 𝑊(𝑃𝑜),
which represents a suitable measure as fuzzy aggre-
gation [34], is computed as the relation between the
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Table 2: Textual description in natural language: short linguistic description and related protoforms.

Icon Id short linguistic descriptions Protoforms: 𝑄𝑘 𝐿 𝑖 𝑇𝑗

𝑃1 Adequate HR in session At least half of the time the HR is adequate for around 25-50 minutes

𝑃2 High HR in session is worrying Most of the time the HR is high for around 1-3 minutes

𝑃3 Low HR intensity in session Most of the time the HR is low for around 15-25 minutes

𝑃4 Unstable HR progression in session While a part of the time the HR is high in the last 2 minutes ∩ While a
part of the time the HR was low 1-3 minutes ago

sum of the degrees ∑𝑆𝐻𝑅𝑆
𝑠𝑖

𝑠𝑖 regarding the norm (or
size) of the complete HRS |𝑆𝐻𝑅𝑆|. Second, a fuzzy
quantification is provided by a FQ which transforms
𝑊(𝑃𝑜) into |(𝑃𝑜)| = 𝑄(𝑊(𝑃𝑜)) through the fuzzy
membership function 𝜇𝑄 : [0, 1] 󳨀→ [0, 1]. For the
sake of simplicity, we refer to 𝜇𝑄 as 𝑄.
To guarantee that |(𝑃o)| fulfills the properties of zero-
aggregation and positive-aggregation, the member-
ship function𝑄 of the FQ should assess the following
properties: 𝑄 is a monotone function 𝑥 ≤ 𝑦 󳨀→
𝑄(𝑥) ≤ 𝑄(𝑦), 𝑄(0) = 0, and lim𝑥󳨀→0+𝑄(𝑥) > 0:

∪0 : 𝑄 (0) = 0,

𝑃𝑜 (𝑠𝑖) = 0,

∀𝑠𝑖 ∈ 𝑆𝐻𝑅𝑆 ≡ 𝑊(𝑃𝑜) = 0 󳨀→

𝑄(𝑊(𝑃𝑜)) = 0

∪+ : lim
𝑥󳨀→0+

𝑄 (𝑥) > 0,

𝑥 ≤ 𝑦 󳨀→

𝑄 (𝑥) ≤ 𝑄 (𝑦) ,

∃𝑃𝑜 (𝑠𝑖) > 0,

𝑠𝑖 ∈ 𝑆𝐻𝑅𝑆 ≡
𝑆𝐻𝑅𝑆

∑
𝑠𝑖

𝑠𝑖 > 0 󳨀→

𝑊(𝑃𝑜) > 0 󳨀→

𝑄(𝑊(𝑃𝑜)) > 0

(10)

3. Case Study

In this section, we present a case study which illustrates the
proposed methodology. The data of the rehabilitation ses-
sions correspond to three patients who freely participated in
the projectMonitoring of Patients with Ischemic Heart Disease
within Outdoor Cardiac Rehabilitation Programs of the Coun-
cil of Health for the Andalusian Health Service in the Region
of Jaén (Spain). They had a wrist-worn heart rate device

(Polar M600) (https://www.polar.com/es/productos/sport/
M600-GPS-smartwatch (accessed on 10/14/2018)), which col-
lected the heart rate data during the rehabilitation sessions
using a wearable application.

141 rehabilitation sessions were collected (48, 55, and 38,
respectively, for the three patients) fromApril to August 2018.
The duration of the sessions was defined and adapted to
patient evolution by the cardiac rehabilitation team, varying
from 30 minutes to 80 minutes. A total of 639.709 heart rate
samples were collected.

3.1. Real-TimeMonitoring of Heart Rate Streams. Theapplica-
tion embedded in the wrist-worn heart rate device collected
the heart rate of patients and advised patients during their
outdoor rehabilitation sessions. For this purpose, the appli-
cation computes fuzzy linguistic terms adequate, ℎ𝑖𝑔ℎ, and
𝑙𝑜𝑤 using a short FTW. Their membership functions were
obtained from the previous work [22] and are described in
Table 1.

The values of OHRTZ [𝑟∗+ , 𝑟
∗
−] and VentilatoryThresholds

[𝑉𝑇1, 𝑉𝑇2] were adapted for each patient based on an initial
controlled stress test at the Health Center.

3.2. Protoforms for Describing Heart Rate Streams. Theproto-
forms enable the rehabilitation team to define key health
indicators linguistically using expert knowledge. In Table 2,
some examples of the protoforms defined by the cardiac
rehabilitation team are described.

Next, the membership functions of the FTWs and FQs
were straightforwardly defined by both the computer science
team and cardiac rehabilitation teamof the project.They have
been defined by different shapes of trapezoidal membership
functions, whose values are shown in Table 3.

In Figure 5, we show the computing of the protoform𝑃𝑜 in
real rehabilitation sessions, including the degree of the term
𝐿 𝑖. We note that the protoforms are also useful to determine
the region of interests over 𝑆𝐻𝑅𝑆 indicating the ranges where
the truth degree is activated 𝑃𝑜(𝑠𝑖) > 0.

3.3. Aggregation Operation for Protoforms. In this section, we
describe the results of the aggregation of the protoform in the
HRS of patients, which determine a single and descriptive

https://www.polar.com/es/productos/sport/M600-GPS-smartwatch
https://www.polar.com/es/productos/sport/M600-GPS-smartwatch
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Table 3: Trapezoidal membership functions for FTWs and FQ of protoforms.

Textual description in natural language Type 𝜇𝑇 / 𝜇𝑄
For around 25-50 minutes 𝑇𝑗 𝑇𝐿(Δ𝑡𝑖)[25𝑚, 50𝑚]
For around 15-25 minutes 𝑇𝑗 𝑇𝐿(Δ𝑡𝑖)[15𝑚, 25𝑚]
In the last 2 minutes 𝑇𝑗 𝑇𝐿(Δ𝑡𝑖)[1𝑚, 2𝑚]
Around 1-3 minutes ago 𝑇𝑗 𝑇𝑆(Δ𝑡𝑖)[0𝑚, 1𝑚, 2𝑚, 3𝑚]
At least half of the time 𝑄𝑘 𝑇𝑅((𝑉𝑟 ∪ 𝑇𝑘(𝑠𝑖))[0.25, 0.75]
While a part of the time 𝑄𝑘 𝑇𝑅((𝑉𝑟 ∪ 𝑇𝑘(𝑠𝑖))[0.25, 0.5]
Most of the time 𝑄𝑘 𝑇𝑅((𝑉𝑟 ∪ 𝑇𝑘(𝑠𝑖))[0.5, 1]
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Figure 5: Example of the protoforms in real rehabilitation sessions. (a) A session with predominance of adequate adherence and some high
rates. (b)Thedegree of the term adequate is represented by the dotted line; the degree of the protoform at least half of the time theHR is adequate
for around 25-50 minutes is represented by the thick line. The aggregated degreesmaximum and amplitude are shown in the bottom. (c) The
degree of the term high is represented by the dotted line; the degree of the protoform most of the time the HR is high for around 1-3 minutes
is represented by the thick line. The aggregated degreesmaximum and amplitude are shown in the bottom. (d) A session with predominance
of low adherence and some high rates. (e) The degree of the term low is represented by the dotted line; the degree of the protoform most of
the time the HR is low for around 15-25 minutes is represented by the thick line. The aggregated degrees maximum and amplitude are shown
in the bottom. (f) The degrees of the terms high and low are represented by the dotted line in yellow and blue, respectively; the degree of the
protoform part of the time the HR is high in the last 2 minutes ∩ part of the time the HR was low around 1-3 minutes ago is represented by the
thick line. The aggregated degreesmaximum and amplitude are shown in the bottom.

degree from the protoform degree 𝑃𝑜(𝑠𝑖) over the heart rate
stream 𝑆𝐻𝑅𝑆.

In this work, two semantics to aggregate the degree of the
protoform are proposed: maximum max(𝑃𝑜) and amplitude
|(𝑃𝑜)|, which represent the maximal truth degree of the
protoform and the presence of the protoform throughout the
rehabilitation session, respectively.

The maximum aggregation operator is not parametric.
Conversely, the amplitude aggregation operator was modeled
using expert knowledge of the computer science team as
well as the cardiac rehabilitation team, who determined the
membership function of the fuzzy quantifiers, 𝜇𝑄, for each
protoform |(𝑃𝑜)|, which are described in Table 4.

Table 4: Membership functions for fuzzy quantifiers of amplitude
aggregation operator.

Textual description in natural language 𝜇𝑄
adequate heart rate in session 𝑇𝑅(𝑊(𝑃𝑜))[0, 0.5]
the high rate is worrying 𝑇𝑅(𝑊(𝑃𝑜))[0, 0.05]
the session presents low intensity 𝑇𝑅(𝑊(𝑃𝑜))[0, 0.25]
the session has unstable rates 𝑇𝑅(𝑊(𝑃𝑜))[0, 0.01]

We note that (i) the membership functions are in
the shape of 𝑇𝑅(𝑥)[0, 𝛼] to fulfill the properties of
zero-aggregation and positive-aggregation described in
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Table 5: Metrics in the aggregation of protoforms from rehabilitation sessions by patient (number of sessions𝑁 and percentage % from the
RS |𝑅𝑆| total in parentheses).

Total 𝑃1 𝑃2 𝑃3 𝑃4
Patient |𝑅𝑆| 𝑁(%) 𝑁(%) 𝑁(%) 𝑁(%)
1 49 2(4%) 24(48%) 49(100%) 9(18%)
2 56 36(64%) 44(78%) 48(85%) 26(46%)
3 39 36(92%) 35(90%) 4(10%) 7(18%)

Table 6: Metrics in the aggregation of protoforms from rehabilitation sessions (number of sessions and percentage from the total of RS in
parentheses).

P1 P2 P3 P4

𝛼 − 𝑐𝑢𝑡 max amp max amp max amp max amp
𝛼 = 0 74(51%) 74(51%) 103(72%) 103(72%) 101(70%) 101(70%) 42(29%) 42(29%)
𝛼 = 0.5 46(32%) 51(35%) 51(35%) 81(56%) 72(48%) 87(51%) 15(10%) 29(20%)
𝛼 = 0.9 32(22%) 32(23%) 40(27%) 65(45%) 63(43%) 60(42%) 13(9%) 20(14%)

Section 2.2.2 and (ii) the quantification membership
functions of protoforms where a high rate is involved relate
short weights to relevant amplitudes, due to the fact that high
rates are very significant and worrying in 𝑆𝐻𝑅𝑆. An example
of real sessions and the aggregation operators maximum
and amplitude for the proposed protoforms is presented in
Figure 5.

In Table 5, we summarize the number and percentage of
RS which have been recovered for each protoform ∪(𝑃𝑜) > 0
and user. We note the descriptive summary which represents
the aggregation in determining and differentiating the per-
formance of the patients within the rehabilitation program.

We note, based on the properties described for the
aggregation operators, that both maximum max(𝑃𝑜) and
amplitude |(𝑃𝑜)| recover same HRs.

Finally, as each aggregation operator determines a degree
∪(𝑃𝑜) ∈ [0, 1] which can be filtered by a threshold 𝛼 using a
straightforward 𝛼 − 𝑐𝑢𝑡 in order to recover more descriptive
and relevant sessions which match the protoform 𝑃𝑜, this
intuitive value 𝛼 can be also modified by experts when
analyzing the summaries of the patients to filter and select
the RSs. In Table 6, we present the number of RSs recovered
by 𝛼 − 𝑐𝑢𝑡 for each protoform in function of the values of
𝛼 = {0, 0.5, 0.9}.

4. Conclusions and Future Works

Complex IoT systems for e-health solutions allow us to reach
a greater number of patients. However, this positive fact
generates a vast amount of information thatmust be analyzed
by the health team. This paper has been focused on the
real-time monitoring of an outdoor cardiac rehabilitation
program for patients with ischemic heart disease, which was
designed and supervised remotely by the cardiac rehabili-
tation team. In this program, wearable wrist-worn devices

with heart rate sensors integrating a high-quality protocol
based on clinical guidelines were used to monitor the heart
rate of patients in a personalized way. A wearable mobile-
cloud platform was defined for collecting and synchronizing
data between patients and the cardiac rehabilitation team to
provide feedback.

The main motivation behind this work has been to
provide the cardiology rehabilitation team with linguistic
summaries of the rehabilitation sessions based on the heart
rate streams of patients. In order to address this challenge,
a methodology has been proposed in this paper, which
is based on the use of the linguistic descriptions of data
with protoforms and fuzzy logic of the heart rate streams
of patients in order to provide linguistic summaries with
rich expressiveness of interest indicators. So, the proposed
methodology models short descriptions such as the high rate
is worrying in the session or the session presents low intensity.

The proposed methodology enables (i) a fast analysis
process to monitor a higher number of benefited patients
and (ii) identification of sessions with interest indicators
for the cardiac rehabilitation team to provide feedback. To
do so, on the one hand, linguistic temporal terms and
linguistic quantifiers have been used on linguistic aggregation
operators in the heart rate streams of patients. On the
other hand, flexible linguistic modeling has been defined in
the proposed methodology where the cardiac rehabilitation
team intuitively defines the key interest indicators using
protoforms bymeans of expert knowledge in order to recover
and dynamically select the rehabilitation sessions which suit
and match the expert criteria.

In future works, the methodology will be extended to
automatically generate linguistic recommendations for the
patients in further sessions by means of machine learning
techniques and based on the knowledge of the cardiac
rehabilitation team.
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Abbreviations

HR: Heart rate
FQ: Fuzzy quantifier
FTW: Fuzzy temporal window
FWA: Fuzzy Weighted Average
HRS: Heart rate stream
OHRTZ: Optimal Heart Rate Training Zones
RS: Rehabilitation session
TS: 𝑇𝑆(𝑥)[𝑙1, 𝑙2, 𝑙3, 𝑙4] = {0, 𝑥 ≤ 0;

(𝑥 − 𝑙1)/(𝑙2 − 𝑙1), 𝑙1 ≤ 𝑥 ≤ 𝑙2; 1, 𝑙2 ≤ 𝑥 ≤ 𝑙3;
(𝑙4 − 𝑥)/(𝑙4 − 𝑙3), 𝑙3 ≤ 𝑥 ≤ 𝑙4; 0, 𝑙4 ≤ 𝑥}

TR: 𝑇𝑅(𝑥)[𝑙1, 𝑙2] = {1, 𝑥 ≤ 𝑙1; (𝑙2 − 𝑥)/(𝑙2 − 𝑙1),
𝑙1 ≤ 𝑥 ≤ 𝑙2; 0, 𝑙2 ≤ 𝑥}

TL: 𝑇𝐿(𝑥)[𝑙1, 𝑙2] = {0, 𝑥 ≤ 𝑙1; (𝑥 − 𝑙1)/(𝑙2 − 𝑙1),
𝑙1 ≤ 𝑥 ≤ 𝑙2; 1, 𝑙2 ≤ 𝑥}.
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[14] A. Gatt, N. Maŕın, F. Portet, and D. Sánchez, “The role of
graduality for referring expression generation in visual scenes,”
Communications in Computer and Information Science, vol. 610,
pp. 191–203, 2016.

[15] M. Espinilla, J. Medina, A.-L. Garcı́a-Fernández, S. Campaña,
and J. Londoño, “Fuzzy Intelligent System for Patients with
Preeclampsia in Wearable Devices,” Mobile Information Sys-
tems, vol. 2017, Article ID 7838464, 10 pages, 2017.
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The development in multicore architectures gives a new line of processors that can flexibly distribute tasks between their logical
cores.These need flexible models of efficient algorithms, both fast and stable. A new line of efficient sorting algorithms can support
these systems to efficiently use all available resources. Processes and calculations shall be flexibly distributed between cores tomake
the performance as high as possible. In this article we present a fully flexible sorting method designed for parallel processing. The
idea we describe in this article is based on modified merge sort, which in parallel form is designed for multicore architectures.
The novelty of this idea is in particular way of processing. We have developed a fully flexible method that can be implemented for
a number of processors. The tasks are flexibly distributed between logical cores to increase the efficiency of sorting. The method
preserves separation of concerns; therefore, each of the processors works separately without any cross actions and interruptions.
The proposed method was described in theoretical way, examined in tests, and compared to other methods. The results confirm
high efficiency and show that with each newly added processor sorting becomes faster and more efficient.

1. Introduction

Multicore architectures support a number of coworking
logical processors that receive tasks distributed for paral-
lel processing. Modern computing needs procedures that
use advanced programming techniques oriented on perfor-
mance, which can be achieved by parallelization of algo-
rithms. The algorithms must be implemented in a way that
preserves an appropriate separation of concerns which helps
to avoid cross actions and interferences between processors.
These aspects are important for the efficiency of data base
systems and information processing, where a flexible usage
of several processors improves performance. Bochenina et al.
[1] presented a flexible method designed for parallelization
of processing in simulation of stochastic Kronecker graphs.
Czarnul et al. [2] proposed special environments for testing
parallel applications on large distributed systems. A frame-
work for distributed systems in health care monitoring was
proposed by Mora et al. [3]. Esmaeili et al. [4] designed mul-
tiagent based algorithm and Stanescu et al. [5] described data
basemanagement for distributed systems. Sorting algorithms
are used in all types of systems; therefore, improvements
in these methods will benefit in many aspects. Research

on sorting methods covers many problems from storage to
sorting itself. Depending on the idea we can find theoretical
or practical advances that directly improve datamanagement,
speed of sorting, communication over hardware, storage,
etc. Janetschek et al. [6] described how multicore architec-
tures improve runtime environments. The results show that
devoted algorithms when run in parallel may significantly
improve efficiency. Parallelization of processes and devoted
methods are very important for data management, especially
for systems where we do not use frames that keep the order
of information. De Farias et al. [7] presented devoted method
for NoSQL systems based on regression. González-Aparicio
et al. [8] described tests on NoSQL key-value data bases. We
can see that methods, especially sorting, when parallelized in
efficient way are very beneficial for data systems.

Classic versions of various sorting algorithms were pre-
sented byAho andHopcroft [9] and Knuth [10] among which
three have main impact on the development in information
processing: quick sort, heap sort, and merge sort. These
methods are constantly improved to operate on modern
architectures in the most efficient way.

Quick sort was improved by prevention of deadlocks
and construction of the new pivot method. In the papers
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of Bing-Chao and Knuth [11] faster exchange mechanism
with the new pivot was presented. Francis and Pannan [12]
discussed how to change partitioning of sorted strings by
dynamic assignments, while Rauh and Arce [13] presented an
improvement by application of median value for partitioning.
Tsigas and Zhang [14] proposed an implementation oriented
on efficiency for Sun Microsystems, Inc. The research on
improvements for pivot procedure results in the new mech-
anisms of changing elements in the output string. In the
article of Daoud et al. [15] an interesting mechanism for
nonquadratic method was proposed, and in the work of
Edmondson [16] the research on various pivot possibilities
was discussed, while in the paper by Kushagra et al. [17] a
multipivot procedure was proposed.

Heap sort benefited from new propositions of mul-
tilevel structures to store the data and improvements to
the algorithms implemented for changing elements in this
structure. Ben-Or [18] presented mathematical assumptions
formodeling relations between elements in levels of the heap.
Efficiency of reorganizing this structure was presented by
Doberkat [19] andWegner and Teuhola [20], while additional
possibilities to boost the method by improved swap methods
were proposed by Sumathi et al. [21]. Heap sort was also
examined on various computing architectures (Roura [22])
with some possibilities for parallelization (Abrahamson et al.
[23]).

Merge sort was improved by new ideas of sublinear
methods and various approaches to parallelization. Carlsson
et al. [24] discussed a sublinear procedure that was used for
composition of sorted substrings.Theoretical background for
the first approach to parallel version was presented by Cole
[25]. An idea to compose devoted mechanism for partially
sorted strings was discussed by Gediga and Düntsch [26].
Results from tests for new implementations were presented
by Harris [27] and memory usage on various architectures
was proposed by Salzberg [28] and Huang and Langston
[29]. Zheng and Larson [30] discussed how to improve
input-output operations for faster merging. In the paper by
Zhang and Larson [31] dynamic memory assignments were
proposed for various capacity of computing architectures.
Buffering and reading from input strings were presented by
Zhang and Larson [32]. Merge sort was also evaluated in
various tests and benchmarks by Vignesh and Pradhan [33],
Cheema et al. [34], and Paira et al. [35]. These research
results show that merge sort has a very high potential for new
improvements.

Quick sort, heap sort, andmerge sort were alsomixed and
derived to present new methods of sorting. Speed of sorting
that increased by virtual memory assignments was discussed
by Alanko et al. [36] and Larson and Graefe [37]. Cash usage
was examined by LaMarca and Ladner [38]. Skewed strings
and other input types were examined by Crescenzi et al.
[39], while derivatives composed to adapt to the input were
presented by Estivill-Castro and Wood [40]. Self-sorting by
adaptation of Markov idea for chain rules was proposed by
Axtmann et al. [41], while Abdel-Hafeez and Gordon-Ross
[42] proposed a free sorting approach. Mohammed et al. [43]
proposed an insertion of the elements into the output string
by application of bidirectional method of sorting.

1.1. Related Works. During research on improved and new
methods of sorting we have proposed improvements to
classic versions.Dynamic division of length for quick sortwas
proposed byWoźniak et al. [44]; this gave an improvement in
sorting, prevented deadlocks, and sped up the quick sort of
about 10%. Heap structure for faster processing of large data
sets was discussed by Woźniak et al. [45]. We have described
how to compose and search the structure of the heap in a
way that speeds up sorting of about 5% to 10%. The research
on improvements for merge sort gave new, faster processing
of input string but also improved management of the data
during iterations in the algorithm. In [46] we have shown that
dynamic rule of merging speeds up the process of about 10%.
In [47] we have proved that nonrecursive sorting makes the
merge method flexible to various architectures, and in [48]
our ideas were reported for Hadoop systems. A theoretical
introduction to parallelization of sorting was presented by
Cole [25]. The results given there have shown the way to
divide the tasks between processors using the idea of binary
trees. Uyar [49] presented an approach to first parallelization
of merge sort, after which a new method was proposed by
Marszałek [50] and Marszałek [51].

The algorithm we would like to discuss here assumes a
new concept of sorting by the use of independent merge.
Presented in this article is a method that makes the algorithm
sorting in a fully flexible way, which means that with each
new processor the algorithm gains additional capacity of
sorting. The new method we present here is implemented in
the way that preserves separate concerns executed on each
logical processor. This makes the novelty of one of the most
important aspects for this algorithm. The model for this
method is using concept of allocation of strings in memory
block for the currently merging processor. The idea is based
on the PRAMmodel. The model of PRAMmachine is a the-
oretical assumption of parallel processing; therefore, it does
not consider hardware aspects like delay in communication
and information exchange between registers in the system.
The proposed approach is moving away from the dynamic
splitter strings. For the independence of the input and flexible
execution of efficient sort, a certain presorted string approach
is proposed. This approach allows us to estimate the running
time of the algorithm regardless of the input data with
a certain processing model. The sorting tasks are divided
between processors so that each of them is sorting without
any interruptions or cross actions. In benchmark tests the
algorithm was about 15% more efficient in comparison to
other sorting methods. The proposed parallel sorting has
theoretical time complexity 𝑂((log

2 𝑛)2).
The proposed model of independent and fully flexible

sorting was implemented in C# MS Visual 2015 on MS
Windows Server 2012. For the research we have usedOpteron
AMD Processor 8356 8p. The algorithm has been described
in theoretical analysis and examined in practical benchmark
tests. The results we present in this article show that this
algorithm is fast and gives very good improvement when run
on multicore architectures.

The concept of faster sorting is one of the main topics
for recent advances in architectures and big data processing
for complex Internet of things systems. Modern computing
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Figure 1: Parallel Random Access Machine.

requires more and more information; therefore, systems
devoted to faster processing will give an impact on the final
efficiency in data mining easing work for the users. Our
solution fits this concept both for theoretical and practical
aspects.

2. Data Processing in NoSQL Database and
Parallel Sorting Algorithms

A significant problem in theory of computational complexity
is the acceleration time of sorting algorithms. Mainly it is
improved by dividing the input into parts and executing all
tasks concurrently by multiple processors.The new approach
we discuss here runs into the limits to show a fully flexible
method of this concept. What to do when we can no longer
divide inputs into smaller portions, and we would like to
make the sorting faster by using multiple processors? A
solution to this example can be an independent choice of
the operating processor. In this article we present how to
implement parallel sorting method with time complexity𝑂((log2 𝑛)2).

The architecture of modern processors allows performing
in a parallel way multiple processes. For the analysis of
algorithms run on modern computers we use the theoretical
multiprocessor machine model PRAM (Parallel Random
Access Machine) presented in Figure 1. The efficiency of the
algorithmdepends on its time complexity andmemory usage.
The abstract model of the PRAMmachine is used to analyze
parallel algorithms in terms of complexity. PRAM is defined
as a system < 𝑃, 𝐼,𝑀 > composed of processors 𝑃𝑖 for 𝑖 =0, ⋅ ⋅ ⋅ 𝑁 − 1, instructions 𝐼 for each of them and memory𝑀
accessed during these operations. Due to the access of the
processors to read from and write into memory we can talk
about four PRAMmachines:

(i) Concurrent Read Concurrent Write (CRCW)
(ii) Exclusive Read Concurrent Write (ERCW)
(iii) Concurrent Read Exclusive Write (CREW)
(iv) Exclusive Read Exclusive Write (EREW)

Thefirst two types ofmachine PRAMare typically theoretical
models of computing.The third type allows to accessmemory

using any processor but only one processor can read from
the memory and write into the memory cell at the same
time. If two processors are simultaneously writing to the same
memory cell, the result of the operation is undefined. For
the evaluation of our idea we used a type that allows to read
and to write on a single processor. Presented in this work
was an algorithm developed and implemented using PRAM
model to show its theoretical aspects, but the efficiency was
verified in practical benchmark tests and compared to other
methods.

Definition 1. The time complexity of the algorithm run on
the PRAM machine can be defined as the time (number of
instructions) of the longest procuring processor during the
execution of the algorithm.

Definition 2. The memory complexity is the number of cells
used by the PRAMmachine to perform the algorithm.

Definition 3. The processor complexity is the maximum
number of active processors during computations.

For computational analysis of sorting algorithms, which
use comparisons of sorted sequence elements, a simplified
calculation model is appropriate. We define the number of
comparisons made by the algorithm during sorting and on
this basis we determine the complexity of time, processor,
andmemory for sortingmethods on the PRAMmachine.The
presented calculation model adequately determines the oper-
ation time of the sorting algorithm on the computer which
performs the entire sorting in the operating memory. For
the analysis of external sorting algorithms, other calculation
models are used, e.g., No-RemoteMemory Access (NoRMA)
or Uniform Memory Access (UMA).

The Fully Flexible Parallel Merge Sort method describes
how to split the sorting processes between independently
working processors. A general scheme of task division
between processors is presented in Algorithm 1 and in a
flow chart shown in Figure 2. Each merged pair of strings is
allocated in memory block in which the currently merging
processor can read from and write to memory locations.
The algorithm constructed in a classic way has the time
complexity 𝑂(𝑛). We propose a new way to merge pairs of
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1: for 𝑡 = 0 to ⌈log
4
𝑛⌉ do

2: For current 𝑡 processor, determine the starting number of the string 𝑎𝑖 to locate element,
3: Find the boundary indexes of the string to insert 𝑎𝑖,
4: Find the index of the next element before which the 𝑎𝑖 element is inserted,
5: For the computed index insert 𝑎𝑖 element into array 𝑏,
6: Wait for all processors,
7: For current 𝑡 processor, determine the starting number of the string 𝑏𝑖 to locate element,
8: Find the boundary indexes of the string to insert 𝑏𝑖,
9: Find the index of the next element before which the 𝑏𝑖 element is inserted,
10: For the computed index insert 𝑏𝑖 element into array 𝑎,
11: Wait for all processors,
12: end for

Algorithm 1: The algorithm to divide tasks between processors 𝑃𝑖 𝑖 = 0, , 𝑛.

sorted strings of 𝑛/2 elements by 𝑛 independently working
processors. The novelty of our method is in flexibility of
implementation. We present a solution using the principle
that each processors can read from the memory cells but only
one can write to a cell that no other processor is using.There-
fore the proposed method has a very high efficiency without
cross actions, what results in higher efficiency with each
additional processor. The proposed algorithm of combining
two sequences using 𝑛 independently working processors has
time complexity𝑂((log2 𝑛)2).This result was proved in theory
and examined in benchmark tests, what we discuss in the
following sections of the article.

3. Efficient Parallel Sorting

New computers make it possible to implement methods
that parallelize processing. Main requirements for these
methods are low computational complexity and flexibility
to adjust to various multicore architectures. Among possible
applications of thesemethodswe candefine data base systems
and information management systems. This is due to the
fact that new machines with a number of processors can
divide the tasks between logical processors and therefore
the requests are answered in a shorter time. The efficiency
of this stage depends on implemented method, which must
be flexible for any number of processors and preserve the
sorting algorithm without any unnecessary cross actions or
interruptions between processors.

3.1. Fully Flexible Parallel Merge Sort Algorithm. A well-
known classic merge sort algorithm to merge two sorted
strings of 𝑛 elements allows tomerge them into a single sorted
sequence by doing so atmaximum 2𝑛−1 comparisons and not
less than 𝑛 comparisons. This algorithm is difficult to perform
independently on several processors. We can of course try to
parallelize merge by the use of two independently working
processors; however, this idea is not efficient. Here we present
a novel approach to efficiently merge in parallel way so
that the processors do not interfere with each other and
the method is flexible for various numbers of processors.
We use the possibilities of modern computers and the fact

that all processors can simultaneously read from memory
cell, but at the same time only one can write into the
memory.

Now suppose that we have two sorted strings to merge𝑛/2 elements in array 𝑎0 ≤ 𝑎1 ≤ . . . ≤ 𝑎𝑛−1. The first half of
the original string is stored in 𝑎0 ≤ 𝑎1 ≤ . . . ≤ 𝑎𝑛/2−1 and the
second half of the original string is stored in 𝑎𝑛/2 ≤ . . . ≤ 𝑎𝑛−1.
The algorithm inserts an element of the array 𝑎 into the array𝑏 = [𝑏0, 𝑏1, . . . , 𝑏𝑛−1] using processors with indexes 𝑖, 0 ≤ 𝑖 < 𝑛
in simple steps. Each of processors in the loop has a unique
index and transmits the information about the dimension of
the merged string.

Processor number 𝑖, 0 ≤ 𝑖 < 𝑛/2 computes the index of
the element 𝑎𝑡 on the second half of the original string before
which the element should be inserted to have 𝑎𝑖, 𝑎𝑡−1 < 𝑎𝑖 ≤𝑎𝑡. In case where the insertion must be done after the last
element of the array 𝑎, the value of the index is 𝑛. Processor𝑖 inserts the value of the element 𝑎𝑖 in the array 𝑏 under
the index 𝑖 + 𝑡 − 𝑛/2. Imagine, for instance, a way to merge
two strings stored in the array 𝑎 = [2, 5, 7, 9, 0, 2, 4, 8] using
processors 𝑃0, 𝑃1, 𝑃2, 𝑃3 which insert elements into the array𝑏. The situation is shown in Figure 3.

Each of the processors 𝑃𝑖, 𝑖 = 0, 1, 2, 3 operates inde-
pendently and determines the index 𝑡𝑖 of the element in the
second half of the original string, before which the element
should be inserted. For example, the processor 𝑃0 inserts the
element 𝑎0 = 2 prior to 𝑎5 = 2. Hence, the index is calculated
and inserted element 2 into the array 𝑏 is equal to the sum of
the indexes of elements 𝑎1 = 2 and 𝑎5 = 2minus 4 and is 1, see
Figure 3. Processor number 𝑖, 𝑛/2 ≤ 𝑖 < 𝑛 computes the index
of the element 𝑎𝑡 on the first half of the original string before
which the element should be inserted 𝑎𝑖, 𝑎𝑡−1 ≤ 𝑎𝑖 < 𝑎𝑡. In
case where the insertionmust be done after the last element of
the array 𝑦, the value of the index is 𝑛/2. Processor 𝑖 performs
insertion of the value of the element 𝑎𝑖 into the output string𝑏 under the index 𝑖 + 𝑡 − 𝑛/2. Imagine, for instance, a way to
merge two strings recorded in array 𝑎 = [2, 5, 7, 9, 0, 2, 4, 8]
using processors 𝑃4, 𝑃5, 𝑃6, 𝑃7 which insert elements into the
array 𝑏. The situation is shown in Figure 4.

Each of the processors 𝑃𝑖, 𝑖 = 4, 5, 6, 7 operates inde-
pendently and determines the index 𝑡𝑖 of the element in the
first half of the array, before which the element should be
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Figure 2: The block diagram of iterative task assignment to the processors while implementing proposed flexible algorithm that adapts to
the number of used processors.
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Figure 3: Model of the applied flexible sorting for the number of
processors for the insertion of elements into the array b: processor𝑃0 sorts element 𝑎0 into the array b, processor 𝑃1 sorts element 𝑎1
into the array b, processor 𝑃2 sorts element 𝑎2 into the array b, etc.
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Figure 4: Model of the applied flexible sorting for the number of
processors for the insertion of elements into the array b: processor𝑃4 sorts element 𝑎4 into the array b, processor 𝑃5 sorts element 𝑎5
into the array b, processor 𝑃6 sorts element 𝑎6 into the array b, etc.
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1: The dimension of the array 𝑎 is 𝑛,
2: Create an array 𝑏 of dimension 𝑛,
3: Set options for parallelism to use all processors of the system,
4: 𝑡 ←󳨀 1,
5: while 𝑡 < 𝑛 do
6: 𝑚2 ←󳨀 2 ∗ 𝑡,
7: 𝑚4 ←󳨀 4 ∗ 𝑡,
8: parallel for 𝑖1 ←󳨀 0 to n-1 do
9: 𝑗 ←󳨀 𝑖1/𝑚2,
10: 𝑖 ←󳨀 𝑚2 ∗ 𝑗,
11: 𝑖𝑤 ←󳨀 𝑖1%𝑚2,
12: 𝑝1 ←󳨀 𝑖 + 𝑡,
13: if 𝑝1 > 𝑛 then
14: 𝑝1 ←󳨀 𝑛,
15: end if
16: 𝑝2 ←󳨀 𝑖 + 𝑚2,
17: if 𝑝2 > 𝑛 then
18: 𝑝2 ←󳨀 𝑛,
19: end if
20: if 𝑖1 < 𝑝1 then
21: 𝑖𝑧 ←󳨀 𝐼𝑛𝑑𝑒𝑥𝑅𝑖𝑔ℎ𝑡(𝑎, 𝑝1, 𝑝2, 𝑎[𝑖1]),
22: 𝑏[𝑖𝑧 + 𝑖 + 𝑖𝑤] ←󳨀 𝑎[𝑖1],
23: else
24: 𝑖𝑧 ←󳨀 𝐼𝑛𝑑𝑒𝑥𝐿𝑒𝑓𝑡(𝑎, 𝑖, 𝑝1, 𝑎[𝑖1]),
25: 𝑏[𝑖𝑧 + 𝑖1 − 𝑡] ←󳨀 𝑎[𝑖1],
26: end if
27: end parallel for
28: parallel for 𝑖1 ←󳨀 0 to n-1 do
29: 𝑗 ←󳨀 𝑖1/𝑚4,
30: 𝑖 ←󳨀 𝑚4 ∗ 𝑗,
31: 𝑖𝑤 ←󳨀 𝑖1%𝑚4,
32: 𝑝2 ←󳨀 𝑖 + 𝑚2,
33: if 𝑝2 > 𝑛 then
34: 𝑝2 ←󳨀 𝑛,
35: end if
36: 𝑝3 ←󳨀 𝑖 + 𝑚4,
37: if 𝑝3 > 𝑛 then
38: 𝑝3 ←󳨀 𝑛,
39: end if
40: if 𝑖1 < 𝑝2 then
41: 𝑖𝑧 ←󳨀 𝐼𝑛𝑑𝑒𝑥𝑅𝑖𝑔ℎ𝑡(𝑏, 𝑝2, 𝑝3, 𝑏[𝑖1]),
42: 𝑎[𝑖𝑧 + 𝑖 + 𝑖𝑤] ←󳨀 𝑏[𝑖1],
43: else
44: 𝑖𝑧 ←󳨀 𝐼𝑛𝑑𝑒𝑥𝐿𝑒𝑓𝑡(𝑏, 𝑖, 𝑝2, 𝑏[𝑖1]),
45: 𝑎[𝑖𝑧 + 𝑖1 − 𝑚2] ←󳨀 𝑏[𝑖1],
46: end if
47: end parallel for
48: 𝑡 ←󳨀 4 ∗ 𝑡,
49: end while

Algorithm 2: Proposed flexible parallel merge.

inserted. For example, processor𝑃4 inserts the element 𝑎4 = 0
prior to 𝑎0 = 2. Hence, the index is calculated and inserted
element 0 into the array 𝑏 is equal to the sum of the indexes
of elements 𝑎4 = 0 and 𝑎0 = 2minus 4 and is 0, see Figure 4. A
sorting algorithm which can flexibly involve each additional
processor is presented in Algorithm 2. Algorithm for finding
the index of the element before inserting the new element has
time complexity 𝑂(log2 𝑛).

Because in our method the processors operate indepen-
dently, we use the machine CREW PRAM model with 𝑛
processors. The most commonly used model for analysis
of parallel algorithms is machine PRAM. In practice, we
distinguish between three variants of this model. The first
model the Exclusive Read Exclusive Write PRAM gives you
the ability to read from and write into memory by only
one processor. The second model the Concurrent Read
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parallel merge of two strings
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�e sorted string saved in array a
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Figure 5: Fully Flexible Parallel Merge Sort Algorithm sorting the input array. The method is a stable method in the sense of keeping the
order of arranging elements of the same value in a sorted sequence. In the drawing, this is shown on the element with value 3, which has
beenmarked with different colors. In the sorted sequence, the elements remain in the stacking order, such as that they had in the input of not
sorted sequence.

Exclusive Write gives the right to read from memory by
any processor and the right to write to at the same time
by only one processor. The third model of the Concurrent
Read Concurrent Write PRAM enables simultaneous access
of all processors to memory.Therefore in the description and
experimental research we use CREW PRAM model as it is
the most suitably fitting the operations in modern computer
architectures. Proposing fully flexible algorithm on CREW
PRAM model for merging two strings will perform in time𝑂((log2 𝑛)2).

In each iteration, the algorithm presented in Figure 5
merges four successive ordered sequences into one ordered
numerical sequence. Each iteration is divided into two steps.
In the first step, the next two strings from the array 𝑎 are
merged and the result of merging is stored in the table 𝑏. In
the second step, the algorithm merges the next two ordered
sequences from the array 𝑏 and merged result is written into
the array 𝑎. So each iteration increases the size of the ordered
sequences four times. Because the algorithm uses a parallel
version to merge two numeric strings, so in each iteration it
can use 𝑛 processors at every step which makes it flexible to
the number of processors. For example, in the first iteration
in the first step, two one elemental strings are merged by𝑛 processors; therefore, 𝑛/2 times the algorithm of parallel
merging of two numerical sequences is run on independently
working processors.

3.2. Theoretical Aspects of Computational Complexity. The
Algorithm 2 is a flexible parallel merging of numeric strings
without cross actions or interruptions. The presented method
is flexible and can be adjusted to a large number of logical
processors; therefore, we call it Fully Flexible Parallel Merge
Sort (FFPMS). Each step of the merge was divided into two
stages. First, the method merges each pair of strings into
the temporary array. If at the end of the input array is one
element string, it will be rewritten into the temporary array.
Then the method merges each pair of sorted strings from the
temporary array into the output array. Similarly as in the first
stage, if there is one element at the end of the string, it will be
rewritten from the temporary array into the output array.The
result in the output array is increased four times. To perform
the merge was developed the new parallel algorithm that
determines the index of each element 𝑎𝑖, 𝑖 = 0, . . . , 𝑛 − 1. For
each of the processors 𝑃𝑖, 𝑖 = 0, . . . , 𝑛 − 1 we call developed
search algorithm to select the index of the element before
which the new element 𝑎𝑖 should be inserted. Because all
processors can simultaneously read the memory and each
processor executes the insertion of an element in another cell,
the whole process can be run simultaneously without cross
actions and interruptions. Figure 6 shows the first step of the
first iteration of merging one element strings with the sorted
strings of two elements stored in the temporary array. Way
to parallelize it further in the process of merging 𝑛 strings
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Figure 6: The first step of the proposed flexible parallel merge sort,
when the algorithm merges elements of the input strings in pairs.

a0 a1 a2 a3 a4 a5 a6 a7 … an-1

b0 b1 b2 b3 b4 b5 b6 b7 … bn-1

First, the four
merged strings

Second, the four
merged strings
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Figure 7:The following operations in the proposed flexible parallel
merge of the temporary array into the input array.

is shown in Figure 7. In all the steps of the algorithm we
merge the data in the same way, strings are enlarged four
times and the odd indexed element is rewritten until the final
merge, see Figure 8. The method is stable in the sense of
keeping the order of arranging elements of the same value in
a sorted numerical sequence. In Figure 5 we can see sample
sorting, where stability of the order is shown on the elements
with value 3, which have been marked with different colors.
In the sorted sequence, the elements keep the order of the
arrangement, such as they had in the input sequence.

�eorem I. Proposed Fully Flexible Parallel Merge Sort for 𝑛
processors has time complexity 𝑂((log2 𝑛)2).
Proof. We are limiting deliberations to 𝑛 = 4𝑘, where 𝑘 =1, 2, . . ..

Let us first notice that sequences 𝑎0 ≤ 𝑎1 ≤ . . . ≤ 𝑎𝑛/2−1
and 𝑎𝑛/2 ≤ . . . ≤ 𝑎𝑛−1 of 𝑛/2 elements can be merged into
one sequence 𝑏0 ≤ . . . ≤ 𝑏𝑛−1 using 𝑛 processors. Moreover
parallel merging of these two sequences makes no more than⌈log2 𝑛⌉+𝐶 comparisons by each of the processors.Thus, time
complexity of the parallel algorithm to merge two strings on
a CREW PRAMmachine model is 𝑂(log2 𝑛).

At each step 𝑡 = 1, . . . , 𝑘 = log4 𝑛, in the beginning
the algorithm saves into the temporary array two merged
halfs of the original string. Next, we merge them from the

temporary array and save the result in the array of the sorted
elements. Because all processors work independently, thread
synchronization happens after each stage. The maximum
operating time of each step of the merger of four strings can
be written in the form

𝑇max (𝑡) = ⌈log2 2𝑡−1⌉ + ⌈log2 (2 ⋅ 2𝑡−1)⌉ + 𝐶1
= 2 ⌈log2 2𝑡−1⌉ + 𝐶2

(1)

The first component ⌈log2 2𝑡−1⌉ is the maximum time for all2𝑡−1 components to merge. The second component ⌈log2(2 ⋅2𝑡−1)⌉ is time to merge the double-expanded strings after
merging strings in the first stage and writing them in the
temporary table. The 𝐶1 constant consists of a fixed number
of operations performed both when merging items into
temporary tables and a fixed number of operations when
merging strings from a temporary table into an array of
ordered items. It is independent of step 𝑡. By transforming

⌈log2 (2 ⋅ 2𝑡−1)⌉ = ⌈log2 2⌉ + ⌈log2 2𝑡−1⌉
= 1 + ⌈log2 2𝑡−1⌉

(2)

and inserting into (1) it yields that 2⌈log2 2𝑡−1⌉ + 𝐶2 equals
the maximum time that all processors execute sorting in
each step 𝑡. Then we aggregate all the sorting times log4 𝑛
performed by the processors in each step 𝑡 = 1, . . . , 𝑘 and
write down the sum of the times as

𝑇max = 𝑘∑
𝑡=1

𝑇max (𝑘) = 2 𝑘∑
𝑡=1

⌈log2 2𝑡−1⌉ + 𝐶2log4 𝑛 (3)

when calculating

𝑘∑
𝑡=1

⌈log2 2𝑡−1⌉ = ⌈log2 2⌉ + 2 ⌈log2 2⌉ + . . .
+ (𝑘 − 1) ⌈log2 2⌉

= ⌈log2 2⌉ [1 + 2 + . . . + (𝑘 − 1)]
= 𝑘 (𝑘 − 1)2 ⌈log2 2⌉
= log4 𝑛 (log4 𝑛 − 1)2 ⌈log2 2⌉

(4)

it is assumed that 𝑛 = 4𝑘 and the result is consistent with
our expectation, since the sum of the arithmetical progress
of natural numbers is equal 𝑘(𝑘 − 1)/2, where 𝑘 = log4 𝑛.
Intuitively, it can be said that in the subsequent stages of the
merge process each of the independent processors searches
for the index of the item being rendered bymeans of a binary
search of time complexity 𝑂(𝑡), 𝑡 = 1, . . . , log2 𝑛. Since the
number of algorithm steps is log2 𝑛, we obtain the method of
time complexity 𝑂[(log2 𝑛)2]. Therefore by substituting and
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Figure 8: Fully Flexible Parallel Merge Sort Algorithm.

taking into account ⌈log2 2⌉ = 1 and log4 𝑛 = log2 𝑛/log2 4 =
log2 𝑛/2, we get

𝑇max = (log4 𝑛)2 + (𝐶2 − 1) log4 𝑛
= (log2 𝑛)24 + (𝐶2 − 1) log2 𝑛2

(5)

which was proved.

The square logarithm of the algorithms time complexity
is the result of separating the work of processors in each
iteration of the merge strings. Each processor operates
independently, but it performs more string comparisons to
determine the index of the inserted element. This enables
each iteration to use the same number of processors working
independently.

�eorem II. By using k processors for the parallel sorting
method on CREW PRAM, we can lower the time complexity
to 𝑂(𝑛(log2 𝑛)2/𝑘).
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Figure 9: Chart of the theoretical complexity for the proposed method showing the potential growth in efficiency of the proposed approach
for multicore architectures up to 64 cores.

Proof. The proof comes as natural derivation from the proof
of Theorem I.

If we assume that the time increment for an algorithm
with the increase in the task dimension is a unit of time,
then for parallel sorting method by merging we obtain the
following graph of the algorithm’s theoretical run time, see
Figure 9. This theoretical result of 𝑂(𝑛(log2 𝑛)2/𝑘), where 𝑘
is the number of processors, is an asymptotic result which
does not take into account the delays that may occur when
data is transmitted on the data bus and other operations
by the system as a result of the implementation. Hence, the
difference in the speed of the algorithm is only visible for
a sufficiently large task dimension. Analyzing Figure 9 we
see that with each new added processor the method should
gain additional advantage in sorting big data sets. The chart
shows theoretical results for architectures of up to 64 logical
processors. We can conclude that in theoretical way from 1
to 64 logical processors the method should gain about 10%
to 15% on efficiency which is very important for big data
sets. The proposed algorithm is fully scalable and can be
executed for a veritable dimension of the sorted sequence of
numbers using the specified number of processors without
any problems.

For benchmark tests the method was implemented in C#
Visual Studio Enterprise 2015. To assign tasks and to facilitate
processors loop Parallel For available in C# language has been
used, which enables the usage of the maximum number of
processors available in the system. In themethod we have two
additional functions targeted at the delivery of the index of
the element before inserting the new ones. The first function
returns an index to the next element in the string on the right
side, see Figure 10. The second function returns an index of
the next element in the string on the left side, see Figure 11.

4. The Study of the Algorithm

Performance analysis is based on benchmark tests for
the algorithms implemented in C# in Visual Studio 2015

Enterprise on MS Windows Server 2012, namely: quick
sort, heap sort, and classic merge, and presented here is
flexible parallel merge. For testing were used 100 samples
generated at random for the task size from 100 to 100
000 000 elements, increasing the size of sorted array ten
times in the following experiments. In addition, for each set
of 100 samples generated randomly for a given dimension
size were added samples consisting numbers ascending and
descending, as well as samples containing numbers which
compose a critical situation for sorting algorithms (Woźniak
et al. [44]). The number of samples was chosen as 100
since it is a standard statistical number to examine proposed
methods in benchmark tests.

4.1. Benchmark Tests. Let us now show practical verification
of the computational complexity and comparisons to other
methods. We are interested in presenting how the method
works, but we do not assume delays from hardware, bus of
the motherboard, hard disk connectors, etc. The tests we
present here are focused on measuring efficiency of applied
processors. We assume that tests are free of other delays and
compare the results to evaluate how the sorting methods are
run on processors. In comparisons we have used statistical
measures. Each of the experiments was verified for sorting
time measures in [ms] and Central Processing Unit (CPU)
operations measured in [ti]. The arithmetic mean is equal to
the mean value of the measurements from the experiments

𝑥 = 1𝑛
𝑛∑
𝑖=1

𝑥𝑖 (6)

The standard deviation from the expected value is computed
as

𝜎 = √∑𝑛𝑖=1 (𝑥𝑖 − 𝑥)2𝑛 − 1 (7)

where 𝑛 represents the number of measurements𝑥1, 𝑥1, . . . , 𝑥𝑛, and 𝑥 is the arithmetic mean (6). The
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Figure 10: The block diagram of the function which returns index located in the right string.

coefficient of variation presents possible diversity between
the results and is computed as

𝑉 = 𝜎𝑥 (8)

where the symbols are the arithmetic mean (6) and the
standard deviation 7. Each sorting operation was measured
in time [ms] and CPU (Central Processing Unit) usage
represented in tics of CPU clock [ti]. Tests were carried out on
quad core amd opteron processor 8356 8p. These results are
averaged for 100 experiments to show comparison presented
in Figures 12 and 13. The results of the newly proposed
method are presented in Table 1 for time and Table 2 for
computing operations. Comparison of coefficient of variation
is presented in Tables 3 and 4.

Analyzing Tables 1 and 2 we see that with each new
processing core the efficiency is extended and the sorting
is done faster. While from Tables 3 and 4 we see that the
algorithm for any number of CPUs used in the research has
almost the same stability for large data sets. Some variations
in stability of the algorithm for small inputs are due to the fact
that the system exceeds the sorting capability automatically,
what has an influence on the performance.

4.2. Analysis andComparison. Let us compare the algorithms
assuming that duration of the method using only one pro-
cessor is a base line and let us examine if the duration
is shorter when using multiple processors. The results are
shown in Figures 14 and 15. Comparing the results in Figures
14 and 15 we can see that each new processor gives additional
boost to sorting by decreasing sorting time and necessary
operations and therefore makes the method more efficient.
The most spectacular difference is between one and two
processors. Figure 14 shows that time of processing can be
really shorter for large collections. For collections above 10
000 elements we can see the boost in sorting time and
the differences by the use of additional processors become
visible. For collections above 1 000 000 elements the sorting
time becomes shorter with each newly added processor of
about 10%-15%.Thedashed lines representing trends confirm
this and show that additional processors seriously boost the
proposed method. Figure 15 shows that the application of
further processors improves the method of about 40% if we
switch from 1 processor to 2 processors. Additionally for
adding the next 2 processors we can get another 20% of
efficiency. Next processors give about 10% to 15% rise in the
efficiency with each new logical core used in the method.The
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START

Load array a
Load index vp
Load index vk

Load variable vx

vd = vp
vg = vk - 1

vg-vd>1

vx<a[lvp]

lvp = (vd +vg)/2

vg = lvpvd = lvp

vx==a[vg]

it = vg

it+1<vk &&
a[it+1]==vx

it = it + 1

vx==a[vd]

it = vd

vx<a[vp]

it = vp

vx>a[vk-1]

it = vk it = vg

return it - vp

STOP

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

NoNo

it==vk-1

it = it + 1

No

it+1<vk &&
a[it]==vx

it = it + 1

Yes

No

Figure 11: The block diagram of the function which returns index located in the left string.
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Figure 14: Comparison of the benchmark efficiency using multiple processors in terms of operation time [ms].

dashed trend lines confirm the stability of usage of computing
powers by the proposed method. That shows possibility to
improve sorting on multicore architectures. Due to proposed
implementation the method is fully flexible; therefore, we
can add a large number of processors to speed up sorting.
This is very important for new computer architectures. In
Figure 16 we can see a comparison of the proposed method
to other sorting algorithms. As a baseline for comparisons
was selected heap sort algorithm. We can see that FFPMS
is performing much faster in comparison to other methods.
The usage of additional processors makes improvements for
large data sets. We can see a difference between using 8
and 12 processors in FFPMS, which is visible for sets above1 000 000 elements. Other methods are much less efficient
andmight have deadlocks. For small sets quick sort (Woźniak
et al. [44]) and classic merge (Woźniak et al. [46]) work very

similar. Proposed method is flexible, what means we can use
a various number of processors. However it does not mean
that the method is boosted the same with each new processor.
There are some limitations visible also in our research.
There exists significant improvement from 4 processors to
8 processors; however, from 8 processors to 12 processors
this improvement is lower and in the above comparisons is
visible for collections above 10 000 000 elements. Dashed
lines for trends confirm numerical results. We can see that
trend lines for FFPMS are growing wich means that the
proposed method shall be more efficient for big data sets.
Similar grow in trend line is visible for classicmerge; however,
this method is about 15% less efficient. Trend line for quick
sort is decreasing what shows that quick sort will be losing
efficiency for big data sets. These benchmark tests confirm
high potential of the proposed flexible parallel method.
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Table 1: Average benchmark sorting time for 100 samples in [ms].

Elements 1 - processor 2 - processors 4 - processors 8 - processors
100 1 1 1 11 000 1 1 1 110 000 14 8 5 3100 000 241 124 69 361 000 000 2770 1414 759 41510 000 000 38341 19552 10423 5892100 000 000 491229 248920 131960 75985
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Table 2: Average benchmark sorting operations for 100 samples in [ti].

Elements 1 - processor 2 - processors 4 - processors 8 - processors
100 1379 782 395 1961 000 3097 1988 1160 68210 000 45845 25795 15099 9863100 000 775806 422189 237789 1150171 000 000 8923418 4650899 2445417 140540310 000 000 123523898 65244951 33581034 19949470100 000 000 1582604411 834171066 425138053 244802699

Table 3: Coefficient of variation for sorting time [ms].

Elements 1 - processor 2 - processors 4 - processors 8 - processors
100 0.3413121 0.2931151 0.3012821 0.30432111 000 0.2257182 0.1152201 0.1923175 0.183127310 000 0.1549049 0.1118317 0.2267786 0.1781741100 000 0.1092983 0.1260794 0.2274779 0.09211291000 000 0.0809068 0.0836661 0.0826251 0.071747810000 000 0.0707954 0.0789099 0.0739682 0.0664342100000 000 0.0687242 0.0737327 0.0721888 0.0632200

Table 4: Coefficient of variation for sorting operations [ti].

Elements 1 - processor 2 - processors 4 - processors 8 - processors
100 0.2490578 0.4343373 0.3066603 0.23681111 000 0.1389146 0.0654149 0.1422623 0.164533210 000 0.0856474 0.0501013 0.0694751 0.0769935100 000 0.0903991 0.0959194 0.0853802 0.06008971000 000 0.0808740 0.0837383 0.0827343 0.071786110000 000 0.0707980 0.0789032 0.0739785 0.0664350100000 000 0.0687246 0.0737334 0.0721900 0.0632179

4.3. Conclusions. The study shows that FFPMS operates in
shorter time measuring tasks above 1 000 000. The proposed
method is effective when using a large number of processors
available in modern chip-sets. Its theoretical complexity is𝑂(𝑛(log2 𝑛)2/𝑘), where 𝑘 is the number of logical processors
that are used in calculations. Tests conducted on a limited
number of threads fully confirm the theoretical results of
the research, showing a clear improvement with each new
additional processor.

Reduced sorting time is a big advantage for large data sets.
Moreover the method does not have deadlocks. Proposed
implementation gives a separation of concerns which makes
it possible to freely enlarge the number of processors used for
sorting. Other methods are less efficient. During tests merge
sort, quick sort and heap sort gave results about 10% to 20%
worse. From the research results we can conclude that merge
sort is the only algorithm that can compete with FFPMS,
but still these results are about 10% worse. At every step of
the algorithm, the transformation of the arrays is mutually
univocal and unique. Therefore, it will never happen that an
element is inserted by the processor outside the last element
of the array. In addition, each processor inserts exactly to one

memory cell and no other processor inserts into the same
memory cell.

Due to the fact that the FFPMS algorithm is particularly
effective in the case of merging large numerical sequences
using a large number of processors, it seems to be purposeful
to additionally combine it with the algorithm described in
Marszałek [51]. In a hybrid sorting method designed in this
way, the initial merging steps would be performed using
Marszałek [51], and the final steps of merging long numerical
sequenceswould be performed using the algorithmpresented
in this paper. The method constructed in such a way would
enable the use of a large number of processors in entire
sorting process in even more efficient manner. This will be
one of the directions in our future research.

The complexity of the square from the logarithm of the
dimension of the sorting task is asymptotically smaller than
the element from the task’s dimension. The comparison is
presented in Table 5. That is why, even on one processor, we
obtain sorting results for the 100 000 000 dimension in a very
short time, and you cannot receive such results in real time
for other sorting methods. In Table 5 we have comparison
to other algorithms. We can see that Grover algorithm
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Table 5: Comparison of complexity for sorting operations.

Elements ⌈√𝑛⌉ ⌈log
2
𝑛⌉ ⌈log2

2
𝑛⌉

100 10 7 491 000 32 10 10010 000 100 14 196100 000 317 17 2891000 000 1 000 20 40010000 000 3163 24 576100000 000 10 000 27 729

on quantum computer (represented in ⌈√𝑛⌉ complexity) is
much slower, and similarly we see comparison to binary
search algorithm complexity (represented in ⌈log2 𝑛⌉ com-
plexity). Our method (represented in ⌈log22 𝑛⌉ complexity)
is very efficient, and let us sort inputs even faster than
on quantum computer. Comparing to some other classic
methods like bubble sorting method (complexity 𝑛2) we see
that the proposed algorithm shows very high boost.

In the implementation of the presented sorting algo-
rithm was used the C# class System.Threading.Tasks. This
class has a parallel for loop, which is not an iterative in
classic understanding, but an iteration assigns tasks to the
processes which are computed for each of the processors.
Subsequent processes receive the identifier of consecutive
natural numbers starting with zero and ending with one
less than the number of processes. According to the object-
oriented programming principle, variables declared inside
this loop are only available for a given thread, and arrays and
variables declared outside the parallel loop are available for all
processes. Synchronization of all processes occurs after the
parallel loop ends. A simple rule applies here: all processes
can read the arrays and global variables, but only one of them
can write to the same memory location. While transferring
data between memory and processes the cache compartment
is done automatically and the programmer is not affected.
Therefore proposed implementation is very complex and
makes the program oriented on maximum efficiency for the
parallelization of sorting processes.

The novelty of the presented algorithm is the way of
dividing tasks so that the processes do not interfere with each
other. Each of the processes inserts the specified item into
the merged string only on the basis of the information, and
there are no parallel loop insertions in the same memory
cell. This division of work in processes increases the com-
putational complexity of the algorithm with a small number
of processors. At the same time it increases the sorting
performance of servers with a large number of processors and
large operating memory (such as Oracle SPARC M8-8). The
SPARC M8-8 is equipped with 256 cores with 8 interleaves,
a total of 2048 logical processors and 76TB of memory. For
this type of computer the proposed method will be a perfect
solution, which can independently operate on each of the
processors without cross actions. Therefore the efficiency of
our method will be much higher. However our method also
fitsMicrosoft software processorsmanufacturer like Intel and
AMD,whichwere used in presented tests.Themethod strives

to match any number of processors and can be implemented
actually in any programming language. In our tests, according
to the available licenses for the software and hardware
testing, the algorithm was performed in C# language under
Visual Studio. There should be no problem to rewrite the
implementation of the proposed algorithm forOracle SPARC
M8 server in Java. Oracles Java is an object-oriented language
which has rich library for handling multithreaded algorithms
and applications. The results of statistical studies presented
in this paper guarantee the reproducibility of the obtained
results on other servers.

From the research have arisen some interesting open
questions. In the tests we tried to present themethod working
on various numbers of processors. We assumed that there
were no delays from hardware, bus of the motherboard, hard
disk connectors, etc. However these aspects shall be verified
in our future research. We also plan to concentrate on some
more sophisticated data structures which can additionally
support data management in the system. It will be also
interesting to develop devoted versions of the presented algo-
rithm for specialized management systems used in medicine,
geoscience, financial systems, etc.

The algorithm presented in the paper has been designed
for a typical architecture that corresponds to the mod-
ern computers equipped with multithreaded cores with a
fast cooperative memory. This corresponds to the Uniform
Memory Access (UMA) model, and in principle there is
no difference in performance relative to the CREW PRAM
model.The computer network on the PRAMmodel is similar
in actions to the data bus through which the processors
have access to the entire memory. Of course, it is possible to
distribute calculations on many computers over the Internet
which is done in the UMA model. However, this would
require additional research on the possibility of applying
the presented idea to distributed systems. The No-Remote
Memory Access (NoRMA) architecture model is very com-
plex and does not correspond to the processing of data on
modern computers, so it was not considered in this work.
The question of the possibility of using the proposed method
for GPUs remains open. General-Purpose computing on
Graphics Processing Unit (GPGPU) shows the computing
power used by graphic cards where the processor cores
work together. However, it is important to note that the
processors used there are low in computing power and that
the graphic card’s performance is decisive in principle. An
additional aspect is the operating memory that the graphic
chip-set has. For modern architectures we can talk about
very efficient memory in terms of data capacity and access
speed. In the case of graphic cards, the processors and
memory used in them are much less efficient. Thus, for large
data sets, there may be situations in which such systems
will not sufficiently cope with processing input data, and
thus the sorting methods may lose a significant portion of
performance. Therefore, in the assumption of the developed
method we use the concept of the main processor from
motherboard as appropriate for the presented method of
computing.

An interesting research conclusion would be also in rela-
tion to quantum computing. The current state of knowledge
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indicates that the best results for quantum computing are
achieved only theoretically and we still have no real quan-
tum machines. The reason is unstable energy allocation in
quantum machines. According to our knowledge there is
no such algorithm for current computers, which can show
comparable results to quantum ones. However, in this work
we have shown that our algorithm is able to match quantum
efficiency (which exists only in theory at the present time),
but as shown here it works in reality on real multicore
architectures. This is very important feature of our method.

5. Final Remarks

The article presents a Fully Flexible Parallel Merge Sort
Algorithm which is composed to preserve high performance
in sorting at the lowest possible computational complexity.

Presented in this article is amethod for an effective way to
organize large amounts of data using a number of processors.
The method was developed using separation of concerns;
therefore, there are no cross actions or interferences between
processors. The proposed model is fully flexible for various
number of processors. The tests confirmed the theoretical
computational complexity and the stability of the algorithm.
Moreover, the achievement of an operational time equals to𝑂(√𝑁), which is an interesting innovation considering that
no better result was yet achieved by any sort algorithm on
classic computers as well as in quantum theory. An example
is theGrover algorithm,which is considered to be the best one
because it can execute𝑂(√𝑁) queries, while our proposition
has similar result. It is worth noting that the current hardware
state does not give the possibility to implement the Grover
algorithm on the dedicated machine, whichmakes it still only
theoretical proposition. Unlike the method presented in this
work, it is implemented and flexible to a growing number of
operational cores.

Data Availability

The article presents a method which can be used to manage
data in computer systems so we do not have any special data
set to report.
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In a data mining process, outlier detection aims to use the high marginality of these elements to identify them by measuring their
degree of deviation from representative patterns, thereby yielding relevant knowledge. Whereas rough sets (RS) theory has been
applied to the field of knowledge discovery in databases (KDD) since its formulation in the 1980s; in recent years, outlier
detection has been increasingly regarded as a KDD process with its own usefulness. The application of RS theory as a basis to
characterise and detect outliers is a novel approach with great theoretical relevance and practical applicability. However,
algorithms whose spatial and temporal complexity allows their application to realistic scenarios involving vast amounts of data
and requiring very fast responses are difficult to develop. This study presents a theoretical framework based on a generalisation
of RS theory, termed the variable precision rough sets model (VPRS), which allows the establishment of a stochastic approach to
solving the problem of assessing whether a given element is an outlier within a specific universe of data. An algorithm derived
from quasi-linearisation is developed based on this theoretical framework, thus enabling its application to large volumes of data.
The experiments conducted demonstrate the feasibility of the proposed algorithm, whose usefulness is contextualised by
comparison to different algorithms analysed in the literature.

1. Introduction

Outlier detection is an area of increasing relevance within the
more general data mining process. Outliers may highlight
extremely important findings in a wide range of applications:
fraud detection, detection of illegal access to corporate net-
works, and detection of errors in input data, among others.

The rough sets basic model created by Pawlak [1] is a
model with a simple and solid mathematical basis: the
equivalence relation theory, which enables the description
of partitions consisting of classes of indiscernible objects.
The rough sets (RS) rationale consists of approximating a
set using a pair of sets, termed lower and upper approxima-
tions. In general, the RS approach is based on the ability to
classify data collected through various means. In recent years,
this model has been successfully applied in various contexts

[2–4]. Therefore, its study has attracted the attention of
the international scientific community, especially regarding
solving problems that involve establishing relationships
between data.

An outlier detection method is proposed in [5], which
is the first Pawlak rough sets application to this problem.
However, its computational implementation is complicated
by its exponential order. An extension of the theoretical
framework of the previous proposition is presented in
[6], in which an outlier detection algorithm is imple-
mented based on Pawlak rough sets—the Pawlak rough
sets algorithm—with a nonexponential order of temporal
and spatial complexity. In [6], a method for the detection
of outliers has been proposed with a simple and rigorous
theoretical setup, starting from a definition of outliers that
is simple, intuitive, and computationally viable for large
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datasets. From this method, an efficient algorithm for outlier
mining has been developed, conceptually based on a novel
and original approach using rough set theory, which has
not been applied in any previous category of classification
for the methods of rough set detection. The proposed
algorithm is linear with respect to the cardinality of the data
universe over which it is applied, and it is quadratic with
respect to the number of equivalence relations used to
describe the universe. However, this number of relations
merely represents a constant, as it is usually significantly
smaller than the cardinality of the universe in question. In
contrast to many other methods that present difficulties in
their application depending on the nature of the data to be
analyzed, our proposal is applicable to both continuous and
discrete data. The possibility that the datasets may contain
a mix of attribute types (e.g., a mix of continuous and
categorical attributes) does not present a limitation for
the applicability of the proposed algorithm. Nevertheless,
this result has the drawback for our purposes of inheriting
the deterministic nature of the Pawlak rough sets regarding
the classification.

The variable precision rough sets model (VPRS) [7] is a
generalisation of the Pawlak rough sets that rectifies its
deterministic nature through a new concept of inclusion of
standard sets: the inclusion of majority sets [8, 9], which
makes it possible to incorporate user-defined thresholds. A
computationally viable algorithm for the nondeterministic
detection of outliers, termed the VPRS algorithm, based
on the VPRS, which was in turn based on the theoretical
framework provided by Pawlak rough sets and VPRS,

termed nondeterministic outlier detection-Pawlak rough sets
(Figure 1), is presented in [10]. Figure 1 shows a global
view of the theoretical framework for the formalisation
of a computationally viable algorithm for unsupervised
probabilistic estimation of the outlier condition of each
element of a given universe of data used in this paper.

The Pawlak rough sets and VPRS algorithms solve the
following problem: “to determine the set of outliers of a given
universe of data from a preset exceptionality threshold (μ)
defined in [6] at a given allowed classification error (β)
defined by [7].”

In this paper, a new approach to the problem of outlier
detection that solves the limitations of the aforementioned
results is proposed: to preset the thresholds and to develop
scalable algorithms independent of the context and nature
of the problem. Therefore, the aim of this research may be
summarised as follows: “to create a computationally viable
method that calculates the outlier probability of each element
from a given universe of data without the need to establish
preconditions—that is, the determination of the thresholds
(μ, β) of the analysis—that depend on each specific context
to which the algorithm is applied.”

The starting hypothesis is summarised as follows: “a new
theory may be developed by extending the basic concepts and
the formal tools provided by RS theory [1, 11] and VPRS [7],
applied to the outlier detection problem, which allows the
unsupervised determination, for each element of a universe
of data, of the region of threshold values (μ, β) in which such
element is an outlier.” Based on this approach, which was
termed the βμMethod (see Figure 1), “the outlier probability
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Figure 1: Global view of the theoretical framework.
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of each element from the universe of data can be deter-
mined.” This new method is termed the Probabilistic βμ
Method (see Figure 1).

To develop the method proposed in the research
objective as a solution (see Figure 2), the theoretical
framework developed in [6, 10] is expanded based on
conceptual elements of the Pawlak rough sets and VPRS
and on the theoretical proposition of [5]. Combined, they
make it possible to formally demonstrate the theoretical
elements proposed in the new concept of the method
and serve as a reference framework to design and implement
a computationally viable algorithm that validates the starting
hypothesis. This algorithm has been termed the βμ_PROB
algorithm, as can be seen in Figure 2. This figure shows a
general outline of the proposed solution, specified in the
implementation of a computationally viable algorithm
(βμ_PROB Algorithm) for the unsupervised probabilistic
estimation of the outlier condition of each element from a
universe of data, entirely based on the development of the
theoretical framework created in this research study.

Based on the above, the text below is divided into four
sections. In Section 2, a theoretical framework termed βμ
Method (Figure 1) is proposed alongside an algorithm that
determines the outlier region of each element from the
universe of data, termed the FIND_OUTLIER_REGION
Algorithm (Figure 2). In Section 3, new theoretical elements
collected using a method termed Probabilistic βμ Method
(Figure 1) are proposed, and statistical techniques that make
it possible to solve the problem posed are applied by propos-
ing the βμ_PROB algorithm (Figure 2), which determines
the outlier probability of each element from the universe of
data within such universe. In Section 4, the experiments that
validate the proposed solution are designed, the findings are
analysed, and the algorithms based on RS and the classical
algorithms, in addition to the different RS algorithms that
have been developed to achieve the final solution, are com-
pared. In Section 5, the conclusions from this research study

are presented, and some perspectives and future studies
continuing this research are considered.

2. Outlier Region

In essence, the entire proposal in this article is summarized in
the following two phases:

(i) In the first, it is determined for each element e of the
finite universe U, under what conditions (threshold
of exceptionality μ and classification error allowed
β) that element behaves as an exceptional element
(outlier). These conditions (μ and β) establish an R
region within which the element is considered outlier

(ii) In the second phase, taking into account the
determined R region, for each element of the finite
universe U, the probability of each of them being an
outlier in U is calculated using statistical techniques

To solve the problem, first, we expanded the theoretical
framework defined in [6, 10] (Section 2.1). This frame-
work is based on a method that we have termed the βμ
Method. The method provides the formal tools that, sec-
ond, make it possible to develop a computationally efficient
algorithm to solve the problem, which we have termed the
FIND_OUTLIER_REGION algorithm (Section 2.2).

2.1. Theoretical Framework: βμ Method. The βμ Method
consists of three main tasks that can be easily differentiated:
(a) to determine the outlier region in relation to threshold
β, which makes it possible to calculate the allowable classifi-
cation error, (b) to determine the outlier region in relation to
threshold μ, that is, to calculate the preset outlier threshold,
and (c) to integrate both specific solutions to determine the
outlier region (β, μ) of each element from the universe of
data. Below, we detail each of these tasks.
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Figure 2: General outline of the proposed solution.
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2.1.1. Outlier Region in Relation to β. To determine the
outlier region in relation to the set of values of β (referred
to as the allowable β-error in the classification), three specific
subproblems are solved.

Subproblem 1: to determine the range of β values for
which Bi ⊆ Bj, i ≠ j, 1 ≤ i, j ≤m. Bi, Bj: internal borders with
respect to equivalence relations i and j, where m is the total
number of equivalence relations taken into account in the
analysis. Based on the theoretical framework described in
[6], it is known that if no internal border Bi is a subset
of another internal border Bj, then all Bj elements are
candidates for outliers in the dataset or universe of data,
U. Therefore, the problem is restated as follows: to determine
the set of β values for which an internal border Bi, i ≠ j, is a
subset of the internal border Bj, that is, Bi ⊆ Bj. After calculat-
ing this set, ∀i ≠ j, 1 ≤ i ≤m, then the complement of the
union of all ranges of β values calculated will be the set of
values, in relation to such threshold, for which all Bj elements
are candidates for outliers.

Subproblem 2: to determine the range of β values for
which a given internal border is null. Similarly, in the
theoretical framework on which the detection method is
based, it is assumed that the internal borders considered in
the analysis are not null. Accordingly, the β values for which
this condition is met are determined. The analysis is per-
formed for any internal border Bi, and subsequently, this
result is generalised to any other internal border through a
similar analysis.

Subproblem 3: to determine the set of β values for which
Bi = Bj, i ≠ j, 1 ≤ i, j ≤m. In the theoretical framework on
which the detection method is based, the existence of two
equal internal borders is not considered either, thereby
requiring determining the set of β values for which this
condition is met. In this case, the problem consists of
determining the set of β values for which Bi = Bj, i ≠ j,
1 ≤ i, j ≤m, which is easily deduced through the following
sequence of equivalences: Bi = Bj⇔Bi ⊆ Bj∧Bj ⊆ Bi⇔β ∈
Iij∧β ∈ I ji⇔β ∈ Iij ∩ I ji. From these, we can conclude that
the set of β values for which Bi = Bj, i ≠ j, 1 ≤ i, j ≤m, is
EQij = β β ∈ Iij ∩ I ji , in which Iij is the set of β values
for which Bi ⊆ Bj. i ≠ j, 1 ≤ i, j ≤m.

After concluding the analysis of the three proposed
subproblems, from the sequence of sets, a general criterion
can be established defining when an internal border is a
subset of another.

A: set of β values for which a nonempty internal
border exits, which is a specific subset of the internal
border j. I1j – EQ1j –N1 ∪ I2j – EQ2j –N2 ∪⋯ ∪ Imj –
EQmj –Nm = A, where Ni: set of β values for which Bi = ϕ,
1 ≤ i ≤m.

Ac: set of β values for which no nonempty internal border
is a specific subset of the internal border j.

Sj: set of β values for which no nonempty internal border
is a specific subset of the internal border j excluding the
values for which such border is empty. Sj = Ac –Nj.

Considering that for all Bj elements to be outliers, the
condition that no other internal border is a subset of this

border must be met; the previous results suggest that this
only occurs when β ∈ Sj. Therefore, Sj is the range of β values
for which an element e from the universe of data U, e ∈ Bj,
belongs to some nonredundant outlier set, and thus e is a
possible outlier.

2.1.2. Outlier Region in Relation to μ. The next step is to
perform a similar analysis to determine the set of outlier
threshold values μ for which each element from the universe
of data may be considered an outlier. The problem is now the
following: given an element e ∈U , to determine the range of
values of the threshold μ for which the outlier degree of e is
higher than that of μ. The theoretical elements necessary to
solve this problem are presented below according to the
following logical sequence:

(i) To define the set of values of β for which ∀e e ∈U
belongs to internal border Bi, 1 ≤ i ≤m

(ii) To establish a new definition of outlier degree
∀e e ∈U , in a new interpretation of the values
of β: ExcepDegree(e,β)

(iii) To determine ∀e ∈U the range of values of μ for
which ExcepDegree(e,β)≥μ for a given β value

Following this sequence, first, the set of β values for
which e ∈U belongs to the internal border Bi, 1 ≤ i ≤m,
is defined.

Definition 1. Let U be a universe of data, X the subset of
values of U that meet a specific concept, ∀e ∈U , 1 ≤ i ≤m,
and EC an equivalence class of the partition induced by the
equivalence relation ri inU such that e ∈ EC. The set of values
of β for which e belongs to the internal border Bi is
defined as follows:

Mi e =
β β < c EC, X < 1 − β, if e ∈ X,

∅, if e ∉ X,
1

wherein c A, B is the measure of the degree of declassifi-
cation of set A in relation to set B, that is, the relative
error of classification of a set of objects, defined in the
VPRS [7] as follows:

c A, B =
1 −

A ∩ B
A

, if A ≠ 0,

0, if A = 0
2

As established by Mi e , the values of parameter β
must meet the following restrictions to ensure that e
belongs to the internal border Bi β < c EC, X < 1 − β⇒
β < 1 − c EC, X ∧ β < c EC, X . Therefore, the following
range of β values within which e ∈ Bi ∀β β ∈ 0, min
−c EC, X , 1 − c EC, X can be established from Mi e .
This result satisfies the criterion required to state that an

4 Complexity



element e ∈U may be an outlier candidate. In this case,
this means that it belongs to some internal border.
Accordingly, below, a new definition of outlier degree of
an element e ∈U is established, with a new interpretation:
its dependence on the values of β. Preliminarily, a new
definition and a new proposition must be established
based on that dependence.

Definition 2. ∀e ∈U , 1 ≤ i ≤m

λi e =
Sup Mi e , if Mi e ≠∅,

0, another case,
3

wherein Sup Mi e is the lowest value of β that is higher
than all values of the Mi e range. For all β < λi e , the
element e belongs to the internal border Bi. Thus,

Proposition 1. ∀e ∈U , 1 ≤ i ≠ j ≤m, if λi e ≤ λ j e ⇒∀β
β < λi e , e ∈ Bi∧e ∈ Bj. Based on the analysis performed,
a specific sequence of the supremum λi e , 1 ≤ i ≤m can
be obtained for each element e ∈U associated with each
internal border Bi, Zi e . Being Z1 e ,… , Zm e , such that
λZ1 e e ≤⋯ ≤ λZm e e a permutation of indices that
order the λi e .

Definition 3. With e ∈U , β ∈ 0 ; 0, 5 and m the number of
internal borders considered in the analysis, the Total number
of internal borders to which element e belongs at a given β
value is defined as follows:

Total e, β =

m, if β < λZl e e ,

0, if β ≥ λZm e e ,

m −maxk β ≥ λZk e e , in another case

4

The first two parts of Definition 3 are established to
ensure that when the max function is evaluated, a defined
result is always established (especially when the condition
established in the predicate λZk e e is not satisfied). The
graphical interpretation of the Total e, β function is illus-
trated in Figure 3. In this figure, v =maxk β ≥ λZk e e . This
value is the highest value of k such that (β≥λZk(e)(e)), that is,
is exactly the number of internal borders to which e does not
belong. Furthermore, from k′ = k + 1, β < λZk′ e e will be
fulfilled and therefore e belongs to the internal borders
BZk′ e ,… , BZm e , by Proposition 1 and does not belong
to the internal borders BZ1 e ,… , BZk e .

As a function of Definitions 2 and 3 and Proposition 1,
the concept of the outlier degree of an element e ∈U is
defined as a function of the β values.

Definition 4. With e ∈U a value β ∈ 0, 0 5 and m the
number of internal borders considered in the analysis, the
outlier degree of element e at a given β value is defined as
follows: ExcepDegree e, β = Total e, β /m.

This definition does not contradict the proposition
presented in [6]. Based on this proposition, ∀e ∈U , the out-
lier degree of such element can be assessed for any β value
and therefore the μ values for which ExcepDegree(e,β)≥μ.

2.1.3. Integrating Regions. The definitions above enable us to
establish the following general method for determining the
values of β and μ for which the element e ∈U is an outlier
in U.

(1) To determine Mi e : β values for which the element
e ∈ Bi

(2) To determine Si: β values for which there is no inter-
nal border that is a subset of the internal border Bi

(3) To determine Di e =Mi e ∩ Si: β values for which
the element e belongs to Bi and there is no internal
border that is a subset of the internal border Bi

For values of β ∈Di e , the element e belongs to some
nonredundant outlier set and is the only representa-
tive of the internal border Bi in such set, that is, for
β values in Di e , e ∈ Ei

(4) ∀βo, μo: βo ∈ ∪
m
k=1Dk e ∧μo ≤ ExcepDegree e, βo ,

then: e is an outlier in U. A βo ∈ ∪
m
k=1Dk e represents

a value for which the element e belongs to some
internal border of which no other internal border is
a subset, and in such a case, μo must be lower than
or equal to ExcepDegree(e, βo)

Figure 4 shows the range of β-μ values for which any
element e of the universe is an outlier in U. In this case, the
following was assumed:

range 1 ∪ range 2 = ∪m
k=1Dk e 5

2.2. Computational Implementation: FIND_OUTLIER_REGION
Algorithm. In this section, the FIND_OUTLIER_REGION
algorithm is developed. This algorithm enables the unsu-
pervised calculation of the range of values of the thresholds
β-μ in which each element of the universe is an outlier.

0
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Figure 3: Graphic view of the Total e, β function.
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This algorithm validates the β-μ method defined in the
previous section and proceeds in three key steps.

(a) Calculation of the dependences between internal
borders, or calculation of the inclusion relation-
ship between them:BUILD_β_OUTILIER_REGION
algorithm (see Algorithm 1)

(b) Calculation of the outlier region in relation to
the threshold μ: BUILD_μ_OUTILIER_REGION
algorithm (see Algorithm 2)

(c) Integration of both regions to obtain, for each ele-
ment of the universe, the regions of β-μ values in
which the element would be an outlier: OUTLIERS
set and FIND_OUTLIER_REGIONS algorithm (see
Algorithm 3)

All these algorithms contain the inputs universe U
(dataset), U = n, and concept X ⊆U ≠∅ and the equiva-
lence relationships R = r1, r2,… , rn .

The output of the BUILD_β_OUTILIER_REGION algo-
rithm (Algorithm 1) is set S with the dependences between
internal borders or the inclusion relationship between them.
The output of the BUILD_μ_OUTILIER_REGION algorithm
(Algorithm 2) consists of a tuple with two values: the outlier
region ExcepDegree in relation to the outlier threshold μ and
the set of classification errors β for which each element
belongs to each equivalence relation ri ∈ R.

Finally, the output of the FIND_OUTLIER_REGION
algorithm (Algorithm 3) is the set of OUTLIERS with the
regions of the β-μ values in which every element would be
an outlier.

2.3. Analysis of the Complexity of the Method and the
Algorithm. The temporal complexity of the algorithms
depends on the number of ranges in the sets of specific
ranges. Table 1 outlines the costs of each structure calcu-
lated for each algorithm. Based on these calculations, the
temporal complexity of the FIND_OUTLIER_REGION
algorithm is then determined, which, in the worst case,

will be equal to the maximum of each of its three main
tasks: O n2 ×m2 × log m .

The most original aspect of the FIND_OUTLIER_
REGION algorithm is that it enables the unsupervised calcu-
lation of the range of threshold values (parameters β and μ)
in which each element of the universe will be considered an
outlier. However, the temporal and spatial complexity of
the algorithm is of a higher order than that those of the algo-
rithms Pawlak rough sets and VPRS [1, 7] because the
result from the FIND_OUTLIER_REGION algorithm is
more general.

When executing the algorithm once for a given data
universe, the specific outputs of the previous algorithms
can be obtained for any value of (β, μ). Determining, for
each element of the universe, the total region of values
of such thresholds in which such element is an outlier
ensures that the entire universe can be subsequently
searched for specific pairs of values of the thresholds
(β, μ) belonging to the outlier region of any element.
Thus, the usefulness of the FIND_OUTLIER_REGION
algorithm becomes clear when seeking to assess the outlier
condition of the elements of the universe for a given set of
threshold values.

In summary, the result from the execution of the algo-
rithm contains any particular result that could be obtained
from the execution of the algorithms Pawlak rough sets and
VPRS. This is the main advantage of the algorithm, com-
pared with the expected advantage from increasing its
temporal and spatial complexity when used only to calculate
the regions of a single element of the universe.

Nevertheless, despite the high order of temporal com-
plexity identified in the worst case, the algorithm can reach
an order of temporal complexity similar to that of the algo-
rithms Pawlak rough sets and VPRS, almost linear for the
best case Ω n ×m2 × c .

The OUTLIERS region obtained allows a stochastic
approximation to the solution of the problem of determin-
ing whether a given element is an outlier within a given
universe of data (to establish a probabilistic criterion on
such condition).
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Figure 4: Range of β-μ values for which any element of the universe is an outlier in U.
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BUILD_β_OUTLIER_REGION (U, X, R): S
Pseudo-code Comments

1 for each r ∈ R
2 for each q ∈ R – r
3 S1[r][q] = {[0, 0.5)} Start solving Sub-problem No. 1
4 S3[r][q] = {[0, 0.5)} Start solving Sub-problem No. 3
5 S2[r] = {[0, 0.5)} Start solving Sub-problem No. 2
6 for each r ∈ R
7 Pr =CLASSIFY-ELEMENTS (U, r) Partition induced by the equiv. relation r
8 class-max = 0 starting the null minimum value [r]
9 for each class ∈ Pr
10 case1[r][class] = {[min(c(class, X), 1 - c(class, X)), 0.5)} Obtain the solution for the

equivalence class for Case1
11 class-max =max(class-max, c(class, X), 1 - c(class, X)) Update the null minimum value[r]
12 for each q ∈ R – r Searching the solution for the equiv. class of case2
13 q-min =min(c(class, X), 1 - c(class, X)) Minimum error of the equiv. classes according to

q with elements of the equiv. class according to i
14 for each e ∈ class For each class element
15 q-class =CLASSIFY-ELEMENT(U, q, e) Obtain equiv. class to which it belongs

according to q
16 q-min =min(q-min, c(q-class, X), 1– c(q-class, X)) Update the minimum value
17 case2[r][q][class] = [0, q-min)} Obtain the solution of the equiv. class for Case 2
18 S1[r][q] = S1[r][q] ∩ (case1[r][class] ∪ case2[r][q][class]) Update S1 with new ranges of

the equiv. class
19 S2[r] = S2[r] ∩ {[class-max, 0.5)} Update S2 with new ranges of the equiv. class
20 for each r ∈ R Update S3 from the S1 values
21 for each q ∈ R – r
22 S3[q][r] = S1[r][q] ∩ S1[q][r] Obtain the solution for which the internal border r is

equal to q
23 for each r ∈ R Calculate the outlier region for each internal border
24 A= {} β for which the internal border r contains the other internal border
25 for each q ∈ R – r
26 A=A ∪ (S1[q][r]–S3[q][r]–S2[q]) Update set A
27 S[r] = {[0, 0.5)} - A− S2[r] Values for which the internal border r has no internal border
28 return S Return the solution

Algorithm 1: Pseudo-code of the BUILD_β_OUTLIER_REGION algorithm.

BUILD_μ_OUTLIER_REGION (U, X, R): {M, ExcepDegree}
Pseudo-code Comments

1 for each e ∈U For each element of the universe
2 for each r ∈ R For each equiv. relation
3 class =CLASSIFY-ELEMENT(U, r, e) o Obtain the equiv. class of the element
4 λ[e][r] =min(c(class, X), 1-c(class, X)) Obtain the lowest β higher than all values of M[e][r]
5 M[e][r] = {[0, λ[e][r])} Obtain the β for which the element belongs to r
6 h = 1.0
7 prev = 0.0
8 for each inf ∈ SORT(λ[e]) For each infimum in the order
9 base = {} Obtain β ranges of height m
10 ExcepDegree[e] = ExcepDegree [e] ∪ {[prev, inf)× [0, h]} Obtain the outlier rectangle
11 prev = inf Save the value to form the next rectangle
12 h = h – 1/ R Reduce the outlier rectangle height
13 return <M, ExcepDegree> Return M and ExcepDegree

Algorithm 2: Pseudo-code of the BUILD_μ_OUTLIER_REGION algorithm.

7Complexity



3. Estimation of the Outlier Probability of
Each Element

In the previous section, a theoretical framework was defined
by expanding [1, 7], based on which the FIND_OUTLIER_
REGION algorithm was constructed. This algorithm enables
us to calculate all outlier regions for each element of the
universe, and the complexity of this algorithm is almost
linear. Ultimately, these results enable us to develop the
solution proposed in this study (Figure 2): a computationally
viable algorithm, valid for environments of large volumes of
data, able to provide the outlier probability of each element
of the universe. This algorithm was termed the βμ_PROB
algorithm. Following a pattern similar to that followed in
the previous section, first, a theoretical framework will be
developed by expanding [1, 7], which will provide the

mathematical tools we need to build the solution.
Subsequently, the spatial and temporal complexity of the
algorithm will be analysed.

3.1. Theoretical Framework: Probabilistic βμ Method. As
mentioned above, the results from the previous section
enable us to assess, for each e ∈U , the region of β and μ
values in which such element is an outlier. Let us call
OUTLIERSe the region found for a given element, e ∈U .

Considering β and μ two random variables, let us call
φ β, μ the probability density function of the random vector
β, μ . Then, the distribution function of β, μ would be

P β ≤ i, μ ≤ j =
i

−∞

j

−∞
φ β, μ dβdμ 6

FIND_OUTLIER_REGION (U, X, R): OUTLIERS
Pseudo-code Comments

1 S =BUILD_β_OUTLIER_REGION (U, X, R) Step 1: calculation of the dependences between
internal borders

2 <M, ExcepDegree>=BUILD_μ_OUTLIER_REGION (U, X, R) Step 2: calculation of the
outlier region

Integration of the regions
3 for each e ∈U For each element of the universe
4 D[e] = {}
5 for each r ∈ R Values where e belongs to an internal border with no other internal border
6 D[e] =D[e] ∪ M[e][r] ∩ S[r]
7 OUTLIERS[e] = ExcepDegree[e] ∩ {D[e]× [0, 1]} Intersection between the outlier regions

β and μ
8 return OUTLIERS Return all regions

Algorithm 3: Pseudo-code of the FIND_OUTLIER_REGION algorithm.

Table 1: Calculation of the spatial and temporal complexity of the FIND_OUTLIER_REGION algorithm by calculating the complexities of
each structure of each component algorithm.

Algorithm Data structure Spatial complexity (worst case) Temporal complexity (worst case)

BUILD_β_OUTLIER_REGION

Case1[i][ec] O n ×m O n ×m × c

Case2[i][j][ec] O n ×m2 O n ×m2 × c

S1[i][j] O n ×m2 O n ×m × log n

S2[i] O m O n ×m

S3[i][j] O n ×m2 O n ×m2

S[i] O n ×m2 O n ×m2 × log m

O n2 ×m2 O n ×m2 × log m

BUILD_μ_OUTLlER_REGION

λ[e][i] O n ×m O n ×m × c

M[e][i] O n ×m O n ×m × c

ExcepDegree[e] O n ×m O n ×m × log m

O n ×m O n ×m × log m

FIND_OUTLIER_REGION

D[e] O n2 ×m2 O n2 ×m2 × log m

OUTLIERS[e] O n2 ×m2 O n2 ×m2

O n2 ×m2 O n2 ×m2 × log m
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Then, the probability that we are interested in calculat-
ing, Pe, that is, the probability that e ∈U is an outlier
knowing OUTLIERSe can be calculated from (6) using
the following formula:

Pe = P β, μ ∈OUTLIERSe =
OUTLIERSe

φ β, μ dβdμ 7

Considering that e is an outlier of β and μ values
belonging to OUTLIERSe.

Because β and μ are two independent random variables,
then: φ β, μ = f β g μ , where f β and g μ are the prob-
ability density functions of β and μ, respectively. Therefore,

Pe =
OUTLIERSe

f β ⋅ g μ dβdμ 8

We only have to replace the probability density functions
of the parameters β and μ in (8) to calculate Pe and then
calculate the resulting integral. In practice, most commonly,
no information about the distribution of the parameters β
and μ is available. Therefore, they will be both assumed to
be uniformly distributed. If, in any context, this distribution
is different from the expected, it is sufficient to calculate Pe
with new functions, using some numerical method to calcu-
late the integral if necessary. Based on this assumption, the
resulting integral is easily calculated. Because 0 ≤ β < 0 5
and 0 ≤ μ ≤ 1, based on the Uniformity hypothesis for the
values of these thresholds, its probability density function
would be

f β =
1

0 5 − 0
= 2,

g μ = 1
1 − 0

= 1
9

Replacing these values in (8), we have

Pe = 2
OUTLIERSe

dβdμ 10

And because OUTLIERSe
dβdμ is the area of the

OUTLIERSe region,

Pe = 2Area OUTLIERSe 11

This result may be interpreted as

Pe =
Area OUTLIERSe

0 5
12

This is precisely the quotient between the area of the
favourable region (the region of values (β, μ) for which e is
an outlier) and the total area (the rectangle that defines the
domain of the values (β, μ) on the plane).

3.2. Computational Implementation: βμ_PROB Algorithm.
The Βμ_PROB algorithm input consists of the following: a
universe U (dataset) U = n, a concept X ⊆U ≠∅, equiva-
lence relations R = r1, r2,… , rn , and a probability distribu-
tion function PDF(). Its output consists of estimating the
probability P for each element of U in terms of their outlier
status in the universe. Because the FIND_OUTLIER_
REGION algorithm calculates the outlier region OUTLIERS,
the probability is calculated using the formula shown in
(12). A description in pseudo-code of the algorithm
that implements the aforementioned aspects is presented
in Algorithm 4.

The temporal complexity of the βμ_PROB algorithm is
affected by the temporal complexity of the process for deter-
mining the outlier region:

(i) Cost of determining the outlier region: temporal
complexity FIND-OUTLIER-REGION:O n2 × m2 ×
log m

(ii) Cost of determining the probability: (dataset)×
(total number of rectangles region β-μ) = (n)×
(n×m2)➔O(n2×m2)

Therefore, the temporal complexity of the algorithm
βμ_PROB, in the worst case, is O n2 ×m2 × log m .

The βμ_PROB algorithm solves two key problems: the
lack of a specific algorithm to perform this calculation
and the complexity of the calculation performed by com-
bining existing algorithms [1, 7]; the resultant reduction

βμ_PROB (U, X, R, PDF()): P
Pseudo-code Comments

1 OUTLIERS = FIND_OUTLIER_REGION (U, Apply probability distribution PDF for each
X, R) region

2 for each e ∈U For every element of the universe
P[e] = 0 Initial probability

3 for each rect ∈OUTLIERS e For each rectangle of exceptionality
4 P[e] = P[e] + PDF(rect) Accumulate the probability of each rectangle
5 return P Return P

Algorithm 4: Pseudo-code of the βμ_PROB algorithm.
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in complexity allows application of the algorithm to environ-
ments with large volumes of information.

4. Validation of the Results

The algorithm validation tests have primarily focused on
two aspects: comparing its run-times to those of the VPRS
algorithm to obtain a realistic reference and assessing the
detection quality of the βμ_PROB algorithm. For such
purposes, automatically generated random datasets and
real-world datasets were used. Although performing quan-
titative comparisons to all algorithms identified in the state
of the art is usually senseless due to the different nature of
their application and usefulness, a comparison that allows
us to contextualise each of them can be very interesting.
Accordingly, the rest of the section is structured as follows:
(1) evaluation of the algorithm run-times and comparison
to the VPRS case, (2) evaluation of the detection quality,
which is also compared to that of the VPRS, and (3) compar-
ison of all RS-based methods to algorithms based on conven-
tional methods and comparison to the advantages and
drawbacks of each RS-based method of the study.

4.1. Run-Time Study. The Βμ_PROB algorithm run-time val-
idation tests—compared to the VPRS algorithm [10]—are
performed with large datasets having high dimensionality.
Because similar results have been found in all the experi-
ments, in this study, we show a specific example that is fully
representative: multivariate synthetic data (random dataset
automatically generated using statistical techniques that
ensure a uniform distribution, among other aspects) with
categorical and continuous attributes, with 500,000 records
and with 100 columns. The number of equivalence relations
covered is 100. The computing device used has the following
characteristics: Intel(R) Core(TM)2 Quad processor CPU
Q6600 @ 2.40GHz, with 3.25GB of memory running the
Windows 7 Ultimate operating system.

Figure 5 shows the run-times assessed both for the
βμ_PROB and the VPRS algorithms. The equivalence
relations and the number of columns remain fixed for the
comparison, varying the number of records.

The curves show that both algorithms behave similarly—
regarding the run-time—and that they are computationally
efficient when analysing a large dataset with high dimension-
ality. Furthermore, the run-times are linear and advanta-
geously require no preset thresholds.

This finding shows that although the order of tempo-
ral complexity for the BM_PROB algorithm is quadratic
in the worst case, it may reach an almost linear order
of temporal complexity when analysing datasets that are
normally distributed.

4.2. Detection Quality Validation. Again, all experiments
conducted yielded similar results; therefore, in this study,
one of them is shown as a representative example. In this
case, the dataset used was the Arrhythmia Data Set (data
of patients with cardiovascular problems) from the UCI
Machine Learning Data Repository [12]. These are multivar-
iate data with real, complete, and categorical attributes. Here,
452 records from 279 fields were employed. The computing
device used was an Intel(R) Core(TM) 2 Duo, CPU T5450
@ 1.66GHz (with 2 CPUs), and 2046MB of RAM running
Windows Vista.

The concept C defined people with weight ≤40 kg,
that is, low-weight people, and the following equivalence
relations R:

(i) r1: was established from the attribute heart rate:
mean number of heart beats per minute of each
person. The equivalence relation partitions the
dataset into two equivalence classes: [44, 61] and
[62, 163]

(ii) r2: was established from the attribute number of
intrinsic deflections: number of arterial bypasses of
each person. The equivalence relation partitions
the dataset into two equivalence classes: [0, 59] and
[60, 100]

(iii) r3: was established from the attribute height: height
of a person expressed in centimetres. The equiva-
lence relation partitions the dataset into two equiva-
lence classes: [60, 175] and [176, 190]
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Figure 5: Comparison of run-times between the VPRS and βμ_PROB algorithms.

10 Complexity



Here, 12 outliers with contradictory values for low-
weight people were intentionally injected into the dataset.
The normal values of the attributes considered in the equiv-
alence relations for low-weight people are as follows: heart
rate >65, intrinsic deflections <50, and height <170 cm.
Table 2 describes the outliers injected. The values in bold
and italics represent contradictory values.

In the test, the following μ values were analysed: 0.2, 0.4,
0.6, 0.8, and 1. For each μ value, βwas varied according to the
following sequence of values: 0, 0.1, 0.2, and 0.3. The values
0.4 and 0.5 are not mentioned because the number of outliers
detected remained 0 beyond β = 0 3. After applying the
βμ_PROB algorithm, different subsets formed by k elements,
with k ϵ (5, 10, 15, 20), are taken from the dataset with the
highest outlier probability. Then, the number of injected
outliers found in each of these subsets is analysed. Figure 6
shows the results achieved on this occasion.

The number of most likely elements (k) considered in
each case shows that when k = 5, the 5 elements with the
highest outlier probability are the 5 most contradictory
elements of the dataset; when k = 10, the 10 elements with
the highest outlier probability introduced in the dataset
and, when k = 15 and k = 20, the 12 outliers intentionally
injected already appeared among the most likely k. In
summary, the 12 injected elements were always found among
those with the highest outlier probability after applying the
βμ_PROB algorithm.

Table 3 presents the probability values determined
using the βμ_PROB algorithm for outliers injected into
the dataset.

4.3. Comparison of the Outlier Detection Algorithms. Most
outlier detection techniques and algorithms analysed are
designed, to a greater or lesser extent, to solve a specific type
of problem, even in a specific case. Valid comparisons
between these algorithms are difficult to perform because
they will considerably depend on the search target. However,
it is interesting to perform a comparative study of the
different existing methods highlighting the advantages
from the current proposal in its field—the unsupervised
provision of general results regarding all elements of the
data universe by establishing specific initial conditions:
concept and equivalence relations. Considering the above,
Table 4 details how the βμ_PROB algorithm may help to
overcome the limitations of the methods studied when
requiring generalisation.

The main advantage of RS-based proposals and, particu-
larly, of the βμ_PROB algorithm relative to conventional
methods lies in its generalist character. Unsurprisingly, an
algorithm specially designed to detect a specific type of out-
liers is usually better, both in terms of detection quality and
spatial and temporal complexity. However, having a generic
algorithm that is capable of addressing different types of
problems, with different types of data, and able to behave
reasonably with large volumes of data is a very interesting
option that avoids having to design different algorithms
each time new problems emerge or when the conditions
of previously solved problems change.

After comparing algorithms based on conventional
techniques and algorithms based on the RS model, a sum-
mary of the comparative study conducted between different
RS algorithms and the proposed βμ_PROB algorithm is
presented in Table 5, outlining the advantages and disadvan-
tages of each algorithm and highlighting the usefulness of the
proposed algorithm.

5. Conclusions

Whereas VPRS has been applied to problems in multiple
fields [13–16], particularly in the field of statistics [17], this
study aimed to develop a new application of this model to
the outlier detection problem, breaking with the traditional
scheme followed by most existing detection methods. By
defining the desired concept and equivalence relations, the
algorithm provides unsupervised—and without needing to
define neither the outlier threshold nor the classification
error, which are both dependent on the problem—general
results regarding all elements of the dataset. More specifi-
cally, it provides the outlier probability of each element from
such universe. Therefore, this result is transcendent and
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Figure 6: Number of injected outliers found between the k elements
with the highest outlier probability.

Table 2: Outliers injected into the test dataset.

ID Weight (kg) Heart rate # intrinsic deflections Height (cm)

1 15 60 17 180

2 31 93 68 178

3 39 50 82 130

4 10 53 16 188

5 19 45 90 190

6 20 48 86 183

7 25 50 71 180

8 29 55 75 179

9 33 90 60 176

10 40 61 20 186

11 26 50 99 180

12 38 92 100 178
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original because it paves the way for the analysis and solution
of other particular problems. It allows us to have an overview
of the data and thus to test its representativeness.

The algorithms presented demonstrate the computa-
tional feasibility of the proposed methods. Furthermore, they
provide efficient computational solutions—in terms of
temporal and spatial complexity—to the problems for which
they were conceived.

The method proposed solved, in addition, other limita-
tions of several detection methods: it may be applied to
datasets with a mixture of types of attributes (continuous
and discrete); its application requires no prior knowledge
about the data distribution; within the scope of its applica-
tion, the size and dimensionality of the dataset do not limit
its correct operation; and no distance or density criteria must
be established for the dataset to apply this algorithm.

Table 4: Characteristics of the RS-based methods compared to the limitations of conventional methods.

Comparison to STATISTICAL and DISTANCE-BASED METHODS

(i) Applicability to datasets with a mixture of continuous and discrete attributes. Equivalence relationships are a natural way to discretise
continuous data.

(ii) Neither knowing the data distribution nor establishing data distance criteria is required.

(iii) Specifically, for β = 0, the quadratic temporal complexity problem of most distance-based methods is solved.

(iv) The dimensionality and dataset size do not limit the execution of the algorithms.

Comparison to DENSITY- and DEPTH-BASED METHODS

(i) There is no need to establish data density criteria in the dataset.

(ii) The dimensionality of the dataset does not limit the execution of the algorithm.

(iii) No time-consuming calculations are necessary, including calculating the convex wrap, which is required in most depth-based methods.

(iv) FIND_OUTLIER_REGION and βμ_PROB provide unsupervised results without requiring the user to preset, before running the
algorithm, the value of specific analysis parameters, which is necessary in density-based methods, such as DBSCAN.

(v) Pawlak rough sets and VPRS improve the temporal complexity compared to depth-based methods.

Comparison to METHODS BASED ON NEURAL NETWORKS

(i) No time-consuming processes must be previously established, for example, network training, required in some neuronal network
models to ensure their learning.

(ii) The dimensionality of the dataset does not limit the execution of the algorithms.

(iii) The functionality of the algorithms does not depend on data density criteria, in contrast to some supervised models.

(iv) There is no need to model the data distribution, in contrast to some supervised models.

(v) Some approaches based on supervised networks establish the use of thresholds for various purposes in the outlier detection process. This
is solved in the concept of the FIND_OUTLIER_REGION and βμ_PROB algorithms.

Comparison to GENERAL OUTLIER DETECTION METHODS

(i) In contrast to most detection methods, which require successive executions of the algorithm until obtaining the set of outliers that
actually meets the analysis criteria, β. PROB algorithm performs the single-run, unsupervised determination of the outlier probability of
each element form a specific universe of data.

Table 3: Outlier probability of the 12 elements injected into the dataset.

ID Weight (Kg) Heart rate # of intrinsic deflections Height (cm) Outlier probability

1 15 60 17 180 0.61884

2 31 93 68 178 0.7557252

3 39 50 82 130 0.6151009

4 10 53 16 188 0.61884

5 19 45 90 190 0.8779342

6 20 48 86 183 0.8779342

7 25 50 71 180 0.8779342

8 29 55 75 179 0.8779342

9 33 90 60 176 0.7557252

10 40 61 20 186 0.61884

11 26 50 99 180 0.8779342

12 38 92 100 178 0.7557252
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The results reported in the present study are the
beginning of an in-depth study in the context of the general
problem of outlier detection based on the RS model. There-
fore, several problems that have not yet been solved may be
identified and may be the next objectives of this on-going
study. Accordingly, the following objectives have been
identified: (a) to further improve the run-time of the algo-
rithms by creating a distributed execution mechanism to
use the computational power of several machines in one
domain. In the current version of the algorithms, the user
has to execute them on a single personal computer (PC),
and (b) in the current version of the βμ_PROB algorithm,
the β threshold domain is [0; 0,5]. However, the establish-
ment of a new upper bound could allow us to gain precision
in the probability calculation, especially in the case of very
contradictory elements for few β values. Accordingly, the
BM/probabilistic algorithm should be modified to automati-
cally determine the most appropriate value for a given level.
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The present paper applies the case-based reasoning (CBR) technique to the problem of outlier detection. Although CBR is a widely
investigated method with a variety of successful applications in the academic domain, so far, it has not been explored from an
outlier detection perspective. This study seeks to address this research gap by defining the outlier case and the underlining
specificity of the outlier detection process within the CBR approach. Moreover, the case-based classification (CBC) method is
discussed as a task type of CBR. This is followed by the computational illustration of the approach using selected classification
methods, that is, linear regression, distance-based classifier, and the Bayes classifier.

1. Introduction

Case-based reasoning (CBR) is a computational problem-
solving method that can be effectively applied to a variety
of problems [1–10]. Broadly construed, CBR is the process
of solving newly encountered problems by adapting
previously effective solutions to similar problems (cases).
Very important results concerning the equivalence of the
learning power of symbolic and case-based methods were
presented by Globig and Wess [7]. The authors introduced
a case-based classification (CBC) as a variant of the CBR
approach and integrated it with basic learning techniques.
In particular, they presented the relationship between the
case base, the measure of distance, and the target concept
of the learning process, while constructing a number of
algorithms of great practical significance. Those results jus-
tify the validity of the approach to outlier detection proposed
in this paper.

In a negative scenario of the CBR cycle execution, the
assessment of the nearest neighbour case or other proposed
similar cases is negative, which implies that probably no
neighbouring cases are useful. In this situation, the current
case under consideration is a new one and becomes a

candidate to be called an outlier. In such case, the solution
must be determined in a different way, but after the solution
has been positively revised, the case should be included into
the case base of the CBR system. Moreover, some of the cases
already included in the case base which were never or hardly
ever invoked and adapted by a large number of CBR system
uses can be considered outliers. Interesting works that are
worth mentioning in the context of outlier processing are
those by Smyth and Keane [8, 9] and Richter et al. [10].

A considerable amount of literature has been published
on outlier detection and analysis. These studies deal with
diverse problem domains involving various types of data,
including numeric, textual, categorical, and mixed-attribute
records [11–18]. However, to the best of the authors’ knowl-
edge, no previous study has investigated case-based reason-
ing (CBR) from an outlier detection perspective. In this
paper, outliers are defined more generally than they used to
be to date, that is, as cases in the sense of CBR.

The paper is organized as follows: in Section 2, the prin-
ciples of the case-based reasoning technique are presented. In
Section 3, new definitions of case outlier in relation to CBR
are given. Next, case-based classification is described, and
computational illustration of outlier detection is given.
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Finally, the last section gives a brief summary and critique of
the findings.

2. Case-Based Reasoning (CBR)

Case-based reasoning (CBR) is considered a method for
problem solving [1–3, 10], and case-based classification
(CBC) is a task type of CBR. A detailed explanation of CBC
is provided in Sections 4 and 5.

In the simplest definition within the CBR methodology,
the case is understood as an ordered pair:

ci = p, sol i, 1

or, in an extended form, as a triple

ci = p, sol, ef f i 2

In (1), the previously examined situation (problem) is
stored with its solution, and implicitly, the solution was a
success. The effect manifested in (2) describes the results
obtained through the implementation of the solution.

Medicine-related terms are the following: p—set of
symptoms; sol—diagnosis or diagnosis with treatment;
and eff—prognosis.

Some relevant data structures need to be used for the
proper representation of both: problems and solutions. Here,
the attribute-value representation is of practical importance.
The possible attributes are name, set of values assigned to
the name, or a variable. Another term frequently used to
describe an attribute is feature.

The concept of similarity and its proper application is
crucial for the implementation of the CBR system. In general,
there are two ways for the computationally applicable
similarity representation—relation or function. To reduce
the theoretical considerations, the following assumptions
are made, which immediately refer to the concept of case:

0 ≤ sim ci, cj ≤ 1,

sim ci, ci = 1
3

The solution of a new problem p starts with the retrieval
of the most similar case (according to the selection criterion);
say that this is the kth case, from the base of previously solved
cases (Sc). The search for the nearest neighbour comes from
the hypothesis that similar problems have similar solutions,
although the nearest neighbour is not the only reasonable
approach. Two situations are possible: (a) the features of both

entire cases—the query and the candidate ones—may be
compared, or (b) relevant, significant portions of cases can
be considered. Then, one considers the associated solution s
olk, which is either accepted in the given form or must be
modified to be useful for the given new problem. This process
is referred to as case adaptation (Figure 1). It is recom-
mended that the internal assessment of the proposed solution
of the current problem is performed within the CBR system.
An external validation, called revision, is the definitive proof
for correctness or practical usefulness of the proposed
solution—confirmed solution. A case is added to the case base
if it is recognized as a new one.

As an alternative to the concept of similarity, the concept
of distance can be applied to the implementation of the CBR
system. However, from the theoretical point of view, these
two notions not only reflect different aspects of interpretation
but also differ in terms of computational implementation.

Similarity and distance are considered objective notions.
From the practical point of view, one looks for useful tools.
Usefulness is considered a subjective notion, which can
be stated a posteriori. Yet, it can be in some sense expressed
by the notion of acceptance interpreted on the basis of the
preference relation ([1] Chapter 2, [19]):

Given the query q, ci>qcj means that case ci is preferable
to case cj.

Both similarity and distance can determine preference
relations:

ci>qcj, if sim q, ci ≥ sim q, cj , 4

ci>qcj, if dis q, ci ≤ dis q, cj 5

The intuitive explanation is that in (4) we look for
inclusive arguments, whereas in (5) we prefer rejection
or being out of the cluster. The usability of the CBR sys-
tem is an important feature, which depends strongly on
the size and growth of the case base. In larger case bases,
the retrieval stages are more expensive. To keep the size of
the case base within the limits ensuring the efficiency and
proper performance of the system, it is necessary to apply
appropriate deletion policies.

In [8, 10], the authors described how the competence of a
CBR system can be modelled and how deletion policies can
exploit this model to guard against competence depletion
while controlling the size of the case base in a manner that
guards against the swamping problem. For this reason, the
authors found it useful to consider four basic competence
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Figure 1: The CBR principle.
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categories of cases: auxiliary, spanning, support, and pivotal.
They are defined using the concepts of coverage and reach-
ability which are formulated as follows:

Definition 1. Coverage. Given a case base Sc = ci , i ∈ I. For
ci ∈ Sc,

coverage ci = cj ∈ Sc adaptable ci, cj 6

Definition 2. Reachability. Given a case base Sc = ci , i ∈ I.
For ci ∈ Sc,

reachable ci = cj ∈ Sc adaptable cj, ci 7

The coverage of a case is the set of target problems that
can be used to solve. The reachability of a target problem is
the set of cases that can be used to provide a solution for
the target.

A case is an auxiliary case if the coverage it provides is
subsumed by the coverage of one of its reachable cases. The
cases of this category end to lie within clusters of cases
and they do not affect competence at all. Their deletion
only reduces the efficiency of the CBR system. Compe-
tence is not reduced because if one case is deleted then a
nearby case can be used to solve any target that the
deleted auxiliary could solve.

The coverage spaces of spanning cases span regions of the
problem space that are independently covered by other cases.
If cases from these linked regions are deleted, then the
spanning case may be necessary. In general, they do not
directly affect the competence of the system.

Support cases are a special class of spanning cases. They
exist in groups, each support providing coverage similar to
the others in a group. They also do not affect competence
directly. While the deletion of any case (or any proper subset)
of a support group does not reduce competence, the removal
of the group as a whole is analogous to deleting a pivot and
does reduce competence.

A case is called a pivotal case if its deletion directly
reduces the competence of the system (irrespective of the
other cases in the case base). Using the above estimates of
coverage and reachability, a case is pivotal if it is reachable
by no other case but itself.

The above-mentioned case categories provide a means of
ordering cases for deletion in terms of their competence
contributions. The auxiliary cases are the least important as
they make no direct contribution to competence; next are
the support cases, then the spanning cases and, finally, the
pivotal cases. The following sections of the paper focus on
the last-mentioned of these categories.

The implementation of CBR phases is determined by
the domain of application, for example, engineering, med-
icine, or business. For example, medical diagnosis may be
considered a simple classification task or a complicated
reasoning problem in which one deals with in complete
information that requires to be supplemented by redefini-
tion (e.g., extension) of the cases during the repetition of
CBR cycles.

The CBR-based approach may be useful in several task
types, such as information retrieval, planning, design, and

classification. The discussion presented in Section 4 focuses
on the latter type.

3. Outlier Case

In the literature, there is no single, universally applicable def-
inition of the term outlier, since the formulation of such a
definition depends largely on a particular area of application.
Thus, the term outlier is used to refer to a multitude of
concepts, as reflected by the following definitions:

(i) An outlier is an observation which deviates so much
from the other observations to arouse suspicions
that it was generated by a different mechanism [15].

(ii) Outliers are noise points lying outside the set which
defines the clusters, or alternatively, outliers can be
defined as points lying outside the set of clusters
but are separated from the noise [11].

(iii) An outlier is an observation which deviates so much
from the other observations to arouse suspicions
that it was generated by a different mechanism [12].

(iv) An observation (or subset of observations) appears
to be inconsistent with the remainder of that set of
data [14].

(v) A point p in a data set is an outlier with respect to the
parameters k and λ, if no more than k points in the
data set are at a distance λ or less from p [13].

(vi) Let X = x1, x2,… , xN for N ∈N be a finite, non-
empty set of objects. Let S be a finite, nonempty
set of attributes (features) of the set of objects X:
S = s1, s2,… , sn . Then a subset of objects Xout ∈ X
will be called outliers in the set X if and only if for
any subset of attributes si ∈ S. The cardinality of
subset Xout is determined by the linguistic quantifier
Q, that is, “little,” “few,” “very few,” “very little,”
“almost no,” and the like [20].

The last ten years have seen increasingly rapid advances
in the field of outlier detection, and a variety of outlier detec-
tions methods have been proposed, for example, [17, 21–27].
In general, two main approaches to this problem may be
distinguished. One way seeks to develop innovative outlier
detection algorithms assuming the general definition of an
outlier. The other approach, regardless of the application
domain, is to employ similar or even the same algorithms,
while considering different definitions of the outlier.

For the CBR technique, the following three definitions of
outlier case cout = p, sol out or cout = p, sol, ef f out can be
considered:

(1). An outlier can be in general understood as a pivotal
case (cf. Section 3). Formally, it is defined as follows
[8–10]:

cout = pivot c , if f reachable c — c =∅ 8

Outliers are too isolated to be solved by any other case.
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The inconsistency criterion leads to the following
definition:

(2). Outlier case cout is understood as the case that
appears to be inconsistent with the other cases of
Sc. The inconsistency is due to the process of internal
assessment or final revision.

When the distance has been defined, the following defini-
tion may also be employed:

(3). A case ci in a case base is called outlier cout with
respect to the parameters k and λ, if no more than
k cases in that base are at a distance λ or less from
ci. It is assumed that values k and λ confirm the claim
about outlierness.

The practical result of finding an outlier is that no useful
modification of the solution of the nearest neighbour is
possible within the CBR system, which means that the system
will not generate an effective, satisfying, and useful solution.
In this case, it is necessary to find a solution outside the
system and then add it as a new case to the Sc case base.

It is also possible to verify if

(4). Outliers are some of the cases included in Sc which
were never or hardly ever adapted by a large number
of uses of the CBR system.

However, the above definition (4) is just an observation
concerning the work of the CBR system and gives no insight
into the nature of the cases under examination, which in fact
do not have to represent outliers (items possessing anoma-
lous features).

4. Case-Based Classification (CBC)

A classifier is a function which transforms S into K , where
K denotes the number of subsets Sk identified in S; that is,
Sk ∈ S, k ∈ K . In other words, K can be understood as the
number of labels which can be assigned to objects in S.
For a case-based classifier, the following notation is used:

Sc, sim , 9

where Sc ⊂ S, while sim is defined on S × Sc.
The class of a new object ci is determined using the

defined form of sim assuming that other objects used for
comparison are already labelled. Usually, the nearest labelled
neighbour is sought or another similar approach is applied;
for example, k most similar cases are found and voting for
the choice of a proper neighbour is performed. A new case
in case-based classification is given by the description of an
object (problem), and the goal is to assign the correct label
(solution) to this object. In CBC, case ci = p, sol i as defined
in (1) is determined entirely by the problem, because the label
(class) is uniquely assigned to the object (multilabel classifi-
cation is assumed to be beyond the scope of the present dis-
cussion). In other words, if k is identified as the label (class)
of case ci, then ci ∈ Sk.

Within the CBC, it is assumed that if for two cases
ci = p, sol i and cj = p, sol j the problems’ descriptions pi
and pj are similar, then both cases ci and cj can be assigned
the same class or similar classes. However, the notion similar-
ity of the classes must be defined.

It should be mentioned that within the CBR (CBC),
learning can be performed, and thus, an initially approximate
classifier function can be adjusted. The learning can be per-
formed by modifying the similarity (or distance) measure
or by supplementing the case base with new instances.

The characteristic stage of any CBR system is case adap-
tation. With the CBC, the procedure tends to be simpler.
For example, if the retrieved similar case is the nearest
labelled neighbour, then its solution is the best-known one,
and the new solution can be proposed only by performing
an external validation, called revision. In some situations, this
can lead to the introduction of a new label k and conse-
quently extension of set K .

When we seek for the cases that lie at the greatest distance
from the already labelled numerous and dominating group of
cases, then two situations are possible:

(i) The case is a single one, and an introduction of a new
outlier class is necessary.

(ii) The case belongs to one of the existing outlier
clusters.

However, when working with preference relation (5), one
looks for objects which do not belong to the dominating class
of many similar cases. Such objects are called outliers, and in
some situations, they may require the introduction of a new
label k.

As an example, let us consider the CBC-supported med-
ical diagnosis. The term “supported” needs to be emphasized,
because the CBC system only suggests the possible diagnosis,
and the final statement falls exclusively within the compe-
tence of the physician.

Let the case examined by the system be of the following
form:

ci = p, sol i, 10

where p and sol denote the sets of symptoms and diagnosis,
respectively. The solution solp proposed by the supporting
system as the nearest neighbour must be revised by the
physician. It may be the case that another solution solco is
indicated by the expert as the correct one. The next step is
to verify if the case c = p, solco already exists. If not, it needs
to be included into the case base of the CBC system. If it lies
at a great distance from the already classified cases, it may be
referred to as an outlier.

5. Selected Computational Approaches

Classification as a method of supervised learning uses
labelled observations, with the labels taking nominal values.
The purpose of learning is to create a classifier that will assign
objects to classes.
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The model of the classifier is created according to the pat-
tern of decision classes, most often prepared by an expert.
Outliers are deviations from this model. There are many
classification methods available, such as decision trees, prob-
abilistic models such as the Bayesian classifier, k-nearest
neighbour algorithm, support vector machine, and neural
networks, to name a few. Let us examine the outliers in the
data set shown in Figure 2. It can be easily noticed that the
data belong to the two classes highlighted in green and blue.
Note that points A, B, and C lie at a great distance from the
rest of the objects. The classification of this data set using
the k-NN classifier may result in assigning object A to the
blue class, object B to the green one, while object C, depend-
ing on the number of neighbours of the k-NN algorithm, may
be assigned to the green or to the blue one. In any case, this
results in an increased classification error.

A crucial issue related to classification-based outlier
detection is the selection of an appropriate classification
model. This is a difficult task due to the rarity and atypical
character of the feature vector which describes the outlier.
While building a classification model, the expert deter-
mines decision functions for a particular set of features
(a set which is known and often occurring). According
to the definitions proposed by Hawkins [15] or Aggarwal
[12], the outlier is a vector of atypical and rare characteristics
that are not foreseeable for an expert. Therefore, there is a
problem with class imbalance or lack of indication of the
class with features that point to the existence of outliers.

Another problem associated with the classification of
outlying objects is the lack of possibility to balance classes.
The layered sampling technique does not provide equiva-
lence of classes. It does not perform well in the case of
outliers. There are few outlying objects in the whole set. In
the process of layered sampling, the records are first sepa-
rated according to their classes, and the classes with a small
number of objects are selected. In the next step, the objects
of the dominant class are randomly selected (the class is
regarded as dominant if the majority of objects in the
analyzed set belong to it). Yet, an object may appear that
has not been assigned to any class.

The characteristic stage of the CBR working cycle, as
described in Section 2, is case adaptation. Within CBC,
the situation is simple. The assignment to the class occurs
as a result of the defined similarity or distance function.
For example, if a similar case is found and it is the closest
labelled neighbour, its solution is known, and the only way
to propose a new solution is by performing external
validation. In some situations, this may lead to the intro-
duction of a new label k and, consequently, the extension
of the set of classes.

There are many different ways to construct CBC classes.
For example, one can

(i) consider the distance between objects;

(ii) determine the number of neighbours that should be
used for prediction;

(iii) use an additional weight or include all variables as
equally important in the classification;

(iv) apply a specific kind of standardization.

One way to approach outlier identification is to
employ a binary statement about whether an object is an
outlier or not. This method relies on the subjective
opinion of the expert. Another way is to estimate and
determine the degree to which the indicated object is an
outlier. According to Aggarwal [12], the most interesting
observations are those for which the degree of dissimilarity
is the highest.

In classification tasks, two approaches to outlier detection
can be distinguished, namely, the statistical approach and the
approach based on the distance measure between objects.
Relating this to the CBC approach, solution sol of problem
p can be determined either by the use of a properly defined
density function or by the use of a chosen similarity measure.
In other words, the search is performed for objects that are at
the maximum distance from the already labelled objects, that
is, those that are least probable.

The following two approaches are possible:

(A) Determination of outliers without preliminary
analysis of the considered set of cases

(B) Two-stage procedure:

Stage 1: dividing the analyzed set of cases into sub-
groups on the basis of an additional classifi-
cation criterion (e.g., the medical criterion:
healthy or ill);

Stage 2: determination of outliers

In both (A) and (B), the chosen classification method is
applied, that is, distance-based outlier detection, Bayesian
classifier, and linear regression by calculating Cook’s
measure.

The statistical approach is directly related to the prob-
ability distribution. It assumes that the values of objects in
the analyzed set have a specified probability distribution.
The objects for which the values of attributes deviate from
the distribution are referred to as outliers. In this case, one
can specify

A

C

B

Figure 2: Example of objects A, B, and C being distance outliers.
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(i) nonconformity tests for different probability
distributions;

(ii) tests for known or unknown values of probability
distribution parameters (distribution characteristics
such as mean and standard deviation);

(iii) others

5.1. Regression for Outlier CBR Search. The statistical
approach has certain limitations. The tests conducted pertain
to a single attribute and, therefore, are not very useful or
appropriate for multidimensional data. An additional diffi-
culty may be the complexity and cost of the performed calcu-
lations related to the estimation of unknown parameters of
polynomial probability distributions. For a more profound
discussion, the reader is referred to [12, 14, 15, 28].

In the statistical approach, the so-called loss function is
introduced, which enables the calculation of the cost of the
classifier’s error (mistake). An example of a loss function
might be in the form of (11), where 1 means an incorrect
decision, while 0 denotes a correct one.

L r, s =
1, r ≠ s,

0, r = s
11

The main idea of regression is to determine the vector of
weights of each independent variable in order to minimize
errors. In the regression model, the original independent var-
iables are transformed into independent weighed variables.

Given the notation introduced in Sections 2 and 4, the
CBR for the classification of data using regression should be
considered as follows: the notation given in Section 3 can
be defined as follows:

(i) p (problem)—to find the best distinction between
objects of different classes

(ii) sol (solution)—to determine the values of regression
parameters in such a way to enable the best adjust-
ment of the values to a given data set

(iii) eff (effect)—the influence of the object on the regres-
sion model

The comparison of the two cases of ck and ci in the regres-
sion model consists in predicting the difference in the output
attributes between them according to

yi − yk = a1 xi1 − xk1 + a2 xi2 − xk2 +⋯ + an xin − xkn
12

We can distinguish the following types of exceptional
cases:

(i) Case of ck is an exceptional case cout if in a matrix of
differences between two successive values of attri-
butes for the compared cases, there are values differ-
ent from 0 or greater than the set threshold pr.

(ii) Case of ck is an exceptional case cout if there has been
a significant change in the regression model

coefficient and the estimated measures DFFITS,
DFBETAS, and Cook (or even one of them) take
values above the determined threshold eff.

The regression model is influenced by the so-called high
leverage points, which do not necessarily correspond to out-
liers. In the case of a regression-based classification, outliers
are detected on the basis of measures which determine the
impact of a given object on the regression model used.
For example, Cook’s measure determines the level of influ-
ence of an object on the model by calculating the squares
of the difference between the predicted values of the
response variable across the whole sample (the whole
set) and the values in the model where the ith observation
(ith object) was omitted. eff can be defined as Cook’smeasure
based on Cook’s equation (13).

Di =
yi − ŷ 2

ps2
hi

1 − hi
2 =

e2i
pMSE

hi
1 − hi

2 , 13

where Di is the residual of ith observation, p is the num-
ber of parameters in the model, hi is the influential value
of this observation, s is the standard error of the estimator,
and MSE is the average square error. Factors e2i /pMSE and
hi/ 1 − hi

2 are called the measure of variability and the mea-
sure of the leverage of a given observation, respectively.

The high eff value, which is Cook’s measure as defined by
(13) (value of Di > 1 is considered high), indicates that the
deletion of the ith observation from the population has a
strong influence on the regression model and, thus, that
observation is considered to be influential. Other popular
measures that determine the impact of an outlying object
on a regression model are DFFITS (difference in FITS) and
DFBETAS (difference in betas).

An object is an outlier if for a small sample the value
ef f = DFFITSi or ef f = DFBETASj i , DFFITSi , and
DFBETAS j i is greater than 1.0. For a large sample, an
object is an outlier if the value DFFITSi exceeds 2 p/n
and DFBETAS j i exceeds 2/ n. More details can be found
in [6].

Depending on the measure adopted to determine the
influence of a given object on the regression equation, the e
f f value must be greater than 1 or, for large samples, greater
than 2 p/n or 2/ n.

5.2. Bayes Outlier Case-Based Model. The Bayesian CBR
model defines cases according to (1) and (2), as introduced
in Section 2. The case is defined by problem p and solution
sol. The problem p is a description of objects with character-
istic features, for example, a collection of dishes or food prod-
ucts. The solution sol is an allocation of an object to a class, a
quintessential observation that it is the best representation of
the class. The sim function defining the similarity of the
objects is defined by the density function. The new object to
be classified belongs to the ith case if the density function is
the largest. For the outlier case, the probability function
obtained does not indicate the maximum value, but the smal-
lest probability.
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Let us consider problem p described using the attributes.
A = A1, A2,… , Am ,m ∈N . The Bayesian case-based

classifier assigns the label k for the case of ci ci ∈ Sk . The case
ci is a “prototype” representation of the class (in a sense) of
similar observations and is encoded as the vector:

ci = Pi a11 ,… , Pi a1m ,… , Pk am1 ,… , Pk amn , 14

where Pi aij expresses the probability that the Ai attribute
has the value of aij in the class k.

Of course, the c case database consists of t cases cl,… , ct ,
each of which is provided with a unique ck label. Initially,
cases are defined by an expert (alternatively, they may come
from a large observation database using statistical clustering
methods).

The designated conditional probability (a posteriori)
P cK ∣ X means that the object xi ∈ X is classified into
the case ckj ∈ K .

Let X = x1, x2,… , xN be the set of objects and k =
1,… , p . Let the distribution of objects be a discrete
probability distribution or probability density P x ∣ k ≡ f k
x . Let us introduce the following designations:

(i) P K —unconditional probability (a priori) of the
occurrence of the case K

(ii) P X ∣ K —conditional probability, where the object
X belongs to the case K

(iii) P X —unconditional probability of the occurrence
of the object xi.

P K X =
P K ∗ P X K

P X
15

An object belongs to the case cK if it fulfils the maximum
likelihood principle or the maximum a posteriori principle.
The maximum likelihood principle ML selects the case
ckj ∈ K , which maximizes the conditional probability of the
given objects o ∈OT (OT objects used as training data).

KML = arg max P O k 16

The maximum a posteriori principle MAP consists
in selecting the case ckj ∈ K with the maximum probability
a posteriori:

KMAP = arg max P k O 17

The case receives a new label (the outlier label) if its
cout = p, sol out is the same as for at least two other differ-
ent cases. The maximum likelihood principle or the max-
imum a posteriori principle is not met.

The case receives a new label (the outlier label) if the
probability for each previously defined case is much smaller
than the threshold assumed by the expert; for example, the
value is smaller than 25% of the value of the smallest proba-
bility determining the given case.

For the classifiers based on the probability theory
(especially for the Bayes classifiers), it is possible to intro-
duce classification weights, which have an impact on the a

priori probability value of the decision classes. The other
estimates remain unchanged [12]. A special case occurs
when the highest probability a posteriori is obtained for
several classes. In this situation, it is not possible to unam-
biguously state to which class the object should be classi-
fied. In addition, according to [12, 13, 29, 30], it is not
in any case justified to assign an object to the class with
the highest probability a posteriori. The authors then pro-
pose a classification threshold.

Example 5.1. Let oi denote objects O = o1, o2,… , on for
n ∈N and r, s be classes to which we assign new objects.
If for object oi the estimated probability for class r is 0 6
and for class s is 0 4, according to Bayer’s rules of the clas-
sifier, the oi object is assigned to class r. However, if the
threshold for class s is 0 35, then the object oi is assigned
to class s.

5.3. Distance-Based Outlier Detection. Another way to detect
outliers is to calculate the distance between objects according
to a selected measure.

Taking into account the denotations introduced in
Section 3 and definitions for detecting outliers using the
distance-based algorithm, we have the following:

(i) p—a problem, that is, the division of objects into ci
classes

(ii) sol—a solution that assigns an object to a class

(iii) dis—the distance between two objects

Assigning a new object to a given case takes place
after the distance of that case to the labelled cases is
determined. Case ci gets the cout outlier label if the dis-
tance of this case to the other cases exceeds the designated
dtc threshold.

In most data classification tasks (similar to those
described above), the detection of outlying objects is
based on the distance threshold criterion dtc . If the dis-
tance of object oi, defined by the expert, to object ok is
greater than the specified threshold, then object oi is consid-
ered as an outlier.

dis oi, ok > dtc 18

These objects may represent unusual and previously
unknown behaviours or operations. They have a small num-
ber of neighbours. They are not removed from the set and
still participate in the data analysis but are considered
outliers.

We can also say that object oi is a distance-based outlier
in the data set O = o1, o2,… , on , n ∈N if and only if
the distance of at most proc percentage of objects from set
O is smaller than the distance dis an equation (19) is true
where d ok, oi is the measure of the distance between objects
ok and oi.

oi d ok, oi ≤ dis
O

≤ proc 19
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In terms of the CBC approach, the new case ci is assigned
to a known class if dis is the smallest or receives an outlier
label if dis oi, ok > dtc or (19) is true.

The classification-based distance outlier detection may be
affected by difficulties due to a high number of dimensions.
As the dimensionality increases, all objects are situated at a
similar distance to each other. It may be the case that the dis-
tance between the object and its nearest neighbour
approaches the distance to the furthest neighbour. Therefore,
all parameters must be carefully selected. The essential
advantage of using distance measures in outlier detection is
the fact that it does not require a priori knowledge of the
probability distributions.

Figure 2 also highlights the division of distance outliers
into global distance outliers and local distance outliers.
Objects A and B are global distance outliers because their
distance from objects in the whole set is great. Object C
can be considered in terms of its isolation degree relative
to the nearest neighbourhood, that is, the object from
the blue class which is closest to object C and the object
from the green class which is closest to object C. Then,
the local outlier factor (LOF) is determined. More details
on this can be found in [31].

5.4. Evaluation. The evaluation of the performance of both
methods was based on a mean square error and a matrix of
errors. Cases of correct classification, that is, TP (true
positive) and TN (true negative) as well as cases of incorrect
classification, that is, FP (false positive) and FN (false posi-
tive), were taken into consideration in the matrices of errors.
Sensitivity (SE), specificity (SP), and the accuracy were calcu-
lated, according to (20). The detection error was determined

as the ratio of the number of misclassifications to the sum of
all detections.

SE = TP
TP + FN

,

SP =
TN

TN + FN
,

ACC =
FP + FN

TN + FP + FN + TP

20

It should be noted that a large number of FP or FN con-
tribute to an increase in the classification error. The conse-
quence of FP detection is the detection of outliers. This
may also be the reason for creating a class with a new pattern.

6. Practical Example

6.1. Classic Methods. The experimental research was carried
out using the benchmark (repository) database [32], which
originally contained 868 records. The data collected included
information concerning blood glucose, glucose (plas), blood
pressure- (pres-) diastolic blood pressure, skin thickness
(skin)—thickness of skin on triceps (mm), age, weight,
BMI, pregnancies (preg)—the attribute stating the number
of pregnancies of the patient, and inheritance risk ratio—the
factor of the risk of inheriting diabetes. Over 2000 records
were taken into account. The data set was examined for the
presence of outliers using the classic regression method (cf.
Figure 3). Three cases of outliers were detected in the set
under examination using Cook’s measure.

To make the experiments more reliable, the data set was
extended by 1200 new records in which 9 known outliers

Fitted values

Residuals versus fitted

Re
sid

ua
ls

0

2

4

−2

−1.0 −0.5 0.0 0.5 1.0 1.5

Figure 3: Graph of dependencies between the regression model for the original data set from [32] and residual values with three
outliers market.
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were incorporated. The resulting total number of data
records was 2077, in which 12 known outliers were hidden.

The results obtained by three classic methods used for
comparison are collected in Table 1. Measures of rating are
shown in Table 2.

In the literature [33] referring to the k-NN method, the
following formula is recommended for determining the opti-
mal value of parameter k: k∗ = N , whereN is the number of
cases chosen to learn.

However, this recommended value k∗ = 21 did not work
for the database examined and only 1 or 2 outliers were
detected. In general, each value bigger than 10 was unsatis-
factory. The best results were obtained for k = 5 and k = 6,
which were determined experimentally.

In the case of the k-nearest neighbour classifier, outliers
are the objects whose distance from the nearest neighbour
is much greater than that for the other objects. Thus, it is pos-
sible to specify that the distance between objects cannot be
greater than the distance given by the expert. Figure 4 shows
an example data dispersion where the circles are healthy per-
sons, pluses (crosses) indicate the class of healthy people, and
the rhombuses represent the outliers. The distance of the
nearest neighbour in the case of 5 points is much higher than
that in the other cases. Therefore, these points are likely to be
classified as false positives or false negatives. This leads to an
increased classification error.

6.2. Regression CBC: Cook’s Measure. In the case of the CBR
method with the use of linear regression, Cook’s measure was
applied to estimate the level of influence of the object on the
model.

The outlying objects indicated by Cook’s measure are
shown in Figure 5. Cook’s values above the line indicate the
existence of outliers in the analyzed set. The graph of depen-
dencies between the CBC regression model and residual
values for 2077 cases with 10 outlier cases marked is shown
in Figure 6.

6.3. Naive Bayesian Classifier CBC. The naive Bayesian classi-
fier, as a probabilistic classifier, estimates the frequency of
occurrence of objects with specified parameters for each
class. In our case, outliers occur very rarely. Thus, it is

difficult to speak of the determination of occurrence fre-
quency. It is not always helpful to use Laplace’s expansion.
In addition, the naive Bayesian classifier assumes that the
total density of objects is a product of boundary densities.
The testing of the CBR method with the Bayes classifier con-
sisted of two stages. The classification was performed for all
cases under consideration, that is, the whole given data set.
Due to the fact that there were outliers in the analyzed data-
base, the value of the classification error obtained was 0.27
(see Table 3).

The classification error decreased after using the Bayes
outlier case-based reasoning method, in which a separate
class of outlier cases was initially found, without preliminary
classification. The results obtained using four evaluation
measures are summarized in Table 3.

The classification error decreased after using the Bayes
outlier case-based reasoning method, in which a separate
class of outlier cases was initially found, without preliminary

Table 1: Best results of outlier detection using classic methods.

Classic
Number of

detected outliers
Percentage of

correct detections (%)

Regression 7 58

Bayes 6 50

k-NN 5 42

Table 2: Measures of rating classic methods.

Method
SE

sensitivity
SP

specificity
ACC

accuracy
Classification

error

Bayes 0.69 0.52 0.31 0.35

k-NN 0.67 0.41 0.3 0.42 −2

0

2

4

6

0
x

2 4 6

y

8

Figure 4: Outliers clearly distancing from the other objects—the
result obtained by k-NN k = 5 .
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Figure 5: Outliers indicated using Cook’s measure.
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classification. The results using four evaluation measures are
summarized in Table 3.

6.4. Distance-Based CBC. The distane-based classification,
like the Bayesian classification, was used in two stages (A)
and (B). The results are given in Table 4 and Figure 7.

7. Summary

The paper has presented the application of case-based rea-
soning (CBR) and case-based classification (CBC) to the
problem of outlier detection. The formal definition of case
outlier has been introduced. The study has demonstrated a
CBC framework for the interpretation of several classifica-
tion approaches. The method proposed here was validated
using a practical example from the field of medicine.

The results obtained using the CBR approach, which are
described in detail in Section 5, were significantly better than
classic methods. For example, the graph of dependencies
between the designated CBC regression model and residual
values for 2077 cases with 10 outliers marked is shown in
Figure 6. Better results were obtained also using the Bayes

CBC method and distance-based CBC (Figure 7). The com-
plete set of results is collected in Table 5.

As can be seen from Tables 3, 4, and 5, the presence of
outliers in the data set makes the classification much more
difficult. The implementation of CBR without creating a sub-
group of cases resulted in the decrease in sensitivity and accu-
racy, while increasing the classification error.

The application of the case-based reasoning approach
resulted in the classification error decreasing by 0.06 and
0.32 for the Bayes classifier and the distance-based CBC,
(Tables 3 and 4), respectively. It should be emphasized that
the strongest resistance to the occurrence of outliers was
demonstrated by the Bayes outlier case-based classification.
However, the results produced of the Bayes and distance-
based classification method are of similar quality.

Nomenclature

S: The universe of all objects
Sc: The case base
ci: The ith case, i ∈ I
sim: Similarity (formal definition is

the appropriate approach)
dis: Distance
p: Problem
sol: Solution
eff: Effect.

−1 0
Fitted values

Residuals versus fitted
Re

sid
ua

ls

1 2 3 4

−4

−2

0

2

4

6

8

Figure 6: Position of ten outliers detected in the extended database.

Table 3: Measures of rating classifiers for Bayes case-based
reasoning for two approaches (A) and (B).

Bayes
SE

sensitivity
SP

specificity
ACC

accuracy
Classification

error

A 0.75 0.66 0.27 0.27

B 0.8 0.7 0.23 0.21

Table 4: Measures of rating distance-based reasoning.

Distance-
based CBC

SE
sensitivity

SP
specificity

ACC
accuracy

Classification
error

A 0.81 0.79 0.26 0.6

B 0.77 0.56 0.30 0.28

0
x

y

2 4 6

0

2

−2

4

6

8

Figure 7: Outliers detected for distance-based CBC.

Table 5: Best results of outlier detection using CBR (CBC)
approach.

CBR (CBC)
Number of detected

outliers
Percentage of correct

detections (%)

Regression 10 83

Bayes 11 92

Distance-based
CBC

12 100
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