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)is study is associated to solve the nonlinear SIR dengue fever system using a computational methodology by operating the
neural networks based on the designed Morlet wavelet (MWNNs), global scheme as genetic algorithm (GA), and rapid local
search scheme as interior-point algorithm (IPA), i.e., GA-IPA. )e optimization of fitness function based on MWNNs is
performed for solving the nonlinear SIR dengue fever system. )is MWNNs-based fitness function is accessible using the
differential system and initial conditions of the nonlinear SIR dengue fever system. )e designed procedures based on the
MWNN-GA-IPA are applied to solve the nonlinear SIR dengue fever system to check the exactness, precision, constancy, and
efficiency. )e achieved numerical form of the nonlinear SIR dengue fever system via MWNN-GA-IPA was compared with the
Runge–Kutta numerical results that verify the significance of MWNN-GA-IPA. Moreover, statistical reflections through different
measures for the nonlinear SIR dengue fever system endorse the precision and convergence of the computational MWNN-GA-
IPA.

1. Introduction

Dengue fever disease (DFD) is one of the epidemics, in-
fectious, and serious diseases that disturbed about 2.5 billion
individuals all over the world. DFD occurred in some main
countries of Southeast Asia due to the hot seasons. )e
infectious DFD grows fast, when the environment alters and
becomes dangerous because of the shortage of information
amongst the individuals [1]. DFD is an epidemiologic
transmittable fever formed by dengue infection (DI) that is
conveyed throughmosquitoes to humans and apes [2]. Some
symptoms scientifically produced by DFD are headache,
joint pain, skin rash, and DI. )e global World Health
Organization (WHO) classified DI into a hemorrhagic

dengue fever before one decade [3]. DI is categorized into
three organizational proteins, membrane protein (M), en-
velope protein (E), and capsid protein (C), while it has seven
proteins that are nonstructural and their names are NS-I,
NS-IIA, NS-III, NS-IIB, NS-IVA, NS-IVB, and NS-V [4].
According to envelope protein antigenicity, DI is ordered
into four classes of microorganisms, which are infected as
well as pathogenic [5].

DI has been reported in several zones of China and still
any scientific report cannot prove it a confined endemic [6],
whereas all other subgroups of DI have been imported; DI-I
and DI-II are considered in China one of the main ste-
reotypes endemic. In the Chinese province Guangdong, DV-
I reported around 70% in 2014 and 80% in 2015. Presently,
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an amino-based acid localizes transformation in NS-I of the
Asian “Zika” inheritance, which has been described to grow
the production of NS-I in the diseased host to make the virus
convenient to Aedes type of mosquitoes, which is the focal
wide spreading cause of virus “Zika” since 2015 [7].

Some epidemic infections such as COVID-19 are the
existing transferred diseases, which have covered the whole
world and the infection rate along with the number of deaths
from COVID-19 increased steadily [8]. Another common
disease is malaria, which is not directly transmitted from
host to host. Protozoa is one of the transferred diseases,
which spreads due to the anopheles of the female mosquito.
According to the WHO report, almost 1/3 million indi-
viduals per year die from malaria. It distresses the children
and pregnant women, mostly in the South African and
American countries. Many chemical sprays have been widely
implemented to control the mosquito population. Similarly,
nonpolluting types of biological arrangements normally
accomplished to emphasis the ecosystem of complicated
kinds. )e sterile insect apparatus (SIA) is a proficient
nonpolluting scheme of insect control, which depends on
the sterile male’s release. Consequently, adequately sterile

males discharging causes the elimination of the wild’s
population. Over a half century ago, SIA has been recognized
in the Curacao Island to adjust the screwworm hover [9, 10].

)e aim of this study is to solve the nonlinear SIR dengue
fever system using a computational methodology by oper-
ating the MWNNs, global search GA, and rapid local search
IPA, i.e., MWNN-GA-IPA. )e stochastic approaches have
been investigated normally to solve a number of applications
directed to the differential linear/nonlinear systems [11, 12].
However, no one has applied the MWNNs to solve the
nonlinear SIR dengue fever system. Few recent reported
submissions of stochastic solvers are eye surgery model,
functional singular system, )omas–Fermi singular equa-
tion, HIV-based infection system, biological form of the
prey-predator system, periodic singular problems, singular
three-point differential model, COVID-19 SITR system,
multifractional singular models, system of heat transmission
in human head, and mosquito spreading in heterogeneous
conditions [13–15]. )e intention of this study is to solve the
nonlinear SIR dengue fever system using the MWNN-GA-
IPA. )e literature form of nonlinear SIR dengue fever
system is written as [16]

dX(τ)

dτ
� μh − μhX(τ) − αX(τ)Z(τ), X(0) � I1,

dY(t)

dτ
� αX(τ)Z(τ) − βY(τ), Y(0) � I2,

dZ(t)

dτ
� cY(τ) − cY(τ)Z(τ) − δ1Z(τ), Z(0) � I3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where the susceptible class, infected class, and recovered
class are X(τ), Y(τ), and Z(τ), respectively. )e terms
c, μh, δ1, α, and β used in system (1) are constant, whereas the
initial conditions are I1, I2, and I3, respectively. Few major
geographies of the MWNN-GA-IPA are concisely given as
follows:

(i) Design ofMorlet wavelet is presented successfully as
an activation function to solve the nonlinear SIR
dengue fever system

(ii) )e reliable, consistent, and stable overlapped re-
sults obtained by the MWNN-GA-IPA and the true
solutions validate the exactness of the proposed
approach

(iii) )e authentication of the presentation is trained via
different statistical valuations to get the solutions of
the nonlinear SIR dengue fever system on multiple
executions of the MWNN-GA-IPA

)e rest of this paper is reported as follows: Section 2
indicates the proposed MWNN-GA-IPA along with the
statistical measures. Section 3 shows the results simulations.

Section 4 describes the final remarks and future research
reports.

2. Designed Procedure

)e proposed structure of the MW-GA-IPA is used to solve
the nonlinear SIR dengue fever system described in two
phases as follows:

(i) An objective function using theMW is considered to
activate the neural networks

(ii) Necessary clarifications are provided to enhance
the merit function by applying the hybrid of GA-
IPA

2.1. Designed Procedure Using MW Function. )e mathe-
matical design of the nonlinear SIR dengue fever system is
described by using the achieved results of susceptible X(τ),
infected Y(τ), and recovered Z(τ) with the derivatives of
these classes, written as [17]
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[ X(τ), Y(τ), Z(τ)] �



m

i�1
vX,iH wX,iτ + uX,i , 

m

i�1
vY,iH wY,iτ + uY,i ,



m

i� 1
vZ,iH wZ,iτ + uZ,i 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

X
(n)

(τ), Y
(n)

(τ), Z
(n)

(τ)  �



m

i�1
vX,iH

(n)
wX,iτ + uX,i , 

m

i�1
vY,iH

(n)
wY,iτ + uY,i ,



m

i�1
vZ,iH

(n)
wZ,iτ + uZ,i 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(2)

W is the unknown weight vector given as
W � [WX;WY;WZ], for WX � [vX,ωX,uX],
WY � [vY,ωY, uY], and WZ � [vZ,ωZ, uZ], where

vX � vX,1; vX,2; . . . ; vX,m , vY � vY,1; vY,2; . . . ; vY,m , vZ � vZ,1; vZ,2; . . . ; vZ,m ,

wX � wX,1; wX,2; . . . ; wX,m , wY � wY,1; wY,2; . . . ; wY,m , wZ � wZ,1; wZ,2; . . . ; wZ,m ,

uX � uX,1; uX,2; . . . ; uX,m , uY � uY,1; uY,2; . . . ; uY,m , uZ � uZ,1; uZ,2; . . . ; uZ,m .

(3)

)e MWNN has not been implemented before to solve
the nonlinear SIR dengue fever system. )e mathematical
form of MW function is written as [18]

H(τ) � cos(1.75)e
− 0.5τ2

. (4)

)e simplified form of system (2) using the above MW
function is given as

[ X(τ), Y(τ), Z(τ)] �



m

i�1
vX,i cos 1.75 wX,iτ + uX,i  e

− 0.5 wX,iτ+uX,i( )
2

,



m

i�1
vY,i cos 1.75 wY,iτ + uY,i  e

− 0.5 wY,iτ+uY,i( )
2

,



m

i�1
vZ,i cos 1.75 wZ,iτ + uZ,i  e

− 0.5 wZ,iτ+uZ,i( )
2

,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

X
(n)

(τ), Y
(n)

(τ), Z
(n)

(τ)  �
d

dτ



m

i�1
vX,i cos 1.75 wX,iτ + uX,i  e

− 0.5 wX,iτ+uX,i( )
2

,



m

i�1
vY,i cos 1.75 wY,iτ + uY,i  e

− 0.5 wY,iτ+uY,i( )
2

,



m

i�1
vZ,i cos 1.75 wZ,iτ + uZ,i  e

− 0.5 wZ,iτ+uZ,i( )
2

.
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.

(5)
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An error function based on the merit function is given as

e � 

4

j�i

ej, (6)

e1 �
1
N



N

i�1

X′i − μh + μh
Xi + α Xi

Zi 
2
, (7)

e2 �
1
N



N

i�1

Y′i − α Xi
Zi + βYi 

2
, (8)

e3 �
1
N



N

i�1

Z′i − cYi + cZi
Yi + δ1 Zi 

2
, (9)

e4 �
1
3

X0 − I1 
2

+ Y0 − I2 
2

+ Z0 − I3 
2

 , (10)

where Xi � X(τi),
Yi � Y(τi),

Zi � Z(τi), Nh � 1, and
τi � ih. Xi, Yi and Zi show the proposed results of the
susceptible class, infected class, and recovered class. Like-
wise, e1,e2, and e3 denote the error function related to system
(1), whereas e4 denotes the error function on the basis of
initial conditions.

2.2. Optimization: MWNN-GA-IPA. )e optimization per-
formance is presented for solving the nonlinear SIR dengue
fever system using the MWNN-GA-IPA. )e structure of
the present approach to solve the nonlinear SIR dengue fever
system is provided in Figure 1.

GA is a global optimization procedure, which is executed
to solve the nonlinear SIR dengue fever system by imple-
menting the usual selection procedures. GA is pragmatic
frequently to regulate the accurate population to solve several

complicated or stiff systems. To attain the best model out-
comes, GAs operate through the operators based on selection,
reproduction, crossover, and mutation. Few existing GA’s
applications are the hospitalization expenditure system [19],
feature assortment in cancer microarray [20], organization of
irregular magnetic character brain tumor imageries [21],
vehicle routing system [22], prediction-based traffic flow
system [23], radiation shielding optimizations in the bismuth-
borate spectacles [24], prediction of air blast [25], compo-
sition optimization of cloud service [26], task arrangement
models in phased range radar [27], arrangement system of
microarray cancer [28], system dynamics of monorail vehicle
[17], and prediction system of liver disease [29].

IPA is known as an optimized local search approach,
which is performed broadly in both types of models (con-
strained/unconstrained). IPA is used in the optimization of
various complicated and nonstiff natured systems. Recently,
IPA is executed for image restoration [30], multistage non-
linear nonconvex models [31], viscoplastic fluid flows [32],
nonsmooth contact dynamics [33], power systems [34], and
dynamic flux balance analysis models [35]. )e hybridization
process of GA-IPA is applied to remove the laziness of GA,
i.e., global approach. )e pseudocode based on the designed
approach MWNN-GA-IPA is provided in Table 1.

2.3. Performance Measures. )e mathematical measures
using the statistical operators for variance accounted for
(VAF), semi-interquartile (S.I) range, )eil’s inequality
coefficient (T.I.C), and mean absolute deviation (M.A.D)
along with the Global VAF (G-VAF), Global M.A.D (G-
M.A.D), and Global T.I.C to solve the nonlinear SIR dengue
fever system which is given as

V.A.FX, V.A.FY, V.A.FZ  �

1 −
var Xr − Xr 

var Xr( 
⎛⎝ ⎞⎠∗ 100, 1 −

var Yr − Yr 

var Yr( 
⎛⎝ ⎞⎠∗ 100,

1 −
var Zr − Zr 

var Zr( 
⎛⎝ ⎞⎠∗ 100,
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 .
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�e ProblemMathematical Model

Formulation of MWNNs Biological Nonlinear SIR System

Combination of global and local schemes, i.e., GA-IPA

Optimization
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Fitness Valuation

Local search: IPA
Best individual, Optimset, Bounds and start
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stopping criteria
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Comparative studies using the
performance indices

Present results
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Population, Random tasks. Optimset and Bounds

Selection, mutation, reproduction & crossover

Figure 1: Structure of the present approach to solve the nonlinear SIR dengue fever system.
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where the approximate solutions are X, Y, and Z,
respectively.

3. Simulations of the Results

)e current work is associated to solve the nonlinear SIR
dengue fever system shown in system (1). )e relative

presentation of the obtained results using the Runge–Kutta
solutions is tested to form the correctness of MWNN-GA-
IPA. Additionally, statistical operators indicate the precision
and accuracy of MWNN-GA-IPA. )e simplified measures
of the nonlinear SIR dengue fever system using the suitable
values are given as

X′(τ) � 0.000046 − (0.000046 + 0.375Z(τ))X(τ), X(0) � 0.9999,

Y′(τ) � 0.375X(τ)Z(τ) − 0.0323Y(τ) Y(0) � 0.0006,

Z′(τ) � 0.328833 − (0.328833Y(τ) + 0.0001)Z(τ), Z(0) � 0.0560.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

)e fitness function for system (14) is written as

e �
1
N



N

i�1

X′r − 0.000046 + 0.375Zr  Xr 
2

+ Y′r − 0.375 Xr
Zr + 0.0323Yr 

2

+ Z′r − 0.328833Yr + 0.0001 Zr 
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+
1
3

X0 −
9999
10000

 
2

+ Y0 −
6

10000
 

2
+ Z0 −

56
1000

 
2

 .

(15)

)e nonlinear SIR dengue fever system given in system
(1) is optimized using the MWNN-GA-IPA for 100 trials to
attain ANN model parameters for 10 neurons. Figure 1 is

drawn using the best outputs of the weight vector, i.e.,W for
the MWNN-GA-IPA. )ese best weights of the output are
applied to solve the estimated outcomes of the nonlinear SIR

Table 1: Optimization performance taking the MWNN-GA-IPA for the nonlinear SIR dengue fever system.

Start of GA
Inputs: the chromosomes are characterized with the same system element as
W� [v, w, u]
Population: the chromosomes set is written as
WX � [vX,ωX, uX], WY � [vY,ωY, uY] and
Output: global values of the weight are represented as WGA-Best
Initialization: for the selection of chromosomes, select the weight vector values.
Fit evaluation: modify the values of fitness “e” in population “P” for each vector with the use of systems 4–8

(i) Stopping criteria: terminate when [e� 10− 21], [Generations� 55], [StallLimit� 140], [PopSize� 285], and [TolFun�TolCon� 10− 21]
Move to storage
Ranking: rank individual weight vector in population using the values of the fitness
Storage: save WGA-Best, iterations, time, e, and count of function for the presence of GA

End of GA
IPA starts
Inputs: start point: WGA-Best
Output: WGA-IPA shows the best weight values of GA-IPA
Initialize: WGA-Best, iterations, assignments, and other values
Terminate: stop, when [e� 10− 20], [Iterations� 750], [MaxFunEvals� 267000], [TolCon�TolX� 10− 22], and [TolFun� 10− 22] achieved.
Evaluation of fitness: compute W and e using equations (8)–(12)
Amendments: adjust “fmincon” for IPA, compute e of better-quality of ‘W’ using systems 4–8
Accumulate: transmute WGA-IPA, e, function counts, iterations, and time for the existing IPA runs

IPA process ends

6 Journal of Healthcare Engineering



1
2 3

4
5

6
7

8
9

10 1 2 3

2

1

0

–1

–2

V
al

ue
s

Neurons

v
w
u

(a)

1
2 3

4
5

6
7

8
9

10 1 2 3

2

1

0

–1

–2

V
al

ue
s

Neurons

v
w
u

(b)

1
2 3

4
5

6
7

8
9

10 1 2 3

3

2

1

0

–1

–2

V
al

ue
s

Neurons

v
w
u

(c)

0 0.2 0.4 0.6 0.8 1
0.975

0.98

0.985

0.99

0.995

1

V
al

ue
s

X (τ)

Proposed
Runge-Kutta

(d)

0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

V
al

ue
s

Y (τ)

Proposed
Runge-Kutta

(e)

0 0.2 0.4 0.6 0.8 1
0.0555

0.056

0.0565

0.057

0.0575

0.058

0.0585

0.059

0.0595

V
al

ue
s

Z (τ)

Proposed
Runge-Kutta

(f )

Figure 2: Best weight vector set and result comparison for each class of nonlinear SIR dengue fever system. (a) Best weights of X (τ) for 10
neurons. (b) Best weights of Y (τ) for 10 neurons. (c) Best weights of Z (τ) for 10 neurons. (d) Comparison for X (τ) class. (e) Comparison
for Y (τ) class. (f ) Comparison for Z(T) class.
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dengue fever system. )e mathematical illustrations of these
estimated results from MWNN-GA-IPA are given as

X(τ) � 0.067 cos(1.75(0.2561τ − 0.2972))e
− 0.5(0.2561τ− 0.2972)2

− 0.1262 cos(1.75(− 0.957τ − 0.6639))e
− 0.5(− 0.957τ− 0.6639)2

+ 0.0208 cos(1.75(0.6513τ − 0.0050))e
− 0.5(0.6513τ− 0.0050)2

− 0.3607 cos(1.75(0.7574τ − 0.8275))e
− 0.5(0.7574τ− 0.8275)2

+ 1.7204 cos(1.75(− 0.058τ − 0.3235))e
− 0.5(− 0.058τ− 0.3235)2

− 0.1039 cos(1.75(− 0.271τ − 0.5232))e
− 0.5(− 0.271τ− 0.5232)2

+ 1.5608 cos(1.75(− 0.3176τ − 1.242))e
− 0.5(− 0.3176τ− 1.242)2

+ 0.3663 cos(1.75(− 0.8974τ − 0.693))e
− 0.5(− 0.8974τ− 0.693)2

− 0.0041 cos(1.75(− 2.0010τ − 1.863))e
− 0.5(− 2.0010τ− 1.863)2

− 0.1883 cos(1.75(0.61200τ + 0.813))e
− 0.5(0.61200τ+0.813)2

,

(16)

Y(τ) � 0.0097 cos(1.75(1.0108τ + 0.8687))e
− 0.5(1.0108τ+0.8687)2

+ 0.6808 cos(1.75(− 0.475τ + 0.1533))e
− 0.5(− 0.475τ+0.1533)2

+ 1.3976 cos(1.75(− 0.107τ + 1.5804))e
− 0.5(− 0.107τ+1.5804)2

− 0.5523 cos(1.75(− 0.066τ − 0.3244))e
− 0.5(− 0.066τ− 0.3244)2

+ 0.2293 cos(1.75(0.3343τ + 0.1346))e
− 0.5(0.3343τ+0.1346)2

+ 0.8040 cos(1.75(0.5024τ + 0.8675))e
− 0.5(0.5024τ+0.8675)2

+ 0.1466 cos(1.75(− 0.761τ + 1.5040))e
− 0.5(− 0.761τ+1.5040)2

+ 0.9269 cos(1.75(0.3945τ − 1.1415))e
− 0.5(0.3945τ− 1.1415)2

+ 0.0374 cos(1.75(0.9908τ − 1.2051))e
− 0.5(0.9908τ− 1.2051)2

+ 0.1970 cos(1.75(− 0.764τ + 0.2823))e
− 0.5(− 0.764τ+0.2823)2

,

(17)

Z(τ) � 0.607 cos(1.75(0.1112τ + 1.3610))e
− 0.5(0.1112τ+1.3610)2

− 0.0384 cos(1.75(0.1343τ + 1.1398))e
− 0.5(0.1343τ+1.1398)2

+ 0.0150 cos(1.75(0.7727τ + 2.2949))e
− 0.5(0.7727τ+2.2949)2

− 0.0024 cos(1.75(− 0.829τ + 0.0417))e
− 0.5(− 0.829τ+0.0417)2

+ 0.3144 cos(1.75(− 0.365τ + 1.4552))e
− 0.5(− 0.365τ+1.4552)2

− 1.1990 cos(1.75(0.2513τ − 1.1402))e
− 0.5(0.2513τ− 1.1402)2

+ 0.1784 cos(1.75(0.0640τ − 0.1835))e
− 0.5(0.0640τ− 0.1835)2

+ 1.3200 cos(1.75(0.0134τ − 0.5702))e
− 0.5(0.0134τ− 0.5702)2

− 0.0002 cos(1.75(1.5840τ − 1.8226))e
− 0.5(1.5840τ− 1.8226)2

− 0.8039 cos(1.75(0.2124τ + 0.2349))e
− 0.5(0.2124τ+0.2349)2

.

(18)

Systems (16)–(18) are implemented to solve the non-
linear SIR dengue fever system given in system (1) using the
MWNN-GA-IPA and the acquired results are plotted in

Figures 2–4. Figure 2 shows the set of best weights and
comparison of the best obtained results with the Run-
ge–Kutta numerical results. It is seen that the proposed and
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reference results overlapped each other for X(τ), Y(τ), and
Z(τ) classes to solve the nonlinear SIR dengue fever system.
)e plots of the AE for X(τ), Y(τ), and Z(τ) classes to solve
the nonlinear SIR dengue fever system are reported in

Figure 3. For the X(τ) class, Y(τ) class, and Z(τ) class, the
AE best values lie about 10− 6–10− 8, 10− 3–10− 5, and
10− 4–10− 6, and the AE mean values lie around 10− 1-10− 2,
10− 2-10− 3, and 10− 3-10− 4, respectively. )e performance
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A
E

Inputs values for X (τ)

10-8

10-6

10-4

10-2

10-0

Best
Mean

(a)

0 0.2 0.4 0.6 0.8 110-5

10-4

10-3

10-2

A
E

Inputs values for Y (τ)
Best
Mean

(b)

0 0.2 0.4 0.6 0.8 110-6

10-5

10-4

10-3

10-2

A
E

Inputs values for Z (τ)
Best
Mean

(c)

Figure 3: AE values for each class of the nonlinear SIR dengue fever system. (a) AE for X (τ) class. (b) AE for Y (τ) class. (c) AE for Z (τ)

class.
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plots of the E-VAF and T.I.C indices for each class of the
nonlinear SIR dengue fever system are plotted in Figure 4.
For X(τ) category, the best E-VAF, M.A.D, and T.I.C values

lie around 10− 6–10− 8, 10− 5-10− 6, and 10− 9-10− 10. For Y(τ)

category, the best E-VAF, M.A.D, and T.I.C values lie
around 10− 5-10− 6, 10− 3-10− 4, and 10− 8-10− 9. Similarly, for

V
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10–2

Performance measures

Figure 4: Performance of the E-VAF, M.A.D, and T.I.C operators for solving each class of the nonlinear SIR dengue fever system. (a)
Performance for each class of the nonlinear SIR system.
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Figure 5: Convergence of T.I.C plots along with the histogram usingMWNN-GA-IPA to solve each class of the nonlinear SIR dengue fever
system. (a) T.I.C for each class of the nonlinear SIR system. (b) Histogram for X (τ) class. (c) Histogram for Y (τ) class. (d) Histogram for Z
(τ) class.
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Z(τ) class, the best E-VAF, M.A.D, and T.I.C values lie
around 10− 3-10− 4, 10− 4-10− 5, and 10− 9-10− 10.

)e graphical representations of the statistical trials
along with the values of histograms are shown in Figures 5
and 6 for each class of nonlinear SIR dengue fever system.
)e convergence based on the E-VAF, M.A.D, and T.I.C
operators is accomplished for independent trials to the
nonlinear SIR dengue fever system. )e achieved results
from MWNN-GA-IPA are calculated satisfactory based on
the T.I.C, M.A.D, and E-VAF operators.

For the accurateness and precision measures, statistical
studies are provided in Tables 2–4 to solve each class of the
nonlinear SIR dengue fever using the operatives minimum
(Min), S.I range, maximum (Max), standard deviation
(S.T.D), and median. )e Min and Max standards show the
best results and poorest results in the 100 executions. For
X(τ) category, the Min, Max, median, S.I range, and S.T.D
values lie around 10− 7–10− 12, 10− 1-10− 2, 10− 5–10− 7, 10− 5-
10− 6, and 10− 1-10− 2, respectively. For the category Y(τ), the
Min, Max, median, S.I range, and S.T.D values lie around

Table 2: Statistical presentations of the nonlinear SIR dengue fever system for the category X (τ).

τ
X(τ)

Min Max Median S.I range S.T.D
0 4.0423220E − 12 9.9990000E − 01 2.2132198E − 07 3.3825540E − 06 2.9955460E − 01
0.1 1.8562196E − 08 9.9800585E − 01 2.2575664E − 06 9.2252690E − 06 3.1917267E − 01
0.2 1.1989577E − 08 9.9570595E − 02 2.8147596E − 06 7.3089931E − 06 3.1842462E − 02
0.3 3.2594992E − 07 9.9360942E − 01 3.6204945E − 06 5.6263588E − 06 3.1769837E − 01
0.4 9.7767938E − 08 9.9151010E − 01 5.4797252E − 06 5.1357097E − 06 3.1697503E − 01
0.5 3.2511304E − 06 9.8940563E − 02 8.1700536E − 06 7.3575618E − 06 3.1625439E − 02
0.6 2.8132523E − 06 9.8729376E − 01 1.1797241E − 05 1.1757718E − 05 3.1554735E − 01
0.7 6.9767773E − 07 9.8517226E − 01 1.5987828E − 05 9.1401060E − 06 3.1478449E − 01
0.8 6.3270889E − 06 9.8303897E − 02 2.0912004E − 05 1.0215585E − 05 3.1411641E − 02
0.9 4.5794286E − 06 9.8089357E − 01 2.5581289E − 05 9.6963771E − 06 3.1339004E − 01
1 3.0336439E − 06 9.7981727E − 01 3.1364852E − 05 1.1245408E − 05 3.1271044E − 02

Table 4: Statistical presentations of the nonlinear SIR dengue fever system for the category Z (τ).

τ
Z(τ)

Min Max Median S.I range S.T.D
0 2.7359906E − 11 6.0293074E − 02 2.1020438E − 07 1.4892650E − 06 1.6947015E − 02
0.1 1.2779827E − 06 6.0606789E − 02 1.7227698E − 05 2.9467734E − 06 1.8379946E − 02
0.2 9.8289161E − 07 6.0932383E − 02 3.4063897E − 05 4.1260050E − 06 1.8423547E − 02
0.3 7.8962744E − 06 6.1220946E − 02 5.0622682E − 05 2.7004041E − 06 1.8477633E − 02
0.4 2.8442743E − 05 6.1487380E − 02 6.6956094E − 05 1.7144321E − 06 1.8548676E − 02
0.5 4.3296911E − 05 6.1745495E − 02 8.3558913E − 05 2.8627209E − 06 1.8637956E − 02
0.6 6.4428148E − 05 6.2007841E − 02 1.0025700E − 04 3.3723574E − 06 1.8746689E − 02
0.7 7.8570024E − 05 6.2285742E − 02 1.1721379E − 04 3.3496552E − 06 1.8875847E − 02
0.8 8.0198804E − 05 6.2589332E − 02 1.3406477E − 04 3.9024126E − 06 1.9025869E − 02
0.9 4.5991286E − 05 6.2927739E − 02 1.5084468E − 04 2.3165808E − 06 1.9198331E − 02
1 4.4797926E − 05 6.3311235E − 02 1.6779808E − 04 4.5753017E − 06 1.9389410E − 02

Table 3: Statistical presentations of the nonlinear SIR dengue fever system for the category Y (τ).

τ
Y(τ)

Min Max Median S.I range S.T.D
0 4.7826156E − 05 1.2441636E − 03 5.3999940E − 04 2.1685104E − 07 1.9190429E − 04
0.1 2.2617648E − 04 3.1953335E − 03 5.3868377E − 04 2.2227911E − 06 6.0207993E − 04
0.2 2.4551957E − 04 5.1214677E − 03 5.3800062E − 04 2.9618951E − 06 1.3159469E − 03
0.3 2.1066905E − 04 7.0066945E − 03 5.3756084E − 04 2.1655938E − 06 2.0394513E − 03
0.4 1.7704587E − 04 8.9185145E − 03 5.3809794E − 04 1.9832062E − 06 2.7655709E − 03
0.5 1.7527548E − 04 1.0862314E − 02 5.3919348E − 04 1.6099165E − 06 3.4944298E − 03
0.6 1.5351687E − 04 1.2834137E − 02 5.4066226E − 04 1.7106495E − 06 4.2264704E − 03
0.7 4.2598412E − 05 1.4831228E − 02 5.4286714E − 04 2.3156731E − 06 4.9614134E − 03
0.8 1.2432002E − 04 1.6851840E − 02 5.4585539E − 04 3.3573941E − 06 5.6986905E − 03
0.9 1.2880654E − 04 1.8894845E − 02 5.4928063E − 04 3.3031846E − 06 6.4404297E − 03
1 9.7394166E − 05 2.0992829E − 02 5.5344362E − 04 2.9146189E − 06 7.1876800E − 03
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10− 4-10− 5, 10− 2-10− 3, 10− 4-10− 5, 10− 6-10− 7, and 10− 3-10− 4,
respectively. Likewise, the Min, Max, median, S.I range, and
S.T.D values for the category Z(τ) lie around 10− 5–10− 11,
10− 2-10− 3, 10− 4–10− 7, 10− 6-10− 7, and 10− 2-10− 3, respectively.
)ese calculated presentations found the worth and value of
the proposed MWNN-GA-IPA to solve the nonlinear SIR
dengue fever system. One can establish through the achieved
results that the MWNN-GA-IPA is stable and precise.

)e global performance of the operators [G-M.A.D], [G-
T.I.C], and [G-E.VAF] for 100 trials of MWNN-GA-IPA is
plotted in Table 5 to solve each category of the nonlinear SIR
dengue fever system. )e global-based mean [G-M.A.D], [G-
T.I.C], and [G-E.VAF] values are found to be 10− 4-10− 5, 10− 8-
10− 9, and 10− 5–10− 7, whereas the global values of the S.I Range
lie in the interval 10− 6-10− 7, 10− 10-10− 11, and 10− 6-10− 7 for each
category of the nonlinear SIR dengue fever system. )e close
optimal outcomes acquired by the global measures approve the
accurateness, correctness, and precision of MWNN-GA-IPA.

4. Conclusions

)e current investigations are linked to design a neural
network based on Morlet wavelet (MWNN) function for
solving the nonlinear SIR dengue fever system based on
dengue infection using the optimization procedures of global
and local search approaches, i.e., GA-IPA. )e nonlinear SIR
dengue fever system is capable to evaluate through GA-IPA
using the layer arrangement of Morlet wavelet neural net-
works taking 10 neurons. )e overlapped results through
MWNN-GA-IPA and the reference results show the good
accuracy level to solve the nonlinear SIR dengue fever system
based on dengue infection. )e performance measures based
on T.I.C, M.A.D, and E-VAF have been calculated satisfac-
torily. )e statistical assessments for 100 independent trials
using MWNN-GA-IPA in terms of minimum, S.I range,
median, standard deviation, andmaximum operatives further
validate the worth and correctness of the proposed MWNN-
GA-IPA. Furthermore, statistics analysis has been performed
in the case of SIR dengue fever model based on dengue
infection.

In future, the proposed MWNN-GA-IPA is proficient to
solve the biological nonlinear systems, singular higher order
nonlinear systems, and fluid dynamic systems.
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“Experimental inoculation of Artibeus jamaicensis bats with
dengue virus serotypes 1 or 4 showed no evidence of sustained
replication,” Ae American Journal of Tropical Medicine and
Hygiene, vol. 91, no. 6, pp. 1227–1234, 2014.

[6] G. Li, P. Pan, Q. He et al., “Molecular epidemiology dem-
onstrates that imported and local strains circulated during the
2014 dengue outbreak in Guangzhou, China,” Virologica
Sinica, vol. 32, no. 1, pp. 63–72, 2017.

[7] J. Liu, Y. Liu, K. Nie et al., “Flavivirus NS1 protein in infected
host sera enhances viral acquisition by mosquitoes,” Nature
microbiology, vol. 1, no. 9, pp. 1–11, 2016.

[8] Y. G. Sánchez, Z. Sabir, and J. L. G. Guirao, “Design of a
nonlinear SITR fractal model based on the dynamics of a
novel coronavirus (COVID),” Fractals, vol. 28, no. 8, 2020.

[9] L. Alphey, M. Benedict, R. Bellini et al., “Sterile-insect
methods for control of mosquito-borne diseases: an analysis,”
Vector Borne and Zoonotic Diseases, vol. 10, no. 3, pp. 295–
311, 2010.

[10] A. H. Baumhover, A. J. Graham, B. A. Bitter et al., “Screw-
worm control through release of sterilized Flies1,” Journal of
Economic Entomology, vol. 48, no. 4, pp. 462–466, 1955.

[11] Z. Sabir, S. Saoud, M. A. ZahoorRaja, H. AbdulWahab, and
A. Arbief, “Heuristic computing technique for numerical
solutions of nonlinear fourth order Emden–Fowler equation,”
Mathematics and Computers in Simulation, vol. 178, 2020.

[12] Z. Sabir, A. Fazli, P. Daniel, and J. L. G. Guirao, “Intelligence
computing approach for solving second order system of
Emden–Fowler model,” Journal of Intelligent and Fuzzy
Systems, vol. 38, no. 6, pp. 1–16, 2020.

[13] M. Umar, F. Amin, H.Wahab, and D. Baleanu, “Unsupervised
constrained neural network modeling of boundary value
corneal model for eye surgery,” Applied Soft Computing,
vol. 85, Article ID 105826, 2019.

[14] Z. Sabir, M. A. Zahoor Raja, M. Umar, and M. Shoaib,
“Neuro-swarm intelligent computing to solve the second-
order singular functional differential model,” Ae European
Physical Journal Plus, vol. 135, no. 6, Article ID 474, 2020.

[15] J. L. G. Guirao, Z. Sabir, and T. Saeed, “Design and numerical
solutions of a novel third-order nonlinear emden–fowler

Table 5: Global presentations for each category of the nonlinear SIR dengue fever system.

Category
[G-M.A.D] [G-T.I.C] [G-E.VAF]

Mean S.I range Mean S.I range Mean S.I range
X(τ) 1.14673E − 05 7.46457E − 06 1.09132E − 09 5.61892E − 11 2.30930E − 06 1.16918E − 06
Y(τ) 5.42141E − 04 1.85278E − 07 3.86220E − 08 1.58454E − 10 6.26006E − 07 4.76894E − 07
Z(τ) 8.40963E − 05 2.85409E − 06 7.05895E − 09 2.03526E − 10 6.46250E − 05 1.58215E − 06

Journal of Healthcare Engineering 13



delay differential model,” Mathematical Problems in Engi-
neering, vol. 2020, Article ID 7359242, 9 pages, 2020.

[16] M. Umar, Z. Sabir, M. A. Zahoor Raja, and Y. G. Sánchezd, “A
stochastic numerical computing heuristic of SIR nonlinear
model based on dengue fever,” Results in Physics, vol. 19,
Article ID 103585, 2020.

[17] Y. Jiang, P. Wu, J. Zeng, Y. Zhang, Y. Zhang, and S. Wang,
“Multi-parameter and multi-objective optimisation of artic-
ulated monorail vehicle system dynamics using genetic al-
gorithm,” Vehicle System Dynamics, vol. 58, no. 1, pp. 74–91,
2020.

[18] Z. Sabir, H. A. Wahab, M. Umar, M. G. Sakar, and
M. A. Z. Raja, “Novel design of Morlet wavelet neural network
for solving second order Lane-Emden equation,” Mathe-
matics and Computers in Simulation, vol. 172, pp. 1–14, 2020.

[19] Z. Tao, L. Huiling, W. Wenwen, and Y. Xia, “GA-SVM based
feature selection and parameter optimization in hospitaliza-
tion expense modeling,” Applied Soft Computing, vol. 75,
pp. 323–332, 2019.

[20] S. Sayed, M. Nassef, A. Badr, and I. Farag, “A nested genetic
algorithm for feature selection in high-dimensional cancer
microarray datasets,” Expert Systems with Applications,
vol. 121, pp. 233–243, 2019.

[21] D. Jude Hemanth and J. Anitha, “Modified genetic algorithm
approaches for classification of abnormal magnetic resonance
brain tumour images,” Applied Soft Computing, vol. 75,
pp. 21–28, 2019.

[22] M. A. Mohammed, M. K. Abd Ghani, R. I. Hamed,
S. A. Mostafa, M. S. Ahmad, and D. A. Ibrahim, “Solving
vehicle routing problem by using improved genetic algorithm
for optimal solution,” Journal of Computational Science,
vol. 21, pp. 255–262, 2017.

[23] X. Luo, L. Niu, and S. Zhang, “An algorithm for traffic flow
prediction based on improved sarima and GA,” KSCE Journal
of Civil Engineering, vol. 22, no. 10, pp. 4107–4115, 2018.

[24] M. Wilson, “Optimization of the radiation shielding capa-
bilities of bismuth-borate glasses using the genetic algorithm,”
Materials Chemistry and Physics, vol. 224, pp. 238–245, 2019.

[25] D. Jahed Armaghani, M. Hasanipanah, A. Mahdiyar,
M. Z. Abd Majid, H. Bakhshandeh Amnieh, and
M. M. D. Tahir, “Airblast prediction through a hybrid genetic
algorithm-ANN model,” Neural Computing & Applications,
vol. 29, no. 9, pp. 619–629, 2018.

[26] Y. Yang, B. Yang, S. Wang, F. Liu, Y. Wang, and X. Shu, “A
dynamic ant-colony genetic algorithm for cloud service
composition optimization,” International Journal of Ad-
vanced Manufacturing Technology, vol. 102, no. 1–4,
pp. 355–368, 2019.

[27] H. Motieghader, A. Najafi, B. Sadeghi, and A. Masoudi-Nejad,
“A hybrid gene selection algorithm for microarray cancer
classification using genetic algorithm and learning automata,”
Informatics in Medicine Unlocked, vol. 9, pp. 246–254, 2017.

[28] H. Zhang, J. Xie, J. Ge, Z. Zhang, and B. Zong, “A hybrid
adaptively genetic algorithm for task scheduling problem in
the phased array radar,” European Journal of Operational
Research, vol. 272, no. 3, pp. 868–878, 2019.

[29] M. Hassoon, M. S. Kouhi, M. Zomorodi-Moghadam, and
M. Abdar, “Rule Optimization of Boosted C5. 0 classification
using genetic algorithm for liver disease prediction,” in
Proceedings of the 2017 International Conference on Computer
and Applications (ICCA), September 2017.

[30] C. Bertocchi, E. Chouzenoux, M. C. Corbineau, J. C. Pesquet,
and M. Prato, “Deep unfolding of a proximal interior point

method for image restoration,” Inverse Problems, vol. 36,
no. 3, Article ID 34005, 2020.

[31] A. Zanelli, A. Domahidi, J. Jerez, and M. Morari, “Forces nlp:
an efficient implementation of interior-point methods for
multistage nonlinear nonconvex programs,” International
Journal of Control, vol. 93, no. 1, pp. 13–29, 2020.

[32] J. Bleyer, “Advances in the simulation of viscoplastic fluid
flows using interior-point methods,” Computer Methods in
Applied Mechanics and Engineering, vol. 330, pp. 368–394,
2018.

[33] D. Mangoni, A. Tasora, and R. Garziera, “A primal-dual
predictor-corrector interior point method for non-smooth
contact dynamics,” Computer Methods in Applied Mechanics
and Engineering, vol. 330, pp. 351–367, 2018.

[34] N. P.)eodorakatos, “A nonlinear well-determined model for
power system observability using Interior-Point methods,”
Measurement, vol. 152, Article ID 107305, 2020.

[35] F. Scott, P. Wilson, R. Conejeros, and V. S. Vassiliadis,
“Simulation and optimization of dynamic flux balance
analysis models using an interior point method reformula-
tion,” Computers & Chemical Engineering, vol. 119,
pp. 152–170, 2018.

14 Journal of Healthcare Engineering



Research Article
Application of DMAIC Cycle and Modeling as Tools for Health
Technology Assessment in a University Hospital

AlfonsoMariaPonsiglione ,1 CarloRicciardi ,2 Arianna Scala ,3 Antonella Fiorillo ,2

Alfonso Sorrentino ,4 Maria Triassi ,3 Giovanni Dell’Aversana Orabona ,4

and Giovanni Improta 3

1Department of Electrical Engineering and Information Technology (DIETI), University of Naples “Federico II”, Naples, Italy
2Department of Advanced Biomedical Sciences, University of Naples “Federico II”, Naples, Italy
3Department of Public Health, University Hospital of Naples “Federico II”, Naples, Italy
4Maxillofacial Surgery Unit, Department of Neurosciences, Reproductive and Odontostomatological Sciences,
University Hospital of Naples “Federico II”, Naples, Italy

Correspondence should be addressed to Arianna Scala; ariannascala7@gmail.com

Received 15 July 2020; Accepted 10 August 2021; Published 18 August 2021

Academic Editor: Daniel Espino

Copyright © 2021 Alfonso Maria Ponsiglione et al. (is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Background. (e Health Technology Assessment (HTA) is used to evaluate health services, manage healthcare processes more
efficiently, and compare medical technologies. (e aim of this paper is to carry out an HTA study that compares two phar-
macological therapies and provides the clinicians with two models to predict the length of hospital stay (LOS) of patients
undergoing oral cavity cancer surgery on the bone tissue. Methods. (e six Sigma method was used as a tool of HTA; it is a
technique of quality management and process improvement that combines the use of statistics with a five-step procedure: “Define,
Measure, Analyze, Improve, Control” referred to in the acronym DMAIC. Subsequently, multiple linear regression has been used
to create two models. Two groups of patients were analyzed: 45 were treated with ceftriaxone while 48 were treated with the
combination of cefazolin and clindamycin. Results. A reduction of the overall mean LOS of patients undergoing oral cavity cancer
surgery on bone was observed of 40.9% in the group treated with ceftriaxone. Its reduction was observed in all the variables of the
ceftriaxone group. (e best results are obtained in younger patients (−54.1%) and in patients with low oral hygiene (−52.4%)
treated. (e regression results showed that the best LOS predictors for cefazolin/clindamycin are ASA score and flap while for
ceftriaxone, in addition to these two, oral hygiene and lymphadenectomy are the best predictors. In addition, the adjusted R
squared showed that the variables considered explain most of the variance of LOS. Conclusion. SS methodology, used as an HTA
tool, allowed us to understand the performance of the antibiotics and provided variables that mostly influence postoperative LOS.
(e obtained models can improve the outcome of patients, reducing the postoperative LOS and the relative costs, consequently
increasing patient safety, and improving the quality of care provided.

1. Introduction

Healthcare seeks to give improvements in the prevention,
control, and treatment of diseases, but at the same time, it
also deals with complications, inefficiencies, and other
problems that put patients’ safety at risk. (erefore, it is
necessary to monitor the health services provided by ap-
plying management methods and tools to control quality [1].

Nowadays, several methodologies and approaches are used
in healthcare to help in the clinical decision-making process
[2–8], to aid physicians in defining the diagnosis and
prognosis of patients [9–11], and to analyze quality im-
provement in hospital processes [12, 13]. A useful meth-
odology for these purposes is the Health Technology
Assessment (HTA), a multidisciplinary process for medical-
clinical, social, organizational, economic, technological,
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ethical, and legal implication analysis of health technology
through the evaluation of efficiency, security, costs, and
social and organizational impact [14, 15]. (e technologies
could be drugs, medical devices, vaccines, procedures, and,
generally, all systems developed to solve a health problem
and to improve the quality of life.

Parmar and Chan [16] used HTA methodology in
urologic oncology. As a result of the rapid development of
new cancer therapies, it is important to have a decision-
making tool which leads to the choice of the right therapy in
a short period of time. In this study, HTA was used as an
approach that could help to guide value-based decision-
making. An HTAmodel was developed for the evaluation of
generic pharmaceutical products. (is tool allows us to
compare, both qualitatively and economically, equivalent
drug preparation. HTA was employed to evaluate a new
health technology for the thyroglobulin assay in patients
with differentiated thyroid cancer. (e authors used the
Dynamic AHP as an HTA tool to reach the goal [17]; this
paper proved also the utility of combining HTA with other
managerial approaches.

Another promising tool to improve the quality of
healthcare processes is Six Sigma (SS) [18–21]. Initially
introduced in the manufacturing sector, today, it is widely
developed in the health sector. SS relies on the “Define,
Measure, Analyze, Improve, Control” cycle (DMAIC),
which is a five-step procedure related to quality management
and process improvement that exploits both statistical and
managerial tools. (rough this problem-solving strategy
with a fixed structure, it is possible to analyze a process in
order to improve its performance reducing the “natural
variability” and carry out the “systematic control” of the
critical variables to obtain a better result. (e procedure is
divided into the following phases: defining the project goals
and customer (internal and external) requirements, mea-
suring the process to determine current performance, an-
alyzing and defining the root cause(s) of relevant defects,
improving the process by eliminating defect root causes, and
controlling future process performance. For the first time,
Bill Smith developed this methodology in 1986 with the aim
of reducing product or process defects that did not satisfy
customers [18, 22]. DMAIC is then a framework used to
enable the team to define and achieve set objectives
[1, 23, 24].

From literature studies, it stands out the success that the
strength of SS is founded not only in the manufacturing field
but also in the health sector, where the SS DMAIC approach
has been applied, for example, to improve first aid processes
[25] and in the paramedical services [26]. Mahesh et al. [27]
demonstrated how to reduce patients’ waiting time to receive
a specialist medical visit at the Out-Patient Department of
Cardiology in a private hospital in the city of Bangalore, and
El-Eid et al. [28] have confirmed SS as an efficient and ef-
fective management tool to improve the patient discharge
process, reducing patient discharge time. As well, other
studies confirmed the validity of the methodology
[13, 29–33], also in combination with other methods such as
the Agile [34]. Ricciardi et al. [12] analyzed the introduction
of the Diagnostic (erapeutic Assistance Path (DTAP),

employing Lean(inking and SS methodology based on the
DMAIC cycle. Furthermore, several studies show that the SS
is often associated with Lean(inking: this approach aims to
improve services to meet customer needs by eliminating
wastes and reducing costs [35–37]. (e use of these
methodologies has reported multiple benefits in healthcare;
in fact, they have been used to improve clinical decision-
making processes and to reduce the risk of healthcare-as-
sociated infections in surgery departments [38], while others
have conducted studies to introduce prehospitalization to
perform the necessary tests and examinations for hip and
knee prosthetic surgery [29, 39].

(e problem of healthcare infections is of great in-
terest in many surgery departments, and it is an indicator
of hospital efficiency, safety, and quality. Scotton et al. [40]
conducted a study whose purpose was to analyze infec-
tions in patients after Salvage Laryngectomy (SL) and
review the potential impact of the antibiotic prophylaxis
adopted. (e results showed that infection rates after SL
were high, and univariate analysis demonstrated risk
variables that had a significant correlation with infection,
so the antibiotic regimen is probably ineffective. Other
authors [41–48] presented an overview of current evi-
dence-based best practices in the use of prophylactic
antibiotics in head and neck cancer surgery; indeed, this
type of patient is at high risk of developing complications
after surgery. (us, they reported that prophylactic an-
tibiotics helped significantly reduce the risk of infection
[49]. However, short four-dose antibiotic regimens for 24
hours are as effective as prolonged cycles, regardless of the
complexity of the procedure [50–53]. In the same
framework, the research of Egan et al. [54] discusses the
use of the SS focusing on therapy with antimicrobial
gentamicin, which requires good practice in selecting the
dose and monitoring serum levels. (ey found a new
dosage with a standardized sampling, a monitoring pro-
gram, and a new timing of drug delivery that maximized
local capacities. In light of the above-mentioned studies, it
emerges the importance of choosing correct prophylactic
antibiotics to manage patients appropriately after surgical
interventions.

To this aim, in our recent study [55], SS was employed to
compare the use of antibiotics in patients undergoing oral
cancer surgery on bone tissue. Starting from the previous
promising results, in this work, two antibiotics, ceftriaxone
and the combination of cefazolin and clindamycin, are
compared in order to understand which one reduces the
postoperative length of hospital stay (LOS) for patients
undergoing oral cavity cancer surgery on the bone tissue. In
this study, it is taken into consideration the clinical factor
because the two antibiotics are quite similar from a safety,
legal, ethical, economic, and technological point of view. Six
Sigma (SS) methodology is applied as a tool of HTA in order
to achieve the aim. SS was used to analyze the influence of
some clinical variables (ASA score, age, gender, oral hygiene,
diabetes, and cardiovascular diseases) on the Critical to
Quality (CTQ) (postoperative LOS). Patients’ postoperative
LOS can be described as the duration of time after a patient’s
surgery until the day of discharge.
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(e novelty of this new study is the use of the DMAIC
cycle as an HTA tool including a modeling phase. (is would
enable healthcare providers to understand the performance of
antibiotics, improving patients’ outcomes, reducing postop-
erative LOS and related costs, consequently, increasing patient
safety, and improving the quality of care provided. After
applying DMAIC, a modeling study was conducted through a
multinomial linear regression; in particular, it was applied to
obtain twomodels capable of predicting postoperative LOS for
each antibiotic. In order to do this, we included the surgical
variables that were considered in the previous study [55].

2. Materials and Statistical Tools

SS and subsequently the modeling phase were used to imple-
ment the HTA methodology. In detail, deploying the DMAIC
cycle, characteristic of SS, means developing five phases:

(1) (e Define phase identifies the customers and the
objectives to be reached will be established [27]
allowing a team to identify the problem

(2) (e Measure phase defines the main characteristics
of the process and the parameters that will lead to
improvement [56]

(3) (e Analyze phase is used to understand the in-
fluence of the collected variables on the CTQ or to
evaluate the data collected in the previous phases of
the study using various analytical tools available such
as regression analysis, fishbone diagram, tree dia-
grams, and brainstorming

(4) (e Improve phase employs all the previous analyses to
design changes in a process and to improve the per-
formance, i.e., introducing a new antibiotic protocol

(5) (e Control phase is employed to monitor the whole
process and, in this research, to compare the per-
formance of the drugs

SS led the way for the development of the modeling
phase, providing us with information about all the variables.
Modeling allowed us to enrich the univariate analysis with a
multivariate one and to implement a tool able to predict the
postoperative LOS for each patient. (ese models will be
very useful for both ward management and hospital man-
agement. Predicting the LOS of a patient determines a more
efficient hospital bed organization, a better management of
nurses and doctors on duty, and lastly, a cost reduction for
hospitals. (us, combining SS and modeling could be
considered a valuable tool for HTA methodology.

In conclusion, the purpose of this paper is to assess the
performance of two antibiotics, cefazolin plus clindamycin
[57, 58] and ceftriaxone [59], through an HTA by using SS
andmodeling as a tool in the framework of oral cavity cancer
surgery on bone tissues.

2.1. 1e Clinical Case Study. In this study, two groups of
patients with oral cancer starting from the bone were analyzed:
the first one was treated with ceftriaxone between 2006 and
2011, while the second one was treated with cefazolin and

clindamycin between 2011 and 2019. (e cefazolin group
consisted of 54 patients, while the other by 51 patients. Oral
cancer is the sixth most common cancer in the world [60] but
the ones starting from the jaws are rare.(emajority of the oral
cancers affecting the bone derives from the epithelial quote of
the oral mucosa, but there are also cancers that originally start
from the bones, which are rare. Sarcomas are very rare tumors
in the head and neck district, osteosarcoma being the most
common of them [61]. (ey represent 1% of all the malig-
nancies affecting the head and neck [62]. (e incidence of
sarcomas starting from the mandibles ranges from 4% to 10%
[63]. In this study, we decided to analyze also those patients
affected by ameloblastomas, which is not actually a malignant
neoplasm. (is choice is due to the fact that in the case of big
ameloblastomas affecting the jaws, a big removal of tissue and
reconstruction with the same surgical techniques used for
patients affected by oral bone cancers are often required. (e
data was taken from printed medical records. Statistical tests,
useful for analyses, were carried out with IBM SPSS.

For the collection of data, some inclusion and exclusion
criteria were taken into consideration:

(i) All patients were included without exclusion due to
medical history (gender, age, cardiovascular dis-
eases, diabetes, oral hygiene, American Society of
Anaesthesiologists (ASA) Score)

(ii) Patients with cancers starting from the bones or
starting from the oral mucosa and then affecting the
bone were included. We also included patients with
ameloblastomas because of their osteolytic patterns

(iii) Patients treated in “day surgery” were excluded
(iv) Patients with too many missing data were not in-

cluded because they would compromise the analysis
(v) Patients with a change of the antibiotic therapy

during their recovery, because no evidence of effi-
cacy, were not included in the analysis, but their
number was recorded as it is a qualitative indicator
of treatment failure

(vi) Patients allergic to cefazolin and clindamycin or
ceftriaxone were excluded

As regards the Unit of Maxillofacial Surgery, the ward
consists of 9 rooms with 22 beds for the patients and some
more rooms for surgeons and nurses. (e Operatory Block
of the Department disposes of two operating rooms.

Oncological maxillofacial surgery is a branch of max-
illofacial surgery which deals with the surgical approach to
head and neck malignancies and the reconstruction of the
lost tissues [64].

When no allergy was described, from 2006 to 2011, a
postoperative antibiotic protocol with ceftriaxone was used.
Since 2011, there has been a shift to the use of the association
of cefazolin plus clindamycin as postoperative antibiotic
prophylaxis.

2.2. 1e Development of the Six Sigma: 1e Define Phase.
(e purpose of the “Define” phase is to define a multidis-
ciplinary workgroup and to divide the tasks for the analysis.
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(e team consists of clinicians from the Maxillofacial De-
partment of the University Hospital “Federico II” of Naples,
an economist, and biomedical engineers with experience in
health management. (e team was responsible for collecting
and analyzing data of patients with oral cavity cancer
considering the influence of some variables. (e sample and
the leader supervised and coordinated the study and in-
terpretation of the data. A project diagram was created to
define the problem to be solved:

(i) Project Title. Health Technology Assessment be-
tween two antibiotics in the context of Maxillo-
facial Surgery

(ii) Question. Investigation of the best antibiotics in
the analyzed context

(iii) Critical to Quality. Postoperative LOS
(iv) Target. Realize corrective measures to reduce the

CTQs
(v) Deliverables. (e performance of cefazolin/clin-

damycin and ceftriaxone, the outcome of patients,
reducing postoperative LOS, and the related costs

(vi) Timeline:

(1) Define: January 2010
(2) Measure: January 2010
(3) Analyze: January 2010
(4) Improve: January 2011
(5) Control: 2011–2018

(vii) In Scope. Oral cavity cancer surgery on bone tis-
sues. Maxillofacial surgery in the University
Hospital of Naples “Federico II”

(viii) Out of Scope. All the other structures and inter-
ventions and drugs

(ix) Financial. No funding to reach the target
(x) Business Need. Identifying the best antibiotic for

the surgery under examination

2.3. Dataset Description: 1e Measure Phase. (e data col-
lected from the medical records at the Department of
Maxillofacial Surgery were selected according to the inclusion
and exclusion criteria. After applying the inclusion and ex-
clusion criteria, the first sample of data concerned patients
treated with ceftriaxone from 2006 to 2011 (45 patients), and
the other sample of data (48 patients) was referred to patients
treated with cefazolin and clindamycin from 2011 to 2019.(e
variables used to compare the two antibiotics were

(i) Gender
(ii) Age
(iii) American Society of Anaesthesiologists (ASA) Score
(iv) Quality of oral hygiene
(v) Diabetes
(vi) Cardiovascular diseases

Other variables were analyzed through univariate
analysis in a previous study [55]; thus, they were included

only in the modeling phase. Descriptive characteristics of the
dataset were carried out for the postoperative LOS variables:
the results for cefazolin/clindamycin were, respectively, an
average of 16.51 days and a variance of 62.21. Instead, the
results for ceftriaxone were an average of 9.75 days and a
variance of 66.81.

We drew a histogram (Figure 1) showing the mean
postoperative LOS of patients, measured in days, submitted
to the administration of cefazolin/clindamycin according to
each variable. (e highest average LOS is for patients with a
high ASA score, while the lowest is for patients with a low
ASA score.

Figure 2 shows the distribution of mean postoperative
LOS of patients who used ceftriaxone. Patients below the age
of 51 have the highest mean LOS, whereas those without
cardiovascular disease have the lowest mean LOS.

2.4. Statistical Analysis: 1e Analyze Phase. In Figure 3,
patients’ pathway is shown from the arrival at the hospital to
the discharge. (ey arrived at the hospital; then, if they
receive a previous prehospitalization, they undergo surgery
directly; otherwise, they are subjected to preoperative ac-
tivities before surgery. Finally, if there are complications
after the surgery, the patient undergoes postoperative ac-
tivities; otherwise, they will be discharged after fewer days.

A Kolmogorov–Smirnov test showed a p value lower
than 0.0001. In order to understand the variables that could
influence the postoperative LOS in the ceftriaxone group,
nonparametric tests were employed: Mann–Whitney and
Kruskal–Wallis (only for age). In this case, some significant
p values were found for age and ASA score while the p value
of cardiovascular disease was almost significant (p val-
ue� 0.066) (Table 1).

A box diagram was developed and is shown in Figure 4,
which clearly highlights the decrease in the ceftriaxone
group of LOS, measured in days.

(e Control phase allowed us to monitor and guarantee
the sustainability of the long-term continuous improvement
of the performance. (us, the team identified the following
actions:

(i) Periodic review meetings to evaluate the maxillo-
facial surgery process

(ii) Internal audit to verify the performance of
antibiotics

(iii) Production of reports that highlight the trend of
patients’ postoperative patients measured in days

After analyzing the data according to the DMAIC cycle,
the modeling phase started by implementing the multiple
linear regression. It is also known simply as multiple re-
gression and is a statistical technique that uses several ex-
planatory variables to predict the outcome of a response
variable. (e goal of multiple linear regression is to model
the linear relationship between the explanatory (indepen-
dent) variables and response (dependent) variables. In other
words, multiple regression is the extension of ordinary least-
squares (OLS) regression that involves more than one ex-
planatory variable.
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In this study, it was used to obtain a model capable of
predicting the postoperative LOS for each patient under-
going oral cavity cancer surgery on the bone. In order to

obtain the best models, we considered also the surgical
variables that were studied in a previous research on the
same topic [55]. (erefore, the considered variables in order
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to implement the model were 11: gender, age, ASA score, the
quality of oral hygiene, diabetes, cardiovascular diseases,
tracheotomy, lymphadenectomy, infections, dehiscence, and
flap.

3. Results

3.1. Statistical Analysis for Cefazolin plus Clindamycin.
(eKolmogorov–Smirnov test was applied to investigate the
distribution of the postoperative LOS data regarding cefa-
zolin/clindamycin; a p value of 0.200 indicated a normality
distribution. (us, to investigate the variables potentially
influencing postoperative LOS, t-test and ANOVA were
employed. (e results are represented in Table 2. No sig-
nificance was found in the tests, but the difference between
postoperative LOS in each category gave insights about a
potential influence in many of the variables; the ASA score
was almost significant.

3.2. Comparison between the Two Antibiotics: 1e Control
Phase. (e Kolmogorov–Smirnov test showed a p value of
less than 0.0001; i.e., the data were not normally distributed.

(e results of the comparison between the two antibiotics
through Mann–Whitney and Kruskal–Wallis tests with an
alpha level of 0.05 are shown in Table 3. Overall, the dif-
ference in postoperative LOS between the cefazolin/clin-
damycin and ceftriaxone groups was statistically significant
with a reduction of 40.9%. All tests were statistically sig-
nificant among the mode of variables, except for older
patients (>60 years with a p value of 0.117). (e greatest
reduction in postoperative LOS results in younger patients
(<51 years with a reduction of 54.1%) and people with low
oral hygiene (52.4%).

Table 4 shows the results of a study regarding the fre-
quencies of each variable, obtained by performing a chi-
square test. A statistically significant difference between the
occurrences of cefazolin/clindamycin and ceftriaxone
groups was obtained according to age, ASA score, and oral
hygiene.

3.3. Combining SS andModeling. (e statistical analysis was
useful for the subsequent modeling phase. As mentioned in
the introduction, in this phase, we also considered some
surgical variables analyzed in a preceding paper [55]. For
both antibiotic protocols, the multiple linear regression was
implemented obtaining two predictive models whose
equations are shown as follows:

y1 � β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x6

+ β7x7 + β8x8 + ε1,
(1)

y2 � z1x1 + z2x2 + z3x3 + z4x4 + z5x5 + z6x6 + ε2, (2)

where y1 represents the LOS of patients treated with cefa-
zolin/clindamycin, y2 the LOS of patients treated with cef-
triaxone, xi the considered variables, βi and zi the regression
coefficients, and εi the errors.

Before carrying out the regression analysis, it is necessary
to verify, for both antibiotics, the hypotheses given in Table 5
which also contains references to the additional material
provided in order to give more details on these verifications.

Table 1: (e analysis of potential factors influencing postoperative
LOS for the “ceftriaxone” group.

Variable Category N LOS (mean± std.
dev.)

p

value

Gender Men 25 9.04± 7.49 0.669Women 23 10.40± 9.02

Age
<51 21 6.52± 5.33

0.013∗50< age< 61 9 8.89± 6.92
>60 18 13.94± 10.04

ASA score Low 30 7.33± 5.84 0.007High 18 13.78± 10.15

Oral hygiene Low 30 8.00± 6.74 0.306High 18 10.80± 9.00

Diabetes No 42 9.19± 8.05 0.213Yes 6 13.67± 9.46
Cardiovascular
disease

No 27 8.15± 7.48 0.066Yes 21 11.81± 8.92
∗Kruskal–Wallis test.
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Figure 4: Boxplot of the mean postoperative LOS for “cefazolin/
clindamycin” and “ceftriaxone” groups.

Table 2: (e analysis of potential factors influencing postoperative
LOS for the “cefazolin/clindamycin” group.

Variable Category N LOS (mean± std.
dev.)

p

value

Gender Men 25 15.96± 7.32 0.606Women 20 17.20± 8.68

Age
<51 5 14.20± 7.26

0.793∗50< age< 61 12 16.75± 9.11
>60 28 16.82± 7.65

ASA score Low 13 13.08± 6.69 0.062High 32 17.91± 8.00

Oral hygiene Low 39 16.82± 8.17 0.509High 6 14.50± 5.89

Diabetes No 43 16.49± 8.07 0.930Yes 2 17.00± 0.00
Cardiovascular
disease

No 24 15.96± 8.65 0.621Yes 21 17.14± 7.07
∗ANOVA test.
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As shown in equations (1) and (2), not all variables were
considered for both models. In particular, 8 variables were
included for cefazolin/clindamycin (ASA score, diabetes,
cardiovascular disease, tracheotomy, lymphadenectomy,
infections, dehiscence, and flap) while 6 variables were in-
cluded for ceftriaxone (ASA score, oral hygiene, diabetes,
cardiovascular disease, lymphadenectomy, and flap). (e
exclusion criteria of variables in each model were as follows:

(i) Gender and age were excluded in order to obtain
models based on clinical factors

(ii) Oral hygiene was excluded from the cefazolin/clin-
damycinmodel because it did not respect the “absence
of multicollinearity” hypothesis; i.e., there was a de-
pendency between it and the ASA score variable. Since
ASA score had a lowerp value in the previous analyses
of DMAIC than oral hygiene, the latter was excluded

Table 3:(e complete comparative statistical analysis. Mann–Whitney and Kruskal–Wallis were used, respectively, for dichotomous groups
and for the age group.

Variable Category Cefazolin/clindamycin (mean± std.
dev.) Ceftriaxone (mean± std. dev.) Difference (%) p value

All patients 16.51± 7.89 9.75± 8.26 −40.9 <0.0001

Gender Men 15.96± 7.32 9.04± 7.49 −43.4 0.003
Women 17.20± 8.68 10.40± 9.02 −39.5 0.002

Age
<51 14.20± 7.26 6.52± 5.33 −54.1 0.015∗

50< age< 61 16.75± 9.11 8.89± 6.92 −46.9 0.028∗
>60 16.82± 7.65 13.94± 10.04 −17.4 0.117∗

ASA score Low 13.08± 6.69 7.33± 5.84 −44.0 0.007
High 17.91± 8.00 13.78± 10.15 −23.1 0.042

Oral hygiene Low 16.82± 8.17 8.00± 6.74 −52.4 0.001
High 14.50± 5.89 10.80± 9.00 −25.5 0.040

Diabetes No 16.49± 8.07 9.19± 8.05 −44.2 <0.0001
Yes 17.00± 0.00 13.67± 9.46 n.a. n.a.

Cardiovascular disease No 15.96± 8.65 8.15± 7.48 −48.9 <0.0001
Yes 17.14± 7.07 11.81± 8.92 −31.2 0.012

∗Kruskal–Wallis test; n.a.: not applicable.

Table 4: (e analysis of the frequencies for each variable is performed through a chi-square test.

Variable Category Cefazolin/clindamycin (N) Ceftriaxone (N) p value

Gender Men 25 25 0.737Women 20 23

Age
<51 5 21

0.00250< age< 61 12 9
>60 28 18

ASA score Low 13 30 0.001High 32 18

Oral hygiene Low 39 30 0.008High 6 18

Diabetes No 43 42 0.166Yes 2 6

Cardiovascular disease No 24 27 0.778Yes 21 21

Table 5: Verification of the assumptions of multiple regression models for both antibiotics and reference to corresponding Supplementary
Material items.

Assumption Description Reference to Supplementary
Material

Linearity Verify if a linear relationship exists between the dependent variable and each
predictor of the model Figures S1 and S2

Independence of
residuals Verify if the errors of the model are independent Tables S1

Collinearity Verify if the predictors are not linearly correlated with each other Table S2
Outliers Verify if there are influential cases biasing the model Figure S3
Normality of the
residuals Verify if the errors of the model are normally distributed Figure S4

Homoscedasticity Verify if the variance of the errors of the model is constant Figure S5
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(iii) Infections and dehiscence were excluded from the
ceftriaxone model because no patient has experi-
enced them. Similarly, the tracheotomy variable was
excluded because there was only one case and it was
not enough

Tables 6 and 7 show the regression coefficients, errors,
and statistical significance obtained for each variable.

(e results show that for cefazolin/clindamycin the ASA
score is statistically significant and the flap is very close to the
p value of 0.05. Similarly, for ceftriaxone the ASA score and
the flap are variables that have a significant effect on LOS, as
well as oral hygiene and lymphadenectomy.

A summary of the two models is given in Table 8. In
particular, there are the coefficient of determination (R2), the
adjusted R squared, and the standard error of the estimate.

Since the two models have a different number of pre-
dictors, in addition to the R2, the adjusted R squared has also
been reported; it is a modified version of R2, adjusted

according to the number of predictors in the model. Al-
though there are also other variables affecting LOS, the
results obtained indicate that, for both antibiotics, about
82–89 percent of the variance in LOS is explained by the
selected variables.

4. Discussion and Conclusion

Over the past few years, the healthcare sector has paid at-
tention to cost increases, mainly due to the drop of refunds,
and to improve the experience of patients. In this scenario, the
HTA provides health leaders with a useful tool to improve the
efficiency and effectiveness of clinical processes; this tool has
become fundamental in healthcare due to the high amount of
medical device patents that have been required in the last
decades [65]. In the literature, some studies applied the HTA
to support decision-making processes regarding the purchase
of medical devices [66] or drug refund policies [67, 68], while
only a few works present an application of the HTA for
evaluating the introduction of new antibiotic prophylaxis. In
this study, we tackled this issue by employing a combination
of both SS and HTA. In particular, encouraged by the results
achieved in previously published studies [7, 55], here we
adapted the framework of the SS DMAIC cycle to build a tool
that could support the HTA of a new antibiotic prophylaxis
procedure for patients undergoing oral cancer surgery of the
bone. (e assessment has been made taking into account a
healthcare key performance indicator, which is the postop-
erative LOS. Indeed, the LOS is a useful metric to determine
the economic, organizational, and clinical impact of health-
care services. In this work, a multiple regression model has
been integrated within the SS framework to investigate the
relationships between a prolonged LOS and the prophylaxis
procedure in order to determine the impact of the intro-
duction of a new antibiotic on the hospital stay. When framed
into the Improve phase of the SS DMAIC cycle, the regression
model helped in determining the effect of the new antibiotic
prophylaxis on the postoperative LOS and enabled a com-
parison between the two antibiotics, thus providing an ad-
ditional informative tool to support the decision-making
process, in accordance with our previous works [7, 55]. (e
results obtained from the comparative statistical analysis
(Table 3) showed a 41% reduction in the LOS for patients
treated with ceftriaxone compared to those treated with
cefazolin/clindamycin, with the highest decrease achieved
among younger patients (−54.1%). (is could be due to the
better response of younger patients toward the performed
surgical procedure, as opposed to older patients, whose
surgical intervention can be influenced by possible comor-
bidities and other variables, in accordance with the literature
[69, 70]. (e modeling phase with the two regression models
(Tables 6 and 7) enabled the identification of the variables,
among demographic, clinical, and surgical ones as considered
in a previous study [55], which influence the postoperative
LOS themost and provided promising tools for the prediction
of the LOS in patients undergoing oral cavity cancer surgery
on the bone who are treated with cefazolin/clindamycin or
with ceftriaxone. Of note, during the whole study’s range of
time, the choice of the antibiotics was completely independent

Table 6: Regression coefficients, errors, and p value for cefazolin/
clindamycin model.

Variables

Unstandardized regression coefficients
(cefazolin/clindamycin)

Regression coefficients
(βi)

Std.
error

p

value

ASA score 3.406 0.506 0.000
Diabetes 1.025 4.066 0.803
Cardiovascular
disease 2.541 1.707 0.147

Tracheotomy 0.022 2.366 0.993
Lymphadenectomy 2.816 2.139 0.198
Infections 2.790 3.383 0.416
Dehiscence 2.636 2.507 0.301
Flap 3.617 1.824 0.056

Table 7: Regression coefficients, errors, and p value for ceftriaxone
model.

Variables

Unstandardized regression coefficients
(ceftriaxone)

Regression coefficients
(δi)

Std.
error

p

value

ASA score 2.272 0.609 0.001
Oral hygiene 0.873 0.358 0.020
Diabetes 4.938 2.546 0.600
Cardiovascular
disease -0.423 1.732 0.808

Lymphadenectomy 14.174 5.592 0.015
Flap 6.991 2.340 0.005

Table 8: Coefficient of determination, adjusted R squared, and
standard errors of the two models.

Cefazolin/clindamycin Ceftriaxone
R2 0.914 0.847
Adjusted R squared 0.892 0.823
Std. error 5.218 4.799
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of the research. Indeed, the antibiotic to be administered was
defined by the hospital’s protocols which change the anti-
biotic choice in 2011 according to the new trends of therapy
described in the medical literature.

In summary, the proposed approach confirmed the value
of combining both the SS DMAIC approach and modeling,
which can serve as a tool to support HTA processes for
understanding the optimal therapeutic approach.

In conclusion, this HTA study confirmed and further
extended the results achieved and presented in the literature
which considered the ceftriaxone as the best option for
patients undergoing oral cancer surgery on bone tissue [55]
and provides the health policy with two important results:
the antibiotic which reduces the postoperative LOS and two
models which predict it. Succeeding in predicting the
postoperative LOS of a patient could lead to many benefits
for both the hospital and patients. Indeed, the hospital could
better manage all its resources, reduce waste and costs, and
improve the understanding of patients’ needs, which are all
aims of an SS project; meanwhile, the patients could ex-
perience a better quality of care and a lower LOS.

(e evaluation of antibiotic performance is an important
topic, as it is linked to healthcare-associated infections in
hospitals, as evidenced by studies in the literature. (is paper
evaluates the performance of antibiotics considering the most
important variables in the maxillofacial area. In addition, the
DMAIC approach implies a positive advantage, giving sup-
port to the medical staff in the decision-making process of
antibiotic administration, reducing the gap between practice
and theory. (erefore, the reduction of postoperative LOS
and the rate of infections of patients undergoing oral cavity
cancer surgery benefit both the hospital and patients: patients
satisfied in terms of a few days of hospitalization and effective
and efficient therapy, while the hospital has more available
beds and saves costs of managing patients with complications.
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Springer International Publishing, Portorož, Slovenia,
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Preterm birth (PTB) in a pregnant woman is the most serious issue in the field of Gynaecology and Obstetrics, especially in rural
India. In recent years, various clinical prediction models for PTB have been developed to improve the accuracy of learning models.
However, to the best of the authors’ knowledge, most of them suffer from selecting the most accurate features from the medical
dataset in linear time. (e present paper attempts to design a machine learning model named as risk prediction conceptual model
(RPCM) for the prediction of PTB. In this paper, a feature selection approach is proposed based on the notion of entropy. (e novel
approach is used to find the best maternal features (responsible for PTB) from the obstetrical dataset and aims to predict the
classifier’s accuracy at the highest level. (e paper first deals with the review of PTB cases (which is neglected in many developing
countries including India). Next, we collect obstetrical data from the Community Health Centre of rural areas (Kamdara, Jharkhand).
(e suggested approach is then applied on collected data to identify the excellent maternal features (text-based symptoms) present in
pregnant women in order to classify all birth cases into term birth and PTB.(e machine learning part of the model is implemented
using three different classifiers, namely, decision tree (DT), logistic regression (LR), and support vector machine (SVM) for PTB
prediction.(e performance of the classifiers is measured in terms of accuracy, specificity, and sensitivity. Finally, the SVM classifier
generates an accuracy of 90.9%, which is higher than other learning classifiers used in this study.

1. Introduction

Preterm birth (PTB) is a serious public health problem that
adversely affects both families and the society [1]. It is a
leading cause of neonatal mortality and morbidity across the
world and also the second major cause of child deaths under
the age of five years [2]. Over the past two decades, PTB has
been a significant research study in healthcare domain.
Pregnancy and childbirth unlocked the door for medical
experts and researchers to explore various effective strategies
to reduce preterm birth in women having pregnancy-related
complications. (ese strategies include healthcare services
given to all pregnant women to control PTB and any medical
interventions aimed to enhance the knowledge of women on
early indications of pregnancy complications [3, 4]. (e
maternal history of a pregnant woman is a key part of the
neonatal studies for providing certain clinical treatments to
newborn babies regarding their health, disease, care, and
outcomes. Newborn babies are very special. (ey do not

have any previous medical background, and their early
neonatal path is directly connected to the maternal history of
their mothers [5–7].(e healthcare services also incorporate
the arrangements of essential social and economic support
for women before, during, and after pregnancy including
educational, medical, and other training programs that fa-
cilitate healthy motherhood.

In general, treatments of diseases (including PTB) are
made by the physicians based upon their knowledge (ex-
perience). However, on the one hand, manual diagnosis may
not be often right as physician’s experience varies from
expert to expert. On the other hand, manual treatment is a
time-consuming job. Further, shortage of medical experts is
increasing everyday with population explosion and devel-
oping countries like in India, large number of women belong
to lower or middle income families. (ey do not get proper
healthcare facilities or awareness regarding health education
to know about any complication that arises during preg-
nancy, especially in rural area. Further, people often are
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afraid of doctors’ prescription since doctors in most cases
misguide the patients suggesting unnecessary tests (like
double marker test, fetal echocardiography, urine test, and
FT4 test which are used to determine any pregnancy
complications) which are very expensive. Also, doctor’s
appointment fees are mostly on higher side. Besides, doctors
could sometime diagnose the cases wrongly. After all,
preterm delivery is the most critical issue in Gynaecology
and Obstetrics and a major health concern for every
pregnant woman. It may require several ultrasound so-
nography (USG) tests in addition to doctor’s appointment
fee for diagnosing high-risk patients, and these altogether
may amount huge expense that may be beyond the income
limit of many families. So, designing the computerized
system (i.e., e-healthcare system) for birth prediction from
past diagnosis data is the essential solution for quick and
accurate decision to be taken for any adverse pregnancy
outcome in order to save lives and cost.

Notably, a pioneering renovation is taking place in the
Obstetrical community due to the advancement in tech-
nology and digitization of medical records. Data analytics
is one of the most promising tool for research and de-
velopment in the area of medicine [8–15]. Nowadays,
machine learning techniques (e.g., neural networks,
support vector machine, logistic regression, and Decision
Trees) are playing important role in designing the disease
predictive model to address the growing needs of human
experts in the medical world [16–20]. However, medical
datasets are highly imbalanced, conflicting in nature, and
uncertain. So, designing the effective intelligent model for
medical datasets is a challenging task. PTB dataset is one
such clinical dataset. Numerous predictive models based
on standard intelligent methods have been introduced by
the researchers for prediction of PTB [21]. However, they
usually suffer from several drawbacks like lack of un-
derstandability and inefficiency in making quick and
correct decision. Further, early detection and diagnosis
play important role in controlling such complications.
Symptoms (text) based machine intelligent models may
play vital role in early detection of such cases. (e delay in
receiving the clinical judgement for preterm delivery
increases the risk of pregnancy complications which in
turn increases the risk of prenatal mortality. Due to its
direct association with prenatal mortality, neonatal health
is also very important in the obstetrical community [7].
According to the UNICEF study released in 2015, 35% of
neonatal death is due to PTB. (e rate of PTB in rural
areas of most developing countries is increasing due to
lack of health facilities and insufficient number of
healthcare workers.

In light of these considerations, the present study aims to
design a novel conceptual model (by employing machine
learning techniques) and its implementation for detection of
PTB in pregnant women. In fact, the system can be used as a
decision support system to assist the medical staff and
healthcare workers for predicting premature delivery. More
specifically, the present study focuses on novel feature se-
lection (entropy-notion) approach to identify the most
important maternal features (text-based symptoms)

responsible for preterm delivery and aims to predict the
classification accuracy.

(e remaining sections of the paper are organized as
follows. Section 2 describes the basic concept of PTB and
feature selection. Section 3 elaborates the related work that
has been carried out to predict PTB. Section 4 describes the
methodology of this research. (e experimental design and
results are presented in Section 5. Finally, Section 6 deals
with conclusion and future scopes.

2. Background of the Present Research

2.1. Preterm Birth (PTB): A Comprehensive Overview.
Preterm or premature birth is defined as birth, for any
reason, occurring before 37 completed weeks (or less than
259 days) of pregnancy. Every year, about fifteen million
babies are born prematurely (before 37 completed weeks of
gestation), and this is nearly equal to one-tenth of all babies
around the world [22]. According to the WHO reports
studied in 2005, 12.9 million births or 9.6% of all births
across the world occurred prematurely [23]. (e rate of
preterm birth, however, significantly varies across the world.
Preterm birth reflects the most prominent reason for neo-
natal morbidity and mortality [24].

2.1.1. Categorization of PTB. PTB can be classified into
different categories based on gestational age at birth. (e
gestational age is defined as the time from the first day of the
last menstrual period (LMP) of a woman to birth [21]. (e
four categories of PTB are as follows:

(i) Extreme PTB (under 28 Weeks). It is the birth that
takes place before 28 weeks of pregnancy

(ii) Very PTB (28 to 32 Weeks). It is the birth that takes
place between 28 and 32 weeks of pregnancy

(iii) Moderate PTB (32 to 34 Weeks). It is the birth that
takes place between 32 and 34 weeks of pregnancy

(iv) Late PTB (34 to 37 Weeks). It is the birth that takes
place between 34 and 37 weeks of pregnancy

2.1.2. Medical Terminologies. For the purpose of clarity of
the present study, the used terminologies are illustrated in
Table 1.

2.1.3. Health Impact of PTB. PTB is the main risk factor for
newborn mortality and morbidity. It is a leading cause of
neonatal mortality and morbidity across the world and also
the second major cause of child deaths under the age of five
years [25]. It arises between 5 and 10% of all deliveries and
involves 70% of neonatal mortality and up to 75% of neo-
natal morbidity [26]. Premature infants are more likely to
suffer than normal birth and are at higher risk of brain
paralysis, sensory impairment, respiratory failure, and so on.
More than $13 billon of premature cost for maternity service
is anticipated only in the USA [27, 28]. Most survivors of
PTB face serious problems, often a lifetime of disability,
including learning disabilities, visual, and hearing problems.
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In fact, babies born premature have more health problems
compared with babies born at term birth. Term birth refers
to babies that are born at 37 to 40 weeks of gestation.
Furthermore, babies born at preterm are reported to be at an
elevated risk of long-term health problems [29]. Unfortu-
nately, after many years of research in obstetrics, yet the rate
of PTB has not decreased [30]. Birth weight is generally
associated with PTB and results in its own categorization.
Usually, birth weight is simpler to measure precisely and is a
first estimation of gestational age. Obviously, the most
challenging issue in Gynaecology and Obstetrics is how to
control the preterm delivery in pregnant women.

2.2. Feature Selection (FS). (e term feature selection in the
machine learning, also known as feature subset selection,
refers to the process of selecting a subset of excellent features
during construction of the predictive model.(e presence of
redundant and irrelevant features in any datasets (especially
in medical datasets) can reduce the accuracy of the model’s
prediction and also have the negative impact on the per-
formance of the model. (e main goal of any feature se-
lection method is to select the best subset of features by
removing redundant and irrelevant features from the
datasets in order to reduce the training time and enhance the
classifier’s predictive performance. In fact, feature selection
is typically used as a preprocessing step in data mining.
(ere are three standard approaches of the feature selection
algorithm, namely, filter method, wrapper method, and
embedded method. For more details about feature selection,
one may refer to [31–33].

(i) Filter Method. (e filter method measures the rel-
evance of features based on the nature of data. (e
selection of features is independent of the classifiers
used. (e filter method is much faster compared
with the wrapper method and provides an average
accuracy for all the classifiers used. Some of the
examples of filter methods are information gain,
chi-square test, variance threshold, and so on.

(ii) Wrapper Method. (e wrapper method finds the
best subset of features based on a specific machine
learning algorithm that we are trying to fit on a
given dataset. (e evaluation criteria are simply the

predictive power of the particular classifier. (e
wrapper method has higher performance accuracy
compared with the filter method but requires more
computational time to find best features for a
dataset with high-dimensional features. Some of the
examples of wrapper methods are forward selection,
backward elimination, genetic algorithms, and so
on.

(iii) Embedded Method. (e embedded method incor-
porates the advantages of both filter and wrapper
methods. In this approach, feature selection is done
during the process of model training and is usually
unique to particular learning classifiers. (is ap-
proach basically determines the importance of
feature, i.e., which features to accept and which to
reject, while making a prediction. (e most typical
embedded technique is the decision tree algorithm.
(is method typically falls somewhere between the
filter method and wrapper method in terms of time
complexity. Some of the examples of embedded
methods are lasso regression, ridge regression,
elastic net, and so on.

3. Related Works

(is section focuses mainly on the existing methodologies
related to prediction of PTB using machine learning, sta-
tistical analysis, and data mining techniques. Some of them
are discussed in this section. (e study of Mercer et al. [34]
was designed to develop a risk-score-based model for pre-
dicting PTB. (e model can be trained using a multivariate
logistic regression technique to explore various risk factors
using clinical data available between 23 and 24 weeks’
gestation. Goodwin et al. employed the machine learning
model to generate 520 predictive rules for PTB with the
application of data mining techniques [35].(e study in [36]
discussed the deep learning models for predicting preterm
delivery using existing electronic medical records (EMRs) of
mothers available in healthcare centres.

Weber et al. [37] performed a cohort study to predict
spontaneous preterm.(e prediction of PTB was performed
using numerous classifiers, namely, K-nearest neighbours,
lasso regression, and random forests. (is study has taken

Table 1: Definitions used in the present study.

Terminology Description
Antenatal care Antenatal care (ANC) refers to the fundamental, clinical, and nursing care suggested for ladies during pregnancy
Neonate A neonate or a newborn infant is a child under 28 days of age
Neonatal death A death during the first 28 days of life (0–27 days) is termed as a neonatal death
Live birth A birth at which a child is born alive is termed as live birth
Term birth A birth at the end of a normal duration of pregnancy between 37 and 40 weeks of gestation is termed as term birth
Maternal death A maternal death is the death of a woman while pregnant or within 42 days of termination of pregnancy
Stillbirth Stillbirth is the delivery, after the 20th week of pregnancy, of a baby who has died
Abortion Termination of a pregnancy either medically or induced
Miscarriage Natural loss of pregnancy during first trimester
Gestational age Gestational age (GA) refers to the time from the first day of a woman’s last menstrual period to birth
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into the consideration of demographic, race-ethnicity, and
maternal characteristics. Mailath-Pokorny et al. [38] ex-
plored the predictive features for preterm delivery that
occurs within 2 days after admission and before 224 days of
gestation using the multivariate logistic regression model.
(e predictive features considered are age of the mother,
gestational age during admission, maternal history, vaginal
bleeding, cervical length, preterm history, and preterm
premature rupture of membranes (PPROM) in their study.
Son and Miller presented a prediction model for PTB using
cervical length measurement in women with a singleton
gestation. To accomplish better predictive performance, they
attempted to determine the best cut points of cervical length
[39].

Elaveyini et al. [40] explored the major risk factors of
preterm birth using artificial neural networks. PTB pre-
diction was based on the feed-forward backpropagation
algorithm. Over the past decades, majority of research
studies have been done to enhance the accuracy of pre-
diction of PTB [41]. Researchers are continually making
their best efforts to analyse and explore the principal risk
factors for preterm delivery [42–44]. (e present article
focuses on the machine learning approaches for prediction
of birth cases in rural community.

3.1. Shortcomings in the Existing Clinical Models. In recent
years, using feature selection approach, a significant number
of clinical prediction model have been developed to improve
the accuracy of learning models. However, to the best of
authors’ knowledge, most of them suffer from selecting the
most accurate features from the medical dataset in linear
time. Hence, there is a scope for improving the performance
of machine learning classifiers and reducing learning time.

3.2. Novel Contribution. A novel feature selection approach
based on the notion of entropy is introduced in this study to
address the identified issues of the existing models. (e key
role of the novel approach is to find the subset of optimal
features from the medical dataset in order to improve the
prediction’s accuracy and ultimately reduce the machine
learning time.

4. Research Methodology

4.1. Objective. (e finding of this research study can be
utilized to fulfill the three following main objectives:

(i) A machine learning-based risk prediction concep-
tual model (RPCM) for PTB can be introduced with
the help of novel feature selection approach using
entropy-notion to predict the birth cases (TB and
PTB) from the obstetrical records.

(ii) (e suggested approach is used to identify the
excellent (text-based symptoms) features respon-
sible for PTB. Furthermore, medical experts’

(physicians and obstetricians) opinions are also
considered through review of medical records of
patients and survey analysis. (e model can be
extended to select the regions for pregnancy
consultation.

(iii) (e predictive model can be beneficial for rural
India to identify the important maternal features in
order to predict the possibility of PTB in the ges-
tation of women. (is information can support
rural medical staff for taking effective decisions for
adverse pregnancy outcome—that aim to reduce the
diagnosis cost.

4.2. 8e Proposed Feature Selection Approach Based on the
Notion of Entropy. According to the study in [45], attributes
having strong correlation cannot be the part of feature
subset. Besides, more the attributes are independent among
themselves and more information gain they will have which
would eventually give better outcomes over unseen data.(e
present research focuses on medical (obstetrical) datasets
which are more sensitive in nature, so feature selection
approach is more effective for such datasets. In light of this
point, a feature selection (entropy-notion) approach is
presented here to extract the most relevant features from
obstetrical (term-preterm) dataset. (ese features are uti-
lized to classify all birth cases into term birth and PTB. A
conceptual model of the proposed approach is shown in
Figure 1.

(e proposed approach is stated as follows:

(i) Suppose that D is a medical dataset having n attri-
butes, say Ai for i� 1, 2, 3, . . ., n.
Let F0 denote a set of features in the original dataset
D.
Initially, F0 � {A1, A2, A3, . . ., An}.
Since D is divided into three distinct subsets as D1,
D2, and D3, so after applying the proposed approach,
we get three feature subsets, namely, F1, F2, and F3
from these data subsets.
F is considered as a resultant feature set derived from
F1, F2, and F3. Initially, Fk � F0 for k� 1, 2, 3.
Let P be a classification problem described by a set of
n attributes, say Ai for i� 1, 2, 3, . . ., n and also
consider that F represents the set of features derived
from the original dataset.
Initialize, F� F0 � {A1, A2, A3, . . ., An}.
for each data subset Di ∈D; where i� 1, 2, 3
do

for each attribute Ai ∈ F0
do
Calculate Gain (S, Ai)//information gain for Ai

Using formula stated below,
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Gain(S, Ai) � Entropy(S) − Σvj∈Ai
(|Svj

|/|s|)
Entropy(Svj

), where vj denotes values of attribute Ai

and Entropy(S) � Σpmlog2pm, where S represents
the number of instances in P and pm is the nonzero
probability of sm instances (out of S) belonging to
class m, out of c classes.

end for
Compute

r � (Max Gain(S, Ai) − Min Gain(S, Ai)/n), where
i� 1, 2, 3, . . ., n.

//Here, r is considered as a threshold value for
selecting features

for each attribute Ai ∈ F0
do

if Gain(S, Ai)< r

then
update Fk � Fk─{Ai}//removing Ai from Fk

end if
end for

end for
F� F1 U F2 U F3//including all attributes of F1, F2, and
F3.

Note. (e proposed feature selection approach in this study
is a form of the filter method and is implemented in Java-1.4.

Time Complexity. (e algorithm is simple and easy to un-
derstand. (e running time of an algorithm is O(n), where n
is the number of attributes in the dataset.

4.3. 8e Proposed Framework: Risk Prediction Conceptual
Model (RPCM). Based on novel feature selection (entropy-
notion) approach and several studies in [46–49], RPCM is
carefully designed to predict the risk of PTB in pregnant

women. (e workflow of the framework consisting of three
stages (Stage-I, Stage-II, and Stage-III) is depicted in Fig-
ure 2, and then its each component is detailed.

4.3.1. Key Components of the Proposed Model. (e proposed
model consists of some key components, namely, healthcare
centre, patient survey, maternal and neonatal records, data
preprocessing, machine learning, and birth outcome. Each
of these is discussed as follows:

(i) Healthcare Centre. A healthcare centre is a part of a
network of hospitals employed by a group of
general physicians, nurses, and healthcare pro-
fessionals that provide healthcare facilities to
people in a certain area. In addition to standard
medical treatments, one of the main goals of the
primary healthcare centre is maternal care during
pregnancy especially in rural India. (is is because
people from rural India avoid contacting health-
care professionals and practitioners for pregnancy
care which increases the cases of maternal and
neonatal deaths.

(ii) Patient Survey. A comprehensive care to mother
and child is primarily concerned to all healthcare
systems in India. (e term survey describes any
study that consists of requesting people to respond
queries. (is entails researcher-developed ques-
tionnaires and personal interviews with pregnant
women during their antenatal care visits.

(iii) Maternal and Neonatal Records. Maternal and
neonatal records play a vital role in deciding the way
healthcare services are provided, accessed, and af-
fected by health outcomes. It stores the statistical
reports describing the use of prenatal services,
maternal risk factors, and birth outcomes for all
patients residing in rural area. PTB is one of the
most frequent complication of pregnancy. It occurs
due to several medical reasons and is affected by

Subset (D2)Subset (D1) Subset (D3)

F1

F = F1 U F1 U F1

F2 F3

Obstetrical (term-preterm) dataset (D)

Proposed approach Proposed approachProposed approach

Optimal 
feature

Figure 1: Conceptual model for feature selection approach.
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some of the important maternal features based on
human experts (experience) and several research
studies [50–53]. (ese maternal features are critical
in nature to predict cases of PTB. (e total number
of birth instances is taken from the obstetrical data.

(iv) Data Discretization. A technique of converting
continuous values of attribute into a finite set of

intervals and associating a new discrete value with
each interval is known as data discretization. Since
any classifiers prefer to handle discrete values
rather than continuous values for the learning
process, data discretization plays a crucial role in
the process of machine learning. (e study in [54]
suggests that data discretization improves the
quality of discovered knowledge, and it is based on
the concept of information theory.

(v) Feature Selection. One of the core concepts in
machine learning is the feature selection. Feature
selection is the process of selecting those features
from the input datasets which highly impact the
performance of the predictive model. (e present
study focuses on feature selection approach based
on entropy notion as already discussed in Section
4.2.

(vi) Data Preprocessing. (e tabular dataset collected
from obstetrical data is preprocessed and con-
verted into a normalized form with the help ofMIL
discretizer [55, 56].

(vii) Machine Learning (ML). (e present study focuses
on applying machine learning algorithms [46, 49]
for PTB prediction.ML is a method of data analysis
that automates analytical model building. Classi-
fication is one of the most popular approaches for
applying ML methods (e.g., DT, LR, and SVM).
(ese techniques are used to in medical domain for
classification, prediction, and diagnosis purposes.

(viii) Birth Outcome. (is component is very crucial in
preventing preterm delivery in pregnant women
during antenatal care clinics. (e predicted birth
outcome can also be used to properly analyse the
key maternal features responsible for PTB.

4.4. Details of Stage-I. (e main role of the first stage of
framework is to collect obstetrical data from the Community
Healthcare Centre, and it is detailed in this section.

4.4.1. Study Design. (e study was conducted in the
Community Health Centre, Kamdara (Gumla), situated in
rural area of Jharkhand, during a period from July 2018 to
September 2020. (e hospital provides obstetric and
gynaecological services to all categories of women, whether
registered for antenatal care or referred.(e approval for the
study was taken from the Institutional Ethics Committee.

Selection Criteria. (e selection of patients (women) de-
pends on the following inclusion-exclusion criteria:

Inclusion criteria include the following:

(i) Women registered for ANC and having birth at the
Community Health Centre

(ii) Women having birth occurring at the gestational
age of 28 weeks or more

(iii) Women who delivered a live birth

Second stage

Discretized (term-preterm) dataset
(MIL discretizer)

Feature selection
(entropy-notion)D

at
ap

re
-p

ro
ce

ss
in

g

Birth (term-preterm) dataset

Third stage
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Birth 
outcome

PT
B 

m
od

el

First stage

Community healthcare centre
(rural area)

Patient survey
(based on antenatal care visit)

Maternal and neonatal records
(based on obstetrical department)

Total number of instances (preterm birth and term birth)
(based on inclusion and exclusion criteria)

D
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le
ct
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n

Tabular (term-preterm) dataset

Figure 2: Framework of the proposed model.
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Exclusion criteria include the following:

(i) Women having still birth
(ii) Women having birth of twins
(iii) Women referred to other hospitals

4.4.2. Data Collection. (e basic step of Stage-I is to collect
data based on patient survey and maternal records available
in the obstetrics department. Initially, 1800 records were
collected during a research period. (en, 1300 records were
selected for further study based upon inclusion-exclusion
criteria. (e collected records include all instances of term
birth and PTB. A manual analysis is performed to select all
maternal features which are involved during pregnancy
(based on medical experts’ opinion and several research
studies) [51, 52, 57, 58]. (e description of the obstetrical
dataset (original) after data collection is summarized in
Table 2.

Initially, all instances are in a raw-form which are
compiled into a tabular-form using MS Excel program. As a
result, a tabular (term-preterm) dataset is prepared for the
research purpose. (e tabular (term-preterm) dataset used
in this work is a binary class dataset.

(e feature values in this dataset are of the form-string,
integer, and continuous. (e tabular (term-preterm) dataset
consists of 1300 instances, composed of thirty-six different
features which are taken into consideration before, during,
and after pregnancy. (ese features are listed in Table 3. (e
questionnaire used for data entry during patient survey was
mainly focused on their background details, medical history,
previous pregnancy details, current pregnancy details, baby
details, and medical disorders in current pregnancy.

4.5. Description of Stage-II. (e collected data from tabular
(term-preterm) dataset are preprocessed at the second stage
of the framework.(is stage deals with two main operations,
namely, data discretization and feature selection.

4.5.1. Data Discretization. During data preprocessing, tab-
ular (term-preterm) dataset is converted into a normalized
form with the help of data discretization process.(is gives a
discretized (term-preterm) dataset. (is dataset is utilized to
select most accurate features by applying suggested feature
selection approach based on the notion of entropy. (e
initial statistics of discretized (term-preterm) dataset is
shown in Table 4.

In reality, attributes of any medical dataset may contain
mixture of string, continuous, outliers, and missing data.
Many classifiers cannot handle continuous attributes but
each of them can operate on discretized attributes [55].
Besides, performance of classifiers can be significantly im-
proved by replacing continuous attributes with its dis-
cretized values. Depending upon the amount of missing data
and the criticality of the feature in which the data is missing,
it may impact the accuracy of prediction. In this study, the
missing value in any feature is replaced with the mean value
of that feature, and minimum information loss (MIL) data
discretizer [12, 54, 59] is employed here for data processing,

which make data compatible with the machine learning
algorithm.

4.5.2. Feature Selection. After that, the proposed feature
selection approach is taken into consideration to select the
most probable features (responsible for PTB) from the
discretized (term-preterm) dataset. As a result, seventeen
different features are selected from this dataset. (ese ma-
ternal features (listed in Table 5) are also considered as major
risk factors for PTB as suggested by medical experts and
several research studies. (en, a final birth (term-preterm)
dataset, consisting of these selected features, is prepared for
the last stage of framework. (e birth dataset also contains
1300 instances of term birth and PTB.

4.6. Description of Stage-III. Finally, a machine learning-
based prediction model for PTB is built at this stage. (is
section describes the actual construction of the suggested
system.

4.6.1. Machine Learning PTB Model. (e aim of this re-
search is to find a suitable classifier which can predict the
PTB with more accuracy. (e three classifiers, namely,
decision tree (DT), logistic regression (LR), and support
vector machine (SVM) are used in this analysis. (e method
of selecting classifier in this study is illustrated in Figure 3.
Model fitting was carried out by dividing the input dataset
into training dataset and test dataset at a ratio of 70% and
30%, respectively. (e training set is used in learning phase
and test set is used in prediction phase, to determine the best
model. Researchers may find ample information about
several machine learning classifiers from the articles [60–63].

4.6.2. Evaluation of Machine Learning Classifiers. (e em-
pirical measures can be extracted from the confusion matrix
in order to evaluate the performance of the learning classifier
[64]. A confusion matrix shows the accuracy of the solution
to a classification problem. Table 6 depicts the confusion
matrix, which summarizes the number of instances pre-
dicted correctly or incorrectly by a classification model.

Furthermore, the other parameters used to measure the
classifier’s performance are correct classification rate (CCR)
or accuracy, true positive rate (TPR) or sensitivity, true
negative rate (TNR) or specificity, false positive rate (FPR),
false negative rate (FNR), precision, recall, and F1 score. A
formal definition of these performance metrics is shown in
Table 7.

5. Experimental Design and Results

5.1. Experimental Design. A birth (term-preterm) dataset
with 1300 patients’ observations is obtained in order to
perform the experiment. (e experiment is carried out with
the help of Python and Scikit-Learn library or under WEKA
toolbox (http://www.cs.waikato.ac.nz/ml/weka). (e obser-
vations in the birth dataset are carefully reviewed for pre-
diction of birth cases. (is is in fact a binary class dataset in
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which all births occurring between 28th to 37th weeks are
termed as PTB class with label “1” whereas all births after
37th weeks are termed as term birth (TB) class with label “0.”
According to the study, around 24% of the findings in the

dataset are of PTB with label “1” and remaining 76% are of
TB with label “0.” Hence, PTB class is dominated by TB class,
and we can say that PTB is the minority class and TB is the
majority class. (erefore, there is a need of a good sampling
technique for medical datasets [24, 52]. In this context,
synthetic minority oversampling technique (SMOTE) is
used to balance the target dataset [65]. (is can be achieved
by replicating the PTB cases until it reaches approximately
50% of the dataset.(is gives a new balanced (term-preterm)
dataset.

5.2.Results andDiscussion. A total of 1300 patients (women)
were selected in this study based on inclusion-exclusion
criteria. Out of 1300 pregnant women, 309 women were
having preterm birth and rest 991 women were having term
birth. (us, the incidence of PTB is 23.78% of total pregnant
women. In this work, the performance of DT, LR, and SVM
classifiers is evaluated in terms of accuracy, specificity, and
sensitivity [66]. With these indicators, it is possible to
compare the proposed model performance with three
classifiers. Tables 8 and 9 present the performance metrics of
classifiers for the original dataset and balanced dataset,
respectively.

Based on the results shown in Tables 8 and 9, we can
observe that the accuracy of three different classifiers is
roughly around 85%.With respect to the original dataset, the
accuracy of SVM is 86.1% which is highest, followed by LR
and DT. (e results were additionally improved (after ap-
plying SMOTE) with the balanced dataset. (e accuracy of
SVM classifier in the balance dataset increases from 86.1% to

Table 4: Summary of discretized (term-preterm) dataset.

Outcome N
Number of features 36
Number of classes 2
Total instances 1300
Term birth 991
Preterm birth 309

Table 2: Summary of the obstetrical (term-preterm) dataset.

Problem name Number of features Number of classes Number of instances
Birth case 36 2 1300

Table 3: Maternal features associated with PTB.

S. no. Feature ID Feature name
1 PID Patient identification
2 WA Woman age
3 LMP Last menstrual period
4 EDD Estimated delivery date
5 G Gravida
6 P Parity
7 A Abortion
8 L Living
9 EL Educational level
10 H Height
11 W Weight
12 BMI Body mass index
13 BP Blood pressure
14 HB Hemoglobin
15 ANC Antenatal care visit
16 ADD Actual delivery date
17 OH Obstetric history
18 PCS Previous caesarean section
19 GA Gestational age
20 BW Birth weight
21 GDM Gestational diabetes mellitus
22 FHR Fetal heart rate
23 MG Multiple gestation
24 ND Normal delivery
25 MH Previous medical history
26 LBW Low birth weight
27 ASPX Asphyxia
28 HT Hypertension
29 PE Preeclampsia
30 LV Live birth
31 SB Still birth
32 OB Obesity
33 AN Anemia
34 TH (yroid
35 NS Neonatal status
36 PTB Preterm birth

Table 5: List of excellent features in discretized (term-preterm)
dataset.

Feature code Feature name Feature type
WA Woman age Numeric
PT Parity Numeric
GD Gravida Numeric
BMI Body mass index Ordinal
ANC Antenatal care visit Numeric
GA Gestational age Numeric
FHR Fetal heart rate Numeric
BP Blood pressure Ordinal
HB Hemoglobin Numeric
GDM Gestational diabetes mellitus Binary
PE Preeclampsia Binary
HT Hypertension Binary
OH Obstetric history Binary
EL Education level Ordinal
CS Previous caesarean section Binary
MH Previous medical history Binary
PTB Preterm birth (target variable) Binary
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90.9% compared with original dataset. In summary, the
SVM model is the best classifier in the experiment.

6. Conclusion and Future Scope

In this study, the proposed model (RPCM) can be used for
prediction of PTB based on excellent features (text-based
symptoms) available in obstetrical data.(e work focuses on
feature selection (entropy-notion) approach by applying
machine learning classifiers (DT, LR, and SVM) in order to
classify all birth cases into term birth and PTB. Comparing
the performances of the classifiers, it is evident that SVM
classifier is the most suitable classifier as it achieves an
accuracy of 90.9%. According to the findings of this study,
the identified risk factors (excellent features) will be helpful
in the prediction of PTB, especially in rural community. (e
developed model supports the decision-making process in
maternity care by identifying and alerting the pregnant
women at risk of preterm delivery thereby preventing
possible complications, reducing the diagnosis cost, and
ultimately minimizing the risk of PTB. (e present system
can be regarded as a successful innovation in Obstetrics to
give clinical support to patients during pregnancy consul-
tations. In particular, RPCM claims to assist healthcare
professionals to make effective and timely decisions without
consulting specialists directly.

(e limitation of the present research is that the risk
factors for PTB are limited in size and dataset is small, which
could be increased to improve the performance of the PTB
prediction in the future studies. However, expert knowledge
and clinical judgement may still be needed to interpret this
risk and take appropriate action in individual cases.
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Table 6: Confusion matrix.

Predictive positive Predictive negative
Actual positive True Positive (TP) False Negative (FN)
Actual negative False Positive (FP) True Negative (TN)

Table 7: Performance metrics for machine learning classifiers.

Metrics Formula
CCR ((TP + TN)/(TP + FP + FN + TN))%
TPR TP/(TP + FN)

TNR TN/(TN + FP)

FPR FP/(TN + FP)

FNR FN/(TP + FN)

Precision TP/(TP + FP)

Recall TP/(TN + FN)

F1 score 2∗TP/(2∗TP + Fp + FN)

Table 8: Performance metrics of the classifiers—original dataset.

Classifiers Accuracy Sensitivity Specificity
DT 0.777 0.702 0.930
LR 0.841 0.863 0.971
SVM 0.861 0.801 0.702

Table 9: Performance metrics of the classifiers—balanced dataset.

Classifiers Accuracy Sensitivity Specificity
DT 0.796 0.713 0.972
LR 0.872 0.832 0.954
SVM 0.909 0.891 0.783
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+e length of waiting time has become an important indicator of the efficiency of medical services and the quality of medical care.
Lengthy waiting times for patients will inevitably affect their mood and reduce satisfaction. For patients who are in urgent need of
hospitalization, delayed admission often leads to exacerbation of the patient’s condition and may threaten the patient’s life. We
gathered patients’ information about outpatient visits and hospital admissions in the Nephrology Department of a large tertiary
hospital in western China from January 1st, 2014, to December 31st, 2016, and we used big data-enabled analysis methods,
including univariate analysis and multivariate linear regression models, to explore the factors affecting waiting time. We found
that gender (P � 0.048), the day of issuing the admission card (Saturday, P � 0.028), the applied period for admission (P< 0.001),
and the registration interval (P< 0.001) were positive influencing factors of patients’ waiting time. Disease type (after kidney
transplantation, P< 0.001), number of diagnoses (P � 0.037), and the day of issuing the admission card (Sunday, P � 0.001) were
negative factors. A linear regression model built using these data performed well in the identification of factors affecting the
waiting time of patients in the Nephrology Department.+ese results can be extended to other departments and could be valuable
for improving patient satisfaction and hospital service quality by identifying the factors affecting waiting time.

1. Introduction

Long waiting times are recognized as a major obstacle to
hospital care, affecting the quality of service and the es-
tablishment of friendly relationships with patients [1]. Due
to the imbalance between the supply of and demand for
medical resources, the problem of excessive waiting time is
an issue for patients all over the world in outpatient,
emergency, and hospitalization services. For patients,
lengthy waiting time is not conducive to early treatment of
their disease [2]. For hospitals, waiting time has an im-
portant influence on patient satisfaction [3]. +erefore,
medical institutions committed to providing excellent ser-
vice must effectively manage their clinic waiting times [4].

In some developed countries, the Emergency Depart-
ment is the main channel for patient admission. For ex-
ample, in the National University of Singapore Hospital,

emergency patients account for more than 64% of all in-
patients [5]. In China, outpatient clinics are the main
channel by which patients enter the hospital. In the West
China Hospital (WCH) of Sichuan University, outpatients
account for about 67% of inpatients. +e huge increase in
demand for hospitalization in China has brought significant
challenges to the management of hospital beds in medical
and health institutions. In particular, large public hospitals
with good equipment and technical conditions often have
long waiting times. Due to the shortage of hospital beds,
some public hospitals in China, such as the West China
Hospital of Sichuan University, have an average of more
than 6000 patients waiting in line every day. +e waiting
time for hospitalization of patients averages three months to
six months, and some waits are more than one year [6].

Both the Emergency Department and the Outpatient
Department receive inpatients. Inpatients generally require
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more services than outpatients, given the complexity of their
diseases, so their waiting time is important.+erefore, in this
study, we focused on factor analysis of the waiting time of
admitted patients. To a certain extent, the hospitalization
waiting time reflects the hospital’s admission and discharge
management level and the hospital’s inpatient service quality
[7]. Shortening the patient’s admission waiting time will help
improve the patient’s admission experience and reduce the
occurrence of medical disputes [8].

Different hospital departments have different admission
characteristics, and the waiting time varies greatly in dif-
ferent departments. +erefore, under the advice of the ad-
ministrator of the Admission Service Center, we chose the
Department of Nephrology as the subject for the analysis of
factors affecting the admission of patients, rather than
discussing the determinants of inpatient waiting time for the
entire hospital. +is approach allows us to generate more
specific, personalized admission management
recommendations.

Several studies have demonstrated that long waiting
times have negative impacts on the hospital’s quality of
service [9], patient satisfaction [10, 11], and hospital repu-
tation [12]. Susanto and Chalidyanto [13] investigated
waiting time and patient satisfaction in the pharmacy, using
a cross-sectional study. Given the impact of waiting time on
hospitals and patients, hospitals should take active measures
to effectively manage the waiting times of patients.

+ere have been many studies into waiting time in
healthcare institutions, focusing mainly on outpatients
[14, 15] and Emergency Departments [16, 17]. +e research
has mostly been carried out from the perspective of the
country, the region, or the entire hospital [18, 19]. For
example, Geta and Edessa [20] investigated the factors af-
fecting the waiting time of outpatients, using a question-
naire. Isfahani and colleagues [21] assessed the effects of a
discharge lounge on decreasing patient waiting time and
Emergency Department overcrowding, using a computer
simulation. +ey found that the main factors leading to long
patient waiting times are hindrances in patient flow and the
occupation of Emergency Department beds by nonemer-
gency patients. +ere have been relatively few studies into
the waiting time of inpatients, and there is a lack of evidence-
based management recommendations for hospitals.

Some research has focused on exploring which factors
tend to increase the waiting time, including the over-
crowding of patients, lack of healthcare providers, employee
attitudes, work processes, length of hospital stay, and
management problems [22–26]. However, this research
primarily uses traditional methods, such as questionnaires,
interviews [27], qualitative descriptions [28], and simula-
tions [29]. For example, Aburayya et al. [30] collected
questionnaires from 12 healthcare centers in the Emirate of
Dubai in the UAE and found that the main causes of waiting
time were high staff workloads, insufficient work proce-
dures, employee-supervisor interaction problems, and lack
of adequate facilities.

Data-driven methods are rarely used to explore the
factors that affect the waiting times of inpatients. Data
mining technology and machine learning methods have

been successfully applied in many fields, such as intelligent
diagnosis and treatment [31–33], engineering [34], and
security [35]. +e wide range of these applications suggests
that data mining technology may be used to analyze the
factors that affect waiting time. Multivariate linear regres-
sion analysis, using statistical significance to identify ex-
planatory variables, has been suggested as an effective
method for evaluation, using big data [36].

In this study, we addressed this issue. We used the
Department of Nephrology, WCH of Sichuan University, as
an example, and analyzed the data from admitted patients,
using multivariate linear regression, a machine learning
algorithm, to unearth the key factors affecting the waiting
time of inpatients. We used these data to provide evidence-
based suggestions for reducing waiting times.

+e remainder of this paper is structured as follows.
Materials and methodology are introduced in Section 2.
Results obtained using linear models are presented in Sec-
tion 3.+e analysis of the factors is presented in Section 4. In
Section 5, we provide a brief conclusion.

2. Materials and Methods

2.1. Study Setting. West China Hospital is a large tertiary
hospital in western China. It is faced with an admission
problem common to large hospitals: bed resources cannot
meet the demand for admission, and patients usually wait a
long time before admission. In response to the increasing
demand for hospitalization, an Admission Service Center
was established in 2013 to centrally manage hospital beds.
+e data for this study came from the registration system of
the Admission Service Center.

To better understand the waiting time of inpatients, we
first provide a brief overview of the admission process for
inpatients of WCH. Figure 1 is a schematic of the admission
process.

2.1.1. Outpatient Service. First, each elective patient needs to
see a doctor in the Outpatients Department. +e outpatient
doctors then provide a patient admission card, according to
the severity of their illness. An admission card is an im-
portant certificate for hospitalization. Patients without an
admission card will leave the hospital.

2.1.2. Admission Service Center. When a patient receives an
admission card, they go to the Admission Service Center (ASC)
to complete the hospital registration with information such as
demographics, disease type, and insurance. After registration, a
patient is added to the waiting list, sorted by registration date. A
professional selects the patients who most need hospitalization
services from the waiting list, based on their registration in-
formation. When a patient is selected, the professional will call
the patient to ask if they have time to come to the hospital the
nextmorning. Admitted patients who are notified by telephone
and agree to hospitalization can go to the ASC to complete
other procedures such as preoperative examinations, CTscans,
and other diagnostic tests. +e patient is conveyed to the ward
at the appointed time.
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2.1.3. Discharge. Patients accept hospitalized services (in-
cluding preoperative tests, treatment, and postoperative
tests) and are finally discharged from the hospital after
recovery.

Using this process, we defined the waiting time of in-
patients as the time between the issuing of the patient’s
admission certificate by the outpatient doctor and the pa-
tient’s formal admission for treatment.

2.2. Data Source. We first collected all of the data generated
by the patients before admission from the Admission Service
Center.+e data included gender, age, date of application for
admission (year, month, day, hour, andminute), registration
date, outpatient diagnostic information, and subspecialty
information. +is information is the main resource used by
medical staff when judging whether a patient is admitted to
the hospital.

We extracted the admission data from the Department
of Nephrology, West China Hospital, from January 1, 2014,
to December 31, 2016. After deleting missing values and
outliers, a total of 13,336 samples were obtained. All data
were anonymized.

2.3. Data Preprocessing. After extracting the required fields,
the data were preprocessed. We performed feature engi-
neering on the original data to extract features for use in the
model. +e process of data processing is as follows.

First, males were coded as 1 and females as 2. Age was
divided into four categories: juvenile (0–17 years old) as 1,
young (18–40 years old) as 2, middle-aged (41–65 years old)
as 3, and old (over 66 years old) as 4.

We then derived new fields based on the current fields.
(1) Registration interval (RI) refers to the interval between
the registration date and the date of issue of the admission
card. (2) Standardized date of admission was split into two
fields: the week of issuing the admission card (WIAC) and
the applied period for admission (APA). We divided the
latter into two periods: morning and afternoon. We labeled
the weekday from 1 (Monday) to 7 (Sunday), and the applied
period for admission was coded as 1 (morning) or 2 (af-
ternoon). For example, a patient who had an admission card
issued at 8 : 23 am onNovember 29, 2016, was coded as being
issued with an admission card on Tuesday (assigned as 3)
morning (assigned as 1). (3) Since many patients register on
the same day after receiving the admission card, the week of
the admission card date is very similar to that of the

registration date. In the end, only the week of the admission
card date was retained. (4) +e outpatient diagnosis infor-
mation was the outpatient doctor’s record of the patient’s
condition. A new field, the number of disease diagnoses, was
derived by counting the number of diagnosed items.

+e seven independent variables used in this study are
shown in Table 1. We divided the following independent
variables into three categories. +e first category was de-
scriptive statistical information, including gender and age.
+e second category was time information, which contains
three variables: WIAC, APA, and RI. +e third category was
disease information, including two variables, TD and NDD.
TD was divided into five subgroups: vascular access, renal
biopsy, peritoneal dialysis, after kidney transplantation, and
others. NDD was divided into four levels. In the outpatient
diagnosis field, the diagnosis of only one disease was
assigned a value of 1, diagnosis of two diseases was assigned
2, diagnosis of three diseases was assigned 3, and four or
more diseases are assigned 4.

2.4.Methods. After sorting and converting the original data,
R software was used for data analysis and modeling [37]. We
first summarized the data. +e measurement data was de-
scribed by the mean, and the counting data was described by
percentage.

We then carried out a univariate analysis. +e difference
in the waiting time of inpatients between each group was
analyzed using univariate analysis [38], and the relationship
between continuous variables and the waiting time of in-
patients was analyzed using the Spearman correlation [39].

Finally, we constructed a multivariate linear regression
model to explore the factors affecting the waiting time of
patients registered in the Nephrology Department. We used
the fields in Table 1 as independent variables and waiting
time as the dependent variable. We used stepwise regression
to filter the independent variables. Variables with P< 0.05
were selected as independent variables, at an inspection level
of α� 0.05. +e generalized variance inflation factor (VIF)
and variance inflation factor were used to test the multi-
variate collinearity of the model. We assumed that there was
no collinearity when GVIF or VIF was less than 2 [40].

3. Results

3.1. Descriptive Analysis. +e descriptive analysis of the
variables and sample information is shown in Figures 2–4.
Figure 2 is a descriptive analysis diagram of the variables age

Arrival Outpatient department

Admission card Registration

Admission service center

Inform Hospitalization

Discharge

Figure 1: Flow chart of the elective patient admission process.
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and gender. +e dataset included 7,106 male patients, with
an average waiting time of 5,72 days, and 6,230 female
patients, with an average waiting time of 4.88 days. +e
number of male patients was slightly higher than that of
female patients, and there was an approximately one-day gap
in the average waiting time. +e proportion of patients aged
41–65 was the largest, accounting for 46.75%. Middle-aged
patients had the longest average waiting time, as high as 5.7
days.

Figure 3 shows an analysis of the time-related variables.
During the admission period, we found that 56.46% of
patients were registered in the morning (00 : 00–11 : 59), and
43.54% were registered in the afternoon (12 : 00–23 : 59). For
the admission card, the number of patients on weekdays was
much higher than that on weekends. Monday and
Wednesday had the largest number of patients at 3,161 and
2,785, respectively. However, the waiting time on weekends
was much higher than that on weekdays.

+e characteristics of disease-related information are
presented in Figure 4. In the Nephrology Department, TD is
subdivided into five subspecialties. +e proportion of cases
of renal biopsy is the largest (33.05%), followed by vascular
access (26.9%). +e longest waiting time was for the peri-
toneal dialysis subspecialty (6.97 days). Most patients

(78.43%) had only one diagnosis, and the corresponding
average waiting time was relatively long (5.34 days).

+e average registration interval was 1.46 days. +is
observation indicates that some patients did not register for
hospitalization immediately after receiving the admission
card. +e average waiting time for patients admitted to the
Department of Nephrology was 5.33 days, and the standard
deviation was 22.17 days. +e high value of the standard
deviation was due to the fact that some patients have milder
disease, and the hospital always prioritizes the admission of
severe cases, leaving some patients waiting for a long time.

We used univariate analysis and multivariate analysis to
examine which factors affected the waiting time of inpa-
tients, and how the data reflected the problems delaying the
admission of patients.

3.2. Univariate Analysis. +is section describes a univariate
analysis of the factors affecting the waiting time of patients in
the Nephrology Department. +e results are shown in Ta-
ble 2. Gender, week of issuing the admission card, and
disease type had statistically significant effects on patient
waiting time (P<0.05). We then analyzed the correlation
between the registration interval and the waiting time for
admission. +e waiting time of inpatients in the Nephrology

Table 1: Variable assignment table.

Categories Variables Assignment

Descriptive
statistics

Age 1� juvenile (0–17 years old), 2� youth (18–40 years old), 3�middle age (41–65
years old), 4� old age (over 66 years old)

Gender 1�male, 2� female

Time
information

Week of issuing the admission
card (WIAC)

1�Monday, 2�Tuesday, 3�Wednesday, 4�+ursday, 5� Friday, 6� Saturday,
7� Sunday

Applied period for admission
(APA) 1�morning (00 : 00–11 : 59), 2� afternoon (12 : 00–23 : 59)

Registration interval (RI) Continuous variable

Disease
information

Type of disease (TD) 1� renal biopsy, 2� peritoneal dialysis, 3� vascular access, 4� after renal transplant,
5� other

Number of disease diagnosis
(NDD)

1� 1 diagnosis, 2� 2 diagnoses,
3� 3 diagnoses, 4�≥4 diagnoses

7106

6230

Male
Female

(a)
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Figure 2: Characteristics of descriptive information. (a) Distribution of gender. (b)+e number of cases by age and waiting time in days by
age.
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Department was positively correlated with registration in-
terval (P<0.01).

3.3. Multivariate Linear Regression Analysis. Taking the
natural logarithm of waiting time as the dependent variable,
we used stepwise regression to filter the independent vari-
ables. +e week of admission, disease type, and the number
of disease diagnoses were included in the model as dummy
variables. +e model results are as follows.

We used the coefficient of determinationR2 to measure
the goodness of fit of the linear model. We saw an R2 � 0.527,
which shows that the regression line fits the observations
well. For the model, we found P< 0.001, indicating that at a
test level of α� 0.05, the fit of the multivariate linear re-
gression equation can be considered to be statistically
significant.

+e results of the multivariate linear regression analysis
are shown in Table 3. We found that all variables except age
were statistically significant.

Gender (male, P � 0.048), WIAC (Saturday, P � 0.028),
APA (PM, P< 0.001), and RI (P< 0.001) were the positive
factors influencing the waiting time. Taking the RI as an
example, the unstandardized coefficient Bwas 0.789, and the
95% CI was (0.712, 0.736), indicating that when the other
factors remained unchanged, for every additional day of the
registration interval, the waiting time increased by
0.789 days.

+e WIAC (Sunday, P � 0.001), DT (after renal trans-
plant, P< 0.001), and NDD (Four or more diseases,
P � 0.037) were negative factors. Taking the DT as an ex-
ample, the coefficient Bof type four, after renal transplant
was -3.091, which can be explained as follows: compared
with type five, under the same conditions, the waiting time

7530

5806

AM
PM

(a)

0

1

2

3

4

5

6

7

8

9

10

0
Monday Tuesday Wednesday �ursday Friday Saturday Sunday

500

1000

1500

2000

2500

3000

3500

U
ni

t: 
da

y

Cases
Waiting time

(b)

Figure 3: Characteristics of time-related information. (a) Pie chart of the applied period for admission. (b) Day of issuance of the admission
card and waiting time by day.
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was reduced by 3.091 days for patients with the after renal
transplant.

We performed a collinearity analysis on the above six
statistically significant variables (Table 4). It can be seen that
GVIF< 2and VIF< 2, which means that there was no
collinearity in the independent variables in our model.

+e significance of the standardized regression coef-
ficientsβ was to compare the importance of different in-
dependent variables to the dependent variable by
standardizing B. +e importance of each factor to the
waiting time can be compared according to the absolute
value of the standardized regression coefficient of linear
regression. +e results showed that RI (0.724), WIAC
(Sunday, 0.191), DT (after renal transplant, 0.139), NDD (≥4
diagnoses, 0.097), and WIAC (Saturday, 0.077) were the top
five factors that had the greatest impact on the waiting time
for admission (Figure 5).

4. Discussion

+is study was based on data provided by the information
platform of the Admission Service Center and used data

mining technology to assess the determinants of inpatients’
waiting time in the Nephrology Department of a tertiary
hospital in western China. Based on the theoretical results
presented in Section 3, we conducted interviews with the
hospital’s managers to learn more about the possible reasons
behind the theoretical results. Finally, combined with ob-
servation of the actual situation of the hospital, we provide a
theoretical basis for hospital administrators to take measures
to shorten the waiting time for patients to be admitted to the
hospital and improve the patient’s admission experience.

4.1. Descriptive Information. +is model showed that age
had little effect on patients’ admission, while gender was
statistically significant. +e waiting time of males admitted
to the Department of Nephrology was 0.5 days longer than
that of females. +is is because there were more male than
female outpatients (Table 2). Because Chinese hospitals
require that men and women are not housed in the same
ward, when the total number of beds is limited, higher
numbers of outpatient visits for male patients lead to greater
opportunity costs of waiting for beds, and the waiting time
increases. +is finding indicates that hospitals should adjust
the ratio of male and female bed resource allocations and
appropriately increase the number of admissions of male
patients to meet different needs due to gender differences.

4.2. Time Information. +e WIAC, RI, and APA had a
considerable impact on the waiting time of patients. In
general, patients who were issued an admission card on
Sunday had shorter waiting times than those who were
issued an admission card on Friday.

+is result is related to the way in which the hospital is run
and the resulting temporary release of hospital beds.+e poor
management of planned discharge from the clinical depart-
ment of the hospital on weekends has led to the temporary
discharge of some patients, and the Admissions Center has
fewer staff on duty. After a patient is temporarily discharged,
the hospital will admit patients who were issued an admission
card and registered on-site on the same day. +erefore, pa-
tients who are issued an admission certificate on Sunday have
shorter waiting times than those given a certificate on Friday.

From the perspective of the process of patient admission,
the waiting time can be subdivided into indirect waiting time
(the time between issuance of an admission card and reg-
istration at the Admission Center) and direct waiting time
(the time between patients officially entering the waiting
queue after registration and hospitalization). +e registra-
tion interval reflects the urgency of admission, to a certain
extent.+e earlier a patient registers, the earlier he enters the
hospital waiting system, and the shorter the direct waiting
time. +e length of the registration interval will directly
affect the patient’s waiting time for admission. Large hos-
pitals should pay attention to the outpatient guidance service
and guide patients to register effectively to reduce unnec-
essary waiting times.

Patients issued with admission permits in the afternoon
wait longer. One possible reason is that the hospital releases
fewer beds in the afternoon. According to the current

Table 2: Comparison of the waiting time of hospitalized patients
with different characteristics.

Variable Cases Waiting time F P

Age 2.365 0.069
Juvenile
(0–17 years old) 341 5.08

Youth
(18–40 years old) 4 342 5.39

Middle age
(41–65 years old) 6 234 5.70

Old age
(over 66 years old) 2 419 4.29

Gender 4.705 0.030
Male 7 106 5.72
Female 6 230 4.88
WIAC 5.648 <0.01
Monday 3 161 4.24
Tuesday 2 443 4.42
Wednesday 2 785 6.21
+ursday 2 524 5.75
Friday 1 784 5.53
Saturday 496 9.30
Sunday 143 3.85
APA 2.365 0.124
Morning 7 530 5.12
Afternoon 5 806 5.60
TD 2.872 0.021
Renal biopsy 4 408 5.15
Peritoneal dialysis 1 517 6.97
Vascular access 3 595 5.31
After renal transplant 1 492 2.62
Other 2 324 5.72
NDD 0.083 0.9
1 diagnosis 10 460 5.34
2 diagnoses 2 190 5.22
3 diagnoses 444 5.19
≥4 diagnoses 242 4.96
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operating rules of the hospital, the peak of admission and
discharge is concentrated at 09 : 00–11 : 00 in the morning,
lengthening the direct waiting time.

+e hospital should strengthen the management of
planned discharge. A reminder function can be added to the

prehospitalization information system to remind patients of
the admission progress throughmeans such as SMS alerts, or
telephone follow-ups, to realize the whole-process tracking
of patients’ medical treatment, improve service quality, and
improve the medical experience.

4.3. Disease Information. +is study shows that disease type
4 (after renal transplant) had a shorter waiting time for
admission than other disease types. +is is because in pa-
tients with a after renal transplant, taking immunosup-
pressants leads to a decrease in immunity, resulting in rapid
progression of infections and other complications, and an
increased probability of systemic damage [41, 42]. Lengthy
waiting times will seriously endanger their life, so the waiting
time is shorter than those of other disease types.

Patients with more diagnostic items had shorter waiting
times. +is result reflects the impact of the severity of the
disease on the waiting time, to a certain extent. +e more
diagnoses, the greater the probability that the disease is
severe, and the shorter the waiting time compared to other,
single disease, types. +e results of this study on disease
information are consistent with the hospital’s actual prac-
tice. During the admission process of the case hospital used
in this research, one of the rules is to focus on the type of
disease and the severity of the disease, instead of scheduling
on the principle of first come, first served. +ese findings
suggest that in future admission management, the hospital
should establish a more complete and detailed admission
system centered on the type of disease, the severity of the
disease, and the characteristics of the subspecialties in
clinical departments to reduce the waiting time for critically
ill patients.

Table 4: Collinearity diagnosis results of multivariate linear re-
gression model.

Variables GVIF VIF
Gender 1.012 1.006
WIAC 1.036 1.003
APA 1.012 1.006
RI 1.002 1.001
TD 1.039 1.004
NDD 1.008 1.001
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Figure 5: Primary important variable in the linear regression
model.

Table 3: Analysis of linear regression model of the waiting time and factors.

Variables
Unstandardized

coefficient Standardization coefficient
T P 95% confidence interval

B Standard error β
Intercept 5.647 1.087 0.066 1.353 0.1762 (–0.030, 0.162)
Gender (male) 0.527 0.266 0.024 1.978 0.048 (0.000, 0.047)
WIAC
+ursday 0.042 0.473 0.002 0.088 0.930 (–0.040, 0.044)
Monday –0.839 0.453 –0.038 –1.853 0.064 (–0.078, 0.002)
Sunday –4.244 1.328 –0.191 –3.195 0.001 (–0.309, –0.074)
Saturday 1.704 0.777 0.077 2.194 0.028 (0.008, 0.146)
Wednesday 0.136 0.463 0.006 0.294 0.769 (–0.035, 0.047)
Tuesday –0.777 0.476 –0.035 –1.633 0.103 (–0.077, 0.007)
APA (Afternoon) 1.057 0.268 0.048 3.941 0.000 (0.024, 0.071)
RI 0.789 0.007 0.724 121.349 0.000 (0.712, 0.736)
TD
Renal biopsy –3.091 0.741 –0.139 –4.172 0.000 (–0.205, –0.074)
Peritoneal dialysis –0.520 0.351 –0.023 –1.481 0.139 (–0.054, 0.008)
Vascular access –0.373 0.350 –0.017 –1.066 0.286 (–0.048, 0.014)
After renal transplant 1.212 0.722 0.055 1.679 0.093 (–0.009, 0.119)
NDD
2 diagnoses –1.445 0.993 –0.065 –1.455 0.146 (–0.154, 0.022)
3 diagnoses –1.472 1.22 –0.065 –1.206 0.228 (–0.176, 0.040)
≥4 diagnoses –2.156 1.035 –0.097 –2.082 0.037 (–0.190, –0.007)
Note. Bold fields indicate statistically significant variables.
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+e limitations and future research of this article can be
summarized as follows. (1) +e study does not consider the
health system organizational model as a factor influencing
the waiting times in the tertiary hospital.+e coordination of
primary care, hospitals, and communities improves early
identification of health needs, healthcare service provision,
and appropriateness [43, 44], reducing waiting times in
hospitals and patient’s satisfaction. (2) Further research is
necessary to demonstrate that the indicators used are useful
for the reorganization of services to reduce waiting times. In
particular, it is necessary for healthcare professionals to
improve the admission process based on the conclusions of
this study to help further understand the factors that affect
hospital admissions, such as disease care pathway, severity of
disease, and services available in the territory [45–47]. (3)
Taking into account the actual needs of the hospital, we will
classify the waiting times and apply cutting-edge classification
algorithms from the field of machine learning to accurately
predict waiting times. Combining artificial intelligence
technology with the needs of hospital admission will assist in
hospitalization management and improve work efficiency.

5. Conclusions

+e quality of medical service has become the core of
hospital management, and continuous customer satisfaction
should be the standard. +e waiting time of patients in
hospital is an important indicator and strongly affects pa-
tient satisfaction. In response to the need to reduce patient
waiting time, we analyzed the status quo and found that
although the average waiting time for admission in the
Nephrology Department was less than one week, the
standard deviation was large, indicating that the waiting
time of patients at the individual level varies considerably,
and there is still significant room for improvement.

It is important to find the key factors affecting waiting
time for admission, to improve the status quo. Using a
review of the literature, combined with interviews and
clinical experience, we made full use of the historical data
from the hospital, to identify the real problems reflected in
the data, using data analysis. We constructed a general linear
regression model and analyzed the factors that affected
patients’ waiting time for admission. +e factors found in
this study that have a significant impact on waiting time were
gender (male), WAIC (Saturday and Sunday), APA (after-
noon), RI, and DP (after renal transplant) and NDD (level
4).

+e results of this research allow us to develop rec-
ommendations for hospital admission management, which
can assist in patient management and improve work effi-
ciency. We combined research interviews and literature
analysis to provide suggestions for optimizing patients’
admission times. +ese strategies can also reduce the psy-
chological burden on patients.
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Nowadays and due to the pandemic of COVID-19, nurses are working under the highest pressure benevolently all over the world.
(is urgent situation can cause more fatigue for nurses who are responsible for taking care of COVID-19 patients 24 hours a day.
(erefore, nurse scheduling should be modified with respect to this new situation. (e purpose of the present research is to
propose a new mathematical model for Nurse Scheduling Problem (NSP) considering the fatigue factor. To solve the proposed
model, a hybrid Genetic Algorithm (GA) has been developed to provide a nurse schedule for all three shifts of a day. To validate the
proposed approach, a randomly generated problem has been solved. In addition, to show the applicability of the proposed
approach in real situations, the model has been solved for a real case study, a department in one of the hospitals in Esfahan, Iran,
where COVID-19 patients are hospitalized. Consequently, a nurse schedule for May has been provided applying the proposed
model, and the results approve its superiority in comparison with the manual schedule that is currently used in the department. To
the best of our knowledge, it is the first study in which the proposed model takes the fatigue of nurses into account and provides a
schedule based on it.

1. Introduction

In working places such as hospitals where the services
must be provided continuously, distribution of work-
forces within different shifts is required. Accordingly,
different studies could be found within the literature
which formulated the problem of scheduling nurses,
known as the Nurse Scheduling Problem (NSP), from
different aspects to provide a timetable for nurses in a
hospital [1–3].

In NSP, nurses are assigned different shifts according to a
set of constraints and requirements which are determined by
the hospital. On one hand, optimal nurse scheduling has
effects on reducing hospital costs, increasing nurse’s job
satisfaction, quality of care, and increasing the input budget
of hospitals [4]. On the other hand, hospital work

shifts could impose negative effects on involved nurses such
as understaffing, heavy workload, and irregular work-
scheduling conditions. It adversely affects the service quality
of healthcare operations and leads to less patient-nurse
interaction and patient safety issues. Meanwhile, other
negative impacts of shift works on nurses are important such
as fatigue, obesity, sleep disorder, and a wide range of
chronic diseases [5–8]. It seems that human factors should
be combined with NSP if a more productive hospital is
needed. In other words, studying NSP considering human
factors could improve both the performance of nurses and
productivity of hospitals significantly [9].

In addition to former issues in nurses’ work shifts, the
pandemic of the COVID-19 has aggravated the problem and
put double pressure on nurses across the world. In this new
situation, work shifts should be determined regarding
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response to patients’ care requirements effectively and im-
mediately and reduction of nurses’ fatigue simultaneously.

Motivated by the aforementioned issues, and since, to
the best of our knowledge, formulating an NSP considering
fatigue factor has not studied yet, in this study, we have
suggested a framework to distribute nurses in work shifts
with the least fatigue alongside an attention to the additional
pressure due to COVID-19 pandemic. To do so, a mathe-
matical model is formulated for NSP in which fatigue of
nurses has been taken into account. To solve the proposed
model, a hybrid Genetic Algorithm (GA) has been devel-
oped, and real data from a department in one of the hospitals
in Esfahan, Iran, where COVID-19 patients are hospitalized,
has been used to provide a timetable for May.

(e remaining parts of the current paper are as follows.
Firstly, related previous work on the area of NSP is

investigated. After that, the problem is described and for-
mulated, and then, the proposed GA is introduced. Fol-
lowing this, test problems are solved to approve the accuracy
of the proposed model. Next, a real case study is considered,
and a timetable for the department of COVID-19 patients is
provided. Also, results are compared with the current
timetable which is scheduled manually. Finally, the most
important results along with suggestions for future research
are presented in the conclusion section.

2. Literature Review

Taking preferences into account has been studied in NSP
from different points of view. For instance, in the NSP study
of Tsai and Li [10], Topaloglu and Selim [11], Abdollahi and
Ansari [12], Wong et al. [13], Jafari et al. [14], and Legrain
et al. [15], shift preferences were considered while in
Vanhoucke and Maenhout [16] both shift preferences and
day preferences were integrated simultaneously. Also, Liu
et al. [17] considered NSP in hemodialysis service with a
preference on roles and shifts. Further, Hamid et al. [9]
proposed a multiobjective model for NSP considering the
skill, preference, and compatibility of nurses.

In addition to preferences, some papers have added
social/human factors into the NSPs. For example, in Farasat
and Nikolaev [18], social structure effects into Nurse
Scheduling Problem (NSP) were considered, and it was
shown how the social structure of the working environment
can affect the performance of nurses. In Zanda et al. [19], the
maternity of nurses, type of their contracts (full time or part
time), or nurses that benefit from special reductions of the
workload for several reasons (e.g., because they have a close
relative who suffers a serious illness) have been taken into
account in providing a nurse schedule. Nahand et al. [20]
proposed a multiobjective model for NSP considering hu-
man errors of nurses to determine optimal shift scheduling
of nurses. Particularly, nurses’ preference score, allocation
costs, penalty cost of violating soft constraints, and human
errors were all considered as objectives to be optimized, and
a weighted-sum method was employed to solve the model.
Wolbeck et al. [21] proposed a model for the NSP con-
sidering the timing and distribution of shift changes among
nurses. In fact, the model incorporates a fair shift change

penalization scheme, in which the type, timing, and dis-
tribution of shift changes among nurses are taken into ac-
count. In addition, information from previous periods was
considered, using an individual penalty score to distribute
the shift changes fairly among the nurses. (e model was
solved within the Gurobi software.

Assigning nurses to the operating room is the subject of
another group of papers in the NSP literature. Lim et al. [22]
presented two models for NSP. (e first one assigns nurses
to upcoming surgery cases while the second one assigns
lunch breaks for nurses. A column generation algorithm and
a two-phase swapping heuristic were developed to find
feasible assignments in a fast manner. In another study, Di
Martinelly and Meskens [23] proposed a biobjective model
for NSP to assign nurses to operating rooms.(ey have used
the e-constraint method to solve the problem. Besides,
Chiang et al. [24] presented amathematical model which can
provide an optimized schedule for nurses and operating
rooms simultaneously. GAMS software was deployed to
solve the proposed model.

Also, categorizing patients into different groups and then
assigning nurses to each group of them have been studied in
NSPs as well. In particular, Heshmat et al. [25] studied a two-
stage approach where, at the first stage, patients are clus-
tered, and then, at the second stage, nurses are assigned to
each cluster. (e model was solved by using CPLEX.
Moreover, Sarkar et al. [26] proposed a framework to assign
nurses to home patients and patients in the hospital
according to different demands with respect to the patients’
health status. A hybrid GA was applied to solve the problem.

Meanwhile, the possibility of exchanging nurses within
different departments has also been investigated. Fügener
et al. [27] proposed a mid-term model for NSP considering
cross-training effects. Firstly, a framework to define and
visualize cross-training policies was proposed. Next, a new
cross-training policy was introduced where each unit trained
one dedicated nurse for each other unit, and finally, by using
g CPLEX for solving the model, a schedule was provided. He
et al. [28] proposed a two-stage stochastic model for NSP
considering understaffing risk control. In the proposed
model, an initial base number of nurses within the de-
partment’s budget were assigned to the department. How-
ever, a central pool of nurses was maintained from where
extra nurse shifts can be transferred from the pool to cover
the shortage in certain departments, or redundant nurse
shifts can be transferred into the pool. (e model was solved
using CPLEX. Schoenfelder et al. [29] presented a model that
incorporates two classes of quick-response decisions in
hospitals’ nurse scheduling, namely, adjustments to the unit
assignments of cross-trained float nurses and transfers of
patients between units and off-unit admissions. (ey have
examined the proposed model within different hospitals.

However, the main purpose of some papers is to develop
heuristic/metaheuristic/simulation-based approaches for
solving NSPs with the aim of improving the solution pro-
cedures from both quality and CPU time. In this case, hybrid
Artificial Bee Colony (Awadallah et al. [30]), Particle Swarm
Optimization (Wu et al. [31]), Sample Average Approxi-
mation method (Bagheri et al. [32]), Variable Neighborhood
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Search algorithm (Zheng et al. [33], Rahimian et al. [34]),
Hybrid Harmony Search algorithm (Awadallah et al. [35]),
a heuristic approach based on Simulated Annealing (Knust
and Xie [36]), a combination of three algorithms, namely,
Fix-and-Relax, Fix-and-Optimize, and Simulated Annealing
(Turhan and Bilgen [37]), and a heuristic procedure based
on column generation (Strandmark et al. [38]) could be
found within the literature of NSP.

According to a comprehensive literature review, we did
not find any research which formulated NSP considering
fatigue factor. To fill this research gap and to decrease double
pressure which has been imposed on nurses due to the
spreading of COVID-19, in the current paper, we formulated
the NSP by considering the fatigue factor for a real case
study, a department in one of the hospitals in Esfahan, Iran,
where COVID-19 patients are hospitalized, to provide a
schedule for nurses of this department for May in all shifts.

3. Problem Description

Health organizations such as hospitals are responsible for
providing required services in both normal and crisis sit-
uations [39–41]. In recent years, health management has
received special attention among researchers since appro-
priate allocation and usage of resources are vital to provide
high-quality services to patients [42]. Accordingly, re-
searchers in conjunction with decision-makers have worked
on health management (as a pivotal issue in many political
and social debates) in different regions and countries across
the world to select an optimal form for the usage of
healthcare resources [43]. To do so, they have applied novel
decision-making tools to allocate and productive usage of
resources [44] since the quality of the provided services to
patients is highly dependent on the available resources.
Among required resources, human resources are the most
important factor in providing services [45, 46]. Because staff
costs are a heavy part of each organization’s cost, increasing
the productivity and efficiency of human resources is very
significant. One of the most practical ways to increase the
productivity of this valuable resource is to combine the right
distribution of human resources [47, 48]. In other words, it is
very important to determine the number of required nurses
during each shift so that, depending on the volume of ar-
rivals, the provision of services always remains at the desired
level. (ere are different types of shifts such as night shifts,
last week shifts, two-part shifts, and on-call shifts. However,
work shifts should be scheduled in such a way that imposes
the lowest fatigue on nurses because long shifts have a
negative efficacy on employee physiology. To do so, we
propose a multiobjective model for the Nurse Scheduling
Problem to optimize the work shifts of nurses, which in-
cludes three shifts in the morning, evening, and night. (e
first objective function is minimizing the total costs while the
second objective function is minimizing the expected value
of total fatigue for all nurses in all shifts. In fact, in this

model, since fatigue is one of the main human factors which
affects the quality of doing jobs and health circumstances of
employees, the nurse fatigue factor has been investigated as a
function with binary values according to break times which
makes a virtual life for nurses. In simple words, to reduce
nurses’ fatigue during the shifts, some certain times are
allocated for their break.

Some of the assumptions of the problem are as follows:

(i) All nurses have identical skills
(ii) (e break times are discrete values
(iii) Demand behavior is the random variable based on a

specific distribution function
(iv) Each nurse is only assigned one shift
(v) (e break time is more important compared with

shift time

3.1. Sets and Parameters. i: Period (day)
j: Rest time (break time)
c1: Employment cost
c2: Dismissal cost
c3: Nurse shortage cost
c4: Nurse surplus cost
c5: Fatigue reduction cost
τij: Duration of the rest time j at period i
Li: Duration of the shift time at period i
Δi: Interval between the breaks at period i
b: Maximum fatigue level
a: positive value
c: positive value
P: A very large number

3.2. Decision Variables and Functions.
xi: Nurse level changes at period i
m: Rest level (integer positive values use for deter-
mining rest time)
D: Required nurse number
vij: Nursing attendance virtual time based on rest time j
at period i
f(d): Probability function of required nurse number
F(t): Fatigue function
δ(m): Fatigue fix function
cPM(i): Nurses’ fatigue reduction function at period i
W: A binary variable, which is equal to 1 if nurse’s
employment is required; 0, otherwise
Z: A binary variable, which is equal to 1 if nurse’s
dismissal is required; 0, otherwise
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3.3. Model Formulation
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xi, x
+
i , x

−
i , D, vij, ≥ 0 m ≥ 0, integer, (6)

W, Z ∈ 0, 1{ }. (7)

Equations (1) and (2) are objective functions of the
proposed model. (e first objective function minimizes the
total cost of nurses. (e first sentence of this function relates
to nurses’ fatigue reduction function at period i. (e second
and third sentences of the first objective function calculate
the costs related to decisions about the increase or reduction
in the number of nurses in each shift. Finally, the fourth and
fifth sentences of the first objective function determine the
number of shortages and surplus of nurses at period i.
Equation (2) is the second objective function and minimizes
the expected value of total fatigue for all nurses in all shifts.
Appendix A provides some complementary relations and
explanations about these objective functions.

Also, constraints of the proposed model have been
formulated as equations (3)–(7). Constraint (3) shows
nursing attendance virtual time at period i. Constraint (4)
determines a lower bound and upper bound for nurse level
changes at period i. Constraint (5) assures that in each
period solely either nurse employment or nurse dismissal
could occur. Finally, constraints (6) and (7) define the
domains of the decision variables.

3.4. Linearization. (e above-proposed model is nonlinear
because of constraint (5).(erefore, before proceeding to the
next stage, constraint (5) should be substituted with identical
linear equations. To do so, equations (8)–(10) should be
used:

x
+
i ≤P · W, (8)

x
−
i ≤P · Z, (9)

W + Z≤ 1. (10)

4. Solution Approach

Genetic Algorithm (GA) is one of the first Evolutionary
Algorithms in which selection, crossover, and mutation are
its main operators. (e idea behind the GA originates from
the Darwinian (eory of Evolutionary and, therefore, GA is
categorized as a population-based algorithm. It can be said
that the GA is a programming technique that uses genetic
evolution as a pattern for solving problems. (e GA algo-
rithm starts with a random population. (is population
contains a set of solutions, which represent chromosomes of
individuals. (e next step is creating the second generation
of the population based on selection processes, i.e., gener-
ation based on the selected characteristics by genetic
operators. For each individual, a pair of parents is selected.
In the selection stage, the most appropriate elements will be
selected so that even the weakest elements have the chance to
choose. (is process prevents from nearing the local answer.

Generally, GA has a connectivity probability that is be-
tween 0.6 and 1, which indicates the probability of birth of a
child, and the organisms combine with this possibility. (e
connection of two chromosomes creates the child, which is
added to the next generation. (is process is done to find the
right candidates for the answer in the next generation. (is
process creates a new generation of chromosomes that are
different compared with the previous generation. (e whole
process is repeated until the last stage [49].

In comparison with other optimization algorithms,
GA has certain advantages. (e most important one is that
GA has a powerful ability to tackle complex problems and
could be used for solving a wide variety of optimization
problems with different objective functions (e.g., sta-
tionary or nonstationary objective functions, linear or
nonlinear objective functions, etc.). Moreover, since
“multiple off-springs in a population act like independent
agents, the population (or any subgroup) can explore the
search space in many directions simultaneously. (is
feature makes it ideal to parallelize the algorithms for
implementation while different parameters and even
different groups of encoded strings can be manipulated at
the same time” [50].

Due to the aforementioned advantages, in this study, a
hybrid GA algorithm is applied to solve the proposed NSP
model. Figure 1 shows the steps of the GA algorithm. Also,
Appendix B provides more detail about the applied GA
algorithm.
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5. Computational Results

5.1. Model Validation. Prior to solving the model by using
real data, to validate the accuracy of the proposed model, a
test problem is generated randomly and a schedule for one
week is provided. Table 1 includes parameters for the test
problem. All computations have been done withinMATLAB
software on a laptop with Intel Core i5, 2.5GHz, and 4GB of
RAM.

(e number of nurses is assumed to be five, and there are
three shifts per day. Each nurse’s salary per hour is also
assumed to be 10 units per hour.

Table 2 shows the obtained schedule for a week for the
test problem.

In Table 2, columns x+
i and x−

i show the required changes
in the number of nurses so that the value in column D is
affected by these changes in each row. Also, column F1
contains the imposed cots to the system by implementing the
schedule whereas column F2 shows the fatigue of nurses.

5.2. Case Study. After validating the proposed model, we
performed themodel in a real case, a specific department of a
hospital in Esfahan, Iran, where COVID-19 patients are
hospitalized. Our purpose was to compare the scheduling
obtained using the proposed model with those currently
used in the considered department which have been com-
puted manually by a person in the human resource de-
partment of the case study. Due to the nature of constraints
in the NSP of the case study, the person who is responsible
for providing the schedule, firstly, arranges an initial
schedule that distributes all nurses within the days of a
month. After that, she/he tries to rearrange the scheduling in
order to also meet the fatigue of nurses as well. Accordingly,
administrators of the department noted that the manual
approach could be very time-consuming. In addition, some
nurses were enjoying generous rest hours while most nurses
were under high pressure. (ereby, administrators decided
to automate the scheduling of this department. It led to the

distribution of nurses within the shifts in a fair manner while
the required time for providing a schedule was reduced
significantly as well.

(e department has 14 nurses, and working days are
partitioned into three shifts: 8: 00 am-4: 00 pm, 4: 00 pm-12:
00 pm (0: 00 am), and 12: 00 pm-8: 00 am. Each nurse’s
salary per hour is 160000 IRR. It is worth mentioning that 1
EUR is equal to almost 46,292 IRR. Based on the salary, costs
of employment, dismissal, shortage and, surplus are as
follows:`

c1 � 7∗ 8∗ nurse’s salary per hour,

c2 � 22∗ 8∗nurse’s salary per hour,

c3 � Li ∗ nurse’s salary per hour,

c4 � 2∗ Li ∗ nurse’s salary per hour.

(11)

(e patient’s arrival rate is based on the Poisson dis-
tribution and is λ1 � 2, λ2 � 3, and λ3 � 3 in the first,
second, and third shifts. (e fatigue factor follows the
Weibull distribution with parameters ß� 2 and θ � 500. Also,

Generating initial answer 
• An initial answer will be generated randomly.

Calculating fitness function and forming Pareto set
• By using equations 11 and 12 (Appendix B)

Generating new answer based on neighborhood structures
• �ere are four neighborhood structures

Evaluating the new generated answer
• �ere are three states

Replicating algorithm
• Steps 1 to 3 are replicated for m times.

Figure 1: Steps of the GA algorithm.

Table 1: Input parameters of test problem.

Parameters Values
c1, c2, c3, c4 Uniform (1, 10)
λ 1
Β 1
θ 20

Table 2: Schedule for the test problem.

Day (i) x+
i x−

i m D F1 (cost) F2 (fatigue)

1 0 0 0 0 0 0 0 0 0 2 1 1 2,156 0.0386
2 0 0 1 0 0 0 0 0 1 2 1 2 2,798 0.0369
3 0 1 0 0 0 1 2 1 0 2 2 1 2,604 0.0358
4 0 0 0 0 1 0 2 0 0 2 1 1 2,309 0.0258
5 0 0 0 0 0 0 1 0 0 2 1 1 2,255 0.0344
6 0 0 1 0 0 0 1 0 1 2 1 2 2,885 0.0361
7 0 1 0 0 0 1 1 1 0 2 2 1 2,515 0.029
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the parameters of the hybrid GA algorithm including the
percentage of mutation, intersection percentage, and the
number of repetitions are 0.1, 0.9, and 200, respectively. (e
model is solved within MATLAB software on a laptop with
Intel Core i5, 2.5GHz, and 4GB of RAM.

(e schedule for May which has been prepared manually
and the schedule that has been prepared by hybrid GA have
been compared in Table 3. In Table 3, column D depicts the
order of each shift in each day. For instance, 6 3 3 on the 1st
day of May states that, on the first day of May, the number of
required nurses for the first, second, and third shifts is six,
three, and three, respectively. In addition, columns x+

i and
x−

i depict the level of changes required for each day re-
garding the last day. For example, on the 25th of May, one
nurse should be added for a second shift whereas one nurse
should be eliminated in the first shift compared with the 24th
of May. (erefore, the order of shifts on the 25th of May is 5
3 1 while on the 24th of May the order was 6 2 1.

Column m presents the rest level at each shift. (e value
of 0means that nurses will not be allowed to have further rest
during their shift. In fact, all nurses have a break time
generally in their shifts. If this usual break is the only break
during the shift,mwill give a value of 0. However, values of 1
and 2 for m state that nurses have one or two further breaks

during their shift. Undoubtedly, the surplus break times
reduce the fatigue of nurses dramatically.

Finally, columns F1 and F2 contain the value of costs and
fatigue function in each day. It should be mentioned that F1
values have been divided into 1,000 for more convenience.

Figure 2 compares costs of manual scheduling and
scheduling calculated by hybrid GA algorithm for all 31 days
in May.

As Figure 2 illustrates, the costs of the department during
one month according to manual scheduling are lower than
those of the hybrid GA algorithm. However, this difference is
not very significant, and Figure 3 clearly approves this
matter. As it can be seen in Figure 3, the total costs of manual
scheduling are 2,212,461,000 IRR while the total costs of
scheduling which have been prepared by the proposed
model and using the hybrid GA algorithm are 2,214,349,000
IRR. (erefore, the difference between costs is not higher
than 2,000,000 IRR, and actually, this is not a considerable
amount of money.

Figure 4 compares fatigue function inmanual scheduling
and hybrid GA scheduling.

Figure 4 clearly reveals that although the values of fatigue
function in the second decade of May are almost identical in
both hybrid GA scheduling and manual scheduling, the

Table 3: Scheduling of May provided by hybrid GA and manually.

Day (i)
Manually (hospital) Hybrid GA

x+
i x−

i m D F1 (cost) F2 (fatigue) x+
i x−

i m D F1 (cost) F2 (fatigue)

1 0 0 0 0 0 0 0 0 0 6 3 3 71,481 0.0591 0 0 0 0 0 0 0 0 0 6 3 3 71,481 0.0591
2 0 0 0 0 0 0 0 0 1 6 3 3 73,123 0.0574 0 0 0 0 0 0 0 0 1 6 3 3 73,123 0.0574
3 0 0 0 0 0 0 0 0 2 6 3 3 76,729 0.0563 0 0 0 0 0 0 0 0 2 6 3 3 76,729 0.0563
4 0 0 0 0 0 0 1 0 0 6 3 3 74,992 0.0581 0 1 0 1 0 0 2 0 2 5 4 3 75,834 0.0463
5 0 0 0 0 0 0 1 0 1 6 3 3 77,440 0.0549 1 0 0 0 1 0 1 0 1 6 3 3 77,440 0.0549
6 0 0 0 0 0 0 1 0 2 6 3 3 78,070 0.0535 0 0 0 1 0 0 2 0 2 5 3 3 73,810 0.0566
7 0 0 0 0 0 0 1 1 1 6 3 3 81,770 0.0532 0 0 0 0 0 1 2 0 2 5 3 2 69,410 0.0495
8 0 0 0 0 0 0 1 1 2 6 3 3 89,200 0.0498 0 0 0 0 0 0 2 1 2 5 3 2 71,618 0.0448
9 0 0 0 0 0 0 2 0 1 6 3 3 79,250 0.0541 1 0 1 0 0 0 2 0 1 6 3 3 79,250 0.0541
10 0 0 0 0 0 0 2 0 2 6 3 3 83,880 0.0526 0 0 0 1 0 1 2 2 2 5 3 2 72,431 0.0507
11 0 0 0 0 0 0 1 1 2 6 3 3 89,200 0.0498 0 1 1 0 0 0 2 1 2 5 4 3 91,012 0.0455
12 0 0 0 0 0 0 2 2 2 6 3 3 92,310 0.0479 1 0 0 0 1 0 2 2 2 6 3 3 92,310 0.0479
13 0 0 0 0 0 0 1 0 2 6 3 3 78,070 0.0535 0 0 0 0 0 0 1 0 2 6 3 3 78,070 0.0535
14 0 0 0 0 0 0 2 2 2 6 3 3 92,310 0.0479 0 0 0 0 0 0 2 2 2 6 3 3 92,310 0.0479
15 0 0 0 0 0 0 2 0 0 6 3 3 74,235 0.0588 0 0 0 0 0 0 2 0 0 6 3 3 74,235 0.0588
16 0 0 0 0 0 0 1 0 1 6 3 3 77,440 0.0549 0 0 0 1 0 0 2 1 1 5 3 3 74,142 0.0571
17 0 0 0 0 0 0 2 0 2 6 3 3 83,880 0.0526 1 0 0 0 0 0 2 0 2 6 3 3 83,880 0.0526
18 0 0 0 0 0 1 2 0 2 6 3 2 68,300 0.0598 0 0 0 0 0 1 2 0 2 6 3 2 68,300 0.0598
19 0 0 0 0 0 0 2 1 2 6 3 2 70,173 0.0576 0 0 0 0 0 0 2 1 2 6 3 2 70,173 0.0576
20 0 0 0 0 0 0 2 2 2 6 3 2 72,345 0.0561 0 0 0 0 0 0 2 2 2 6 3 2 72,345 0.0561
21 0 0 0 0 0 1 2 0 2 6 3 1 60,900 0.0661 0 0 0 1 0 0 2 2 2 5 3 2 63,476 0.0609
22 0 0 0 0 0 0 1 1 2 6 3 1 62,200 0.0649 0 0 0 0 0 0 2 2 0 5 3 2 60,150 0.0637
23 0 0 0 0 0 0 1 1 0 6 3 1 59,145 0.0674 0 1 1 0 0 0 2 1 1 5 4 3 63,182 0.0528
24 0 0 0 0 1 0 1 1 1 6 2 1 51,165 0.0801 0 0 0 1 2 1 2 2 2 4 2 2 52,750 0.0746
25 0 1 0 1 0 0 2 2 2 5 3 1 54,100 0.0681 1 1 0 0 0 1 2 2 2 5 3 1 54,100 0.0681
26 0 0 1 0 1 0 2 2 2 5 2 2 56,108 0.0768 0 0 1 0 1 0 2 2 2 5 2 2 56,108 0.0768
27 1 1 0 0 0 0 2 2 2 6 3 2 72,345 0.0561 0 1 1 0 0 0 1 1 1 5 3 3 71,230 0.0574
28 0 0 0 2 1 0 2 2 2 4 2 2 52,215 0.0795 1 0 0 0 1 1 2 2 2 6 2 2 58,900 0.0646
29 0 0 1 0 0 0 2 2 2 4 2 3 54,000 0.0835 0 1 1 0 0 0 2 1 2 6 3 3 71,700 0.0513
30 1 1 0 0 0 2 2 2 2 5 3 1 54,100 0.0681 0 0 0 1 1 0 2 1 2 5 2 3 55,700 0.0662
31 0 0 1 1 1 0 0 0 0 4 2 2 51,985 0.0919 1 0 0 0 0 0 2 1 2 6 2 3 69,150 0.0598
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fatigue of nurses in hybrid GA scheduling is totally lower
than that in manual scheduling. Figure 5 which shows
cumulative values of fatigue function for 31 days of May
obviously approves this clime.

In addition, the required total time for providing a
timetable by hybrid GA is considerably lower than the
required total time for providing a timetable manually.
Figure 6 depicts this difference.
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Figure 6 illustrates that scheduling of the department
manually takes 66.67minutes whereas the hybrid GA al-
gorithm reduces the required time for scheduling dramat-
ically so that it needs just 1.28minutes for solving the
proposed model and providing a timetable for the
department.

6. Conclusion

Scheduling work shifts in many industry and service oc-
cupations directly affects the mental and physical health of
employees. (is matter can be more obvious in occupations
like nursing where employees are usually working under
high pressure and stress. (erefore, it would be better to
consider employees’ satisfaction and convenience in pro-
viding scheduling so that work hours impose lower pressure
on them.

During the last months and due to the pandemic of
COVID-19, physicians, nurses, and other persons in hos-
pitals across the world are working under the highest
pressure benevolently to suppress this insidious disease.(is
urgent situation can cause more fatigue for these persons,
especially for nurses who are caring for COVID-19 patients
24 hours a day. (erefore, nurse scheduling should be
modified with respect to this new situation.

In this paper, a mathematical model has been proposed
to optimize the work shift of nurses considering human
factors. To do so, according to experts’ points of view, fatigue
as the most important factor among human factors has been

selected, and minimizing fatigue by creating different time
intervals of rest during shift works has been addressed.

To solve the proposed model, a hybrid GA algorithm has
been performed. In addition, to validate the efficiency of the
proposed model, real data from the department of COVID-
19 patients in one of the hospitals in Esfahan have been used
where scheduling is currently determined manually. In fact,
applying the proposed procedure of this paper, a timetable
for all shifts of this department has been provided for May,
and results have been compared with those currently used in
the considered department and provided manually. Results
approve that while the proposed approach imposes a little
more cost to the department, it outperforms the current
manual scheduling in both fatigue factor and time of pro-
viding a time table.

Apart from the lower required time for providing a
timetable compared with the former manual approach, one
of the main advantages of the proposed approach is elim-
inating personal tastes. It has been done because in the
proposed approach, no one is involved in providing
schedules, and the level of available resources is the only
effective factor on the final schedule. To sum up, the pro-
posed approach distributes nurses within the shifts in a fair
manner considering the least fatigue while the required time
for providing a schedule is significantly lower than the
manual approach as well. However, another strength of our
proposed approach is its generalizability. In other words,
due to the structure of formulation, the proposed model
could be used in either other healthcare departments or
other continuous systems where a schedule for different
shifts is required. In all of these settings, the model could
distribute nurses/workforces within different shifts fairly
considering least fatigue.

In future research, our model can be developed by
considering other human factors such as rewards, motiva-
tion, and loyalty. Also, developing other heuristic and
metaheuristic techniques would be an interesting direction
for future research.

Appendix

A. Complementary Relations

As mentioned in Section 3.3, the first objective function
minimizes the total cost of nurses. (e first sentence of this
function relates to nurses’ fatigue reduction function at
period i which is calculated based on equation (A.1):

cPM(i) � m · Δi.c5.a
m.c

, i � 1, . . . , T, (A.1)

(e second and third sentences of the first objective
function calculate the costs related to decisions about the
increase or reduction in the number of nurses in each shift.
In other words, x+

i depicts the number of employed nurses
while x−

i shows the number of dismissed nurses at period i.
Finally, the fourth and fifth sentences of the first objective
function determine the number of shortages and surplus of
nurses at period i. On the one hand, when demand is higher
than the number of nurses (D> xi ), the cost of shortage
could be computed as follows:
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c3 

T

i�1
D − xi( f(d). (A.2)

On the other hand, when demand is less than the
number of nurses (D≤ xi ), the cost of the surplus could be
computed as follows:

c4 

T

i�1
D − xi( f(d) D≤ xi . (A.3)

It should be noted that xi is computed based on equation
(A.4) and (A.5):

xi � xi−1 + x
+
i − x

−
i i � 1, . . . , T. (A.4)

Since D is a Poisson random variable, f(d) in equations
(A.2) and (A.3) is a Poisson distribution function.(erefore,

equations (A.2) and (A.3) should be rewritten as the fol-
lowing equations:

c3 

T

i�1
D − xi( 

e
− λt

· λt
D

D!
D> xi ,

c4 

T

i�1
D − xi( 

e
− λt

· λt
D

D!
D≤ xi .

(A.5)

Moreover, as mentioned in Section 3.3, the proposed
model has a second objective function which minimizes the
expected value of total fatigue for all nurses in all shifts. In
the current objective function, there are some values that will
be calculated using the following equations:

vij(t) �
ti ti < τi1 i � 1, . . . , T

vij−1 + t + τij−1 τij−1 ≤ t< τij j � 2, . . . , n

⎧⎨

⎩ ,

F vij(t)  �

F(t) ti < τi1, F (t)< b i � 1, . . . , T

F vij−1 + t − τij−1  τij−1 ≤ t< τij, F (t)<b i � 1, . . . , T, j � 2, . . . , n

0 F (t)≥ b.

⎧⎪⎪⎨

⎪⎪⎩
,

(A.6)

B. Steps of the Hybrid GA Algorithm

1) Generating Initial Answer. Since there are four variables
including x+

i , x−
i , m , D and three shifts, all feasible solu-

tions will be revealed in the form of a 4× 3 matrix. A feasible
answer can be found as follows:

x
+
i ⟶ 0 1 0

x
−
i ⟶ 2 0 1

m⟶ 1 2 1

D⟶ 4 4 2

. (B.1)

An initial answer will be generated randomly. For this
purpose, one of the first or second rows is selected randomly.
To fill the first column, a random number between
[xmin, xmax ] is selected. If the selected number is greater
than zero, we will write a zero in the next row while if the
selected number is zero, a random number in the interval
[xmin, xmax ] will be selected for another row. (e same
procedure will be employed for the second and third col-
umns as well. In the third row, a random number in the
interval [xmin, xmax ] opts for the first to third columns
respectively.

2) Fitness Function. Suppose f1 � c1 
T
i�1 x+

i and f2 � c2


T
i�1 x−

i . (e fitness function is calculated according to these
functions and will put in the Pareto set.

3) Generating New Answer Based on Different Neighborhood
Structures. (e first neighborhood structure is as follows:

Between the first and second rows, one of them is
chosen randomly. Suppose that i represents the selected
row. Now a random column like j is chosen randomly.
If xij + 1≤xmax, then xij + 1⟶ xij and the value of
column j in the next row is zero.
(e second neighborhood structure:
Between the first and second rows, one of them is
chosen randomly. Suppose that i represents the selected
row. Now, a random column like j is chosen randomly.
If xij − 1≥ xmin, then xij − 1⟶ xij.
(e third neighborhood structure:
In the third row, a column j is chosen randomly. If
mj + 1≤mmax, then, mj + 1⟶ mj.
(e fourth neighborhood structure:
In the third row, a column j is chosen randomly. If
mj − 1≥mmin, then, mj − 1⟶ mj.
(e algorithm starts with the first neighborhood
structure. (e answer is added to the Pareto set;
therefore, the current neighborhood structure
remained. Otherwise, go to the next neighborhoods’
structure. It should be mentioned that once the newly
generated answer is entered into the Pareto set, the
algorithm starts with the first neighborhood structure
again. In this situation, the algorithm replicates the
search process for m times.
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4) Evaluating the New Generated Answer.
In the evaluation stage of the new generated answer, one

of the following states should occur:
First state
Iff1 , f2 for the new answers, in all answers of the
dominant set, are worse, or one of them is worse and
another is equal, it is not allowed to enter the dominant
answer set.
Second state
(e new answer is better than k answers of the
dominant answer set. So, the new answer is added to
the dominant set, and k nondominant answers will be
eliminated.
(ird state
(e new answer is not better than any answers of the
dominant answer set. Meanwhile, if one of the func-
tions f1 or f2 is superior to all answers of the dominant
answer set, it will enter into the Pareto set. However,
other answers will remain in the dominant answer as
well.

5) Replicating Algorithm

Steps 1 to 3 are replicated for m times.

Data Availability

(e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

(e authors declare that there are no conflicts of interest
regarding the publication of this paper.

References

[1] A. Müller, M. Weigl, B. Heiden, B. Herbig, J. Glaser, and
P. Angerer, “Selection, optimization, and compensation in
nursing: exploration of job-specific strategies, scale devel-
opment, and age-specific associations to work ability,” Journal
of Advanced Nursing, vol. 69, no. 7, pp. 1630–1642, 2013.

[2] V. G. Kulkarni, Modeling and Analysis of Stochastic Systems,
Chapman and Hall/CRC, Boca Raton, FL, USA, 2016.

[3] A. A. Rajaee, A. Amindoust, and M. Asadpour, “Applying
simulated annealing algorithm for parallel machine tardiness
problem subject to job splitting,” in Proceedings of the 48th
International Conference on Computers & Industrial Engi-
neering (CIE48), pp. 2–5, Auckland, New Zealand, December
2018.
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In the present day, there are many diseases which need to be identified at their early stages to start relevant treatments. If not, they
could be uncurable and deadly. Due to this reason, there is a need of analysing complex medical data, medical reports, andmedical
images at a lesser time but with greater accuracy. ,ere are even some instances where certain abnormalities cannot be directly
recognized by humans. In healthcare for computational decision making, machine learning approaches are being used in these
types of situations where a crucial data analysis needs to be performed on medical data to reveal hidden relationships or ab-
normalities which are not visible to humans. Implementing algorithms to perform such tasks itself is difficult, but what makes it
even more challenging is to increase the accuracy of the algorithm while decreasing the required time for the algorithm to execute.
In the early days, processing of large amount of medical data was an important task which resulted in machine learning being
adapted in the biological domain. Since this happened, the biology and biomedical fields have been reaching higher levels by
exploring more knowledge and identifying relationships which were never observed before. Reaching to its peak now the concern
is being diverted towards treating patients not only based on the type of disease but also their genetics, which is known as precision
medicine. Modifications in machine learning algorithms are being performed and tested daily to improve the performance of the
algorithms in analysing and presenting more accurate information. In the healthcare field, starting from information extraction
from medical documents until the prediction or diagnosis of a disease, machine learning has been involved. Medical imaging is a
section that was greatly improved with the integration of machine learning algorithms to the field of computational biology.
Nowadays, many disease diagnoses are being performed by medical image processing using machine learning algorithms. In
addition, patient care, resource allocation, and research on treatments for various diseases are also being performed usingmachine
learning-based computational decision making.,roughout this paper, various machine learning algorithms and approaches that
are being used for decision making in the healthcare sector will be discussed along with the involvement of machine learning in
healthcare applications in the current context. With the explored knowledge, it was evident that neural network-based deep
learning methods have performed extremely well in the field of computational biology with the support of the high processing
power of modern sophisticated computers and are being extensively applied because of their high predicting accuracy and
reliability. When giving concern towards the big picture by combining the observations, it is noticeable that computational
biology and biomedicine-based decision making in healthcare have now become dependent on machine learning algorithms, and
thus they cannot be separated from the field of artificial intelligence.

1. Introduction

Artificial Intelligence includes approaches and techniques
like machine learning, machine reasoning, and robotics. In
this review, the main concern will be given towards machine

learning as it is the approach that is being applied using
different techniques and algorithms in various healthcare
activities. ,e use of machine learning to solve clinical
problems is called revolutionary clinical decision making.
When machine learning is being used in clinical decision
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making, it implies that the system will perceive a given
individual by collecting and interpreting data relevant for
the health of that individual and it will reason on the data to
suggest the best actions that need to be performed to
maintain or improve the individual’s health. In machine
learning, the system needs to learn the context of the
problem and the quality of data provided. Normally, these
algorithms are not very strong and concrete at the beginning,
but by performing a single and repetitive task, the algorithm
becomes strong with increased number of previous
experiences.

,ere are two distinct ways that a clinical decision-
making solution interprets by comparing previous knowl-
edge that is included in the dataset. One is the fast or in-
tuitive approach which uses underlying clinical pattern
recognition and is typically used inmedical emergencies. But
these have a higher possibility of being erroneous and
provide incomplete perception. ,e other approach is the
slow or reasoned method. It is deductive, deliberate, and
needs greater intellectual, time, and cost information. But
the decisions made are more accurate. As all these decisions
are based on the data that are being collected, analysed, and
stored in complex and heterogeneous forms, it is important
to use algorithmic approaches to minimize the computing
power required. Machine learning applications have cur-
rently contributed massively to the healthcare sector
worldwide to improve its quality and will continue to do so
[1].

It is also important to mention that when discussing
computational decision making in the healthcare sector, it is
not always about detecting or predicting diseases, bio-
medicine, biomedical image analysis, etc., but also about
how to perform medical treatment research, patient care,
allocating resources, managing hospital volume, public
health policymaking, and much more. As an example, when
considering the current situation that has arisen with
COVID-19 pandemic, it could be seen that all the afore-
mentioned points need to be considered in healthcare and
those tasks need to be performed within a considerably small
time period. ,erefore, the best approach is to use machine
learning-based decision making in the healthcare sector in
such times. ,is is the reason why there is a demand for the
area “emergency machine learning” in the present world [2].

Even though artificial intelligence is set to make trans-
formation by playing an important role in healthcare, there
are a few ethical aspects as well that need to be considered
when implementing such systems and obtaining decisions
from them. Few of the ethical issues are the accountability
and transparency of the decisions made by such systems, the
potential for group harms arising from algorithmic bias and
the professional roles, and the integrity of the clinicians.
,erefore, it is important to give consideration when
implementing such systems and balance them with the
benefit that they create with more efficient healthcare sys-
tems by the high and accurate computational power of
artificial intelligence at a considerably low cost. Moreover,
algorithms in artificial intelligence have the capacity to
perform computerized predictive analysis by filtering, or-
dering, and searching for patterns from big datasets from

multiple sources to provide fast and informed decisions. In
the present context, due to this discussed matter, most ju-
risdictions do not allow directly applying these algorithms to
make the final decisions, but instead use them as an aid for
diagnosis [3].

,roughout the paper many machine learning algo-
rithms and their applications in the field of computational
decision making for healthcare will be discussed along with
the methods that are used to improve the efficiency of the
algorithms with the objective to highlight the importance of
scalable machine learning algorithms in healthcare appli-
cations.,e aim of the paper is to discuss the involvement of
machine learning algorithms in the healthcare sector to
perform computational decision making starting from the
initial phase where machine learning was introduced to
computational biology till the peak it currently stands which
is the introduction of precision medicine to the field of
biomedicine. ,is paper is organized in different sections.
Machine learning approaches and algorithms that are being
applied in healthcare for decision making will be discussed
in Section 2 followed by the applications of machine learning
in the healthcare sector in various aspects such as disease
prediction and detection, medical imaging, machine
learning in biomedicine, biomedical event extraction, ma-
chine learning approaches to polypharmacology, and ma-
chine learning for drug repurposing using system biology.
,e discussion section will include an evaluation and
comparison of machine learning algorithms with regard to
the applications of these algorithms in healthcare which will
be followed by recognition of different mechanisms used to
enhance the accuracy of the algorithms within applications,
along with further information on the involvement of
scalable machine learning algorithms for computational
decision making in healthcare. ,e latter part of the paper
consists of the conclusion.

2. Machine Learning Approaches
and Algorithms

Machine learning can be introduced as a scientific discipline
that focuses on how computers learn from data and con-
tinuously improve themselves. It is mainly based on prob-
ability and statistics. But it is more powerful than the
standard statistical methodologies when it comes to decision
making. Information gathered from a dataset which is being
given to the algorithm is called features. ,e accuracy of the
predictions made by the model is dependent on the quality
of the features provided to the algorithm. It is the duty of a
machine learning developer to detect the subset of features
that could best fit the purpose, increasing the accuracy of the
model. ,is is not an easy task. Continuous experiments
should be carried out to identify the said feature subset for
the algorithm. When considering putting a machine
learning algorithm to applications, there are basically three
steps to follow, which are training, testing, and validation.
Training is important as the accuracy of the results will be
depending on the training dataset. Using the test dataset, the
performance of the algorithm will be measured. When using
the test data for measuring the performance, it is also
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important to lower the bias and to increase the variance in
this testing period. A good machine learning algorithmmust
optimize the bias-variance trade-off. ,e evaluation of the
final machine learning algorithm performance is done based
on the validation dataset in the validation period [4]. As a
start, it would be better to have an idea about various ap-
proaches taken in machine learning along with several al-
gorithms that are being used excessively for clustering and
classification purposes in machine learning.

2.1. Supervised Learning. In supervised learning, a training
set is provided with appropriate objectives in this approach.
Classification and regression are the two categories found in
supervised learning. In classification, with the use of clas-
sification methods, the trained system allocates inputs into
classes. In regression, the sources are continuous rather than
discrete. ,e root-mean-squared error is being used to
evaluate regression predictions, while accuracy is being used
to evaluate classification predictions. [5]. Supervised
learning has the goal of predicting a known output based on
a common dataset. Tasks performed by supervised learning
can most of the time be performed by a trained person as
well. Supervised learning focuses on classification which
involves choosing among subgroups to best describe a new
instance of data and prediction, which involves estimating
an unknown parameter. ,is is often used to estimate and
model risk while finding relationships which are not readily
visible to humans [6]. Below are a few supervised learning
algorithms which are widely used in the field of computa-
tional biology and biomedicine.

2.1.1. K-Nearest Neighbour (KNN). KNN is a popular su-
pervised classification algorithmwhich is used inmany fields
such as pattern recognition, intrusion detection, and so on.
KNN is a simple algorithmwhich is easy to understand. Even
the accuracy is high in KNN, but the issues are that it is
computationally expensive and it has a high memory re-
quirement as both testing and training data need to be stored
[7]. A prediction for a new instance is obtained by finding
the most similar instances at first and then summarizing the
output variable according to those similar instances. For
regression, this can be the mean value, and for classification,
this may be the mode value. To determine the similar in-
stance, the distance measure is used. Euclidean distance is
the most popular approach used to calculate the distance.
,e training dataset should be vectors in a multidimensional
feature space, each with a class label [5].

2.1.2. Support Vector Machine (SVM). SVM is a supervised
machine learning algorithm which is used to address mainly
classification problems but also used for regression issues. In
this algorithm, initially, the data items are plotted as points
in an n-dimensional space with the feature value being the
particular coordinate. ,en, it identifies the hyperplane that
separates the datapoints into two classes. By this, the
marginal distance between the decision hyperplane and
instances that are close to the boundary can be maximized

[5].What brings SVM ahead of other algorithms is that it has
basic functions that can map points to other dimensions by
using nonlinear relationships [8]. As it divides the data-
points to two classes, SVM is also known as the non-
probabilistic binary classifier. SVM has more accuracy when
compared with many other algorithms. But it is best suited
for problems with small datasets.,e reason is that when the
dataset keeps on getting larger, the training becomes more
complex and time consuming. When data have noise, it
cannot perform well. To make the classification more effi-
cient, SVM uses a subset of training points. SVM is capable
of solving both linear and nonlinear problems, but nonlinear
SVM is preferred over linear SVM as it has better perfor-
mance [7].

2.1.3. Decision Trees (DTs). DT is a supervised algorithm
which has a tree like model where decisions, possible
consequences, and their outcomes are being considered.
Each node carries a question, and each branch represents an
outcome. ,e leaf nodes are class labels. When a leaf node is
being reached by a sample data, the label of the corre-
sponding node will be assigned to the sample. ,is approach
is suited when the problem is simple and when the dataset is
small. Even though the algorithm is easy to understand, it
has certain issues such as the overfitting problem and biased
outcomes when working with imbalanced datasets. But DTis
capable of mapping both linear and nonlinear relationships
[7].

2.1.4. Classification and Regression Trees (CARTs). CART is
a predictive model from which the output value is predicted
based on the existing values in the constructed tree. ,e
representation for the CARTmodel is a binary tree in which
each root represents a single input and a split point on that
variable. Leaf nodes contain an output which is used to make
predictions [5].

2.1.5. Logistic Regression (LR). LR is a popular mathematical
modelling procedure which is used for epidemiologic
datasets in the area of machine learning. It first calculates
using the logistic function. ,en, it learns the coefficients for
the logistic regression model and then finally makes pre-
dictions using that logistic regression model [9]. ,is model
is a generalized linear model and has two parts, namely,
linear part and link function. ,e linear part is responsible
for carrying out the calculations of the classification model,
and the link function is responsible for delivering the output
of the calculation [10]. LR is a supervised machine learning
algorithm which needs a hypothesis and a cost function. It is
to be noted that optimizing the cost function is important
[11].

2.1.6. Random Forest Algorithm (RFA). RFA is a trending
machine learning technique which is capable of both re-
gression and classification [12]. It is a supervised learning
algorithm in which the ground methodology is recursion. In
this algorithm, a group of decision trees are being created
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and the bagging method is used for training purposes [13].
RFA is insensitive to noise and can be used for imbalanced
datasets. ,e problem of overfitting is also not prominent in
RFA [7].

2.1.7. Naive Bayes (NB). NB is a classification algorithm
which is used for binary and multiclass problems. ,e NB
classifiers are a collection of classifying algorithms that are
based on the Bayes theorem. But they all adhere to a
common principle which is every pair of features being
classified must be independent of each other [5]. ,is is a bit
similar to SVM, but the process takes advantage from sta-
tistical methods. In this method, when there is a new input,
the probabilistic value will be calculated among the classes
with regard to the given input and the data will be labelled
with the class which has the highest probabilistic value for
the given input [9].

2.1.8. Artificial Neural Network (ANN). ANN is a supervised
machine learning approach which is well known for image
classification problems. In machine learning, artificial
neurons are considered to be the basic concept of ANN and
it is similar to a biological neural network. ,ere are 3 layers
in an ANN, and every node in each layer is connected with
all the nodes in the other layers. By increasing the number of
hidden layers, a deeper neural network can be created [14].
In neural networks, there are three types of functions. Error
function will determine how good or bad the output was for
a given set of inputs. ,e search function will identify the
changes that would reduce the error function. Update
function will determine how the changes will be made as per
the search function. ,is is an iterative process that would
improve the performance of the algorithm [8].

2.2.UnsupervisedLearning. When a developer does not have
a clear understanding of the data that are involved with the
system, it is not possible to label the data and provide them
as the training dataset. In these cases, the machine learning
algorithms themselves can be used to detect similarities and
differences between the data objects.,is is the unsupervised
approach of machine learning. In this method, existing
patterns will be identified and the data will be clustered
according to the identified patterns [4]. ,erefore, in un-
supervised learning, the system makes decisions without
being trained by a dataset as no labelled data are being given
to the system which could be used for predictions [5]. It is to
be noted that unsupervised learning is an attempt to find
naturally occurring patterns or groups within data. ,e
challenging part in it is to find whether the recognized
patterns or groups are useful in some way. ,is is the reason
for unsupervised learning to play a major role in precision
medicine. As a simple example, when grouping individuals
according to their genetics, environment, and medical
history, certain relationships among them which were not
visible before might get identified by unsupervised machine
learning algorithms [6]. K-means, mean shift, affinity
propagation, density-based spatial clustering of applications

with noise (DBSCAN), Gaussian mixture modelling, Mar-
kov random fields, iterative self-organizing data (ISO-
DATA), and fuzzy C-means systems are a few examples for
unsupervised algorithms [8].

Clustering is an approach in unsupervised learning, and
it can be used for dividing inputs into clusters. But these
clusters are not identified initially but are grouped based on
resemblance [5]. In clustering, the root approaches are
separated as per the different features that they carry. ,ey
can be partitioning (k-means), hierarchical, grid-based,
density-based, or model-based, and they can be further
divided as numerical, discrete, and mixed data types. In-
heritance relationships between clustering algorithms within
an approach show common features and improvements that
they make on each other. Speed, minimal parameters, ro-
bustness to noise, outliers, redundancy handling, and object
order independence are the desired clustering features which
are required in a clustering algorithm to be implemented
within a biomedical application [15]. Clustering algorithms
are used when datasets are too large and complex for manual
analysis. ,erefore, they must be fast and they must not be
affected by redundant sequences. It is important to evaluate a
clustering algorithm to know whether it is suitable for the
problem in hand by considering features such as

(1) Scalability: runtime and memory requirements
should not exceed when working with large datasets.

(2) Robustness: ability to detect outliers that are different
from the rest of the samples.

(3) Order insensitivity: the order that the inputs are
given should not be affecting the final output.

(4) Minimum user-specified input: the minimum
number of parameters that should be provided.

(5) Mixed data types: the objects provided may have
different data types.

(6) Arbitrary-shaped cluster: ability to find arbitrary-
shaped clusters.

(7) Point proportion admissibility: duplicating objects
and reclustering should not change the result [15].

When giving concern to the above factors, it is to be
noted that as a result of the use of unsupervised machine
learning in healthcare, when a patient is being diagnosed for
a specific disease, in that process itself the patient will be
identified of another disease as well if any such disease is
present. ,e reason is that the algorithm has learnt itself on
facts that need to be considered for various types of diseases
and it analyses the given data and categorizes as diseases
according to those data. In addition, even though various
reports taken to identify diseases may include different types
of data, using this approach, all these data can be analysed
simultaneously which is of much convenience and also time
saving. With regard to the aforementioned aspects, there is
no doubt that healthcare decision making is highly benefited
from the unsupervised machine learning approach.

2.2.1. Partition Clustering. In partition clustering, the ob-
jects are partitioned and may change clusters based on the
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dissimilarity. It is useful in bioinformatics when the number
of clusters is decided such as for a small gene expression
dataset. ,e drawback is that the user needs to manually
enter the number of clusters as an input. But this approach is
commonly used in bioinformatics. Fuzzy k-means,
COOLCAT, clustering large applications (CLARA), and
clustering large applications based on randomized search
(CLARANS) are a few examples for partition clustering
algorithms [15].

2.2.2. Graph-Based Clustering. Graph-based clustering is
used in interactomes to make complex predictions and to
sequence networks.,is approach is often slow and sensitive
to user-specified parameters. super-paramagnetic clustering
(SPC), Markov cluster algorithm (MCL), molecular complex
detection (MCODE), and restricted neighbourhood search
cluster (RNSC) are a few examples for graph-based clus-
tering algorithms [15].

2.2.3. Hierarchical Clustering. In hierarchical clustering, the
objects are partitioned into a tree of nodes and these nodes
are considered as clusters. ,ere are parent nodes and child
nodes. A node could have just one parent, and each node can
have zero or more child nodes. ,is approach is popular in
bioinformatics as clusters can be navigated at various levels
of granularity. ,e drawbacks are that they are often slow,
errors made when merging clusters cannot be undone even
though it affects the result, and if large clusters are merged,
then interesting local cluster structure may be lost. ,is
approach is used to represent protein sequence family re-
lationships and also could be used to show gene relations
reflecting their gene similarity. Chameleon, robust clustering
using links (ROCK), scalable information bottleneck
(LIMBO), and spectral are a few examples for hierarchical
clustering algorithms [15].

2.2.4. Density-Based Clustering. Density-based clustering
uses a local density criterion, and the clusters are subspaces
in which the objects are dense and are separated by sub-
spaces of low density. It is used in bioinformatics to find the
densest subspaces in interactome networks, typically in-
volving cliques. Time efficiency and the ability to find
clusters of arbitrary shapes are the advantages of this ap-
proach. Some of these algorithms accept user parameters,
but it is not the number of clusters. Ordering points to
identify the clustering structure (OPTICS), clustering in
quest (CLIQUE), density based clustering (DENCLUE), and
clustering categorical data using summaries (CACTUS) are a
few examples for density-based clustering algorithms [15].

2.2.5. Model-Based Clustering. In model-based clustering, it
is assumed that objects match a model which is often a
statistical distribution.,emodel can be user specified using
a parameter, and this model can even be changed in the
process. ,is approach can be found in bioinformatics to
integrate background knowledge into gene expressions,
interactomes, and sequences. Slow processing time on large

datasets is a drawback of this method. If the user assump-
tions are false when defining the models, then the results will
also be inaccurate. SVM-based clustering, COBWEB, and
AutoClass are a few model-based clustering algorithms [15].

2.3. SemisupervisedLearning. For semisupervised learning, a
partial training set of data is provided.,is type of training is
used when some missing results could be targeted by some
training data. Semisupervised learning algorithms are
trained on both labelled and unlabelled data. Due to this
reason, it exhibits the features of both supervised and un-
supervised machine learning algorithms [16].

2.4. Evolutionary Learning. Evolutionary learning is mainly
used in the biology field to learn about biological organisms
and predict their survival rate. Using this method, the level
of correctness of a result can also be predicted [16].

2.5. Active Learning. In active learning, the system gets the
training tags only for a restricted set of occurrences. By using
it, the optimality of the substances can be enhanced to gain
tags for the required goal. ,e advantage in this approach is
that the algorithm not only continuously learns but also gets
the facts which were self-learnt approved either by querying
a user or an information source in an interactive manner. It
is something similar to budget functions in an organization
and is a modern machine learning approach for decision
making [16].

2.6. Deep Learning. Deep learning is an advanced phase of
machine learning which evolves around neural networks for
learning and predicting data. Using this approach, complex
generalized systems can be implemented which are able to
accept any type of problem and give predictions regarding it
[16].

2.7. Reinforcement Learning. In reinforcement learning, the
training data are provided only as a response to the pro-
gram’s activities in a self-motivated situation. It has a
continuous learning process from the environment in an
iterative fashion [13].

After discussing several machine learning approaches, it
would be better to list down a few examples on the appli-
cations of machine learning in the field of biomedicine so
that this review will be interesting from the very beginning.
In neuroscience, machine learning classifiers are being used
to study functional and structural dynamics of the brain.
Machine learning approaches are used in cancer prediction
and prognosis. SVM classifiers are used to detect prostate
cancer. Hierarchical clustering has been used in investiga-
tion of Alzheimer’s disease. ANN has been used in classi-
fying different subtypes of psychogenic nonepileptic seizures
[4]. With the knowledge gathered on various machine
learning approaches andmachine learning algorithms which
are mostly connected with computational biology and
biomedicine, now it is time to dive into deeper knowledge
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and to identify the applications of these algorithms in the
discussing field.

3. Machine Learning in Disease Prediction
and Detection

Various machine learning approaches have been imple-
mented to predict or detect a disease at its early stages so that
the treatment for it would be less complex and it would
increase the probability of the patient being cured. As a
result of these approaches, different types of diseases have
been detected but with diverse accuracy levels depending on
factors such as the used algorithm, feature set, training
dataset, and so on. In this section, a few selected diseases will
be discussed as examples, along with the importance of
identifying a disease at the earliest, the machine learning
methods implemented to detect the disease, and the features
that were considered to make predictions. A descriptive
comparison of the machine learning approaches which have
been implemented will be conducted in the discussion
section of the paper, followed by suggestions to further
improve them.

3.1. Cancer. Human body has the right count of cells of each
type. Cancer begins with abrupt changes in the cell orga-
nization. Signals which are being generated by cells deter-
mine the control and division of cells. When these signals
become faulty, cells multiply too much which form a lump
called tumour. Nowadays, thermography is more reliable as
it is noninvasive and nonionizing. With the emerging
technology, it has been producing efficient and positive
results which have made it superior over other technologies.
From the thermographic images, with the use of feature
extraction techniques and machine learning techniques, the
presence of cancer cells can be detected. Scale invariant
feature transform (SIFT) and speeded up robust feature
(SURF) techniques can be used to extract features from
images. Using principal component analysis (PCA), the
features could be further filtered in order to make better
interpretations [7].

3.1.1. Breast Cancer. Breast cancer is a type of cancer that is
mostly seen in women and is a leading cause for women’s
death. But this can be reduced by early detection of can-
cerous cells by tests like magnetic resonance imaging (MRI),
mammogram, ultrasound, and biopsy. Breast cancer is di-
agnosed by classifying the tumour. Tumours can be either
benign or malignant. It is to be noted that malignant tu-
mours are more harmful than benign tumours. But it is not
an easy task for physicians to distinguish among these tu-
mours. ,is makes machine learning algorithms important
as they can automatically learn and improve from the ex-
periences without being explicitly programmed [5].

In the past years, many machine learning techniques
were developed for breast cancer detection and classifica-
tion. ,eir process could be analysed in three stages which
are preprocessing, feature extraction, and classification.
Feature extraction stage is important as it helps in

discriminating between benign and malignant tumours.
,en, the image properties such as smoothness, coarseness,
depth, and regularity are extracted using segmentation [17].

Normally, images are converted to binary to extract
useful information. But it has been observed that once doing
so, some important features in the image vanished which
omits crucial information.,is has led to keeping the images
in the grey scale format. Using discrete wavelet transfor-
mation (DWT), the images can be transformed from the
time domain to the frequency domain. ,is wavelet de-
composition contains four matrices which are the approx-
imation coefficient matrix, the horizontal detailed coefficient
matrix, the vertical detailed coefficient matrix, and the di-
agonal detailed coefficient matrix. ,ese are the values that
will be used for the machine learning algorithms [11].

3.1.2. Lung Cancer. Lung cancer can initiate in the wind-
pipe, main airway, or lungs. People with emphysema and
previous chest problems have a higher probability of being
diagnosed with lung cancer. Tobacco, smoking, and air
pollution can be a few major risk factors for lung cancer.
Lung cancer starts in the lungs at the primary stage and
spreads to other organs as the secondary stage. Symptoms of
lung cancer will not be shown until the disease is quite
advanced. ,at is what makes it more dangerous [9].

Computerized tomography (CT) reports are less noisy as
compared to MRI and X-ray reports. Grayscale conversion,
noise reduction, binarization, and segmentation techniques
are important to get the image in the required form with less
noise and distortion. When converting to grey scale, the
average of RGB is taken. ,e median filter is used for noise
reduction. Segmentation removes unnecessary details from
the images and locates the objects and the boundaries. In
feature extraction stage, features such as area, perimeter, and
eccentricity are considered [18].

Small-cell lung cancer (SCLC) detection is extremely
difficult for human as it is almost identical to the one
without. ,is is where the machine learning algorithms
such as convolution neural network- (CNN-) based deep
learning methods could be used in detecting SCLC.
Usually, deep learning algorithms require large training
datasets which is an issue. Entropy degradation method
(EDM) can be used to overcome the said matter. ,e
training data and testing data need to be high-resolution
lung CTscans. EDM carries the concept of shallow neural
network where vectorized histograms are converted to
scores. ,en, the scores are transformed to probability
using logistic function. In this approach, SCLC detection
is considered as a binomial problem which contains only
two groups: either a healthy person or a lung cancer
patient. So, initially test data are also given with both
these types. ,is approach is reasonably accurate but not
the best, and there is a large space to be further improved.
But it is recommended that it could be further improved
by providing a larger training set and a deeper network.
By combining with CNN, the image processing is also
further improved for better detection as CNN is being
used in many applications of CT imaging [19].
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3.1.3. Acute Lymphoblastic Leukaemia. Acute lymphoblastic
leukaemia (ALL) is a type of cancer where a large number of
immature lymphocyte blood cells develop and they affect the
production of other blood cells. ,is progresses rapidly and
can be very fatal within a month or a week. Pale colour of
skin, patient feeling very tired, lymph node getting enlarged,
fever, and joint pain are a few symptoms that were identified
in the patients who were diagnosed with ALL. Machine
learning algorithms play a vital role when trying to auto-
matically segment and classify microscopic images to detect
leukaemia.

,ere have been various machine learning algorithms
used for leukaemia detection such as KNN, SVM, NB, radial
basis function network (RBFN), and multilayer perceptron
(MLP). But in all these approaches, there are basically four
sections which are preprocessing, feature extraction, clas-
sification model building, and evaluation of the classifier. In
the preprocessing stage, cropping of the image will be done
so that the region of interest (ROI) is clearly visible and the
unwanted information is eliminated. Using the Gaussian
blur smoothing technique, the images can be further pro-
cessed to enhance the picture by reducing the noise. In the
feature extraction stage, concern is given towards colour-
based features, geometrical features, statistical features,
Haralick texture feature, image moments, local binary
pattern, and presence of adjacent cells [20].

3.2. Diabetes. Diabetes is a chronic disease, and it needs to
be identified at the early stages for correct medication.
Diabetes is caused when the sugar ratio in blood increases.
,is makes the life complicated for the patients due to many
reasons. Diabetes can be classified under three types, namely,
diabetes 1, diabetes 2, and gestation diabetes.

Discriminant analysis (DA) is a procedure in which the
class label of an input is determined by a series of equations
that are obtained by input features. Normally, DA uses two
possible objectives which are finding a related equation for
classifying test samples and interpretation of the predictive
equation to better understand the relationship among fea-
tures. Being pregnant, the weight of the patient, blood
pressure, glucose concentration, the ratio of insulin in blood,
diabetes pedigree function (DPF), skinfold thickness, and
patient age are some features which can be considered for
the classification [10].

By using machine learning algorithms such as Gaussian
Naive Bayes (GNB), LR, KNN, CART, RFA, and SVM along
with variables in electronic medical records (EMRs) such as
serum-glucose1, serum-glucose2 levels, body mass index
(BMI), age, race, gender, creatinine level, and so on, pre-
diction of type 2 diabetics was possible [21]. Time to time
various machine learning techniques were used to try and
improve the accuracy of the predictions made. One ap-
proach was made using neural networks. In this method, a
feed-forward neural network was trained by a back-
propagation algorithm. Even in this approach, the features
that were considered are the number of pregnancies,
skinfold thickness, serum-insulin, BMI, DPF, and age and
the main feature considered was the plasma-glucose level. It

was observed that the predictions made by using neural
networks showed a higher accuracy, when compared with
other machine learning algorithms [22]. Research has been
carried out on using deep neural networks (DNNs) as well
for prediction of diabetics by training the DNN using five-
fold and ten-fold cross validation. It is to be highlighted that
both aforementioned approaches which were taken using
neural networks have shown an accuracy near 97% in di-
abetes prediction [23].

3.3. Heart Diseases. Heart diseases are severe events which
are caused by blockage inside the heart arteries. Chronic
heart disease is the rise of plaque inside the coronary arteries.
,is progresses slowly and could lead to a heart attack.
Peculiar glucose metabolism, extreme blood pressure, dys-
lipidaemia, smoking, lack of physical exercise, and age are
few risk factors that have been identified for major heart
diseases. Symptoms of a heart disease may include shortness
of breath, weakness of physical body, swollen feet and fatigue
with related signs, and so on [14].

In the field of cardiology, the tasks that precision
medicine has performed include diagnostics as well as
therapeutics in various subfields. Interventional cardiology,
personalized treatment options in correcting heart rhythms,
some gender differences affecting the outcome of cardio-
vascular diseases, and numerous works done in genomics
can be highlighted as areas in which tasks have been per-
formed by precision medicine in cardiology. Nowadays, in
healthcare informatics, there are services such as patient
monitoring and clinical decision support systems (CDSSs).
With the advancement of machine learning, now complex
problems can be solved even by machines which was only
possible by humans, decades back. By utilizing these tech-
niques in precision medicine, the CDSS could be modified to
make complex clinical decisions, recognizing newer phe-
notypes and planning person-oriented specialized treatment
options.

In cardiology, blood tests are popular among the
different investigation methods in precision medicine.
AGES is a specific precision medicine test which utilizes
other factors in addition to blood tests to avoid ischemic
heart disease. In precision medicine, concern is mainly
given towards genetics and there are many research
studies being carried out to find genetic causes of a
disease. Cardiac genetics, cardiac oncology, and ischemic
heart disease can be identified as specific areas of interest
in precision cardiology. Methods such as blood tests,
genetics tests, image tests, or even a combination of them
may be used for diagnostic and therapeutic purposes
when advancing with precision medicine in cardiology.
Many cardiovascular diseases have their roots embedded
in genetics. ,erefore, solutions using precision medicine
are considered more productive specially in these types of
diseases. CNN, recurrent neural network (RNN), natural
language processing (NLP), SVM, and long short-term
memory (LSTM) are few machine learning techniques
which could be used efficiently to make precise CDSS
using deep learning [24].
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A machine learning approach to identify cardiologic
diseases includes preprocessing, feature selection, cross
validation method, machine learning classifiers, and clas-
sifier performance evaluation. ,ere are several pre-
processing techniques such as removing of missing values,
standard scalar, and MinMax scalar. Feature selection is
important in machine learning as irrelevant features can
affect the classification performance of the algorithm. By
applying feature selection prior to the classification, the
execution time is reduced and the accuracy of the classifi-
cation is increased. ,ere are various feature selection al-
gorithms. Relief, Minimal Redundancy Maximal Relevance
(mRMR), and Least Absolute Shrinkage and Selection
Operator (LASSO) are a few popular feature selection al-
gorithms [25].

3.4. Chronic Kidney Disease (CKD). CKD is a type of a
kidney disease which gradually affects the kidney func-
tionality and leads to kidney failure. CDK can be diagnosed
using clinical data, lab tests, imaging studies, and biopsy. But
biopsy has some disadvantages such as being invasive, costly,
time-consuming, and sometimes being risky. ,is is where
machine learning can be applied to overcome the afore-
mentioned disadvantages. In many disease predictions using
machine learning, SVM was a commonly used classifier. But
for CKD, there is not much research that could be found that
uses SVM for the classification. ANN, DT, and LR were the
mainmachine learning classifiers used in this domain.When
observing the obtained results, ANN showed far better
performance when compared with DT and LR on CKD
diagnosis [26].

3.5. Parkinson’s Disease (PD). PD is a chronic and pro-
gressive movement disorder. It has no causes, no permanent
cure, and limited treatment options. It is found that PD
occurs due to reduced production of dopamine, a chemical
that controls movement and coordination. Tremors, rigidity,
slowness of movement, and postural instability are a few
symptoms of PD. Abnormal writhing movement is a sig-
nificant symptom of this disease. Some researchers have
applied machine learning algorithms on video recordings
and computer vision to differentiate healthy controls from
PD patients. Some researchers have also used voice samples
to differentiate healthy controls from PD patients [27]. PD
belongs to the neurodegenerative disease category that may
directly or indirectly affect the brain cells which will result in
affecting movement, speech, and other cognitive parts [28].

,e feature set for the classification can be obtained
based on PCA and genetic algorithm (GA). GA is inspired by
Darwin’s theory of evolution. A variable is considered as a
gene. Chromosomes are a sequence of a gene. A predefined
function evaluates the quality of a chromosome and the
high-performing chromosome will be used to create the
offspring. Genetic operations such as mutation and cross-
over are used to create the offspring. Basically, it is a
competition between the chromosomes in which the fittest
will survive till the end. ,is is the concept which will be
behind the feature extraction using the GA [29]. PCA is an

unsupervised linear conversion technique and a statistical
technique commonly used to identify new patterns in high-
dimensional data. Common applications that use PCA are
face recognition and image compression [30].

3.6. Dermatological Diseases. Dermatological diseases are
complex and have a large variety, and people have scarce
expertise on it. Early detection is always preferred as it could
lead to serious outcomes. Eczema, herpes, melanoma, and
psoriasis are a few dermatological diseases which should be
identified at the early stage to take life out of danger.

In one approach that was taken to diagnose dermato-
logical diseases, the first phase involved data collection and
data augmentation using images. Phase 2 is very important
as it is where the model is created and trained. In the last
phase, the image is converted to an array and the features are
broken down using the trained model that was created.
,ere are various augmentation techniques such as synthetic
minority oversampling technique (SMOTE) and computer
vision techniques like grey scaling, blurring, increasing
contrast, changing the colour channel, sharpening, reducing
the noise, and smoothing. When there are more instances in
the database, it is better for the training of the model.
Training the CNN with a large dataset overcomes the
overfitting problem. SVM classifier is used for the predic-
tion. ,e features in the final convolutional layer can be
directly given to the SVM as an input. But in order to do this,
the SVMmust be trained by giving the trained features from
the final convolutional layer as the training dataset.,en, the
SVM will convert it to vectors and store them [31].

4. Machine Learning in Medical Imaging

Medical imaging is a rapidly growing research area as it is
important to diagnose diseases in many instances. Several
steps can be identified when observing the process of making
predictions from an image using machine learning. Once an
image is given as the input, it will be divided into different
segments to zoom the interested area. ,en, with the use of
information retrieval techniques, features can be extracted
from those areas. Among them, the required features are
selected and the noise is removed. Finally, the classifier will
classify the extracted data and will make predictions based
on the classification.

Nowadays, in the medical community, accurate diag-
nosis of a disease by processing large amounts of medical
data is crucial. In the field of medicine and biology, there are
various tasks which are being carried out using machine
learning algorithms. Distribution of data on the basis of their
characteristics, medical data examination, disease diagnosis
and treatment planning, data gathering and inspection,
correcting diagnostic of different diseases by medical im-
aging, and extracting features from medical images on
diseases are just a few of the applications.

When further consideration is given towards the
applications of medical imaging, it can be observed that
medical imaging is extensively being used to improve
planning of surgical procedures with regard to many
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diseases. ,erefore, before discussing the involvement of
machine learning in medical imaging, below mentioned
are a few such applications that would better explain how
medical imaging is being applied in surgical planning to
obtain positive results while mitigating the risks.

As the skull is one of the most complex areas in a human
body in both anatomical and surgical perspectives, surgical
management is extremely difficult when working with a wide
variety of lesions. But during the last decades, the endonasal
endoscopic route was considered as a suitable approach for
several skull-based lesions. A main advantage is that when
performing a skull-based surgery through the nose with the
aid of an endoscope, direct visualization of neurovascular
structures of different areas of the skull base can be obtained
with minimum brain displacement and manipulation. ,e
endoscope also provides a wider and multiangle close-up
view which is of much importance in the surgical field [32].
For diseases like rectal cancer, MRI plays a key role as it can
accurately depict the local extent of the cancer and generates
relevant information required for prognoses which can
directly influence the choice of the optimal therapeutic
procedure used for each individual patient which encourages
the area of personalized medicine [33].

It is to be noted that when image-guided surgeries are
compared with conventional surgical approaches, image-
guided surgeries are less invasive, have more precise tar-
geting, and have improved outcomes. Imaging is used to
plan, monitor progress, and to assess results. In neurosur-
gery, this is more crucial as the object of the surgical pro-
cedure is hard to be located and needs to be reached with
minimum damage to the healthy tissues. Apart from it, to
guide the placement of the surgical instruments and to
ensure that the required tissue is being treated, medical
imaging is vital. At present, a wide variety of medical im-
aging modalities are being used such as magnetic resonance
imaging, computed tomography, ultrasound, positron
emission tomography, single-photon emission computed
tomography, fluoroscopy, and so on to perform different
assessments like biopsies, tumour resection, epilepsy, vas-
cular conditions, and so on [34]. Medical image analysis is
evolving day by day with the development of technology.
,is is further assisted by 3D virtual model creation as well
to improve understanding of complex anatomy and to
provide powerful tools for surgical planning and intra-
operative guidance. Nowadays, the use of 3D ultrasound and
fetal MRI is also becoming common in clinical practice [35].
,e interesting fact is how machine learning could be in-
tegrated with these medical imaging techniques to make
better decisions in surgical planning. It is to be noted that
using machine learning, it is possible to understand hidden
relationships which may not directly be visible to humans
when observing multiple data. ,is is the reason that even
disease predictions in healthcare have been made possible
through machine learning approaches. ,erefore, by pro-
cessing these medical image data using unsupervised ma-
chine learning techniques such as clustering, an analysis
could be performed on the dataset which could later be
referred by the surgeon to identify if any crucial information
has been lost while planning the surgery or else to even

confirm that the decisions made on the approach of con-
ducting the surgery is suitable for the considered patient.

Entities such as lesions and organs in medical images are
too complicated and they cannot be shown correctly with the
use of simple mathematic solutions. ,e pixel analysis in
machine learning is used for medical image processing from
which certain values can be extracted directly from the
image. Feature calculation and segmentation is not required
in pixel-based machine learning. Due to this, even an image
with low contrast will have no issue in processing to extract
information. Pixel analysis utilizes longer training time
because of the high dimensionality of data. Histogram
equalization (HE) is an efficient technique which could be
used for contrast improvement. ,ere are various other
extensions of HE which were implemented in order to
improve the performance of the algorithm. Linear dis-
criminant analysis (LDA), SVM, and DT are few machine
learning methods used to analyse medical images. Low
binary pattern descriptors are being implemented using
machine learning approaches which could be used on bi-
ological images. ,e neural network technique is used in
medical images to investigate the details regarding a disease.
Machine learning in medical imaging can also be found in
medical-based expert systems [16].

CNN is one of the best models for image analysis. It has
several layers that could convert the input by using con-
volution filters. ,ere are two sections in classification with
regard to medical images. ,ey are image classification and
object classification. In image classification, deep learning is
used to investigate clinical-related issues so that early
treatment for the patient will be possible. In object classi-
fication, the main target is to analyse more on interested
small chucks of the medical image. In medical image
analysis, deep learning algorithms help in categorizing,
classifying, and enumerating disease patterns using image
processing [16].

Computers have the ability of performing tasks con-
sistently and tirelessly. In the past years, machine learning
has proved its ability to learn and master tasks which were
considered as too complex for machines to handle, and in
some instances, they have been able to identify patterns
which are beyond human perception. When using machine
learning on medical images, there are few terms which are
widely used which need to be discussed. Classificationmeans
labelling or assigning a class to a group of pixels. Model is a
set of decision points which are learnt by the machine
learning algorithm. Algorithm is the steps which have been
taken to implement the model. Labelled data are the set of
data which are examples for a specific class. Validation set or
the training set is the set of data which is used to train the
system. Node is a part of a neural network which includes
two or more inputs and an activation function. A layer is a
combination of nodes fromwhich the outputs are computed.
Segmentation is a process of splitting the image into sections
so that more focus could be given to the split segments.
Overfitting is when a classifier is too specific to the training
set and it is not useful as it is only familiar with those ex-
amples. Having many features can lead to overfitting.
Features are the numeric values that represent the example.
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When it is with regard to medical images, it can be actual
pixel values, edge strengths, variation in pixel values in a
region, etc. Feature selection must be done in a way that the
selected subset of features is able to provide the best and the
most accurate predictions [8].

Image recognition and biomedical time series classifi-
cation are nonlinear classification problems. With the
existing classification algorithms and feature extraction
technologies, it is not possible to have highly complicated
nonlinear functions. But using DNN, nonlinear functions
can be constructed by increasing the number of layers and
neurons in the network. With the use of ensemble learning,
multiple classifiers could also be combined to have com-
plicated decision-making functions. Both in SVM and en-
semble learning, nonlinear functions are constructed by
combining multiple kernel functions. In the present context,
the generation strategy is to later use the same learning
algorithm. ,erefore, different settings such as learning
parameters and training samples are needed. Many methods
have been developed having this idea, and they can be di-
vided into four categories. First is to manipulate the training
samples. Bagging, boosting, cross-validated committees,
wagging, and arcing sort of approaches are needed for this.
,e second way is to manipulate the input features. Methods
such as random subspace, input decimation, and similarity-
based feature space can be used for this purpose. ,e third
way is to manipulate the class labels. Output coding and class
switching are examples for this. ,e fourth way is inserting
randomness to the learning algorithm. Backpropagation
algorithm, randomized first-order inductive learner, and RF
are few approaches used for this. ,e resulting classifiers
using backpropagation will be quite diverse if different initial
weights are applied to the same training samples in a neural
network. Basically, it is visible that the underlying core of the
generation strategy is to make the individual classifiers
different so that it could be used to improve the classifier
performance [36].

5. Machine Learning in Biomedicine

Gene expression datasets contain measurements of in-
creasing and decreasing expression levels of a set of genes.
Gene expressionmeasurements are usually taken across time
points from tissue samples or patients, and they are rep-
resented as a matrix of numerical values. In a protein-
protein interaction network, the nodes represent biomole-
cules and the edges represent interactions. In any clustering
algorithm, it is always better to have a minimum number of
user inputs as it is hard for the users to specify correct values.
,ese user inputs could affect the accuracy of the algorithm
if they are incorrect [15].

Nowadays, machine learning has become ubiquitous and
indispensable when it comes to solving complex problems in
many areas. In biomedicine, machine learning is used for
various tasks such as to predict protein structure, function
from genetic sequences, discern optimal diets from patients
clinical and microbiome profile, and so on. Machine
learning is also used in processing real-time, high-resolution
physiological data in various medical applications. ,e

involvement of machine learning in biomedicine can be
discussed mainly in three approaches. First is that machine
learning improves prognosis. Current prognostic models are
restricted to few variables that humans must enter and tally
scores. But these data could be directly taken from EHRs and
then it would allow models to use thousands of rich pre-
dictor variables which would increase the accuracy of the
predictions. Second is that machine learning will reduce the
work of radiologists and anatomical pathologists. Normally,
these physicians focus on interpreting digitalized images.
But using machine learning algorithms, these images can be
given as an input, which would result in interpretations and
predictions provided by the algorithm. Sometimes, these
interpretations even exceed the accuracy of humans. Apart
from it, the algorithms do not need rest, and they could work
continuously at the same accuracy which is not possible for
humans in practice. ,ird is that machine learning will
improve the diagnostic accuracy by minimizing the diag-
nostic errors. But the challenge which needs to be faced here
is the complexity of training the algorithm as the predictions
are not binary. Even when working with EHR data, first the
data need to be preprocessed to be accessible to the algo-
rithms as they are often stored in an unstructured format.

Data themselves are not useful, but they need to be
analysed, interpreted, and acted on to make them useful.
Algorithms are required to perform the aforementioned
tasks with datasets. ,erefore, new statistical tools from the
machine learning field are critical when practicing medicine
in the present time. Most of the computer-based algorithms
in medicine are expert systems. ,ey have a set of rules and
knowledge which are being applied to make conclusions
with regard to specific clinical scenarios. ,is is an approach
that is similar to a medical student where the general
principles about medicine are being applied on new patients.
But machine learning is much different than the above
discussed, as in a machine learning approach, rules are being
learnt from the data themselves. It starts with the patient
level observations and checks through vast number of
variables to look for combinations that could reliably predict
the outcome. ,e highlight in machine learning is the
enormous number of predictors that it handles. Sometimes,
there are more predictors than observations and they need to
be combined in a nonlinear and highly interactive way to
generate accurate outcomes.

Truly independent validation datasets must be used from
different populations and periods which have no relation
with the model development when testing the models. If not
in the validation stage, the algorithm will have poor per-
formance. Machine learning algorithms need high-quality
data in high quantities to reach acceptable performance
levels. If the dataset is biased, it can affect the performance
and the generalizability of the algorithm. Machine learning
is not capable of solving any fundamental problems of causal
inference in the observational dataset. Even though the
algorithm is good in predicting the outcomes, yet it is to be
noted that these predictors are not the causes [37].

Many research studies have given binary interpretations
on whether a person is being diagnosed with a particular
disease or not. Sometimes, regarding a particular disease, it
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may show the stage of the disease as well. It could be noticed
that these research studies have been based on a particular
disease, but not many diseases together. To address the said
limitation, a method was proposed called ensemble label
power-set pruned dataset joint decomposition (ELPPJD).
,e label power-set (LP) method overcomes the indepen-
dence problem and takes the correlation among labels into
consideration. But the issues are that the time complexity
increases with the size of the label set and the imbalanced
problem keeps on rising when new label sets are produced.
Pruned datasets and joint decomposition can be used to
overcome these issues. In this approach, when creating new
classes, all these training data will be broken down into
subsets which are disjoint.,en, using a similarity threshold,
the labels which are more similar to each other will be
grouped. ,e subset partition strategies can be size balanced
(SB) and label similarity (LS). RandomK-label sets (RAKEL)
and hierarchy of multilabel classifiers (HOMER) are mul-
tilabel classifying methods which can be used as alternatives
for this approach. RAKEL runs based on MEKA, and C4.5 is
the basic classification algorithm. HOMER runs based on
MULAN, and RF is the basic classification algorithm.
RAKEL shows better performance than HOMER. But
ELPPJD with LS partition strategy outperforms both RAKEL
and HOMER [38].

6. Machine Learning in Biomedical
Event Extraction

,e relationship between the disease and the drug, the re-
lationship between the disease and the gene, the interaction
between drugs, and the interaction between proteins are
biological events which have complex structures. To extract
these biomedical events accurately and efficiently, bio-
medical text mining technology is important as the amount
of unstructured and semistructured biomedical literature
data is rapidly growing.

Pattern-based methods are used in biomedical relation
extraction. But they are not much used in biomedical event
extraction. Event extraction systems are mainly divided into
two types which are rule-based event extraction systems and
machine learning-based event extraction systems. In the
machine learning approach, the task of extracting bio-
medical events is considered as a classification problem. ,e
highly unbalanced training dataset given in biomedical event
extraction is an issue, andmost of the systems do not address
this problem. But SVM addresses this issue using the simple
class weighting strategy. Machine learning-based event ex-
traction systems have three types. First type is the pipeline
model. ,e pipeline model has achieved excellent results in
the event extraction task. But the drawbacks in it are that the
time complexity is high and each step is based on the
previous step.,erefore, if there is an error, that error would
be carried till the final step. Second type is the joint model.
,is model overcame the previous drawbacks discussed, yet
it involves complicated calculations. ,ird type is the
pairwise model. ,is is a combination of both pipeline and
joint models. Pairwise model is faster than the joint model
and more accurate than the pipeline model. ,is model uses

SVM to overcome the multiclass and multilabel classifica-
tion problem without dealing with data imbalance.

A system proposed to extract biomedical events from
imbalanced data has several steps. First, text preprocessing
will be carried out using token features, sentence features,
sentence dependency features, and external resource fea-
tures. Next is the sample selection, based on sequential
patterns. It aims to find the frequent subsequence or se-
quential events that satisfy the minimum support. ,is
includes the extraction of sequential patterns in the text.
,en, the detection of multiargument events is performed,
followed by the joint scoring mechanism. ,is will result in
obtaining the outcome. ,e tool sentence2vec, based on
convolutional deep structured semantic models (C-DSSMs),
is used to calculate the semantic relevance score [39].

Using SVM, it is possible to separate event extraction
into multiple classification tasks, individually detecting the
trigger words defining events and the arguments that de-
scribe which proteins or genes take part in these events. ,is
is based on labelled data and supervised learning algorithms.
But the issue is that these systems get affected by data
sparseness. Especially, it happens when the training dataset
is too small to find enough information to assign proper
weights to those low-frequency or out-of-vocabulary fea-
tures. ,erefore, research was carried out to implement
systems that would use the semisupervised or the unsu-
pervised machine learning approach to extract biomedical
events. In PubMed, a large pool of unlabelled data with
potential information with regard to the biomedical event
extraction domain can be found to go ahead with the re-
search. ,e basic features are obtained by the labelled data
and the information which is lacking in labelled data can be
obtained from unlabelled data using the event feature
coupling generalization strategy. Sparse features that were
filtered by supervised machine learning methods can be used
to increase the performance of the system while these could
even be considered when using a semisupervised machine
learning approach for biomedical event extraction [40].

Proteins are the end products of a gene expression.
Understanding the gene function at the proteome level is a
significant interest in the biological and medical research
community. ,ere are large repositories of protein data
whose characteristics are unknown as noting their func-
tional features using experimental methods have lagged far
behind. ,is creates a need of a computational method to
address the issue by accurately working on the large datasets
even with a limited amount of labelled data. Functional,
structural, and evolutionary characteristics of the protein
can be extracted by using the protein sequence information.
,e aim of protein classification is to extract this infor-
mation accurately, and it has only been possible with the
application of machine learning algorithms to analyse the
protein data repositories [41].

7. Machine Learning
Approaches to Polypharmacology

Polypharmacology focuses on designing medical treatment
that can target multiple receptors.,e efficacy and toxicity of
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drugs result from complex interactions between pharma-
codynamic, pharmacokinetic, genetic, epigenetic, and en-
vironmental factors even though it may be designed as a
single or multitarget treatment. Machine learning-related
computational techniques are required to enable the pre-
diction and analysis of in vitro and in vivo drug-response
phenotypes.

Identification of drug-target interaction on a proteome-
wide scale is essential to define and predict a drug response.
Apart from its genetic and epigenetic variations, cell-to-cell
communication, cell-to-cell variability, and other environ-
mental factors must also be considered. System-based ap-
proaches help in drug discovery as they could identify
cellular connectivity between all the aforementioned com-
ponents. New computational methods are needed to ac-
curately calculate free-energy landscapes during association
and dissociation of protein-ligand complexes. It will allow to
investigate quantitatively both low and high affinity binding
on a proteome-wide scale. Self-organizing map is an un-
supervised machine learning technique that is used to cluster
drug molecules. Prediction of drug-target interactions can
be done by combining the sequence features of the receptor
with the fingerprint of the ligand, in order to train modules
based on statistical machine learning. ,ere are four com-
putational areas which are crucial in polypharmacology, and
they are the proteome-wide prediction of drug-target in-
teractions, the quantitative modelling of protein-ligand
interactions, the integrated analysis of biological networks,
and the dynamic and stoichiometric simulation of biological
networks [42].

NGS includes both DNA and RNA sequencing. It in-
volves the task of braking DNA and RNA into fragments and
determining the order of the nucleotide bases in each
fragment. DNA sequencing can either be whole genome
sequencing (WGS) or whole exome sequencing (WES) of the
coding regions of all known genes and targeted sequencing
of genomic regions or genes implicated in a disease. WGS
and WES can be found in clinical practices to evaluate
developmental brain disorders such as autism, seizures, and
intellectual disability. ,ere are commercially available se-
quencing platforms which use various methods to generate
sequence data. With the continuous modifications resulted
from the advancement of technologies, NGS-based plat-
forms have shown a comparatively low error rate. In NGS
technologies, Sanger sequencing is considered to be the most
accurate sequencing method and it is often used for the
validation of genetic variants due to its high accuracy [43].

When modern machine learning is combined with
medical practice by using clinical data sources, various
prediction models could be generated for similar clinical
questions. From early warning systems till superhuman
imaging diagnostics, there are many applications of machine
learning in medical practice. Machine learning methods
provide predictions based on existing data. ,e Google flu
reminds how forecasting an annual event based on 1 year of
data could lead to time series problems. Having loads of data
over the past time has diminishing returns. Basically, it is
found in research on decision support algorithms that it is
better to use the most recent year data instead of historical

data of multiple years for better accurate decisions. Even
when evaluating prediction models, the main idea behind
this is not about the ability to do repetitions of historical
trends but the accuracy it has on predicting future trends. It
is true that machine learning algorithms can improve the
prediction accuracy by using conventional regression
models by capturing complex and nonlinear relationships in
the data. But it is to be noted that even though highest
computing power is provided, there is no possibility of
getting information that is not present. ,erefore, using
clinical data alone has limited the prediction power. By
incorporating the correct data streams, the level of pre-
diction accuracy can be improved. But not even a simple
nonlinear system can precisely predict the distant future.
Tiny variations which seem nothing and very less important
rounding errors can accumulate and make a massive impact
on future events [44].

8. Machine Learning for Drug Repurposing
Using System Biology

More than 90% of the drugs that go through the early phases
of clinical trials fail due to reasons such as adverse reactions,
side effects, or lack of efficiency. To overcome these chal-
lenges, drug repurposing has been considered. Repurposing
drugs can be either drug-based or disease-based. Drugs that
are strongly anticorrelated with a disease are likely to be
candidates for repurposing. ,e connectivity map was the
first project that aimed to explore the functional connectivity
between drugs. It even considered the functional connec-
tivity between drugs and diseases. Systems biology can be
used to discover and develop drugs by giving concern to the
interactions of the components in biological entities. Drugs
are being ranked based on the amount of perturbation they
cause on specific disease-related genes.

A drug disease network (DDN) is constructed by inte-
grating the knowledge on disease-related genes, drug targets,
signalling pathways, and gene-gene interactions. ,e DDN
represents all the interactions between drug targets and
genes, related to a given disease as described in Kyoto
Encyclopaedia of Genes and Genomes (KEGG) signalling
pathways. ,e repurposing scores of the drug-disease pairs
are calculated using the Pearson correlation coefficient be-
tween their gene perturbation signatures, and it can take a
value between 1 to −1. A high positive value indicates that
the drug and the disease both cause similar perturbations to
the system, and a high negative value indicates that the drug
and the disease have opposite gene perturbation signatures.
By using this value, it can be recognized whether it is a drug
that could be considered as a treatment to a given disease
[45].

,erefore, it is clear that when a patient approaches and
expects support from healthcare, the decision making starts
in the process of the patient being diagnosed with a disease
and it continues till the proper treatment or medication is
prescribed for the patient. In this process, which is a chain of
decisions, to support each decision, machine learning ap-
proaches are involved in healthcare. Tasks such as predicting
or diagnosing a disease, identifying hidden diseases,
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providing clinical decision support, and even recognizing
whether a drug is suitable as a treatment to the given disease
are being conducted using machine learning approaches to
support clinicians to make fast and accurate decisions.
Stepping further ahead, even after a patient is cured from a
disease, using machine learning approaches, the EHRs of
patients are processed and analysed to identify any future
health risks that could possibly occur.

9. Discussion

In this section, the main concern would be given towards
highlighting important and crucial facts of the topics dis-
cussed throughout the paper. To start with, it is better to give
concern towards the performance of machine learning al-
gorithms. To identify best performing algorithms, classifier
accuracy and the classifier log loss are two factors that can be
considered. ,e classifier accuracy needs to be high and the
classifier log loss needs to be low for an algorithm to be
identified as a well-performing algorithm. ,erefore, once
selecting a suitable algorithm to address a specific concern,
the aforementioned factors are considered to select the al-
gorithm out of many different existing algorithms that
would best suit our purpose.

In most clustering algorithms, the effectiveness of the
algorithm depends on the appropriate parameters that the
user inputs. For example, parameters like number of ex-
pected clusters, a starting point in the dataset, minimum
number of samples to form a cluster, and so on affect the
clustering result. ,is is a serious issue when biological and
biomedical data are considered as they are nonspherical and
high-dimensional. Automatic density clustering method
with multiple kernels (ADCMK) is a proposed option to
answer the said issue. Using that method, clusters with
arbitrary shape can be easily identified based on their
density. When comparing the conventional clustering al-
gorithms, ADCMK automatically determines optimal values
for the cutoff distance, kernel weights, and number of
clusters and centroids which will not change the clustering
result when executed time to time. It also has comparatively
better accuracy. Multiple kernel clustering approaches help
in optimally combining the learning algorithms in order to
obtain excellent clustering results and performance in
various scenarios.,ey are mostly suitable to handle labelled
datasets as they are a part of supervised kernel learning.
,ere is also an unsupervised multiple kernel learning ap-
proach that aims to determine the linear combination of
multiple kernels based on an unlabelled dataset [46].

It is not possible to exactly highlight which algorithm is
better than the other. ,e reason is that it depends on the
domain that the training and the tests are being executed, the
dataset that is involved in the training and testing proce-
dures, the level of preprocessing that is being performed on
the dataset, the selected feature set for the algorithm or the
feature selection algorithms that have been used on the
dataset, the size of the dataset and the data types in the
dataset, the performance level and the capacity of the ma-
chine, and much more. ,is makes it vital to select the
proper algorithm that would be ideal for the requirement.

Normally, this cannot be directly selected, but it will be an
iterative process to select the most suitable algorithm from a
filtered set of algorithms which would best fit the problem in
hand. ,e proper knowledge and past experiences gathered
will help in constructing the filtered set of algorithms. When
looking at a simple example from the biomedical field, it can
be seen that for the diagnosis of various diseases, the best
performing algorithm changes due to the aforementioned
reason. ,is could be further explained by looking at the
scenarios below, in detail.

Many studies have been carried out using ANN, DT,
and LR to diagnose kidney diseases, and ANN has out-
performed both DT and LR by a huge margin [26].
According to previous studies, it is to be noted that the
accuracy of the results obtained with regard to lung
cancer diagnosis is in the order of SVM, ANN, and DT.
Apart from them, various other techniques also have been
used and they have also showed a reasonable level of
accuracy. ,ese algorithms are GA, BPNN, Hopfield
neural network, and LDA [30]. Another benefit that could
be gained by using SVM classification is that through
SVM, it is possible to calculate even the stage of the lung
cancer [18]. Regression can be used to model and predict
the association between the dependent variable and the
independent variable. Regression can be categorized as
linear regression and logistic regression. For linear re-
gression, the dependent variable should be continuous,
and for logistic regression, the dependent variable should
be discrete. Using the logistic regression algorithm to
predict complex disease such as cancer must be avoided.
KNN is not suitable for cancer predictions as the datasets
are huge and more complex which could make the
clustering process more difficult [47]. It was found that
DNN has better performance for breast cancer detection.
,en ANN, SVM, and KNN were ranked in the given
order with regard to their performance [48]. It is to be
noted that DNN has also shown higher accuracy in
predicting diabetics compared with the other standard
machine learning algorithms. When discussing extract-
ing of medical data from documents, datasets, databases,
medical images, etc. for analysing purposes, various CNN
algorithms can be used to extract features from un-
structured data. For structured data, NB, KNN, and DT
algorithms can be used. For textual data which are un-
structured, CNN-based unimodal disease risk prediction
(CNN-UDRP) can be used. For both structured and
unstructured data, CNN-based multimodal disease risk
prediction (CNN-MDRP) can be used. In the CNN-
UDRP algorithm, tests are represented in the form of a
vector. For each word, the distributed representation of
the word embedding found in NLP is used. When
working with CNN, it is required to specify the number of
words for the sliding window. When assigning a value for
the sliding window, it is important to assign a value that
would help in reaching the highest accuracy when it is
being used [8]. When giving concern to these aspects,
what could be seen is how these machine learning ap-
proaches assist in healthcare decision making of the
clinicians. When analysing reports and when going
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through the patients’ medical history, these algorithms
are used to highlight the factors that definitely need to be
considered by the clinician when prescribing treatment.
In addition to it, these algorithms are also used to assist in
identifying the level that the disease has spread in the
patient so that the treatment can be given accordingly
based on the disease severity.

Moving on to the next topic, which is medical imaging, it
is visible that currently, medical image classification is
mostly based on pattern recognition methods. It has been
found that classification-based neural networks have better
performance than other supervised machine learning al-
gorithms. Deep learning is considered as a combination of
both supervised and unsupervised methods. ,e reason is
that it initially relies on unsupervised learning for training
the DNN and then to fine tune the neural network, it uses
supervised learning. When compared with various classifi-
cation algorithms, CNN combined with adaptive sliding
window fusionmechanism has good stability and robustness
along with high classification accuracy. Even when it is for
breast tumour or brain tumour diagnosis, the aforemen-
tioned approach with CNN has given comparatively better
results [49]. As both deep learning and ensemble learning
can construct complicated nonlinear functions, by com-
bining them, it is possible to handle more complex tasks.
Biomedical time series often has interfering noise. But when
trying to eliminate the noise, along with it some useful
information might also be lost. DNN has the ability to
capture useful information while ignoring the interfering
noise after learning from training samples. Presently, DNN
mainly includes CNN, deep belief network (DBN), and
autoencoder (AE). CNN performs convolution operations
on both horizontal and vertical directions. ,is is a good
approach for image data as it is relevant in both directions.
But for biomedical time series with multiple channels, this is
not suitable as only horizontal direction is relevant and the
vertical direction is independent. For this reason, multi-
channel CNN can also be implemented to obtain better
classification performance [36].

When further observed, it is also visible that in the
present context, medical imaging has also been combined
with the 3D printing technology to achieve greater success
specially when surgical planning is to be considered. 3D
printing can turn a 3D medical image dataset into a 3D
object as per the patient’s actual size. ,is can largely im-
prove the precision of modern surgical planning by com-
bining with other preoperative plan and intraoperative
navigation techniques. By combining these with the cloud
computing architecture, there is further space for im-
provement in cost efficiency, flexibility, and clinical work-
flow. ,erefore, further exploration needs to be done on 3D
printing and cloud computing technologies of their usage in
the surgical realm. Nowadays, surgeons are able to perform
risky procedures with high level of safety and accuracy with
the development of multimodality imaging, with regard to
especially the fusion of functional imaging in preoperative
planning and modern image guided therapy in intra-
operative navigation. With the development of medical
imaging technology, there are multiple imaging processing

systems and intraoperative imaging guided platforms which
are being introduced that are powerful but also complicated
[50]. In addition to it, 3D printing has also been used to
design advanced prosthetic devices with the aim of devel-
oping a realistic model which is closely similar to the actual
part with regard to the geometry and mechanical properties.
When making such products, even though the geometry can
be easily obtained by the 3D scanned data, the mechanical
properties need to be mechanically validated and a major
concern should be given towards composite material
technology [51]. A few of the currently existing findings on
prosthetic devices are briefly discussed below.

,e concept of creating a soft total artificial heart from
silicon elastomers using the lost-wax casting technique has
also been possible as the 3D printing technology has enabled
the production of entirely soft pumps with complex chamber
geometries. Even though it is not yet readily implantable, it
promotes the future of personalized medicine and artificial
heart development without requiring expensive and com-
plex equipment [52]. By using an array of semiconductor
photo detectors which are made of polymers and printed on
a glass hemisphere, a 3D printed prototype of a bionic eye
has been designed and further research is being carried out
on ways to improve the efficiency of the photo detectors and
to find a way to print on a soft hemispherical material that
could be implanted to a real human eye [53]. Researchers
have also developed a 3D printed tooth that also kills bacteria
using conventional artificial tooth resins combined with
positively charged quaternary ammonium ions [54]. In
another study, a handheld portable printer was developed
which could be used to create narrow sheets of skin tissue
made from collagen and fibrin to cover and heal deep
wounds. ,is printer can tailor tissues based on the patient
and the wound characteristics within two minutes or less.
Further research is being carried out on ways to expand the
size of the printed strips so that larger wounds could be
covered [55]. Bioengineers have 3D printed artificial
hyperelastic bones which could quickly induce bone re-
generation and growth. Currently, it has been implanted
successfully in animal models and a main advantage in this
approach is that the 3D printing process can customize any
shape of a bone as per the requirement and can create it
within a day. It is to be noted that thematerials used to create
these 3D printed bones are flexible, and after combining
them with the bone structure, with time, they bond with the
existing bones and become a part of the human body [56]. A
group of scientists has 3D printed a bionic ear with an
antenna and a cartilage that can hear the radio frequencies
even beyond the range of a normal human’s capability. It has
also been created in such a way that the electrical signals
produced from the ear can be connected with the nerve
endings which is considered to be the first time that 3D
printing was effectively used to interweave tissues with
electronics [57]. ,ere are many such prosthetic devices
which were outcomes of previous research studies that were
carried out, and further research is being conducted on them
presently to improve the existing results. Medical imaging,
3D printing technologies, and various other computational
approaches have been vital when conducting these research
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studies to obtain improved results. When giving concern to
how machine learning could be involved in these findings, it
is visible that machine learning approaches could analyse
large biological and material datasets to identify various
relationships which exist between the data. In addition to it,
as machine learning is used to detect diseases and the se-
verity level of it, these machine learning algorithms can be
combined with the equipment that is being used to design
such prosthetic devices so that when the medical dataset is
given, an analysis is to be performed so that the devices can
be customized and designed based on the patient’s re-
quirement which would further encourage the latest trend in
healthcare, which is personalized medicine.

When discussing biomedicine, biomedical data play an
important role which cannot be neglected. It is vital to
extract the required knowledge from biomedical data that
would make paths visible to explore the subject matters
further. When giving concern towards bioinformatics and
biomedical data, there are various documents that contain
high-dimensional data with large number of attributes such
as categorical images and text records. To extract infor-
mation from such documents efficiently and with high ac-
curacy, t-distributed stochastic neighbour embedding
method could be used. It is a popular method for exploring
high-dimensional data in the field of machine learning and
can be incorporated with the multiple kernel approach as
well. ADCMK performs data preprocessing, optimal com-
bined kernel determination, cluster centroid detection, and
assignment and visualization of clusters which shows ex-
cellent results when working with larger-scale biological and
biomedical datasets without class label information [46].

Under biomedical event extraction, the challenges that
protein classification tasks need to face due to the limited
data that are available for learning and the unbalanced
classes in those existing data need to be considered and
addressed. Expectation-maximization-based algorithms are
there to address these challenges by incorporating unlabelled
data. Even by using the n-gram model for the feature space
with the NB classifier, the accuracy of the model could be
improved to some extent without using unlabelled data. ,e
transductive support vector machine (TSVM) method is a
semisupervised learning approach that also could be used in
addressing the said issues. But there are other semi-
supervised algorithms as well that could perform better in
certain classification problems [41].

While coming towards the machine learning ap-
proaches to polypharmacology, it is important to rec-
ognize about certain risks or loopholes which can be
found when integrating machine learning algorithms
with biology and biomedicine. In some occasions, there
may be identical twins with the same observable demo-
graphic characteristics, lifestyle, medical care, and ge-
netics which will provide same predictions by a machine
learning algorithm but will end up in totally unexpected
different outcomes. ,is is an instance to show that the
incorporation of machine learning with biology and
biomedicine should be performed with maximum care
and monitoring. Research studies are growing in number
trying to increase the accuracy of the predictions made,

but still these algorithms do not state how to change the
obtained outcome. It even does not assure whether it is
possible to change the received outcomes in any possible
way. Machine learning-based identifications are strong,
but they are theory free. ,is means that no theory-based
explanations can be provided, even for the generated
predictions. Sometimes, the most accurate predictions
made by machine learning algorithms are obvious to the
practicing clinicians as well. Even though predictive al-
gorithms cannot eliminate medical uncertainty, they
improve allocation of scarce healthcare resources. Using
DNN, now early warning systems can be rapidly devel-
oped and optimized using real-world data. ,ese systems
will also have capabilities which seemed to be impossible
to be achieved previously [44].

Here onwards the discussion will give concern towards
increasing the productivity of applications through in-
creasing the performance of the machine learning algo-
rithms. In order to increase the performance and the
efficiency of machine learning algorithms, various steps and
measures are being carried out and tested by the researchers.
When observing the said fact, next are a few instances to get
an idea of what sort of tasks are being conducted to increase
the performance of the algorithms. When considering the
accuracy, sensitivity, and the specificity of classifiers while
changing the number of folds, any major fluctuation was not
found in the values obtained in the confusion matrix. All
were just small variations in the final decimal places which
can be ignored [26]. But DNN, feature selection methods,
and cross validation techniques can be applied to increase
the classification accuracy [10, 58]. It is also to be noted that
positive predictive value (PPV), negative predictive value
(NPV), accuracy, sensitivity, and specificity attributes show
an improvement when a classifier is applied after performing
PCA rather than the classifier being applied to the official
feature set (OFS). But when the GA was used instead of the
PCA, all the above attributes showed a further improvement
even than what was resulted after the PCA has been applied
[29].

Ensemble learner is constructed by a collection of
individual classifiers. When there is a pattern classifi-
cation problem, it is solved by a combination of multiple
classifier outputs. Majority voting, bagging, and boosting
are few well-known ensemble methods which can be used
to combine the outputs. Normally, this approach is more
accurate than using a single classifier. In the majority
voting method, the label to be assigned is decided based
on the majority of the individual classifier’s outputs. ,e
bagging method decreases the variance of the predictions
by generating additional data for training from the
original dataset. ,e boosting method has two steps. ,e
first is using the original data to produce a series of
averagely performing models. ,en, the next step is to
increase the performance by combining the previous
performances using a voting scheme [10]. Using the
ensemble technique, a weak classifier can be converted to
a strong classifier. When working with a weak classifier, it
is merged using the weighted average of the prediction
accuracy as metrics. ,en, the error will be propagated
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with every prediction, and until the prediction becomes
accurate, multiple iterations will be carried out to reduce
the error [59].

Maximum sensitivity neural networks use the back-
propagation algorithm to adjust the weights associated
with the neurons. ,is is special as it saves time and
memory while predicting more accurately as the output
layer detects the maximum sensitivity of the neurons for
the new pattern [47].

Machine learning feature extraction is the process that
helps in identifying the relevant attributes from various
candidate subnets, and it plays a vital role in creating an
effective predictive model. ,ere are various benefits of
applying feature selection, such as highly effective and fast
training of the machine learning algorithm, reducing the
complexity of the model, improving the accuracy of the
model, and eliminating the overfitting problem. ,ere are
three groups that could be identified in feature selection
methods. ,ey are filter, wrapper, and embedded methods.
,e filter method is normally a preprocessing step that relies
on general features. ,e wrapper method uses machine
learning in order to select the best and the most suited subset
of features. Forward feature selection, backward feature
elimination, and recursive feature elimination are widely
used wrapper methods. ,e embedded method combines
the qualities of the filter and wrapper methods [17]. It is
important to remember that when features are correlated to
other features, there is no point having all of them con-
sidered in the machine learning algorithm as it will increase
only the execution time but will not improve the efficiency of
the algorithm. It is also to be noted that when adding certain
features, the accuracy of the algorithm may drop. It is
preferred if each of the features could be tested individually
and then combined in a way that the accuracy of the output
will be increased [27]. ,e quality of the feature selection
process has a direct impact on the accuracy increase. Some
algorithms like ANN show a higher increase in the accuracy
when compared with other algorithms after the feature
selection phase is performed [25].

Machine learning techniques have gained significantly
high accuracy when considering classification-based prob-
lems. A four-tier architecture can be used to store and
process a huge volume of data efficiently. Tier 1 can be used
to collect data, and tier 2 can be used to store huge volumes
of data. Tier 3 and tier 4 can be used for machine learning
classifications and representation of the results, respectively
[14]. In the present time, as computing power is not an issue,
DNN has more than 20 layers. Early neural networks were
typically less than 5 layers. DNNs are used for various
purposes such as automatic object detection, segmentation
on images, automatic speech recognition, genotypic and
phenotypic detection, classification of diseases in bio-
informatics, and so on. Even though CNN is quite similar to
regular neural networks, it assumes that there are geometric
relationships among inputs. By using convolutional layers in
DNN, important features could be amplified for better
analysis. ,e pooling layer in CNN takes the output and
finds the maximal value so that it could give the convolution
function the best extracts of the images. Regularization is

used when training deep networks as it increases the per-
formance by reducing overfitting.,ere are no exact number
of layers to obtain more accurate results, but it is an iterative
trial and error process in which the best architecture needs to
be found for a specific problem.,e advantage of using CNN
over traditional machine learning algorithms is that there is
no need to compute the features as the first step. But CNN
will find the important features as a part of its searching
process [8].

As ANN is complex, other simple machine learning
algorithms such as SVM, KNN, and RF gradually came
ahead of ANN in popularity. By selecting the appropriate
activation functions, better feature extraction can be
achieved, as they are what form the nonlinear layers in deep
learning frameworks. ,ere are many activation functions.
Sigmoid function, hyperbolic tangent, softmax, rectified
linear unit (ReLU), softplus, absolute value rectification, and
maxout are a few of such commonly used activation
functions.,ere are various deep learning architectures such
as AE, DBN, restricted Boltzmann machines (RBM), CNN,
and RNN. AE is different from ordinary ANN as it extracts
features from unlabelled data and sets target values to be
equal to the inputs. RBMs are generative graphical models
and their aim is to learn the distribution of the training data.
DBM can be considered as a stack of AEs or RBMs. CNN is
different from other deep learning algorithms as it extracts
features from small sections of an input image. RNN out-
performs all the other deep learning approaches when it is
about dealing with sequential data. Machine learning is
widely used in the medical image domain. Sparse autoen-
coder (SAE) and RBM can deal with dynamic data and they
can also extract patterns from unlabelled data. Due to its
capacity of analysing special data, CNN is used in biomedical
image analysis commonly.When considering the challenges,
it is to note that in deep learning, it requires a large amount
of labelled data for model training. Another issue when
working with biomedical data is that they are imbalanced, as
the normal people set is much larger than the diagnosed
people set.,ey also need highmemory and high computing
power. ,e input images must be in high resolution.
Nowadays, there are various medical devices and sensors
which provide large amounts of data. Deep learning ap-
proaches are good interpreters of these data for disease
prediction, prevention, and diagnosis. Table 1 lists few ap-
plications of the above-discussed deep learning algorithms
in the field of biology and biomedicine [60].

As per Table 2, there are several open-source machine
learning libraries in various languages which could be used
to assist in the development process when implementing
intelligent biological applications. Python and C++ have the
most number of libraries that support deep learning. But
Python is more often used in traditional machine learning
approaches [60]. ,e popularity or the usage of various deep
learning frameworks in projects, when categorized based on
the language that they are written in, is shown in Figure 1.

At the initial stage, simple machine learning classifying
and clustering algorithms were used in data processing and
predictions, but when moving forward, with the develop-
ment in computational power and programming
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methodologies, more enhanced and complex machine
learning algorithms were adapted by the field of biology and
biomedicine to obtain more accurate results at a higher
efficiency. Even at this very moment various attempts are
being executed to further evolve the computational biology
and biomedicine domain with the integration of sophisti-
cated scalable machine learning algorithms. Many languages
provide multiple application program interfaces (APIs) and
libraries in order to assist in these development processes so
that the main concern or priority could be given to the
requirement with regard to the subject matter and less at-
tention towards the efficiency and performance of the al-
gorithms, as they have already been handled by the libraries
or APIs. ,ese algorithms could even be applied to different
domains such as marketing, social media, search engines,
fraud detection, stock market analysis, e-business, authen-
tication, and so on by changing the training datasets and the
features to be analysed. But in this review paper, the
computational biology and biomedicine domain was
considered.

When coming back to precision medicine, as discussed
previously, the simplest definition that could be provided
would be treating patients based on their genetic, lifestyle,
and environmental data. ,is is simply not an easy task. It
needs to have a whole load of data that should be analysed to
obtain the required knowledge for it. ,is is near impossible
for humans to manually process. Furthermore, some rela-
tionships among data cannot be identified by humans after
exploring the dataset. But as discussed previously, unsu-
pervised machine learning has been able to capture these
relationships and group data according to the identified
relationships. As precision medicine studies are involved
with genes, it is certain that the biomedical event extraction
would also contribute towards it. For a patient to then be
treated using precision medicine, few approaches in com-
putational biology are vital, such as biomedical data analysis,
disease diagnosis, and medical image analysis. ,e reason is
that categorizing the patients to identify the treatment to be
followed according to a set of considered factors needs better
observations of the patient and his/her medical history.

Table 1: Applications of deep learning algorithms in computational biology [60].

Deep learning
algorithm Medical image analysis Protein structure prediction Genomic sequencing and gene

expression analysis

Convolutional
neural network

Brain tumour segmentation, knee
cartilage segmentation, prediction of
semantic descriptions from medical
images, segmentation of MR brain

images, coronary artery calcium scoring
in CT images

Prediction of protein order/
disorder regions, prediction of
protein secondary structures,
prediction of protein structure

properties

—

Sparse
autoencoder

Organ detection in 4D patient data,
segmentation of hippocampus from

infant brains, histological
characterization of healthy skin and

healing wounds

Sequence-based prediction of
backbone Cα angles and dihedrals —

Deep belief
network

Segmentation of left ventricle of the heart
from MR data, discrimination of retinal-

based diseases

Prediction of protein disorder,
prediction of secondary structures,

local backbone angles

Modelling structural binding
preferences and predicting binding
sites of RNA-binding proteins,

prediction of splice junction at DNA
level

Deep neural
network

Brain tumour segmentation in MR
images, prostate MR segmentation, gland

instance segmentation
—

Gene expression inference,
prediction of enhancer, prediction of
splicing patterns in individual tissues
and differences in splicing patterns

across tissues

Recurrent neural
network

Classification of patterns of EEG
synchronization for seizure prediction,

EEG-based lapse detection

Prediction of protein secondary
structure, prediction of protein

contact map

Prediction of miRNA precursor and
miRNA targets, detection of splice
junctions from DNA sequences

Table 2: Machine learning libraries in languages [8].

Language Traditional machine learning libraries Deep neural network machine learning libraries

Python Scikit-learn, PyBrain, Nilearn, Pattern, MILK,
Mixtend

Keras, Tensorflow (written in both C++ and Python), Nolearn, DeePy,
Pylearn2

R Caret, Boruta, GMMBoost, H2O, KlaR,
rminer Darch, DeepNet

C++ Shogun Caffe, EBLearn, Intel Deep learning Framework, Tensorflow (written in both
C++ and Python)

Java Encog, Spark, Mahout, MALLET, Weka Deeplearning4j
JavaScript Cluster, LDA, Node-SVM ConvnetJS
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,roughout this paper, on many occasions, the in-
volvement of machine learning in computational biology
and biomedicine has been discussed. ,e reason behind it is
that more than 80% of the healthcare decisions are made
based on the said areas. In addition to it, data analytics is
being applied in the healthcare sector to improve the
healthcare services by predicting the future expectations
based on a patient's medical history. ,erefore, there is no
doubt that prominent attention needs to be given towards
the areas of computational biology and biomedicine when
discussing computational decisionmaking in healthcare. But
it is to be highlighted that whenever we use an approach
related to artificial intelligence in healthcare, it is always
related to making a decision. Disease detection, disease
prediction, drug repurposing, precision medicine, medical
resource allocation, and much more can be shown as evi-
dence for it. In all of them, a machine learning algorithm
either makes a decision or least it would support a decision.
It helps in solving a doubt that a clinician may have or
sometimes highlighting a fact which was not visible to the
clinician at the time of making a decision as a solution for a
healthcare-related issue. In addition to it, most importantly,
it deals with people’s lives and even a simple mistake can
make a huge impact on a person and even the society at
large.,erefore, computational decisionmaking is so crucial
in the healthcare sector to make confident and accurate
decisions in less time and at low cost. ,is has only been
possible with machine learning approaches being adapted as
a tool in healthcare and is currently being extensively applied
in healthcare decisions.

10. Conclusion

While reaching the end of the paper, there is no doubt that
machine learning algorithms, which is a subsection of ar-
tificial intelligence, have inspired the field of computational
biology and have contributed immensely to the healthcare

sector in terms of fast, efficient, accurate, and cost-effective
computational decision making. It is clearly visible that in
the present context, machine learning has been applied in
various sections in the discussed field. ,e involvement of
machine learning can be found in disease diagnosis and
prediction, medical imaging, drug repurposing, biomedical
event extraction, and much more in healthcare. But what is
certain is that the journey that started with the integration of
machine learning to computational biology has come a long
way passing several milestones and is now at a peak with the
introduction of precision medicine. When considering all
the above applications of machine learning in healthcare,
what is clearly visible is that how artificial intelligence has
been a key resource area for decision making in the
healthcare sector in various aspects. When giving concern to
the most recent applications of artificial intelligence in
healthcare, the best example would be how different tasks
such as patient care, treatment research, resource allocations
based on the hospital volume, predictions and preparing for
future possible requirement, and so on were handled and
managed during the COVID-19 pandemic. With all that
being said, it is crystal clear that artificial intelligence had
played a huge role through machine learning to implement
computational decision making tools for the healthcare
sector, and in present times, they are of much importance
and could not be separated from the healthcare sector.
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Objectives. -e outbreak of coronavirus disease 2019 (COVID-19) was first reported in December 2019. Until now, many drugs
andmethods have been used in the treatment of the disease. However, no effective treatment option has been found and only case-
based successes have been achieved so far. -is study aims to evaluate COVID-19 treatment options using multicriteria decision-
making (MCDM) techniques. Methods. In this study, we evaluated the available COVID-19 treatment options by MCDM
techniques, namely, fuzzy PROMETHEE and VIKOR. -ese techniques are based on the evaluation and comparison of complex
and multiple criteria to evaluate the most appropriate alternative. We evaluated current treatment options including favipiravir
(FPV), lopinavir/ritonavir, hydroxychloroquine, interleukin-1 blocker, intravenous immunoglobulin (IVIG), and plasma ex-
change. -e criteria used for the analysis include side effects, method of administration of the drug, cost, turnover of plasma, level
of fever, age, pregnancy, and kidney function. Results.-e results showed that plasma exchange was the most preferred alternative,
followed by FPV and IVIG, while hydroxychloroquine was the least favorable one. New alternatives could be considered once they
are available, and weights could be assigned based on the opinions of the decision-makers (physicians/clinicians). -e treatment
methods that we evaluated with MCDM methods will be beneficial for both healthcare users and to rapidly end the global
pandemic. -e proposed method is applicable for analyzing the alternatives to the selection problem with quantitative and
qualitative data. In addition, it allows the decision-maker to define the problem simply under uncertainty. Conclusions. Fuzzy
PROMETHEE and VIKOR techniques are applied in aiding decision-makers in choosing the right treatment technique for the
management of COVID-19.

1. Introduction

Since December 2019, when coronavirus disease (COVID-
19) incidents were first reported in Wuhan, China, an in-
creasing number of cases have been reported in all countries
on all continents except Antarctica. It exceeded the rate of
the number of COVID-19 patients, thus prompting the
World Health Organization to declare COVID-19 as an

epidemic [1]. -e virus that causes COVID-19 is called the
severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2). As of December 15, 2020, there were around
71,000,000 confirmed cases and 1,600,000 confirmed deaths
all over the world [1].

-e virus is released from respiratory secretions when an
infected person speaks, sneezes, or coughs. When other
people come into direct contact with these droplets, they
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become infected. If those who touch the surface of the virus
then touch the mouth, nose, and eyes, the infection can be
transmitted to other people [2–4]. -e exact incubation time
is unknown. It is assumed that it is between 2 and 14 days
after exposure, and most cases occur within 5 days after
exposure [5, 6]. Oftenmost infections are self-limited. It may
cause more serious illness in the elderly population and
those with underlying medical disease [7]. According to
current statistics, the most common clinical features at the
onset of illness are fever in 88%, fatigue in 38%, dry cough in
67%, myalgias in 14.9%, and dyspnea in 18.7% [8]. Pneu-
monia is the most common complication. Severe cases have
a mortality rate of 2.3 to 5% [7].

To date, there are no proven specific treatments for
patients with the new virus other than supportive care. In
China, Italy, France, Spain, Turkey, and now the USA, a large
number of patients have received off-label and compas-
sionate use therapies [1]. -erefore, various options have
been used to fight the virus so far. -ree general methods are
used, including current broad-spectrum drugs, immu-
noenhancement therapy, and viral-specific plasma globulin.
Many drugs such as chloroquine, hydroxychloroquine,
azithromycin, interferon (IFN), favipiravir (FPV), remde-
sivir, and lopinavir/ritonavir have been used in patients with
SARS or Middle East respiratory syndrome (MERS), but the
effectiveness of some drugs remains controversial [9–15].
Synthetic recombinant interferon α, intravenous immuno-
globulin (IVIG) (an immunomodulator), tocilizumab, and
interleukin-1 blocker are used in immunoenhancement
therapy [13, 14, 16]. Convalescent plasma therapy was
thought to be an effective way to alleviate the course of the
disease for seriously infected patients, and successful results
were obtained in patients on whom this treatment was
attempted [17, 18].

-ese treatment methods have largely been administered
in an uncontrolled manner, with the exception of a few
randomized trials launched in China and recently in the
USA [19]. Hence, it is not possible tomake the interpretation
that if the patient dies, they die from the disease, but if the
patient survives, this is because of the drug given. All
methods have some advantages and disadvantages. For
example, chloroquine/hydroxychloroquine, azithromycin,
and lopinavir-ritonavir have several negative effects, in-
cluding QT prolongation, hepatitis, acute pancreatitis,
neutropenia, and anaphylaxis [20, 21]. Agents that have been
used less frequently in the past (e.g., remdesivir) can cause
serious negative effects that have not been detected previ-
ously due to the limited number of exposed patients [22, 23].
Interleukin blockers may cause immunosuppression, in-
creasing the risk of sepsis, bacterial pneumonia, and hep-
atotoxicity [24, 25].

-e rapid and simultaneous combination of supportive
care and randomized control studies is the only way to find
effective and safe treatments for COVID-19 and other future
outbreaks. In one open-label nonrandomized control study,
FPV had significantly better outcomes for disease pro-
gression and viral clearance; these results should provide an
important advance in creating standard treatment guidelines
for combating SARS-CoV-2 infection [26].

Decision-making models are the supportive systems that
will give the necessary information to decision-makers about
the alternatives and their features. PROMETHEE and
VIKOR techniques are commonly used analytical multi-
criteria decision-making techniques that rank the alterna-
tives under the conflicting criteria successfully applied in
many fields among the other techniques. VIKOR method
ranks alternatives giving the compromise solution, which is
the closest to the ideal solution. PROMETHEEmethod gives
a comparison to the alternatives based on the pairwise
comparison. As opposed to other methods, PROMETHEE
gives more choices to the decision-maker for defining the
preference function for each criterion specifically. -is
makes the PROMETHEE method more sensitive in ranking
the alternatives.

After the fuzzy set theory has been proposed and defined
by Zadeh in 1965, the hybrid models of the classical models,
fuzzy-based models, have been studied by researchers in
many fields. Since there is no crisp difference between many
objects and cases in the real world, it has been obtained that
defining and modeling the problems using fuzzy sets can
create a more sensitive model to real-world problems. And
fuzzy-based MCDM techniques allow the decision-makers
to analyze the alternatives even with linguistic data; it is
more suitable for many cases where the numerical data are
not available.

Fuzzy logic has shed light to integrate human opinion
into decision-making problems [27]. In 2000, Warren et al.
[28] showed the applicability of the fuzzy logic in modeling
the vagueness of the treatment based on the clinical
guideline knowledge to support the decision-makers in
clinical practices. In 2012, Consenza [29] proposed the fuzzy
expert system to provide the optimal amount of the insulin
unit that should be taken before the meal for the type-1
diabetes patients corresponding to the characteristic of the
food. In 2017, Santini et al. [30] proposed a fuzzy-based tool
in order to manage and monitor the clinical status of
β-thalassemia patients. -is study has given exemplary re-
sults on the online determination of iron overload while
monitoring the health conditions of β-thalassemia patients.
In 2019, Akram and Adeel [31] discussed the hybrid model
of the hesitant m-polar fuzzy sets. -ey provided the ap-
plication of the hesitant m-polar fuzzy TOPSIS technique to
rank and select the best alternative under m-polar fuzzy set
positive and negative ideal solution for a multicriteria group
decision. In 2020, Akram et al. [32] proposed Dombi ag-
gregation operators for decision-making under m-polar
fuzzy information. -ey tested their operation validity for
obtaining the best agricultural land and the best bank with its
performance. -ey also compared their technique with the
ELECTRE-I method and they found that the optimal al-
ternative is the same by applying the ELECTRE-I method.
Garg et al. [27] proposed a new fuzzy operation compared
with the Yager operation for Fermatean fuzzy numbers, and
they applied this technique to obtain a ranking result for the
COVID-19 testing facilities. In 2020, Akram et al. [33]
presented new aggregation operators such as Fermatean
fuzzy Einstein weighted averaging, Fermatean fuzzy Einstein
ordered weighted averaging, generalized Fermatean fuzzy
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Einstein weighted averaging, and generalized Fermatean
fuzzy Einstein ordered weighted averaging to cumulate the
Fermatean fuzzy data in decision-making environments
which has more flexible structure than the intuitionistic and
Pythagorean fuzzy sets.-ey applied these techniques for the
COVID-19 sanitizer selection problem.

-us far, we have used a multicriteria decision-making
(MCDM) technique called fuzzy PROMETHEE to compare
the confusion regarding the choice of effective treatment
practices using the following guidelines, to make a mutual
comparison between selected treatment methods, and to
determine the strongest one [34–38]. -e PROMETHEE
technique was developed by Brans and Vincle in 1985 [39].
Since then, it has been used successfully as an MCDM
technique in many fields [40], and recently, it has been
applied in the field of material selection, medicine, and
healthcare [41–50], as well as it was selected as a proper
COVID-19 diagnosis tool [51]. VIKOR is another com-
monly used MCDM technique that determines the order of
alternatives under conflicting criteria based on the closeness
to the ideal solution [52]. It provides the maximum group
utility and the minimum individual regret for determining
the compromise solution of the decision-making problem.
Fuzzy logic was first presented in 1965 by Zadeh in order to
define vague conditions or linguistic data mathematically
[53]. A fuzzy logic-based clinical decision support system for
the evaluation of renal function in posttransplant patients
has been implemented successfully [54]. -e analytic hier-
archy process (AHP), which is another methodology based
on both mathematical and psychological approaches with a
similar purpose as PROMETHEE and VIKOR, is exploited
to analyze and solve complex problems, in order to make the
best decision. Some examples of the application of AHP in
healthcare and health technologies can be found in [55–57].

-e data of the COVID-19 treatment techniques contain
quantitative and qualitative data of multicriteria with dif-
ferent importance weights which cannot be simply evaluated
by the decision-makers. -erefore, we have applied two of
the successfully used analytical MCDM techniques. Both of
the techniques give consistent ranking results as expected.
Besides, by applying the PROMETHEE method, we are able
to see the positive and negative sides of each alternative.

In this study, the use of fuzzy scale based on fuzzy logic
has enabled the experts to express qualitative data such as
side effects, applicability, and compliance of COVID-19
treatment techniques meaningfully to be included in the
model. It is also used to express the degrees of importance
assigned to the criteria more easily and with the common
sense of the experts.

2. Methods

SARS-CoV-2 is an enveloped, positive, single-strand RNA
beta-coronavirus and is structurally similar to SARS-CoV-1
andMERS [58].-ere are two overlapping hypotheses in the
pathogenesis of the disease: triggered by the virus itself and
the host response. -ere is significant confusion regarding
the therapeutic approaches used in COVID-19. Currently, it
is imperative to distinguish between the phase of viral

pathogenicity and the phase in which the host inflammatory
response is predominant in terms of the timing of the agent
to be used in the treatment. In this case, different methods
have been used to treat COVID-19 at different stages of the
disease. However, scientists and real-life data have dem-
onstrated that it is more beneficial to start many treatments
early [12].

2.1. Treatment Techniques. We have chosen the methods
that have been most frequently used since the beginning of
the COVID-19 pandemic. Chloroquine, an antimalaria
drug, is the first agent used against the COVID-19 disease. It
both has an immune-modulating activity and can inhibit
this virus with an in vitro effect [10]. It has been proven in a
clinically controlled study that chloroquine, an antimalarial
drug, is effective in the treatment of patients with COVID-19
[59]. Since the side effects of hydroxychloroquine are lower
than chloroquine, the use of hydroxychloroquine has been
preferred in the treatment of COVID-19 [60]. In COVID-19
patients, hydroxychloroquine allows the viral nasopharyn-
geal carriage of SARS-CoV-2 to be cleared in just three to six
days [61]. Its effect is reinforced by azithromycin, an anti-
bacterial agent [61]. Azithromycin is used to treat or prevent
certain bacterial infections, predominantly those causing
middle ear infections, throat, pneumonia, typhoid, bron-
chitis, and sinusitis [62]. Azithromycin and hydroxy-
chloroquine have the side effect of QTprolongation (that can
cause sudden death).

Remdesivir, a terminate of viral RNA transcription, has
in vitro activity against SARS-CoV-2 [63]. It was originally
used for the treatment of the Ebola virus disease and
Marburg virus infections. One of the side effects of
remdesivir is hepatotoxicity.

FPV selectively inhibits RNA-bound RNA polymerase of
RNA viruses and has been approved for new influenza
therapy since 2014 [64]. It is also hepatotoxic.

Lopinavir and ritonavir are antiretroviral protease in-
hibitors that have been used in combination for the treat-
ment of human immunodeficiency virus infection since
2000 [65]. -is has reduced the replication by 50% in the
MERS coronavirus in vitro [66]. -e most common side
effects are gastrointestinal problems such as nausea, vom-
iting, and diarrhea.

Oseltamivir is a neuraminidase enzyme inhibitor used
for influenza. In fact, many patients with COVID-19
symptoms might have influenza. -erefore, it is better to
give this medicine to prevent the patient from getting worse
[66].

Interferon is a broad-spectrum antiviral agent that acts
by interacting with toll-like receptors and inhibits viral
replication [67] and anti-SARS-CoV-1 activity in vitro [68].

Tocilizumab is a recombinant humanized monoclonal
antibody that acts as an IL-6 receptor antagonist and is used
for the treatment of rheumatoid arthritis. Interleukin-6 was
reported to be released considerably in SARS and MERS
patients and might play a role in the pathogenesis of these
diseases [69]. In COVID-19 patients, higher plasma levels of
cytokines have also been found [69].
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IVIG might be the safest immunomodulator for long-
term use in patients of all ages and could help to inhibit the
production of proinflammatory cytokines and increase the
production of anti-inflammatory mediators [13].

While evaluating these methods, we used different cri-
teria that were selected based on the doctors, the treatment
methods, and the host. Regime cost, side effects, number of
tablets, dose frequency, treatment duration, plasma stability,
plasma turnover, time of suppression, practicability, intra-
venous form, oral form, and drug-drug interaction were
chosen as the treatment method-related criteria. Age,
pregnancy, glomerular filtration rate (GFR), compliance,
fever, pneumonia, intensive care, organ failure, macrophage
activation syndrome, and the hemophagocytic syndrome
were chosen as the host-related criteria. -ese are symptoms
and phases of diseases in COVID patients. False prescription
and inefficient drug combination were chosen as the doctor-
related criteria. All of these factors are important when
selecting treatment methods for COVID-19 patients.

2.2. Fuzzy-Based MCDM Models. Ranking the fuzzy num-
bers contains the main problematic part of the decision-
making problems under the fuzzy environment.-is process
is also the most important stage of the decision-making
process since it simplifies the complexity of the problem.
Comparison of the fuzzy numbers has practical applications
in optimization, forecasting, decision-making, and ap-
proximate reasoning. Real-world decision problems often
involve uncertain conditions of the properties of alterna-
tives, and fuzzy numbers allow the decision-maker to be
used in the analysis by taking these uncertain conditions into
account. -ere are many types of fuzzy-based MCDM
models available for different aims, and there are many
studies that present different techniques for the comparison
of the fuzzy numbers [70–72]. Although the centroid con-
cept has been applied in many fields and has been known for
hundreds of years, first in 1980, Yager proposed the centroid
method for the comparison of the fuzzy numbers [73]. After
Yager, there have been many studies that used this method
for the construction of the individually defined ranking
index [74–76]. Some of these researchers have used the value
of x alone, while some of them used a combination of x and y
values to obtain their own ranking index that depends on the
centroid concept. -ere are also some research studies that
aim to produce the most suitable or correct centroid value
formula [77, 78] for the usage of the ranking index. -ese
research studies provide valuable information for comparing
the fuzzy numbers that depend on the centroid approaches.
However, some studies found that the Yager index has great
potential in fuzzy optimization [79]. In our study, some of
the criteria, such as side effects, were defined by the experts
using the linguistic fuzzy scale since no crisp values are
available for those criteria. Furthermore, fuzzy data of the
defined parameters have been compared using the centroid
concept, defined by the Yager index, which is successfully
applied and confirmed by many researchers. If we could

have used different fuzzy models most probably, we will
obtain the same ranking results.

2.3. FuzzyPROMETHEE. In real-world problems, one of the
major challenges involves the collection of crisp data to
analyze systems. In 1965, Zadeh laid the foundations for the
idea of establishing a rule functioning and then transferring
it to a machine by making use of human life experiences and
various kinds of knowledge. Fuzzy logic can be defined as a
decision mechanism design in its simplest form. It allows
decision-makers to identify vague conditions and analyze
the systems using linguistic data if it is needed [53].

MCDM is a research area that involves the analysis of
various available choices in a situation or research area,
which spans daily life, social sciences, engineering, medicine,
and many other areas.

MCDM analyzes the alternatives (qualitatively or
quantitatively) involved in a criterion that makes the al-
ternatives a favorable or unfavorable choice for a particular
application and attempts to compare this criterion based on
the selected criteria against every other available option in an
attempt to support the decision-maker when selecting an
option with maximum advantages without negotiation.

PROMETHEE is an MCDM tool that allows a user to
analyze and rank accessible alternatives according to the
criteria of each alternative. It compares the available alter-
natives based on the selected criteria [39]. -e PROM-
ETHEE technique is a valuable and sensitive MCDM
technique for reasons that include the following:

(i) PROMETHEE can be used to handle qualitative and
quantitative criteria simultaneously

(ii) PROMETHEE deals with fuzzy relations, vagueness,
and uncertainties

(iii) PROMETHEE is easy to handle and provides the
user with maximum control over the preference of
the alternatives with regard to the criteria

When using PROMETHEE, only two types of infor-
mation are required from the decision-maker: information
regarding the importance weights of the selected criteria and
the preference function to be used in comparing the al-
ternatives’ contribution with regard to each criterion.

Different preference functions (Pj) are available on
PROMETHEE for the definition of different criteria. -e
preference function defines assigning values to the ranking
of two alternatives (a and at) in relation to specific criteria
and a preference degree of the limit between 0 and 1 [39].
-e preference functions for practical purposes that can be
used at the discretion of the decision-maker include the
usual function, V-shape function, level function, u-shape
function, linear function, and Gaussian function [39]. A
complete explanation of the preference functions used, their
ranking, and how to make a decision on which function best
suits a scenario was presented by Brans et al. [39].

In the PROMETHEE analysis, after collecting the criteria
of the alternatives, the preference function pj (d) for each
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criterion j should be defined, and the importance weight of
each criterion wt � (w1, w2, . . ., wk) should be determined.
Normalization of the weights or equality of weights can be
chosen by the decision-maker based on the application.
-en, for every alternative pair (at, at’ ∈A), the outranking
relation π(at, at′) should be determined as seen in

π at, at′(  � 
K

k�1
wk. pk fk at(  − fk at′( (  , AXA⟶ [0, 1].

(1)

And the positive outranking flow of at (Φ+(at)) and the
negative outranking flow of at (Φ−(at)) should be calculated
as seen in
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where n denotes the number of options, and each option is
compared to the n− 1 number of alternatives. -e positive
outranking flow is an illustration of how a particular al-
ternative is greater than the other options. -e higher the
positive outranking flow of a particular alternative is, the
greater the possibilities are. -e negative outranking flow is
an expression of how a particular alternative is less preferred
compared to the other alternatives. -e lower the negative
outranking value is, the greater the alternatives are [1–9, 16].
PROMETHEE gives a partial preorder of the alternatives as
seen in equation (3).

at is preferred to alternative at′ (atPat′) if
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at is indifferent to alternative at′ (atIat′) if
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at is incomparable to at′ (atRat′) if
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Using PROMETHEE II, the net flow of an alternative at

(Φnet(at)) can be calculated with

Φnet at(  � Φ+
at(  −Φ−

at( . (6)

And the net ranking results of the alternatives can be found
by

atPat′(  if Φnet at( >Φnet at′( , (7)

atIat′(  if Φnet at(  � Φnet at′( . (8)

-e better alternative is the one with the higher Φnet(at)

value (32).
In this study, we proposed the use of the fuzzy-based

PROMETHEE technique for the evaluation of the available
treatment options for COVID-19. -e selected treatment
options are favipiravir (FPV), remdesivir, “lopinavir/ritonavir,”
“hydroxychloroquine,” “oseltamivir +hydroxychloroquine,”
“hydroxychloroquine+azithromycin,” interleukin-1 blocker,
tocilizumab, “interferon,” intravenous immunoglobulin
(IVIG), and plasma exchange. -e selected criteria of the al-
ternatives and the importance weight with fuzzy scale can be
seen in Table 1. -e data and the weights of the criteria have
been collected by the experts.

-e Yager index was used for the defuzzification of the
fuzzy scale. Lastly, the PROMETHEE-Gaia decision lab
program with Gaussian preference functions has been used
for the evaluation.

2.4. Fuzzy VIKOR. -e basis of the VIKOR (Multicriteria
Optimization and Compromise Solution) method is based
on the determination of a compromise solution in the light
of alternatives and within the scope of the evaluation criteria.
-is compromise solution has been determined as the
closest solution to the ideal solution [80, 81]. With the
expression of a compromise solution, it is understood that
by creating a multicriteria ranking index for alternatives, the
closest decision is made to the ideal solution under certain
conditions. Under the assumption that each alternative is
evaluated on the basis of decision-making criteria, consensus
ranking is achieved by comparing the values of proximity to
the ideal alternative [82]. -is technique is also based on
obtaining the ranking results of alternatives with maximum
group benefit and therefore minimum regret of individuals.

After constructing the decisionmatrix of theMCMproblem
with specifying the importance weights of each criterion, the
steps of the VIKOR method can be summarized as follows.

Step 1 (determination of the best ((fi ∗ ) and the worst
((f−

i ) values of each criterion). -e best values should be
determined as the maximum point of beneficial criteria and
the minimum point of the criteria that cause cost. If the
criterion-i is the beneficial criterion, then fi ∗ and f−

i can be
obtained by using the following formulas:

f
∗
i � max

j
fij , (9)

f
−
i � min

j
fij . (10)

fij denotes the value of the j-th criterion of the i-th
alternative.

Step 2 (obtaining the Utility (Si) and Regret (Ri) values for
each alternative). -e utility (Si) and regret (Ri) values of the
alternative-i can be calculated by using the following formulas:
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Si � 
n

i�1
wi

f
∗
i − f(ij)

f
∗
i − f

−
i

 , (11)

Ri � max
j

wi

f
∗
i − f(ij)

f
∗
i − f

−
i

  , (12)

where wi denotes the importance weights of the criterion-j,
which represents the relative importance degrees.

Step 3 (computing the value of Qj and ranking the alter-
natives accordingly). Qj values can be obtained based on the
relation given as

Qj � v
Sj − min Sj 

max Sj  − min Sj 
⎡⎢⎣ ⎤⎥⎦ +(1 − v)

Rj − min Rj 

max Rj  − min Rj 
⎡⎢⎣ ⎤⎥⎦,

(13)

where v ∈ [0, 1] and represents the weight/level of the
strategy that indicates the maximum group utility and (1 −

v) represents the weight/level of the individual regret. -e
value of v is most commonly used as 0.5, so as in this study.

When v value (>0.5) is chosen high, it is stated that the
majority tend to show a positive attitude toward Qj index.
When the v value (<0.5) is chosen less, it means that the
majority shows a negative attitude. In general, it is assumed
that the evaluation expert groups (positive and negative)
have a conciliatory attitude by selecting the y value � 0.5
[83].

-e alternative with the smallest Qj value is indicated as
the best option within the group of alternatives. And, the
ranking can be obtained accordingly.

However, in order to consider the alternative with a
minimum value of Qj as the best alternative with an ac-
ceptable advantage, it must meet the following conditions:

Condition 1 (acceptable advantage): the acceptable
advantage is the existence of a significant difference
between the best and the closest options, which should
be calculated as

Q A′′(  − Q A′( ≥DQ . (14)

A′ denotes the best alternative with the minimum Q

value and A
’′ denotes the second-best alternative with

the second minimum Qj.

DQ �
1

(m − 1)
, (15)

where m indicates the number of the alternatives.
Condition 2 (acceptable stability): A′ should have the
minimum (best) value/s of the Rj and/or Sj between
all of the alternatives.
In VIKOR, if the best alternative with the min (Qj)

does not satisfy one of the given conditions, then the
compromise solutions set can be proposed as follows:

(i) If only condition 2 is not satisfied, one has A′ and
A
’′

(ii) If the first condition is not satisfied, one has
A′, A

’′, ..., AMwhere M represents the maximum
decision points that meet the condition

Q A
M

  − Q A′( <DQ . (16)

3. Results

Table 2 shows the complete ranking results of the COVID-19
treatment options with the positive, negative, and net flow
ranking of the alternatives. According to the table, plasma
exchange and FVP outrank the other treatment options with
net flows of 0.0268 and 0.0265, respectively, followed by
IVIG. -e least ranked COVID-treatment option is
hydroxychloroquine with a net flow of −0.0502. Similarly,
Figure 1 shows the strong and weak points of the COVID-19
treatment options.

-ese results of the VIKOR technique validate the
ranking results of the PROMETHEE technique. Using the
VIKOR method, we obtained almost the same net ranking
for the selected COVID-19 treatment alternatives as seen in
Table 3.

4. Discussion

In our study, we compared the treatment applications used
in COVID-19 treatment between December 2019 andMarch
2020 withMCDMmethods. Clinical studies of the treatment
methods used are still ongoing. In our study, the plasma
exchange method was found to be the best method among
the treatment options, similar to clinical applications. It has

Table 1: Criteria of the COVID-19 treatment options and their importance weights with fuzzy linguistic scale.

Linguistic scale for
evaluation Triangular fuzzy scale Importance ratings of criteria

Very high (VH) (0.75, 1, 1)

Side effects, regime cost, number of tablets, dose frequency, treatment duration, plasma
stability, plasma turnover, time of suppression, practicability, drug-drug interaction,
compliance, fever, pneumonia, intensive care, organ failure, macrophage activation

syndrome, hemophagocytic syndrome
Important (H) (0.50, 0.75, 1) Age, pregnancy, GFR
Medium (M) Intravenous form, oral form, false prescription
Low (L) Inefficient drug combination
Very low (VL) -
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Table 2: Complete ranking of COVID-19 treatment options with PROMETHEE.

Complete ranking Options (at) Net flow Φnet(at) Positive flow Φ+(at) Negative flow Φ−(at)

1 Plasma exchange 0.0268 0.0364 0.0095
2 Favipravir 0.0265 0.0361 0.0096
3 Intravenous immunoglobulin (IVIG) 0.0199 0.0318 0.0120
4 Interleukin-1 blocker 0.0189 0.0335 0.0135
5 Tocilizumab 0.0184 0.0342 0.0158
6 Remdesivir 0.0177 0.0340 0.0162
7 Interferon 0.0139 0.0283 0.0144
8 Oseltamivir + hydroxychloroquine + azithromycin −0.0188 0.0165 0.0352
9 Lopinavir/ritonavir −0.0348 0.0239 0.0588
10 Oseltamivir + hydroxychloroquine −0.0384 0.0103 0.0487
11 Hydroxychloroquine −0.0502 0.0108 0.0609
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Figure 1: Positive and negative aspects of each COVID-19 treatment option.-e higher the criterion stands in the graph in the positive side,
the higher it contributes to the positive side of the technique. Similarly, the lower the criterion stands in the graph on the negative side, the
higher it contributes to the negative side of the technique.

Journal of Healthcare Engineering 7



been suggested that plasma from cured patients should be
used for treatment [84]. Indeed, healing patients often have a
high level of antibodies to the pathogen present in their
blood. Antibodies are immunoglobulin produced by
B lymphocytes to fight pathogens and other foreign bodies,
to recognize and neutralize unique molecules in pathogens
[85]. Based on this, patients who recovered from COVID-19
recovered and were injected plasma into serious patients
after collection and processing, and within 24 hours, there
was a decrease in inflammation and viral loads as well as an
improvement in oxygen saturation in the blood [86].

FVP was found to be the second-best method of treat-
ment for COVID-19 patients. -e patients who were treated
with FVP showed faster viral clearance, shorter fever period,
and improvement in radiological findings in Wuhan [87].
-e third best one was found to be IVIG which may also play
a role in the control of the immune system, where there is a
high level of inflammation. Improvement in the poor
prognosis stage of the disease is poor, and IVIG can be
quickly recognized and applied for this treatment [13].

When we compared the methods related to the criteria,
the others were interleukin-1 blocker, remdesivir, interferon,
tocilizumab,
oseltamivir + hydroxychloroquine + azithromycin, lopina-
vir/ritonavir, oseltamivir + hydroxychloroquine, and
hydroxychloroquine. -ese criteria are very important, not
only for patients but also for treatment practitioners.

-e spread of COVID-19 is continuing at a rapid pace. It
is very important to discover effective treatment or pro-
phylactic agents among measures such as staying at home,
hand hygiene, wearing masks, and so on to stop the pan-
demic. Health professionals and the global scientific com-
munity are waiting for new evidence to emerge soon to
manage COVID-19. Until this evidence emerges, it is
necessary to continue using the treatment methods that have
shown effectiveness. -e treatment methods that we eval-
uated with MCDM methods will be beneficial for both
healthcare users and to rapidly end the global pandemic.

In this study, an average patient was considered to show
the method’s applicability, so the patient profile such as
gender or disease stage was not included in the analysis.
However, this study can be extended to include all possible
factors since fuzzy PROMETHEE and VIKOR are able to
support a large number of inputs. Another limitation of this

study is the fact that treatment selection might be different
for patients in the acute phase than those in the stable phase
which was not considered in this study.

-e proposed method is applicable for analyzing the
alternatives to the selection problem with quantitative and
qualitative data. In addition, it allows the decision-maker to
define the problem simply under uncertainty. One of the
limitations of this technique is that there is no method for
determining the weight of the criteria. -erefore, expert
opinion is of great importance in establishing criteria
weights for this model to give accurate results in practical
applications.

5. Conclusion

In this study, we analyzed different treatment options for
COVID-19 treatment using fuzzy PROMETHEE and
VIKOR methods. Overall, there is no globally approved
specific antiviral drug available for COVID-19. All drug
options come from the experience of treating SARS, MERS,
or other new influenza viruses. Active symptomatic support
is the key to treatment. -e above medicines will help, and
their efficacy needs further confirmation. New alternatives
and criteria could be considered once they are available in
the future, and weights could be assigned based on the
opinions of the decision-makers (physicians/clinicians). We
showed the applicability of the MCDM techniques in
informing decision-makers in terms of choosing the right
treatment technique for the management of COVID-19.
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and D. U. Ozsahin, Selection of the Most Appropriate Anti-
retroviral Medication in Determined Aged Groups (≥ 3 Years)
of HIV-1 Infected Children, IEEE Xplore, New York, NY, USA,
2019.

[37] M. Sayan, T. Sanlidag, N. Sultanoglu, B. Uzun, F. S. Yildirim,
and D. U. Ozsahin, “Evaluating the efficacy of adult HIV post
exposure prophylaxis regimens in relation to transmission
risk factors by multi criteria decision method,” in Advances in
Intelligent Systems and Computing, R. Aliev, J. Kacprzyk,
W. Pedrycz, M. Jamshidi, M. Babanli, and F. Sadikoglu, Eds.,
vol. 1095, Springer, Cham, Switzerland, 2020.

[38] M. Sayan, D. Uzun Ozsahin, T. Sanlidag, N. Sultanoglu,
F. Sarigul Yildirim, and B. Uzun, “Efficacy evaluation of
antiretroviral drug combinations for HIV-1 treatment by
using the fuzzy PROMETHEE,” in Advances in Intelligent
Systems and Computing, R. Aliev, J. Kacprzyk, W. Pedrycz,
M. Jamshidi, M. Babanli, and F. Sadikoglu, Eds., vol. 1095,
Springer, Cham, Switzerland, 2020.

[39] J. P. Brans and P. Vincke, “A preference ranking Organisation
method: the PROMETHEE method for MCDM,” Manage-
ment Science, vol. 31, no. 6, 1985.

[40] A. Asemi, M. S. Baba, A. Asemi, R. Abdullah, and N. Idris,
“Fuzzy multi criteria decision making applications: a review
study,” in Proceedings of the 3rd International Conference on
Computer Engineering & Mathematical Sciences (ICCEMS
2014), Langkawi, Malaysia, 2014.

[41] I. Ozsahin, S. Abebe, and G. Mok, “A multi-criteria decision-
making approach for schizophrenia treatment techniques,”
Archives of Psychiatry and Psychotherapy, vol. 22, no. 2,
pp. 52–61, 2020.

[42] I. Ozsahin, “Identifying a personalized anesthetic with fuzzy
PROMETHEE,” Healthcare Informatics Research, vol. 26,
no. 3, pp. 201–211, 2020.

[43] I. Ozsahin, D. Uzun Ozsahin, M. Maisaini, and P. Mok,
“Fuzzy PROMETHEE analysis of leukemia treatment tech-
niques,” 2019, https://www.wcrj.net/article/1315.

[44] I. Ozsahin, D. Uzun Ozsahin, K. Nyakuwanikwa, and
T. Wallace Simbanegav, Fuzzy PROMETHEE for Ranking
Pancreatic Cancer Treatment Techniques, IEEE Xplore, New
York, NY, USA, 2019.

[45] M. Maisaini, B. Uzun, I. Ozsahin, and D. Uzun, “Evaluating
lung cancer treatment techniques using fuzzy PROMETHEE
approach,” in Proceedings of the 13th International Conference
On @eory And Application Of Fuzzy Systems And Soft
Computing — ICAFS-2018, pp. 209–215, Warsaw, Poland,
2018.

[46] D. Uzun Ozsahin and I. Ozsahin, “A fuzzy PROMETHEE
approach for breast cancer treatment techniques,” Health
Sciences, vol. 7, no. 5, pp. 29–32, 2018.

[47] D. Uzun, B. Uzun, M. Sani, and I. Ozsahin, “Evaluating X-ray
based medical imaging devices with fuzzy preference ranking
organization method for enrichment evaluations,”

International Journal of Advanced Computer Science and
Applications, vol. 9, no. 3, 2018.

[48] D. Ozsahin, N. Isa, B. Uzun, and I. Ozsahin, “Effective analysis
of image reconstruction algorithms in nuclear medicine using
fuzzy PROMETHEE,” in Proceedings of the 2018 Advances in
Science and Engineering Technology International Conferences
(ASET), pp. 1–5, Dubai, United Arab Emirates, 2019.

[49] I. Ozsahin, T. Sharif, D. U. Ozsahin, and B. Uzun, “Evaluation
of solid-state detectors in medical imaging with fuzzy
PROMETHEE,” Journal of Instrumentation, vol. 14, no. 1,
Article ID C01019, 2019.

[50] M. Taiwo Mubarak, I. Ozsahin, and D. Uzun Ozsahin,
Evaluation of Sterilization Methods for Medical Devices,
pp. 1–4, IEEE, New York, NY, USA, 2019.

[51] M. Sayan, T. Sanlidag, U. Berna, and I. Ozsahin, “Capacity
evaluation of diagnostic tests for COVID-19 using multi-
criteria decision-making techniques,” Computational and
Mathematical Methods in Medicine, vol. 2020, Article ID
1560250, 8 pages, 2020.

[52] N. Zhang and G. Wei, “Extension of VIKOR method for
decision making problem based on hesitant fuzzy set,” Ap-
plied Mathematical Modelling, vol. 37, no. 7, pp. 4938–4947,
2013.

[53] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8,
no. 3, pp. 338–353, 1965.

[54] G. Improta, V. Mazzella, D. Vecchione, S. Santini, and
M. Triassi, “Fuzzy logic-based clinical decision support system
for the evaluation of renal function in post-Transplant Pa-
tients,” Journal of Evaluation in Clinical Practice, vol. 26, no. 4,
pp. 1224–1234, 2020.

[55] G. mprota, G. Converso, T. Murino, G. Mosè, P. Antonietta,
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Due to the rapid spread of COVID-19 and its induced death worldwide, it is imperative to develop a reliable tool for the early
detection of this disease. Chest X-ray is currently accepted to be one of the reliable means for such a detection purpose. However,
most of the available methods utilize large training data, and there is a need for improvement in the detection accuracy due to the
limited boundary segment of the acquired images for symptom identifications. In this study, a robust and efficient method based
on transfer learning techniques is proposed to identify normal and COVID-19 patients by employing small training data. Transfer
learning builds accurate models in a timesaving way. First, data augmentation was performed to help the network for mem-
orization of image details. Next, five state-of-the-art transfer learningmodels, AlexNet, MobileNetv2, ShuffleNet, SqueezeNet, and
Xception, with three optimizers, Adam, SGDM, and RMSProp, were implemented at various learning rates, 1e-4, 2e-4, 3e-4, and
4e-4, to reduce the probability of overfitting. All the experiments were performed on publicly available datasets with several
analytical measurements attained after execution with a 10-fold cross-validation method. -e results suggest that MobileNetv2
with Adam optimizer at a learning rate of 3e-4 provides an average accuracy, recall, precision, and F-score of 97%, 96.5%, 97.5%,
and 97%, respectively, which are higher than those of all other combinations. -e proposed method is competitive with the
available literature, demonstrating that it could be used for the early detection of COVID-19 patients.

1. Introduction

Novel coronavirus, also known as COVID-19, emerged from
the city of Wuhan, China, in late 2019. A disease that
appeared to be like regular flu at first has now been officially
declared as pandemic and has affectedmore than fivemillion
people so far around the world [1, 2]. Researchers believe
that COVID-19 is a type of severe acute respiratory syn-
drome coronavirus 2 or SARS-CoV-2 [3]. Globally, coro-
navirus cases have crossed five million in numbers, with the
death toll surpassing 320,000 [4]. -e World Health Or-
ganization (WHO) declared a worldwide health emergency
on Jan 30, 2020, to point out the alarming situation. Since
then, most of the countries are under lockdown, with virus
cases still inclining at a rapid rate.

-e health system of many developed countries reached
a point near collapse due to the pandemic [5]. Even with the

latest medical facility available at hand, the only option that
seems to be working against this disease is social distancing.
Latest stats [6] have shown that China has efficiently
defeated the virus through strict precautions and social
distancing; however, the United States of America, Spain,
Italy, France, and many other countries took a devastating
hit from the virus. Doctors are using chest scans to diagnose
the symptoms of COVID-19 rather than waiting for blood
results [7]. Patients suffering from this disease have shown
common signs like open holes in the lungs [8]. -is research
is being used to classify the patients and distinguish them
from healthy people. Computed Tomography (CT) and
chest X-ray provide huge assistance to doctors in diagnosing
an infectious disease [9–11]. Obtaining scanned images
through X-ray is faster, simpler, and economical as com-
pared to CT scans [5]. In China, strict precautions were
taken at the start to overcome the spread of this disease.
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Patients who showed mild level symptoms were quarantined
and tested multiple times days apart to ensure the safety of
other people [12].

Due to the severance of COVID-19, many researchers
are proposing different methods to identify the infection
through early symptoms and take the required measure-
ments [13]. Even with so many available methods for the
detection of the COVID-19 symptoms, there can still be a
lack of affirmation due to false or inadequate results. Chest
X-ray proves to be an excellent method, yet there is room for
improvement in outcome accuracy. Computed tomography
(CT) chest scans are processed through multiple stages to
detect and narrow down the damaged region with the help of
AI techniques [14, 15]. Some recent studies showed
promising results in the early detection of COVID-19 signs.
Narin et al. [12] have used three transfer learning models on
the chest X-ray dataset to detect COVID-19 symptoms.-ey
have achieved maximum accuracy in most of the folds,
which can be an indication that the models may have shown
overfit results. Wang et al. [16] fed CT images to a deep
learning model, which can reveal damaged areas and extract
required features that may help in diagnosing the disease.
Shan et al. [17] used deep learning to develop a system that
would automatically make multiple segments of lungs and
reveal the infection.

Artificial intelligence and neural networks are being
used readily in medicine to predict these kinds of viral
diseases earlier through common symptoms [18]. Con-
volutional neural network (CNN), which is a type of deep
learning, uses the images to train deep models and clas-
sifies them based on output categories [19]. -is study is
being used by researchers to train some state-of-the-art
open-source neural network models and classify COVID-
19 images. -is branch of CNN is called transfer learning
[20].

-is paper suggests a deep learning approach to an-
ticipate COVID-19 symptoms in a patient with the help of
chest X-ray scans. In this study, transfer learning tech-
niques were preferred over other machine learning algo-
rithms due to the excellent classification accuracy of
pretrained models, which also save time by avoiding the
trouble of training and verifying the model weights from
scratch. We have used five state-of-the-art predesigned
networks in this study, including AlexNet, MobileNetv2,
ShuffleNet, SqueezeNet, and Xception. -ese networks
were fine-tuned by freezing most of the top convolutional
layers and fully connected layers. -rough multiple ex-
periments on acquired datasets, we observed that the
significant portion of the transfer learning model relies on
the last convolutional layer for feature extraction and last
fully connected layer for classification, which cannot be
generalized for every dataset. Hence, only these layers were
allowed to train weights. -is approach not only saved a
good amount of time but also provided competitive output
accuracy. Moreover, each model is trained and tested on
multiple optimizers as well as numerous learning rates to
nullify the generalization factor, which is a crucial issue
when there is a small amount of input data. -e main
highlights of the article are pointed as follows:

(i)Five state-of-the-art transfer learning models are
used with a fine-tuning approach to reduce training
time while keeping the output accuracy intact

(ii) Each model is trained multiple times at different
learning rates to reassure that the models are not
overfitting and showing false results

(iii) MobileNetv2, when trained with the correct opti-
mizer, provided the best results for chest X-ray
images, although it is generally designed for mobile
devices operations

(iv) -e proposed method is effective and robust due to
the verification of several statistical measures ob-
tained with a 10-fold cross-validation approach

-e rest of our paper is as follows: Section 2 describes the
datasets used in this study, Section 3 explains our proposed
methodology, Section 4 examines the analytics metrics,
Section 5 exhibits the results against both datasets, Section 6
discusses and compares our study with previous research
while Section 7 concludes the paper.

2. Materials

For this study, two datasets were used to validate the transfer
learning models’ efficiency on X-ray images.-e first dataset
[21] contains 74 “normal” and 74 “pneumonia” images for
training. It was taken from GitHub. 20 “normal” and 20
“pneumonia” images were used to test the integrity of
models.-e same number of images was used for the second
dataset, where “normal” scans were taken from [21], while
infected “pneumonia” ones were acquired from another
open source [22]. -e datasets were acquired from public
source collection. Datasets are being updated on a regular
basis, so the number of collected images may differ in future
studies. It is shown in Table 1 that different pretrained
models take different input sizes. Hence, all images were
resized according to each pretrained model requirement
training.

3. Methodology

-is paper suggests an approach to detect COVID-19 in
patients via chest X-ray scans. -e proposed method con-
tains three stages.-e first stage works on preprocessing that
was done on the data after it was obtained from open-source
collection. Multiple images in the dataset had a different
number of channels, so they could not be processed in model
training. Initially, all images were converted to the same
number of channel, that is, 3 in our case. As our input data
are not big enough, to ensure that we get good output results,
different data augmentation techniques, including rotating,
image flip, and pixel change, have been used. During the
second stage, different training parameters like the number
of epochs, optimizer selection, number of folds per epoch,
mini-batch size, learning rate, and model were defined. Data
were resized distinctly according to each model. -e third
stage performs the classification step in which the network
decides whether there are COVID-19 symptoms in the
scans. As detection of this disease is a sensitive case,
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numerous test runs were carried out to monitor the validity
of trained models. Each transfer learning model was trained
with three different optimizers, i.e., Adam, SGDM,
RMSProp, and four learning rates, i.e., 1e-4, 2e-4, 3e-4, and
4e-4, to find the best combination and eliminate the factor of
overfitting in data training. A flowchart of our suggested
approach is shown in Figure 1.

3.1. Data Preprocessing. Both datasets were processed
through two stages to endorse the maximum output accu-
racy. Due to the presence of different numbers of channels
for different images, all images were converted to the same
channel size during the first stage. Neural network models
require substantial data for training. As our input data was
not large enough, data augmentation was performed to
ensure that each model fed on enough input images to avoid
overfitting. Data augmentation is a process in which images
are modified by applying small changes in the original
pictures like rotation, flipping the image, and minor ad-
justment in pixel range. An example of data augmentation is
shown in Figure 2.

3.2.TransferLearning. Deep learning focuses on functioning
as a human mind. When a child is taught about different
animals, an arbitrary image is formed in the mind of the
child that a dog looks like this and a cat looks like this, and in
the future, the child can recognize these animals. Deep
learning works on the same principle. Transfer learning is
the next step in deep learning. Training a neural network
model requires a lot of time and multiple runs to capture the
accurate weights according to the model’s requirement. It is
a tedious work and is not easy for students new to the field to
enter transfer learning. Transfer learning handles the models
shared by field experts for the public, which skips the re-
quirement of finding compatible weights and carries on to
the next step of the training model on new input data. We
have used following pretrained models in our study:

(i) AlexNet
(ii) MobileNetv2
(iii) ShuffleNet

(iv)SqueezeNet
(v)Xception

Figure 3 gives visual on the architecture of these models.
-e blue block defines the input. Yellow indicates the
convolutional layer. Orange box performs rectified linear
unit (ReLU) operation. Green is responsible for cross

channel normalization. -e purple box is used for nor-
malization, gray box concatenates the above results, and the
white box represents channel shuffling. Some functions are
unique to some models. For instance, MobileNetv2 executes
clipped ReLU operation instead of general ReLu, and
ShuffleNet contains multiple grouped convolutional layers.

3.2.1. AlexNet. Given less number of computational pa-
rameters, as compared to other models with comparable
performance for nearly every data form, AlexNet is one of
the most famous pretrained models among researchers. It
has five convolutional layers and three fully connected layers
for classification purposes [23]. We only used the last
convolution layer for feature extraction and the final fully
connected layer for classification to reduce training time
while keeping the accuracy unscathed. -e image input size
for AlexNet is 227× 227× 3.

3.2.2. MobileNetv2. Originally designed for mobile devices
by Google, MobileNetv2 is a fine pretrained model that
delivers high output accuracy. It is designed to work with
low input resources and reduced mathematical calculations.
-e working principle of this model is depthwise separable
convolution and linear bottlenecks [24]. -e second version
of MobileNet, or as we call it MobileNetv2, also introduced
short connections between bottlenecks.-e input size of this
model is 224× 224× 3.

3.2.3. ShuffleNet. ShuffleNet is an extremely efficient model
of a convolutional neural network that was also initially
designed for mobile devices. It has an impressive compu-
tational power of 10–150 MFLOPs. -is model operates on
pointwise group convolution. ShuffleNet works on channel
shuffling to reduce computational parameters and achieve
high output accuracy. -e model has proven work better
than the “MobileNet” system for the classification of images
[25]. It takes an input frame of the size 224× 224× 3.

3.2.4. SqueezeNet. -is 18-layer deep convolutional network
was designed to achieve similar accuracy as AlexNet with
50x fewer parameters to compute. -e idea behind reducing
computation parameters is through the replacement of 3× 3
filters with 1× 1 filters. By performing this small operation,
the model requires nine times calculations to perform.
Another important concept of SqueezeNet is “Fire Module”.
-e squeezed layer feeds into the expand layer (3× 3 filter) to
reduce filter size and hence calculations. -is architecture is

Table 1: Key features of the models used in this study.

Model Input
size

Number of
layers

Parameters
(millions)

Size
(MB)

AlexNet 227× 227× 3 8 61.0 227
MobileNetv2 224× 224× 3 53 3.5 13
ShuffleNet 224× 224× 3 50 1.4 6.3
SqueezeNet 227× 227× 3 18 1.24 4.6
Xception 299× 299× 3 71 22.9 85
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known as “FireModule” [26]. SqueezeNet has a similar input
size as AlexNet.

3.2.5. Xception. Xception or extreme version of the incep-
tion model is a pretrained neural network that operates on
modified depthwise separable convolution. In simple
depthwise convolution operation, channelwise nxn spatial
convolution is being performed, while in the modified
version (Xception), pointwise convolution is followed by
depthwise convolution [27]. Xception has outperformed
VGG, ResNet, and Inception-v3 in ImageNet competition.
-e input size of Xception is 299× 299× 3. Some key features
of these models are presented in Table 1.

3.3.Matlab Application. An application related to our study
was designed in the graphical user interface environment
(Matlab GUI) of Matlab 2019b. It will assist researchers in
the future study for coronavirus detection through chest
X-ray images. Matlab app is a built-in program that is used
to automate the required task. Multiple test runs were
performed to corroborate the image ranking and run-time of
the App. To get the best possible classification outcome, the
finest transfer learning models used in this analysis, in-
cluding “MobileNetv2” (against two different optimizers),
“SqueezeNet”, and ‘Xception’, were incorporated into the
app. -ese networks have provided excellent classification
results on chest X-ray images in our study. Figure 4 portrays
the app’s function. It will take single image input and

labeling the picture into one of our study-focused categories,
i.e., normal or infected. Following are the components and
their functions embedded in the app design:

(1) Input: load the input data from the folder. Input will
be in the form of an image; hence, the app is designed
to accept file format of “.png”, “.jpg,” and “.jpeg”.

(2) Model Selection: requires the user to select either of
four models integrated into the framework of the
app, where Model 1 and Model 2 represent Mobi-
leNetv2 (RMSProp, LR: 3e-4) and SqueezeNet
(Adam, LR: 3e-4) trained with the dataset with 1
image while Model 3 and Model 4 demonstrate
MobileNetv2 (Adam, LR: 3e-4) and Xception
(RMSProp, LR: 3e-4) trained with the dataset with 2
images.

(3) Axes: display the classified image, i.e., if the models
detect no symptoms of COVID-19, the image will be
displayed in the “normal” axis; otherwise, it will be
portrayed in “infected” axis.

Parameters like epochs, optimizer, learning rate, and
mini-batch size are preselected in the models as it is required
to use integrated models in the app.

4. Performance Measures

We have used a built-in Matlab deep learning toolbox to
train different transfer learning models on our input data.
Each model was trained using the 10-fold procedure to

Stage 1: data
preprocessing Stage 2: setting up training parameters

Stage 3: data classification

Image conversion

Data augmentation

Model
selection

Data resizing Model training

Normal

Infected Output

Figure 1: Block diagram of our study. Stage 1: data preprocessing: the number of channels of different images was made alike and data
augmentation was performed. Stage 2: setting up training parameters: training parameters like number of epochs, mini-batch size, and
number of folds per epoch opted in this stage. Data training was performed on each model after image resizing according to the distinct
input size. Stage 3: data classification: here, our trained model displays the classified result as either normal or infected.
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(a) (b) (c) (d) (e)

Figure 3: Frameworks of pretrained models: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet, (d) SqueezeNet, and (e) Xception.

Original image

Augmented images

Figure 2: A visual representation of data augmentation.
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guarantee the validity of the result. Each training run
consisted of 10 epochs and 140 iterations per epoch. Models
were fine-tuned before training. All the layers except the last
one were frozen to avoid extra time consumption. -e
classification layer and the final fully connected layer of each
model were replaced as they were originally designed to
provide an output of 1000 distinctive categories. In each fold,
out of 74 images, 15 images were separated randomly for
validation tests.

All the training and test simulations were performed on
an Intel Core i7-9750H processor enforced with 32 gigabytes
of RAM and the GPU (graphics processing unit) Nvidia
GeForce GTX 1660 Ti with 6GB memory. Matlab frame-
work was restarted before each new training to assure there
is no false time consumption, which can incur when an
excessive number of intense simulations are executed.

Detection of coronavirus among healthy people has
become one of the top priorities of doctors worldwide.
Results generated through these methods must be validated
via multiple techniques because any false result can be very
dangerous not only to that patient but also to other people in
contact with that patient. All models were validated through
analytics metrics, including overall accuracy, precision, re-
call, and F-score. -e following equations represent the
mathematical formulas of these metrics:

Accuracy �
TP + TN

TP + TN + FP + FN
,

Recall �
TP

TP + FN
,

Precision �
TP

TP + FP
,

F − measure �
2∗ precision∗ recall
precision + recall

,

(1)

where TP is “true positive”, TN is “true negative”, FP is “false
positive,” and FN is “false negative,” respectively. -ese
parameters are used to analyze the integrity of test results
[28, 29]. Accuracy is the measurement of correctly classified
samples in percentage or closeness of themeasured value to a
standard or true value. -e number of positive class pre-
dictions from all positive examples in the dataset is defined
as recall. Precision is the ratio of positive observations
correctly predicted to the overall positive observations
predicted, while F-measure gives a mean for both precision
and recall to be integrated into a single measure that captures
both properties. It is the harmonic mean of precision and
recall.

5. Results

-is study was carried out to diagnose patients with COVID-
19 symptoms with the help of chest X-ray scans. Various
deep learning models were trained and tested on multiple
optimizers and several learning rates. -e reason for per-
forming this study on numerous parameters is to find the
optimum combination of model, optimizer, and learning
rate for our input data.

5.1. Dataset 1. Accuracy comparison of the first dataset is
shown in Figure 5. We can see that MobileNetv2 adopted all
three optimizers very well for all learning rates except for 1e-
4, which is not uncommon in other models. MobileNetv2
synthesized the highest accuracy of 97% with “Adam” op-
timizer at a learning rate of 3e-4. ShuffleNet showed mixed
results with a maximum output efficiency of 89% on two
different combinations. For SGDM optimizer, Xception has
shown surprisingly bad results falling up to 60% of average
accuracy with LR� 1e-4, which is worse than all other
scenarios in our study. SqueezeNet showed prominent re-
sults for all learning rates against different optimizers,

(a) (b)

Figure 4: -e interface of Matlab App is designed according to this study. (a) indicates when the model(s) classify the input image as to
normal, while (b) symbolizes infected or pneumonia class.
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reaching a maximum of 96% classification accuracy for
Adam optimizer when the learning rate was selected as 3e-4.

Figure 6 depicts the training time of these models in
different cases. On average, AlexNet has taken the least
amount of time for each training except when trained with
RMSPROP.MobileNetv2 expressed diverse training time for
different optimizers. ShuffleNet and SqueezeNet both reg-
istered the maximum amount of computational time for all
three optimizers, nearly approaching 100 seconds per run.
AlexNet only consists of 8 layers, which is far less as
compared to that of the other four models. So, its less time
consumption is understandable, but MobileNetv2 results
were somewhat surprising, taking far less training time and
showing excellent classification results. Xception, as ex-
pected, required maximum training time as it is one of the
most in-depth networks used in our study.

All in all, almost every model has adopted well with
SGDM according to time usage. If we compare Figure 4 and
Figure 5, we can quickly notice that SqueezeNet with Adam
optimizer is probably the best combination of both accuracy
and time consumption.

Confusion matrices for dataset 1 are shown in Fig-
ure 7, while Table 2 exhibits a comparison of precision,
recall, and F-score for dataset: 1, where MobileNetv2 has
attained the best F-score for both “normal” and “in-
fected” classes. Again, “infected” here represent patients
who showed pneumonia signs during medical tests.
MobileNetv2 also got the highest precision score of 98%

for “infected”, which is on par with Xception for the same
case.

5.2. Dataset 2. As mentioned before, we have used two
datasets to verify the integrity of models. -e following data
re half part of the first dataset and the other half is extracted
from another source [22]. Exact operations were performed
on dataset:2 as were on dataset 1. A comparison of average
accuracy for different models is given in Figure 8. Xception
has shown a similar pattern here with SGDM. So, it is not
recommended to use Xception for this dataset classification
with either optimizer. Results can be improved with a big
dataset as the Xception model works best on substantial data
size, that is, if you want to use SGDM optimizer with
Xception. However, a maximum result of 96% with
RMSProp at LR: 3e-4 is still acquired, the best classification
accuracy for dataset 2. An inclined configuration can be seen
for MobileNetv2 when used with SGDM where output
accuracy showed a direct relation with the learning rate, and
it peaked at 95%.

However, with the other two optimizers, the results are
very good for MobileNetv2. SqueezeNet has also produced
excellent results with Adam as well as with RMSProp
marking up to 94% output accuracy. -e time consumption
graph for each model against dataset 2 is shown in Figure 9.

-ough Xception took the least amount of training time
with this dataset, it is not recommended to use due to
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Figure 5: Graphical comparison of different models based on output accuracy for dataset 1: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet,
(d) SqueezeNet, and (e) Xception.
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Figure 6: Time comparisons of all models for dataset 1: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet, (d) SqueezeNet, and (e) Xception.
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Figure 7: Confusion matrices of experimented models for dataset 1: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet, (d) SqueezeNet, and (e)
Xception.
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significantly less output accuracy. Other models show more
or less similar results with little fluctuation where time is
taken into account.

Figure 10 represents the confusionmatrices of all models
used in this study for the second dataset. Remarkably,
Xception synthesized 96% accuracy as the best one; still, it
did not show good average result. MobileNetv2 was second-
best, which yielded 95% output accuracy.

Table 3 indicates that Xception attained the finest result
with “normal” class while calculating recall, and it also
measures 100% precision for “infected” class.-at is why the
F-score of Xception was the best among all the models.
Table 3 and Figure 8 represent the best result that we ob-
served. If we talk about average output, MobileNetv2 seems
to be the clear winner.

6. Discussions

Numerous studies have been performed on the detection of
COVID-19 symptoms via different techniques. Shan et al.
[17] used VB-net for the image segmentations of patients. A
study similar to ours was conducted in [12] where they
achieved 98% accuracy. But, their results could be prone to
overfitting as they did not use multiple optimizers or dif-
ferent learning rates and only used three transfer learning
methods. Zhang et al. [30] performed X-ray images classi-
fication with the help of ResNet. Wang and Wong [31]
adopted a convolutional neural network method for the
classification of X-ray images. -ey successfully achieved
83.5% accuracy. A very famous transfer learning model
“inception” was used by Wang et al. [16] to predict COVID-

Table 2: Statistical measurement comparison of observed models for dataset 1.

Network Class Recall Precision F-score

AlexNet Normal 89 96 92
Infected 96 90 93

MobileNetv2 Normal 97 97 97
Infected 96 98 97

ShuffleNet Normal 90 90 90
Infected 89 91 90

SqueezeNet Normal 97 96 96
Infected 95 97 96

Xception Normal 98 89 93
Infected 87 98 92
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Figure 8: Graphical comparison of different models based on the output accuracy for dataset 2: (a) AlexNet, (b) MobileNetv2, (c)
ShuffleNet, (d) SqueezeNet, and (e) Xception.
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Figure 9: Continued.
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Figure 9: Time comparisons of all models for dataset 2: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet, (d) SqueezeNet, and (e) Xception.
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19 symptoms in CT images. -e majority of these studies
have performed classification on fewer neural network
models as compared to our research. Furthermore, we have
conducted training on different optimizers as well as on
different learning to confirm that there is no overfitting
going on due to the lack of big datasets. Our method is
rigorous and repetitive, as we have performed 10-fold cross-
validation. Table 4 provides a quick overview of our findings
as compared to several other studies that used similar
datasets for neural network model training. Also, after
carrying out numerous additional simulations, we have
achieved near-best precision to ensure that the results
produced are not false or due to a computational error. Our
analysis is highlighted in the following points:

(i)Multiple transfer learning models, including
AlexNet, MobileNetv2, ShuffleNet, SqueezeNet, and
Xception, have been used to classify chest X-ray
images with different optimizers and learning rates
to synthesize accurate results
(ii)Fine-tuning has been used to reduce the com-
putational parameters and make use of only those
layers which take part in feature extraction

(iii) We have used X-ray images, which are not difficult to
acquire, and showed that they could be beneficial in the
detection of COVID-19 in a patient
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Figure 10: Confusion matrices of experimented models for dataset 2: (a) AlexNet, (b) MobileNetv2, (c) ShuffleNet, (d) SqueezeNet, and (e)
Xception.

Table 3: Statistical measurement comparison of observed models for dataset 2.

Network Class Recall Precision F-score

AlexNet Normal 89 97 93
Infected 97 91 94

MobileNetv2 Normal 96 94 95
Infected 93 97 95

ShuffleNet Normal 87 87 93
Infected 86 88 92

SqueezeNet Normal 97 91 94
Infected 90 98 94

Xception Normal 100 93 96
Infected 92 100 96

Table 4: Comparison of different studies.

Paper Dataset Objective Approach
Highest
avg.

accuracy

Ghoshal
et al. [32] X-ray

COVID-19-
image

classification
CNN 92.9%

Pan et al.
[8] X-ray

COVID-19-
image

classification
ResNet50 98.0%

Zhang
et al. [30] X-ray

COVID-19-
image

classification
ResNet 95.18%

(AUC)

Wang
et al. [16] X-ray

COVID-19-
image

classification
CNN 83.5%

Our paper X-ray
COVID-19-

image
classification

MobileNetv2 97.0%
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(iv)-e problem with limited input data has been
solved bymaking use of different data augmentation
techniques

-is study was just one way to diagnose COVID-19
symptoms in patients. Several other transfer learning models
can be beneficial in image classification. Moreover, deep
learning always relies on the amount of input data. Hence, if
a large amount of data can be collected, it will further assist
in getting enhanced results. For instance, Xception with
SGDM showed relatively poor results due to insufficient
input data.

7. Conclusion

Because of its fast-spreading potential, COVID-19 has rapidly
become the key target of doctors and medical researchers
around the world. It is critical to detect this virus in humans in
the absence of a functional vaccine to prevent its dissemination.
-is paper emphasizes on using chest X-ray scans to diagnose
COVID-19 symptoms. -e proposed study implements five
different transfer learning models with different optimizers and
various learning rates on two public datasets. Results dictate that
MobileNetv2 and Xception models can be instrumental in
diagnosing coronavirus through chest X-ray images. To au-
thenticate the effectiveness and robustness of trained model, all
models were validated by several statistical indexes, including a
10-fold cross-validation method. We believe that this study can
be a big help in the early detection of COVID-19.

Data Availability

-e data used to support the findings of this study are
available upon request by contacting the corresponding
author.
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Purpose. 'e objective of this study was to construct a procedural planning tool to optimize the proximal junction angle (PJA) to
prevent postoperative proximal junctional kyphosis (PJK) for each scoliosis patient.Methods. Twelve patients (9 patients without
PJK and 3 patients with PJK) who have been followed up for at least 2 years after surgery were included. After calculating the
loading force on the cephalad intervertebral disc of upper instrumented vertebra of each patient, the finite-element method (FEM)
was performed to calculate the stress of each element.'e stress information was summarized into the difference value before and
after operation in different regions of interest. A two-layer fully connected neural network method was applied to model the
relationship between the stress information and the risk of PJK. Leave-one-out cross-validation and sensitivity analysis were
implemented to assess the accuracy and stability of the trained model. 'e optimal PJA was predicted based on the learned model
by optimization algorithm. Results. 'e mean prediction accuracy was 83.3% for all these cases, and the area under the curve
(AUC) of prediction was 0.889. And the output variance of this model was less than 5% when the important factor values were
perturbed in a range of 5%. Conclusion. Our approach integrated biomechanics and machine learning to support the surgical
decision. For a new individual, the risk of PJK and optimal PJA can be simultaneously predicted based on the learned model.

1. Introduction

For adolescent idiopathic scoliosis (AIS) patients, ortho-
pedic operations are employed to reconstruct the coronal
and sagittal alignment to maintain the stability of spine [1].
Long posterior instrumentation and fusion surgery is often a
powerful surgical treatment for spinal deformity [2, 3].
During the treatment, vertebrae are fused using pedicle
screws or other combinations of devices. Such fusion
treatment is intended to reconstruct spinal geometry by
strong correction and derotation of the spine [4]. However,
the lack of mobility in fusion segments has raised a pos-
tulation that such fusion may increase the stress in proxi-
mally cephalad spinal segments and eventually accelerate
deterioration of the neighboring discs [5].

Powerful correction maneuvers of predominantly all-
pedicle instrumentation could also result in a series of issues

such as the increase of the proximal junction angle (PJA, the
sagittal Cobb angle between the inferior endplate of the
upper instrumented vertebra (UIV) and the superior end-
plate of two cephalad vertebrae ) [6]. Proximal junctional
kyphosis (PJK), an abnormal kyphotic deformity involving
spinal segments proximally adjacent to the fusion segments,
has drawn the attention of many spine surgeons [7–9]. 'is
frequent complication might cause regional pain, diminish
quality of life, and ultimately lead to revision surgery in some
severe cases [10, 11].'e generally accepted definition of PJK
is described by Glattes et al. [8] that PJA is more than 10° and
at least 10° greater than the preoperative measurement. 'e
incidence rate of PJK ranges extensively from 6.0% to 45.1%
[6, 8, 10, 12–14]. A retrospective review of 836 adult cases
reported a higher percentage of unplanned readmission due
to PJK within 90 days from surgery (51.9%) compared with
other surgical complications [15].
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'e recent advances in computer-aided design (CAD)
have been rapidly changing the landscape in scoliosis
treatment procedures, improving the clinical outcomes of
patients significantly as valuable models are practiced [5, 16].
Many studies biomechanically assess and evaluate the in-
dependent effects of different instrumentation variables by
the finite-element method (FEM) [15, 17–21]. 'e difficulty
mainly comes from a finite range of optimizations bymanual
selection. Our study focuses on designing a reliable auto-
matic system to assist surgeons designing and preoperatively
help decrease the readmission rate of scoliosis patients.

'e larger difference value of preoperative and postop-
erative PJA (more than 5°) has been determined as a risk
factor of PJK [8]. However, the individual and coupling
biomechanical effects of PJA are not yet fully understood.'e
purpose of this paper is to predict which AIS patients have
higher risks of PJK due to biomechanical factors and calculate
the optimal PJA for each AIS patient. In this work, we hy-
pothesize that inappropriate intraoperative PJA change
compared with preoperation may lead to inhomogeneous
distribution of loading and ultimately result in various de-
grees of degeneration in the cephalad intervertebral disc of
UIV, and a suitable angle is beneficial for an individual patient
to have a better prognosis after corrective surgery. 'e bio-
mechanical information of intervertebral discs in the proxi-
mal junctional segment following spinal deformity surgery
can be accurately simulated by integrating a finite-element
method (FEM) with a statistical learning model.

2. Materials and Methods

'is study presented an integrated approach to accurately
simulate cephalad intervertebral disc behavior of the UIV for
pre- and postoperation, respectively, for the purpose of
optimizing the PJA for AIS patient. Figure 1 describes the
flowchart of the whole process.

'is retrospective study was completed with AIS patients
who undergone scoliosis correction surgery from 2013 to
2018 at West China Hospital and have been followed-up for
at least 2 years to assess whether or not developing PJK.
Patients were excluded if imaging information including
preoperative, immediate postoperative (3–7 days after sur-
gery) X-ray, and preoperative CT could not be obtained.
Twelve cases were recruited for this biomechanical study.
For each patient, the collected data involved the upper
instrumented vertebral documentation, actual PJA, gender,
age, and preoperative spinal computed tomography (CT).
Based on the postoperative 2-year PJA, which is more than
10° and at least 10° greater than the preoperative mea-
surement, those patients were categorized into 2 groups: PJK
group and non-PJK group. In this study, we used the
aforementioned study information for each patient as
ground truth to confirm the patient selection.

2.1. Feature Extraction

2.1.1. Intervertebral Disc Segmentation and Quantification.
Twelve subject-specific geometries of patients were acquired
using preoperative CT scans. All images were acquired with

1mm slice intervals and a 512× 512 acquisition matrix, and
then imported into Mimics 20.0 Imaging Software (Mate-
rialise, Leuven, Belgium) for segmenting as shown in
Figure 2. Initial segmentation was performed by thresh-
olding image from 50 to 150 Hounsfield units chosen to
most accurately preserve intervertebral disc geometry.
Manual segmentation was employed to delineate regions,
which were visible but could not be captured by automated
methods. To limit the area-of-interest and reduce compu-
tational complexity, we restricted the zone to the cephalad
intervertebral disc of UIV because no tissue deformations
appeared in adjacent vertebrae (as shown in Figure 2(b)).

For spine corrective operation, a preprocedural plan is
meaningful only if it can be accurately transferred to a patient at
the time of intervention. For this reason, we applied a validated
software (Surgimap, version 2.2.15.5), which couldmeasure the
degree of the curvature quickly on pre- and postprocedural
standing radiographs, thus determining the influence of gravity
at each vertebral level of patients with scoliosis in the upright
position [22]. 'e severity of scoliosis can be evaluated by
measuring the Cobb angle. With using strong correction of all-
pedicle instrumentation, the PJA changes with reconstructing
the coronal and sagittal alignment [6]. After selecting the most
suitable UIV according to the scoliosis type, assuming different
stress distribution of the UIV surface would derive from an-
gular variations of PJA, and inappropriate intraoperative PJA
change compared with preoperation could lead to inhomo-
geneous stress distribution of the upper body weight on the
UIV surface and the degeneration of adjacent intervertebral
disc. Usually, a virtual proximal segment correction will de-
crease the PJA as possible. However, due to the biomechanical
properties of tissues, patients may still be at risk for PJK two
years after spinal surgery because of the nonspecific PJA.
'erefore, our approach addresses the need to develop a re-
liable process for simulating tissue behavior changes of in-
tervertebral disc between pre- and postprocedure.

Training 
phase

Preoperative
CT data

Testing
phase

Preoperative
CT data

A new patient

Age Gender

Pre- and postoperative PJA 
from X-rays 

Preoperative PJA from
X-rays 

Simulation of a PJA on intervertebral disc tissue

Stress calculated by FE Stress calculated by FE

Machine learning model 
training between Y, stress
features, age, and gender

Optimization methodsY: whether PJK 
occurred or not

The optimal 
postoperative PJA

Figure 1:'e flowchart of optimizing the surgical design of PJK. In
the training phase, the machine learning model is generated.
During the testing phase, the model can be used for PJA opti-
mization based on a new patient’s information.
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2.1.2. Loading Force Calculation with the PJA. To study the
mechanical behavior of the proximal intervertebral disc, we
calculated the loading force on the tissue before and after the
surgical correction. We denote α as the PJA at pre- or
postoperation. 'e loading force F (i.e., contact force) is
perpendicular to the upper surface of the intervertebral disc
tissue, which is roughly equivalent to the decomposing force
of the patient’s gravity at this point. 'e decomposition
angle of gravity can be estimated as α. Hence, F can be
calculated by G∗ cosα, where G denotes the gravity of the
body weight above UIV (as shown in Figure 2(b)) [14].

'e 3D segmented intervertebral discs were first dis-
cretized into small mesh by HyperMesh (Altair, USA). To
obtain high precision mesh models, they were composed of
tetrahedral elements, and each element contained 4 mesh
nodes tetrahedral. 'e mesh nodes could be classified into
the boundary and free nodes; meanwhile, the boundary
nodes were located in the inferior surface, which would be
fixed in all degrees of freedom. We restricted the zone to the
adjacent intervertebral disc of the UIV for focusing on the
deformable area of interests with regard to PJK.

2.1.3. Assignment of the Intervertebral Disc Properties.
Intervertebral disc (IVD) tissue is composed of a nucleus
pulposus (translucent gel) and an anulus fibrosus (lamellar
structure), with negligible vascularization in the anulus and
nucleus regions [23, 24]. Nonoriented collagen fibrils en-
mesh in the proteoglycan-water pulposus and are sur-
rounded by the anulus fibrosus, a series of concentric
encircling lamellae with two well-defined axes of orientation
[23, 25–27]. To simplify the analysis process, we defined the
intervertebral disc tissue as a linear elastic tissue with the
homogenous and isotropic properties [5]. Different material
parameters in terms of Young’s modulus and Poisson’s ratio

for these two components were given by the previous work
depending on biomechanical analysis and the material
model as shown in Table 1 [5, 28]. 'ese parameters were
used to simulate tissue biomechanical behavior based on
Hooke’s law. And the heterogeneous properties of the in-
tervertebral disc tissue will be examined in the proposed
studies.

2.2. Stress Formulation. We extracted stresses as one of the
biomechanical characteristics from FEM.'e stress for each
mesh node varies according to different components of the
intervertebral disc. To obtain a distribution of stress features,
we first simulated the intervertebral disc behavior
responding to loading force. Denote stress features as
σi � σ(Gi, αi,E, v), where Gi denotes the force of gravity
from the body weight above UIV of the ith patient, and αi is
the pre- or postoperative PJA. Next, the stress value σi is
employed as the biomechanical feature of the ith patient.
Finally, σ(·) represents the stress modeled by Hooke. Here,
FEM was implemented in the commercial software Altair
OptiStruct. To validate our model, we loaded the pressure
difference of pre- and postoperative force of one patient on
his FEM model and compared the simulation results with
the true geometric model of the intervertebral disc generated
from postoperative CT; the absolute error of volume was
500mm3, while the relative error was 2.5%, and the absolute
error of average disc height on the central sagittal plane was
0.3mm, while the relative error was 5.0%, indicating that our
simplified model could save labor and machine time based
on not influencing the authenticity of the FEM model [17].

To elaborate the stress variations of corresponding re-
gions caused by the selection of PJA, stress information was
evaluated on eight anatomical regions of anulus fibrous and
nucleus: left anterior, left posterior, right anterior, and right

NPR NPL

NAR NAL

FPR

FAR FAL

FPL

Preoperative CT

Preoperative or
postoperative X-ray

Intervertebral disc mesh data

Calculate loading force

Finite element analysis Eight subregions

(a) (b) (c) (d)

Figure 2: Illustration of the biomechanical analysis process. (a) Blue rectangle means the upper instrumented vertebra (UIV), the red one is
UIV+ 1, and the green one is UIV+ 2. (b) In the mesh data of segmented cephalad intervertebral disc of UIV, light red indicates nucleus, and
dark red demonstrates anulus fibrosus; white solid lines in an enlarger X-ray represent the inferior endplate of UIV and the superior
endplate of two cephalad vertebrae, respectively, and the angle formed by the intersection of them is the proximal junctional angle (PJA, α).
(c) Loading force calculated in the previous stage on the segmented vertebra by Altair OptiStruct. (d) F, anulus fibrosus; N, nucleus; A,
anterior; P, posterior; R, right; L, left.
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posterior. 'e difference value Δσ of before and after op-
eration subregions max or average stress information was
considered as the input biomechanical features.

2.3. Model Building. Surgical outcomes, i.e., PJK are closely
related to the biomechanical properties such as stress in-
duced by curvature rectification of scoliosis [11]. A two-layer

fully connected network was employed to efficiently model
nonlinear functions with less parameters [18, 19]. 'e
clinical outcome yi/whether PJK occurred or not of ith
patient can be modeled as the following equation:

yi � g Δσ Gi, αi, E, v( 
1
,Δσ Gi, αi, E, v( 

2
, . . . ,

Δσ Gi, αi, E, v( 
8
, agei, genderi, W,

(1)

where N is the total number of subregions, g(·) is the fully
connected network, and Δσ denotes the max or average
difference value of stress in corresponding subregions, in-
cluding 16 variables. W is the parameter (the coefficients of
the variables in g(·)) to be determined by minimizing an
objective function as

W � argmin
W

yi − g Δσ Gi, αi, E, v( 
1
,Δσ Gi, αi, E, v( 

2
, . . . ,Δσ Gi, αi, E, v( 

8
, agei, genderi, W 

�����

�����L2 norm
. (2)

'e optimization is achieved by using Adam algorithm
with calculating the exponentially weighted moving average
of the gradient and then squaring the calculated gradient
[20]. 'is optimal W is fixed for PJA simulation for new
patients. 'e risk of PJK can be predicted from this trained
model. 'en, we will apply a dynamic optimization method
for considering other basic clinical factors once new patients
are added to the prediction model.

2.4. Clinical Outcome Prediction and the Optimal Postoper-
ative PJA. 'e trained model becomes yi � g[Δσ(Gi,

αi, E, v)1, Δσ(Gi, αi, E, v)2, . . . , Δσ(Gi, αi, E, v)8, agei,

genderi,
W]. When a new patient comes to the hospital,

expected Y should be set to be 0, which indicates that pa-
tients will be without PJK postoperatively. W is known (from
training step), and E, v are the subregions of the interver-
tebral disc tissue that can be obtained from CTdata by FEM
from all patients. Age at surgery and gender can be collected
from their demographic data. 'en, we employ Adam al-
gorithm to preoperatively estimate the idealized optimal
value of α for a new individual expecting no PJK as
following:

α � argmin
α

0 − g Δσ Gi, αi, E, v( 
1
, Δσ Gi, αi, E, v( 

2
, . . . , Δσ Gi, αi, E, v( 

8
, agei, genderi,

W 
�����

�����L2 norm
. (3)

'us, the optimal loading force α can be estimated
preoperatively to ensure a more successful operation.

To identify the most relevant features with a high degree
of discrimination between PJK and non-PJK groups, we used
the DX score feature selection method, whose effectiveness
and efficiency have been confirmed [21]. We selected the top
5 features to perform sensitivity analysis to explore the
model output variation upon a range of 5% perturbation of
those important variables.

3. Results

3.1. General Information. A summary of the collected case
data and the preoperative and postoperative geometric indices
is provided in Table 2. Twelve cases were recruited, among
which 8 were females and 4 were males with an average op-
eration age of 16 years, ranging from 13 to 20 years and an
average weight of 49kg, ranging from 32.5 to 71 kg. 'e
preoperative PJA in PJK and non-PJK group was 8.4°± 2.9°
(between 5.2° and 9.4°) and 6.7°± 5.3° (between 0.9° and 18°),

respectively, whereas the immediate postoperative (3–7 days
after surgery) PJA was 13.0°± 4.0° (between 9.3° and 17.2°) and
8.0°± 4.7° (between 1.7° and 16.6°), respectively.

3.2. Model Performance. To complete the decision-making
procedure prior to the surgery and reduce the medical cost,
we proposed our reliable system for AIS patients. And to
avoid overfitting, leave-one-out cross-validation was
implemented to assess the accuracy of our approach. More
specifically, one of all 12 patients was used for model testing
while the rest for training, and these procedures were re-
peated until each patient had been used once as a testing
sample. We evaluated the performance based on the dif-
ference between the predicted clinical results (PJK) and
ground truth derived from 2 years of the follow-up study.
'e average prediction accuracy was 83.3% for all cases (2
out of 12). Incorrect predictions from the biomechanical and
machine learning approachmodel for the patients are shown
in Figure 3. 'e receiver operating characteristic (ROC)

Table 1: Material parameters of the intervertebral disc tissue
[5, 28].

Young’s modulus (MPa) Poisson’s ratio
Nucleus 1.0 0.49
Anulus fibrosus 3.4 0.45
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curve is illustrated in Figure 4, and the area under the curve
(AUC) of prediction was 0.889.

'e top 5 features with 74.3% impact percentage of all
features that affected the outcome were age, max-stress
variations in right anterior anulus fibrous and nucleus, and
average stress variations in right anterior and left posterior
nucleus. Sensitivity analysis showed that our model was
stable in the sense that the output variance was less than 5%
when the important factor values were perturbed in a range
of 5%. 'e top five factors ranked by the DX score were
sensitive for all patients (2.10%–4.66% upon 5% parameter
perturbation) in Figure 5.

4. Discussion

'is study is the first to integrate computational biome-
chanics and machine learning to generate clinically relevant
results for surgical scoliosis treatment. A procedural plan-
ning tool was constructed to focus on predicting the risk of
PJK in scoliosis patients undergoing spine surgery through
computation of stress within the intervertebral disc and
optimization of the PJA to prevent PJK. In clinical practice,
when making a surgical plan for the new patient, we can
accurately simulate his or her postoperative biomechanical
behavior on proximal intervertebral disc and predict the risk

Table 2: Optimization performance on PJK and non-PJK group.

No. PJK after
surgery

Weight
(kg)

Age at
operation
(year)

Gender (male:
M, female: F)

Predicted results (0�without
PJK and 1�with PJK)

Pre-
PJA (°)

Applied post-
PJA (°)

Optimal post-
PJA (°)

1 No 56 15 M 0.425 12.4 12.9 12.6
2 No 42 17 F 0.296 5.8 7.7 6.3
3 No 64 13 F 0.345 6.9 7.8 7.4
4 No 52 20 M 0.174 5.2 9.6 3.9
5 No 37 13 F 0.270 2.4 1.7 3.4
6 No 45 16 M 0.331 18.0 16.6 18.2
7 No 71 20 F 0.556 (yes) 0.9 4.8 1.2
8 No 41 13 F 0.306 4.6 3.2 6.0
9 No 40 13 F 0.361 5.1 7.6 6.1
10 Yes 32.5 16 M 0.508 10.7 17.2 11.5
11 Yes 60 18 F 0.401 (no) 4.1 12.4 5.5
12 Yes 47.5 18 F 0.586 9.4 9.3 9.5

(a)

6.000E – 01
4.378E – 01
3.194E – 01
2.330E – 01
1.700E – 01
1.240E – 01
9.050E – 02
6.603E – 02
4.818E – 02
3.515E – 02
No result

Max = 7.562E – 01
3D 5343
Min = 3.515E – 02
3D 4352

(b)

6.000E – 00
3.293E – 00
1.808E – 00
9.922E – 01
5.446E – 01
2.989E – 01
1.641E – 01
9.006E – 02
4.943E – 02
2.713E – 02
No result

Max = 4.979E – 01
3D 5302
Min = 2.713E – 02
3D 5002

(c)

(d)

6.000E – 01
4.299E – 01
3.081E – 01
2.208E – 01
1.582E – 01
1.133E – 01
8.122E – 02
5.820E – 02
4.170E – 02
2.988E – 02
No result

Max = 7.467E – 01
3D 6296
Min = 2.988E – 02
3D 6999

(e)

6.000E – 01
4.239E – 01
2.995E – 01
2.116E – 01
1.495E – 01
1.056E – 01
7.459E – 02
5.270E – 02
3.723E – 02
2.630E – 02
No result

Max = 1.582E – 01
3D 6573
Min = 2.630E – 02
3D 7508

(f )

Figure 3: Incorrect predictions from the biomechanical and machine learning approachmodel for the patients in a dataset (a and d, meshed
model of the intervertebral disc; b and e, preoperative stress distribution; c and f, postoperative stress). (a–c) Case 7 was predicted to be high
risk (model output, 55.6%). However, PJK was not observed until a 2-year postoperative follow-up. (d–f) 'e model output was 40.1% for
the Case 11, in which PJK occurred 451 days after operation.
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of PJK and obtain the best optimal PJA with a learnedmodel.
'erefore, the decision-making procedure could be per-
formed prior to the surgery, reducing the risk of revision
related to postoperative complications.

Cases 1–9 underwent spinal corrective operation without
PJK, and Cases 10–12 who had PJK after spinal corrective
operation required being followed-up closely and received
revision in time. Table 2 represents the predicted performance
of our approach. 'e average of prediction accuracy was
83.3% for all cases (10 out of 12). Certain cases failed for
reasons which could not be attributed to the model. For
example, Case 7 failed because this patient received growing
rod technique in our hospital before being treated by long
posterior instrumentation and fusion surgery, which was not
our research object in this model. 'e Case 8 might be due to
vertebroplasty, a technique injecting bone cement into ver-
tebral bodies to restore the stiffness and increasing the risk of
fractures in adjacent nonaugmented vertebrae [29]. Further
investigation is required to determine the biomechanical
effect of vertebroplasty in developing PJK, and it is beyond the
scope of this study. Our model indicated that some regions

with high difference of stress before operation and after
operation were observed in the PJK group. 'ese excessive
stress concentrations demonstrated that inappropriate
intraoperative change of PJAwould lead to a nonsynchronous
variation of stress in the corresponding areas of the inter-
vertebral disc. And the structural changes of intervertebral
discs might be attributed to the inhomogeneous distribution
of stress on the surface, which eventually led to an increase in
the PJA. Moreover, increased PJA was associated with the
clinical outcome in elderly populations [30].

Spinal instrumentation offers benefits to AIS patients
whose cardiopulmonary function and growth are seriously
affected by the spinal deformity [31, 32]. However, com-
plicated issues that adversely affect surgery outcomes re-
main, and proper operation design may help address current
challenges. For spinal instrumentation surgery, to guarantee
the corrected spine is aligned together in three dimensions at
the macro level; it means that there will be an inevitable risk
of neglecting the detail treatment of the proximal junction
region, especially PJA. For these reasons, Lee et al. [9] were
the first to suggest fixing UIV+ 1 if it was more than 5° to
reduce the incidence of PJK after operation. However, no
previous study assesses a specific and applicable PJA for each
individual case with scoliosis, and our study devotes to
resolve this problem. It is worthwhile to mention that
simplifications and approximations have been made in the
intervertebral disc FEMmodel construction. A more precise
spine geometry may be complex and certainly time-de-
pendent such as vertebrae and tissue degeneration, which
may go beyond the biomechanical domain considered in this
study. However, given that the PJK evolves primarily in the
early postoperative period, the primary effects of the PJA can
be estimated as mechanical modifications of the interver-
tebral disc such as load-stress or load-stress behaviors that in
turn give rise to changes of the disk anatomical structure as
function of time [16]. No tissue deformations appeared in
adjacent vertebrae, and the FEM model developed in this
study allowed the primary effects of the PJA to be simulated
and assessed, restricting the area-of-interest to the inter-
vertebral disc that could be considered as appropriate for
this study. Belytschko et al. also indicated that material
properties of the anulus obtained by direct measurement
underestimated the material stiffness, and based on the disc
geometry, reasonable predictions of variations of disc
stiffness with vertebral level could be made [25]. 'us, the
influence of material parameters associated with disc levels
in surgical optimization should be the future research di-
rection. Another simplification was that pre- and post-
procedural simulations were performed on the same
intravertebral disc model, which could be considered as
having a limited impact on the results, because the analyses
focused on the relative differences instead of the absolute
numerical values of the variables.

'e stability and accuracy of our established machine
learning model have been tested and verified by the cross-
validation and comprehensive sensitivity analyses. 'e
practically applied PJA in operation and the estimation
results from our model are simultaneously shown in Table 2.
'e optimal PJA estimation results from our model showed

AUC = 0.889

Receiver operating curve
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Figure 4: ROC curves of the two-layer fully connected network
model.
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Figure 5: Sensitivity analysis for the top 5 features ranked by DX
score: age, max-stress variations in right anterior anulus fibrous
(Max FAR) and nucleus (Max NAR), and average stress variations
in right anterior (Avg NAR) and left posterior nucleus (Avg NPL).
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much consistence with the actual sizes in the non-PJK group.
In addition, certain optimization results (e.g., Case 5, 6, and
8) also showed that it was unreasonable to minimize PJA
blindly, and the best angle should be chosen by compre-
hensively considering the influence of biomechanical and
demographic data. In the PJK group, the estimation results
could reduce the excessive stress of the proximal interver-
tebral disc tissue, which might delay the early deterioration
and dysfunction of proximal junctional region and lead to a
favorable outcome. 'e estimation of Case 12 was little
different compared with practically adopted PJA, and it
might be caused by other nonbiomechanical problems,
which were not collected and were potentially better pre-
dictors for that patient.

On account of the complexity and variability of the
proximal junctional anatomy, the incidence and severity of
postprocedural PJK are difficult to predict, indicating the
need of a model that aid the orthopedic surgeon to select the
optimal PJA that best fits the individual patient. Accurate
simulation of a spinal surgery procedure based upon the
integration of age and gender, the patient-specific anatomy,
the biomechanical properties of the intervertebral disc tissue
may serve this goal. 'e combination of biomechanical
properties and the machine learning method substantially
improved prediction of clinical results. A nonlinear FEM
approach will be used to improve the accuracy in the future.

Some limitations need to be considered in this study. First,
we developed finite-element models with simple linear elastic
material properties for AIS patients. 'e anisotropy prop-
erties of the intervertebral disc tissue will be examined in the
proposed studies. Second, there were very small number of
patients and lacking of factors other than biomechanical and
basic data. However, the current study is the first step to focus
on integrating computational biomechanics and machine
learning to optimize the PJA for scoliosis patients, and we will
keep following up more cases in next stage.

5. Conclusions

In this work, we developed a procedural planning tool to
predict the risk of PJK and the optimal PJA. 3D FEMmodels
of the cephalad intervertebral disc of UIV were constructed
for all patients to extract biomechanical stress information.
'e two-layer fully connected network was used to model
the relationships between the stress information and the risk
of PJK. We have integrated biomechanics and machine
learning to propose a systematic approach, which devotes to
support surgical decision-making by reducing the medical
cost of revision after long posterior instrumentation and
fusion surgery in the future.
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