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In order to study the energy characteristics of seismic waves on the liquid CO2 blasting system, the blasting seismic wave signal of
liquid CO2 blasting was obtained by on-site microseismic monitoring tests. The adaptive optimal kernel time-frequency analysis
method was used to study the basic time-frequency properties of the seismic wave signal. Combining wavelet packet transform
decomposition and reconstruction and adaptive optimal kernel time-frequency analysis method, the liquid CO2 energy
distribution of the seismic wave signal was further analyzed. And the energy regression model of seismic wave source of liquid
CO2 blasting system was discussed. The results show that the vibration velocity is at a low level, and the main frequency range
is between 30 and 70Hz, and the duration is about 20-30ms. The energy is mainly distributed in 0-125Hz, which is composed
of two main regions. The power function model can be used to describe the attenuation law of the seismic wave energy. The
energy conversion coefficient and characteristic coefficient of the source of liquid CO2 blasting system were defined and
analyzed. Combined with the empirical formula of the Sadovsky vibration velocity, the energy regression model of the seismic
wave source of liquid CO2 blasting system was obtained.

1. Introduction

The cyclic nature of the drill-and-blast method, increasing
excavation demands, environmental concerns, and trends
towards safety, necessitates the development and exploration
of the potential of new and improved concepts of rock exca-
vation. One of the promising and nonexplosive concepts
that warrants in-depth evaluation as a tool for rock fragmen-
tation is the “Penetrating Cone Fracture” (PCF) method [1].
Liquid CO2 blasting system is one of the nonexplosive blast-
ing technologies, which is based on liquid carbon dioxide
being converted to high-pressure carbon dioxide gas or fluid
with the ignition. The gas spreads through fissures and
microcracks in the rock and breaks it in tension, rather than
compression as with explosives, and the damage at lower
tensile stress levels is more efficient in the utilization of
energy, less vibration, pollution-free, reduce the damage of
the surrounding rock mass, and destruction of the environ-
ment. Figure 1 shows a schematic diagram of the compo-

nents which make up the cartridge. The chemical energizer
is activated by a small electrical charge which causes the
blasting [2].

In the past, researches on liquid CO2 blasting technology
mainly concentrated on the blasting equipment and its appli-
cations. The gas pressures and the velocities of blast waves that
travel through the sandy shale were determined by field tests
[3]. Other important applications of this technology are in
the fields of environment-friendly blasting, such as urban
underground construction [4], neighbor rock breaking of the
forest [5], highway construction for the cold region [6], and
controlled blasting [7, 8]. Recently, with the wide application
of this technology, many scholars have done a lot of research
on coal seam permeability improvement [9–17], energy cal-
culation [2, 18], pressure characteristics [19, 20], and mecha-
nism of fracture [13, 21–25] and its application.

Liquid CO2 blasting fracturing technology is a new green
blasting excavation method, which can effectively reduce the
vibration effect compared with the traditional explosive
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blasting. Blasting vibration signal is the carrier and physical
manifestation of blasting seismic waves, which determines
the crack geometrical form and propagation mode of the
rock mass. However, the time-frequency characteristics and
energy distribution of seismic wave signals of liquid CO2
blasting are not clear from above literature review.

The blasting seismic waves of liquid CO2 blasting are
nonstationary signals, and time-frequency analysis/distribu-
tion is an important mean of analyzing such nonstationary
signals. The time-frequency analysis technique can be
divided into two categories: linear time-frequency analysis
and nonlinear time-frequency analysis. The linear time-
frequency analysis includes short-time Fourier transform
(STFT), Gaber expansion, wavelet transform (WT), and S
transform. The nonlinear time-frequency analysis includes
bilinear time-frequency analysis and adaptive optimal kernel
(AOK) [26, 27] time-frequency analysis [28]. Moreover,
based on the simulation signal of blasting vibrations and
seismic waves, the STFT, WT, S transformation, Wigner-
Ville distribution, smooth pseudo-Wigner distribution,
cone-shaped kernel time-frequency distribution, and the dis-
tribution of the AOK time-frequency analysis were used for
the signal processing in the MATLAB software. The results
of the comparative analysis show that the kernel function
of AOK is adaptive with the change of time, which can effec-
tively suppress the cross term and realize the time-frequency
localization with the best precision. Published researches
that mainly focused on the signals of blasting vibrations
and seismic waves processed by the AOK time-frequency
analysis found in the literature were those of Zhao et al.
[28], Wang et al. [29], Sejdić et al. [30], and Sun et al. [31].

In the analysis method of signal decomposition and
reconstruction, compared with wavelet analysis, wavelet
packet transform analysis provides a more refinement anal-
ysis method for signals [32–34]. The frequency band can be
divided into different levels; according to the characteristics
of the analyzed signal, the corresponding frequency band is
adaptively selected to match with the signal spectrum, which
can improve the time-frequency resolution. The signal was
decomposed and reconstructed in multiscale and multireso-
lution by the wavelet packet, which can better express the
energy distribution characteristics of the frequency band.
However, the signal reconstruction of time-frequency analy-
sis still uses the linear summation calculation method to
analyze the different frequency band energy, instead of non-
linear calculation on the double integral of time and fre-
quency to analyze the signal energy, which resulting in a
relatively low accuracy of calculation results.

In this work, the research is conducted by microseismic
tests of blasting seismic signals of liquid CO2 blasting as
the foundation after reviewing the signal processing and
analysis methods. Firstly, the basic time-frequency charac-
teristics of the seismic signals were analyzed through the
adaptive optimal kernel time-frequency analysis method.
Secondly, combining wavelet packet transform decomposi-
tion and reconstruction and adaptive optimal kernel time-
frequency analysis method, the energy distribution of the
seismic wave signals from liquid CO2 blasting was further
analyzed. Finally, an energy regression model of the seismic
wave source of the liquid CO2 blasting system was obtained.
These findings can provide a theoretical basis for the propa-
gation law of shock waves of supercritical CO2 jet in the rock
mass and for the design of liquid CO2 blasting.

2. Experimental Methodology

2.1. Test Scheme and Design. Since the seismic waves from
liquid CO2 blasting (principle and equipment can be
referred to in reference [1]) are weak, the microseismic mon-
itoring system was adopted to monitor the blasting seismic
waves. The tests were divided into two parts: one part is
for the analysis and research of time-frequency characteris-
tics of the blasting source signals, and the other part is for
the analysis of seismic wave attenuation law, as shown in
Figure 2, the layout plan of the microseismic test station.

(1) Analysis of Time-Frequency Characteristics. From
Figure 2, the monitoring points are arranged as a cir-
cle with a total of 8 stations. There are five blasting
points; one blasting point is arranged in the center
of the circle, and the other four blasting points are
arranged in a square at a distance of 0.5 meters from
the center of the circle. The distance between the 8
monitoring points and the center is 12 meters

(2) Study on the Attenuation Law of Seismic Waves.
Monitoring points are arranged in a “straight line”
pattern, with a total of 4 monitoring points. The first
monitoring point is 12 meters away from the blast-
ing source, and the distance between each monitor-
ing point is 12 meters

2.2. Implementation of the Test Plan

2.2.1. Test Equipment and Installation. As shown in Figure 3,
the monitoring point equipment used in the experiment
consists of three parts: sensor, collector, and battery. The
sensor is installed by deep drilling, with a hole depth of 1
meter and a diameter of 90mm. After the installation of
the whole monitoring point, the monitoring software can
be used to check its background noise. Generally, the back-
ground noise should be no more than E-5V. The sensor
and the hole wall adopt the yellow mud coupling.

2.2.2. Program Implementation. A total of 5 blasting tests
were carried out in this test, and the phase change blasting
parameters of liquid CO2 are shown in Table 1, which were
obtained from the laboratory at Central South University

Firing head
Electrode

Valve Chemical energizer/heater

Liquid carbon dioxide
Rupture disc Restraining device

Devlon bush
Discharge port

Figure 1: Schematic diagram of a liquid CO2 blasting system [2].
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(see the reference [2]). Test 1, test 2, and test 3 were carried
out to discuss the time-frequency characteristics, and test 4
and test 5 were carried out to analyze the attenuation law
of seismic waves. The recording sampling rate of the test
data was 4000Hz. A total of 8 microseismic instruments
were used to record seismic wave data, and the sensitivity
of the sensor was set at 200V/m/s.

3. Decomposition and Reconstruction of Signal
and Time-Frequency Analysis Techniques

3.1. Wavelet Packet Decomposition and Reconstruction. The
time-frequency local property of a seismic wave is the most
fundamental and key property of a nonstationary signal.
The traditional Fourier transform signal analysis cannot well
describe this property. Therefore, in order to analyze and
process a nonstationary signal, researchers have improved
or created new signal analysis theories based on the Fourier
transform. Wavelet analysis and wavelet packet analysis
are widely used in seismic signal analysis. The understand-
ing of wavelet analysis and wavelet packets analysis is
illustrated by three layers structure diagram of the wavelet
analysis tree and wavelet packet analysis tree shown in
Figures 4(a) and 4(b).

Wavelet transform has the characteristics of multiresolu-
tion analysis and can represent the local features of signals in
both time and frequency domains. In Figure 4, A represents
the low frequency parts, and D represents the high frequency
parts, and they are followed by the number of layers (i.e.,
scale number) of decomposition. As can be seen from
Figure 4(a), the low-frequency part is continuously decom-
posed by wavelet analysis, while the high-frequency part is
not considered. The final signal consists of A3 +D3 +D2 +
D1. Figure 4(b) shows the structure diagram of the wavelet
packet analysis tree. The decomposition relation of signal
[34] is S = AAA3 +DAA3 + ADA3 +DDA3 + AAD3 +DAD
3 + ADD3 +DDD3.

From the previous analysis, it can be seen that the wave-
let packet analysis can provide a more detailed analysis for
the signals, by dividing the frequency band into multiple
levels. Decompose the high-frequency part without subdivi-
sion of the multiresolution analysis, and adaptively select the
corresponding frequency band according to the characteris-
tics of the analyzed signal, so that it can match with the sig-
nal spectrum, thus improving the time-frequency resolution.
In this paper, wavelet packet analysis is selected for signal
decomposition and reconstruction.

3.2. Time-Frequency Analysis of Nonstationary Signals.
Adaptive optimal kernel time-frequency analysis (AOK) is a
nonlinear time-frequency distribution analysis method pro-
posed by Jones and Baraniuk [26], which uses short-time fuzzy
function and time-varying adaptive kernel function to distin-
guish the details of multicomponent signals in the time-
frequency distribution. AOK is an optimal time-frequency
method in time-frequency matching. Its kernel function
changes in an adaptive manner with the change of time,
which is characterized by the optimal accuracy of both cross
term suppression and time-frequency localization. This

Monitoring point

Blasting point
Monitoring point

Figure 2: Microseismic monitoring schematic diagram of the test scheme.

Figure 3: Equipment installation at site monitoring points.

Table 1: Phase change blasting parameters of liquid CO2.

Serial
number

CO2
quality

Stomatal
direction

Burst disc
pressure

Blasting
rod

1 0.452 kg East and west 150MPa 1 bar

2 0.526 kg South and north 150MPa 1 bar

3 0.454 kg East and west 150MPa 2 bar

4 0.498 kg East and west 150MPa 1 bar

5 0.448 kg East and west 150MPa 2 bar
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ability of good localization in both time and frequency
domains is suitable for the analysis of time-frequency charac-
teristics of seismic signals. The AOK is used to analyze signal
in the time-frequency domain.

The AOK distribution of signals at as sðtÞ can be
expressed as follows.

PAOK t, fð Þ = 1
2π

ð+∞
−∞

ð+∞
−∞

A t ; θ, τð ÞΦopt t ; θ, τð Þe−jθτ−jτωdθdτ:

ð1Þ

In the equation, Aðt ; θ, τÞ is the short fuzzy function of
the signal; Φoptðt ; θ, τÞ is the corresponding optimal kernel
function.

A t ; θ, τð Þ =
ð+∞
−∞

h u −
τ

2

� �
w u − t −

τ

2

� �
h u +

τ

2

� �
f u − t +

τ

2

� �
ejθudu:

ð2Þ

In the formula, wðuÞ is the symmetric window function,
and t is the central position of wðuÞ. When w ðuÞ = 0, only
the signal in the range of ½t − T , t + T� can calculate its kernel
function. For any detail part of the signal, the short-time ambi-
guity function can be accurately described.With the definition
of the short-time fuzzy function, it is easy to calculate the cor-
responding Φoptðt ; θ, τÞ. The short-time fuzzy function varies
with time, so the optimal kernel also varies with time.

Φoptðt ; θ, τÞ can be obtained by solving the following
optimization problems:

max
Φ

ð2π
0

ð+∞
0

A t ; r, φð ÞΦ t ; r, φð Þj j2rdrdφ: ð3Þ

The constraint conditions are

Φ t ; r, φð Þ = exp −
r2

2σ2 φð Þ
� �

1
2π

ð2π
0

ð+∞
0

Φ t ; r, φð Þj j2rdrdφ =
1
2π

ð2π
0
σ2 φð Þdφ ≤ α, α ≥ 0

9>>>=
>>>;
:

ð4Þ

In which, σðφÞ is the extension of the radial Gaussian
function in the direction of the radial angle φ, which is called
the expansion function. The φ is the angle between the radial

and the horizontal φ = arctan ðτ/θÞ, r =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
θ2 + τ2

p
. θ is the

polar coordinate angle of ambiguity function, τ is the time
interval, and f is frequency, which is the energy volume of
radial Gaussian kernel function. If α is too small, the kernel
function will filter out some self-components. If α is too
large, the kernel function can not effectively remove the
influence of cross components. The proper selection of α is
taken according to the actual signal, and the range of values
is generally 1 ≤ α ≤ 5 Gaussian window, and radial Gaussian
function was adopted in time-frequency analysis. The energy
volume variable 128 × 128 is 2 [35, 36]; the output resolution
is 512.

Nonlinear time-frequency representation (TFR) analysis
method of a nonstationary signal sðtÞ has the following
properties [37]:

(1) TFR is a real value and positive, indicating the
change of energy

(2) TFR gives the signal energy of the double integration
of time and frequency, namely

E =
ð+∞
−∞

ð+∞
−∞

TFR t, fð Þdf dt: ð5Þ

According to equation (5), time and frequency distribu-
tion (TFR) is the two-dimensional spatial distribution of sig-
nal energy in time and frequency, which has a clear physical
meaning of joint distribution of signal energy in time and
frequency domain.

3.3. Detailed Analysis of Energy Distribution Characteristics
of Blasting Seismic Waves. Although AOK time-frequency
analysis can obtain the main frequency information and
the frequency range of energy concentration, it cannot show
the detailed information of energy distribution in different
frequency bands. Wavelet packet transform can be achieved
by signal decomposition, and reconstruction can show good
energy distribution of different frequency bands after detail,
but the energy calculation is the signal amplitude linear
summation, and the time-frequency distribution (TFR) is
the signal energy in time and frequency; compared to 2 d
space distribution, it does not have clear physical meaning
when the signal energy in frequency domain on the joint dis-
tribution. In this paper, seismic waves are decomposed and
reconstructed in different frequency bands by wavelet packet
transformation, and then, the time-frequency characteristics
and energy of reconstructed signals in each frequency band

s

A1 D1

A2 D2

A3 D3

(a) Three-layer wavelet analysis tree structure diagram

s

A1 D1

AA2

AAA3 DAA3

DA2

ADA3 DAA3

AD2

AAD3 DAD3

DD2

ADD3 DDD3

(b) Three-layer wavelet packet analysis tree structure diagram

Figure 4: Structure diagram of wavelet analysis and wavelet packet analysis decomposition.
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are analyzed in detail by using AOK time-frequency analysis
method. The method combining wavelet packet transform
and AOK time-frequency analysis can make up for each
other’s shortcomings and accurately analyze the magnitude
and distribution rule of different frequency band energy of
liquid CO2 blasting seismic wave signals.

Wavelet packet decomposition and reconstruction anal-
ysis of signals can be realized directly on the MATLAB
platform. AOK time-frequency analysis technology adopts
the AOK time-frequency analysis toolbox (TFTB, Time-
Frequency Toolbox); a time-frequency analysis toolbox
developed by professor (CNRS, The National Center for Sci-
entific Research) François Auger [38] of France National
Center for Scientific Research was used to calculate the band
energy of reconstructed signals. The above analysis is all
independent individual analysis, which needs to be further
compiled on MATLAB software platform to complete the
wavelet packet decomposition and reconstruction of seismic
wave signal, AOK time-frequency analysis, and energy cal-
culation. The flow chart of the MATLAB program for signal
decomposition and reconstruction, AOK time-frequency
analysis, and energy calculation is shown in Figure 5. Firstly,
the signal is decomposed and reconstructed by the wavelet
packets, and then, the energy calculation formula (5) is
added to the AOK time-frequency analysis program to cal-
culate the energy of each frequency band. Finally, the energy
normalization, calculation, and analysis of the energy distri-
bution in different frequency bands are carried out.

4. Results and Discussions

4.1. Basic Characteristics and Energy Distribution Analysis of
Blasting Seismic Wave Signal. The microseismic monitors
have been arranged as a circle in Figure 2 of the test plan.
Three blasting tests have been carried out. 24 sets of signals
from blasting earthquakes have been received by the moni-
toring equipment of 8 stations, each of which has compo-
nent data in three directions (D, B, and Z directions). In
this paper, the time-frequency analysis of liquid CO2 blast-
ing seismic wave signal is carried out by taking the typical
test data obtained from the No. 1 test as an example.

As shown in Figure 6, the seismic wave signal of the No.
1 test is shown. It can be seen from the diagram that the
direct wave energy of liquid CO2 blasting signal is strong,
and the attenuation speed is fast. No obvious S wave is found
in the blasting process, and the attenuation law of seismic
signal waveform accords with the characteristics of the
explosive blasting signal. The amplitude of blasting vibration
of seismic wave signals in three directions is 0.01-0.04 cm/s,
and the vibration velocity is at a lower level. In order to ana-
lyze and study seismic wave signals from time domain and
frequency domain, this paper selects three components of
M1 seismic wave signal in the No. 1 test as typical test data
and uses AOK time-frequency analysis technology to ana-
lyze seismic wave signal based on signal analysis MATLAB
processing platform. AOK time-frequency analysis method
adopts program and toolbox compiled by Jones et al. [26]
of (Rice University) of Rice University. The time-frequency
distribution (TFR) contours and three-dimensional dia-

grams of the three-component signals of the M1 station of
the No. 1 test station are shown in Figure 7 by using the
toolbox.

As can be seen from Figure 7, the AOK time-frequency
analysis method can localize the time domain and frequency
domain of the three-component signals and can obtain the
main frequency information and duration of the seismic
wave signal. The main frequency of the three components
of the M1 station in test 1 is 60Hz, 54Hz, and 47Hz, and
the frequency band with large energy is between 30 and
70Hz. The duration is about 20-30ms. The frequency range
of the D component signal is between 0 and 250Hz, the
frequency range of the B component signal is between 0
and 125Hz, the frequency range of the Z component signal
is between 0 and 200Hz, and the duration of three-
component signals is about 0.1 s.

The sampling frequency of the microseismic monitoring
system is 4000Hz. According to the sampling theorem, the
sampling frequency of Nyquist is 2000Hz. When the wave-
let packets are used to process the seismic wave signal, the
selection of wavelet basis function directly determines the
accuracy of signal processing and analysis results. Daube-
chies wavelet (DB wavelet) basis function series can better
reflect the unstable change process of the seismic wave sig-
nal in time and frequency distribution. db8 wavelet is often
used to transform blasting vibration signal by wavelet
packet transform. In the study of blasting seismic wave sig-
nals analysis, most of them adopted 8, 16, 32, 64 as the min-
imum decomposition frequency band. Combined with the
Nyquist sampling frequency, the wavelet packet decomposi-
tion and reconstruction signal are decomposed by using the
db8 wavelet series as the basis function. A total of 256

Input seismic signal

Determine the number of
decomposition layers

Wavelet packet decomposition
and reconstruction

The time-frequency distribution
of each frequency band

AOK analysis of
reconstructed signal

Computational
energy program

The percentage of energy of
each frequency band

Output calculation result

End of program

Figure 5: Flow chart of the MATLAB program for signal
reconstruction and AOK time-frequency analysis.
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subbands is obtained, the minimum frequency band is
0.0000Hz~7.8125Hz, the highest frequency band is
1992.1875Hz~2000Hz, and the intermediate frequency band
is increased with 7.8125Hz as the equal difference sequence.

The AOK time-frequency domain analysis of 256 seismic
waves with different frequency bands after wavelet packet
reconstruction is carried out. The margtfr function in the
time-frequency analysis toolbox is used to calculate the time-
frequency distribution TFR, time t, and frequency f after
AOK time-frequency analysis. The return value is the energy
of the signal, and the function expression is ½margt, margf , E
� =margtfr ðtfr, t, f Þ, E as the energy of the signal.

Based on the above analysis flow and analysis method,
combined with the time-frequency analysis toolbox, the
three components recorded in the M1 test station were
decomposed and reconstructed by the wavelet packets, and
then, AOK time-frequency analysis and energy calculation
were carried out, and 256 band energy distribution percent-
ages are obtained as shown in Table 2 and Figure 8.

As can be seen from Table 2 and Figure 8, the frequency
band energy distribution of liquid CO2 blasting seismic wave
signal is as follows:

(1) It can have arranged from the figure that the energy
of the signal is mainly concentrated in the 1-16 fre-
quency band (0-125Hz). The energy distribution of
the three signal components in the first 16 frequency
bands is, respectively, 87.74%, 98.42%, and 99.72%,
and the maximum value occurs in the frequency
band where the main frequency is located. The

energy distribution of 125Hz-250Hz is 11.04%,
1.5%, and 0.24%, respectively. After the frequency
of 250Hz, the energy distribution of the three com-
ponents is 1.22%, 0.08%, and 0.04%, respectively. It
indicates that the energy of the seismic wave signal
is very concentrated, and the energy of the high-
frequency part decays very rapidly, although the
high-frequency part of the energy decays rapidly
but still occupies a certain proportion of the
distribution

(2) In the 16 frequency bands, the energy distribution is
divided into two regions, the 1-8 frequency band
region and the 11-16 frequency band region. The
energy of the three-component signals distributed
in the 1-8 frequency is 63.24%, 80.85%, and
95.97%. The energy of the three-component signals
distributed in the 11-16 frequency is 24.02%,
16.59%, and 3.7%, respectively.

4.2. Energy Calculation of Measuring Point. According to the
linear arrangement of the test scheme, a total of 4 monitor-
ing points and two blasting tests were set up, and a total of 8
groups of test data were set up. Each group of test data
included the vibration signal components in D, B, and Z
directions. Because of the poor signal-to-noise ratio (SNR) of
the signal recorded by station 2, a total of 18 data amounts
were obtained in this experiment. According to the waveform
information of the blasting signal recorded by the monitoring
network, the PPV value of each component of each station is
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Figure 6: Seismic wave of blasting test 1.
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calculated. Table 3 is the PPV table of three directional com-
ponents of the seismic wave in two explosion tests.

Figure 9 shows the trend diagram that the PPV of the
three directional components of seismic waves decreases
with the increase of distance. It can be seen from the dia-
gram that the whole vibration velocity is at a lower level.
With the increase of distance, the vibration velocity decays

rapidly, in which the attenuation speed of vibration velocity
in D and B directions is first fast and then slow; 24 meters is
the inflection point of velocity attenuation rate, and the
attenuation rate of vibration velocity in Z direction shows
a trend of rapid decrease. When the vibration velocity
decreases to the micron level at 48 meters, the vibration
velocity in three directions tends to be similar.

Time (s)

AOK time-frequency representation

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

500

 

Time (s)

Fr
eq

ue
nc

y 
(H

z)
Fr

eq
ue

nc
y 

(H
z)

AOK time-frequency representation

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

500

Time (s)

AOK time-frequency representation

0 0.1 0.2 0.3 0.4 0.5
0

100

200

300

400

500

Fr
eq

ue
nc

y 
(H

z)

AOK time-frequency representation

AOK time-frequency representation

AOK time-frequency representation

2.5
2

1.5

1

0.5

5

4

3

2

1

8

7

6

5

4

3

2

1

2

1.5

En
er

gy

1

0.5

2000

1000

0 0
0.2

0.4

Time (s)

Frequency (Hz)

2000

2000

1000

0 0
0.2

0.4

Time (s)

Frequency (Hz)

1000

0 0
0.2

0.4

Time (s)

Frequency (Hz)

0

5

4

3

En
er

gy

2

1

0

6

8

4

En
er

gy

2

0

Figure 7: Time-frequency distribution (TFR) contours and three-dimensional maps of the three component signals for station M1 (in turn,
D, B, and Z components, respectively).

7Geofluids



T
a
bl
e
2:
T
he

pe
rc
en
ta
ge

of
en
er
gy

di
st
ri
bu

ti
on

fo
r
th
re
e-
co
m
po

ne
nt

si
gn
al
s
in

di
ff
er
en
t
fr
eq
ue
nc
y
ba
nd

s.

Se
ri
al

nu
m
be
r

Fr
eq
ue
nc
y
ba
nd

(H
z)

D
B

Z
Fr
eq
ue
nc
y
ba
nd

D
is
tr
ib
ut
e
(H

z)
D

B
Z

D
is
tr
ib
ut
e
(%

)
D
is
tr
ib
ut
e
(%

)
D
is
tr
ib
ut
e
(%

)
D
is
tr
ib
ut
e
(%

)
D
is
tr
ib
ut
e
(%

)
D
is
tr
ib
ut
e
(%

)

1
0-
7.
81
25

0.
42

0.
48

0
10

70
.3
12
5-
78
.1
25

0.
3

0.
45

0.
04

2
7.
81
25
-1
5.
62
5

0.
56

0.
83

0.
04

11
78
.1
25
-8
5.
93
75

1.
48

1.
2

0.
18

3
15
.6
25
-2
3.
43
75

5.
86

2.
59

4.
23

12
85
.9
37
5-
93
.7
5

0.
65

0.
34

0.
11

4
23
.4
37
5-
31
.2
5

1.
41

1.
14

0.
74

13
93
.7
5-
10
1.
56
25

9.
03

3.
18

0.
38

5
31
.2
5-
39
.0
62
5

11
.3
2

20
.5

1.
82

14
10
1.
56
25
-1
09
.3
75

7.
26

5.
58

1.
54

6
39
.0
62
5-
46
.8
75

6.
06

10
.0
5

13
.9
4

15
10
9.
37
5-
11
7.
18
75

1.
39

0.
52

0.
31

7
46
.8
75
-5
4.
68
75

4.
85

30
.6
9

57
.7

16
11
7.
18
75
-1
25

4.
22

5.
78

1.
19

8
54
.6
87
5-
62
.5

32
.7
6

14
.5
7

17
.5

17
-3
2

12
5-
25
0

11
.0
4

1.
5

0.
24

9
62
.5
-7
0.
31
25

0.
18

0.
52

0.
01

33
-2
56

25
0-
20
00

1.
22

0.
08

0.
04

8 Geofluids



As can be seen from Table 4, the AOK time-frequency
distribution method can localize the time domain and fre-
quency domain of the three components of the signal, which
can obtain the main frequency information and duration of
the seismic wave signal. The main frequency of the three-
component signals of the 4 test a1, a2, and a4 stations is
mainly distributed between 30 and 53Hz, the duration is
about 20-50ms, all the seismic wave component signals are
concentrated in the frequency domain, and the frequency
range is between 0 and 250Hz. The duration of the signal
is about 0.1 s. With the increase of distance, the main fre-
quency decreases, and the energy decreases gradually.

In the process of seismic wave propagation, it is very dif-
ficult to accurately calculate the seismic wave energy density
at each geophone position. In engineering, the maximum
peak vibration velocity and the square (discrete signal) of
the amplitude of each sampling point in the seismic wave
duration are usually used to represent the energy of the mea-
suring point. Table 5 shows the seismic wave energy param-
eters of the liquid CO2 blasting system, and Figure 10 shows
the correlation curve between the peak vibration velocity of
the measuring point and the double integral energy of TFR
to time and frequency. It can be seen from the diagram that
the correlation curve of the two parameters has a high linear

correlation. The correlation coefficient is R2 = 0:90. There-
fore, it can be considered that the peak velocity of the mea-
suring point can reflect the energy of the measuring point
for liquid CO2 and explosive blasting seismic wave, and it
is not necessary to calculate the energy obtained by the dou-
ble integration of time and frequency of TFR in the whole
time period of the event. In the process of analyzing the
law of seismic wave energy attenuation in liquid CO2 blast-
ing system, on the one hand, it can automatically pick up
and calculate the peak velocity and reduce the calculation
workload; on the other hand, it can improve the efficiency
of evaluating the damage and attenuation degree of seismic
wave energy.

4.3. Energy Attenuation Law. The regression models that can
be used for seismic wave energy attenuation can be divided
into two categories [39]: (1) exponential function form, see
formula (6), and (2) power function form, see formula (7).

E = E0e
−αr , ð6Þ

E = E0r
−α: ð7Þ

In the formula, r is the distance between the measuring
point and the source, E0 is the initial energy of the source,
E is the energy at r, and α is the attenuation coefficient. Here,
E0 is only the initial energy of the source obtained by the
regression curve or the initial energy of the virtual source.
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Figure 8: The percentage of energy distribution for three-
component signals of station M1 in different frequency bands.

Table 3: PPV of three direction components of seismic waves in
two explosion tests.

Serial
number

Recording
station

D-PPV
(mm/s)

B-PPV
(mm/s)

Z-PPV
(mm/s)

4

a1 0.064 0.111 0.127

a2 0.0395 0.067 0.039

a4 0.009 0.0055 0.0001159

5

a1 0.04 0.1 0.107

a2 0.02 0.0461 0.033

a4 0.00523 0.0035 0.00012
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Figure 9: Relationship between PPV and distance of three
directional components of seismic waves in two explosion tests.

Table 4: Main frequency of three directional components of
seismic wave in explosion test 4.

Serial number Recording station D (Hz) B (Hz) Z (Hz)

4

a1 53 41 47

a2 41 39 50

a4 30 39 35
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Use the data in Table 5 to compare the exponential func-
tion with the fitting curve of the power function according to
the above formula. As shown in Figure 11, the parameter
coefficients and correlation coefficients of the exponential
function model and the power function are shown in
Table 6. It can be seen from the table that both the exponen-
tial function model and the power function model are suit-
able to describe the energy attenuation law of seismic
waves produced by the liquid CO2 blasting system. From
the point of view of correlation coefficient alone, the expo-
nential function model is more suitable for seismic wave
attenuation law of liquid CO2 blasting system, but the initial
energy E0 of the source is small or has little difference with the
energy at the measuring point of 12 meters and is in the same
order of magnitude. Although the correlation coefficient of the
power function model is smaller than that of the exponential
function model, it is closer to the real value from the initial
energy E0 of the source. To sum up, the power function is
more suitable to describe this typical attenuation law of explo-
sive seismic wave: with the increase of the distance from the
source, the early attenuation is rapid, and the late attenuation
is slow. The attenuation of explosion seismic wave energy in
lithe quid CO2 blasting system is similar to that of explosive
explosion seismic wave energy.

Although the data are few here, while the relationship
between energy and distance in this paper conforms to the
general law of energy characteristics of blasting seismic
waves. Therefore, in a sense, we just proved this relationship,
if data points are more in the future work, the other analyt-

ical method such as the analysis of variance (ANOVA) can
be conducted to deep investigate the influence of distance
on energy.

4.4. Source Energy Regression Model

4.4.1. The Empirical Formula of Vibration Velocity of
Sadovsky. The velocity attenuation law of particle vibration
in blasting engineering is commonly expressed by Sadovs-
ky’s empirical formula [39], that is,

V = K

ffiffiffiffi
Q3

p
r

� �α

=V0r
−α: ð8Þ

In the formula, the particle vibration velocity is the par-
ticle vibration velocity, the cm/s; V is the site coefficient; K is
the charge, kg; r and α are the same as above; V0 is the initial
vibration velocity of the source; and the same V0 of cm/s is
the vibration velocity of the virtual source here. For the data
in Table 5, combined with the formula (8), the average
energy of liquid CO2 blasting tube in reference [2] is
0.030 kg TNT. The regression analysis shows that K =
4:924 and α = 1:0526.

4.4.2. Energy Conversion Factor. It is not convenient for
Sadovsky’s formula to be directly used to calculate the
energy of the microseismic source. The site coefficient K is
related to the source medium and blasting parameters. The
seismic wave energy corresponding to explosive quantity Q
also needs to be converted. In solid media, only a very small
part of explosive explosion energy is converted into the seis-
mic wave. Here is a concept of energy conversion coefficient
η that needs to be explained and defined. The ratio of seis-
mic wave energy to total energy produced by the explosive
explosion is defined as the seismic wave energy conversion
coefficient of explosive blasting. According to this theory,
this paper also represents the ratio of seismic wave energy
Ec to TNT equivalent total energy produced by liquid CO2
blasting according to this theory that liquid CO2 blasting
system has a similar seismic wave energy conversion coeffi-
cient ET [39].

ηc =
Ec

ET
: ð9Þ

Through theoretical analysis and a large number of
experimental data, the energy conversion coefficient of
explosive was discussed and analyzed in detail and put for-
ward the formula for calculating the energy conversion coef-
ficient of explosive earthquake based on the statistical

Table 5: Seismic wave energy parameters of the liquid CO2 blasting system.

Measure point Distance (m)
PPV (cm/s) Energy (cm2/s2)

D B Z D B Z

4-a1 12 0.0064 0.0111 0.0127 0.0156 0.029281 0.022842

4-a2 24 0.00395 0.0067 0.0039 0.004070286 0.011159 0.006034

4-a4 48 0.0009 0.00055 0.00001159 0.000481786 0.000205 4.99E-08
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Figure 10: Regression curve between peak vibration velocity and
energy.
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parameters K and α based on explosive seismic effect (the
unit of Q is m of kg, r and the unit of V is cm/s) and the for-
mula for the energy conversion coefficient of explosive as
follow [39, 40]:

ηc = K∙10−2
� �3/α∙10−3: ð10Þ

The seismic wave energy conversion coefficient C =
1:88E − 07 of the liquid CO2 blasting system is obtained by
using A = 4:924 and B = 1:0526 generation (15).

4.4.3. Source Energy Characteristic Coefficient. The total
energy generated by the explosion of TNT with a mass of
Q is

ET =Q ∗QV : ð11Þ

QV is the explosion heat of TNT, 4150.2 kJ/kg.
The seismic wave energy is obtained by replacing for-

mula (11) with (9).

Ec =Q ∗QV ∗ ηc: ð12Þ

Then, the Q, QV , and ηc parameters are substituted into
(12) to obtain the elastic wave energy of liquid CO2 blasting
source Ec = 0:0232 J. Replace formula (12) with (8) to get

V =
K

QVηcð Þα/3
ffiffiffiffiffi
Ec

3
p
r

� �α

=
V0

Ec
α/3

ffiffiffiffiffi
Ec

3
p
r

� �α

: ð13Þ

Assume

Kc =
K

QVηcð Þα/3
=

V0

Ec
α/3 : ð14Þ

The Kc is defined as the energy characteristic coefficient
of the source, and formula (10) is obtained by replacing for-
mula (14) with the energy characteristic coefficient of the
source.

Kc =
102+α

QV
α/3 : ð15Þ

From formulas (14) and (15), it can be seen that the
value of Kc is mainly related to the dynamic characteristics
of the source medium but independent of the specific blast-
ing mode. That is to say, Kc reflects the proportional rela-
tionship between the source elastic wave energy Ec and the
initial peak vibration velocity V0 of the source. Under the
same experimental conditions, the stability ofKcis better
than that of site coefficient. The energy characteristic coeffi-
cient Kc of the source of liquid CO2 blasting system is 5.376
by replacing K , QV , ηc, and (14).

4.4.4. Source Energy Regression Model. The relationship
between the peak vibration velocity of particles and the
energy of the seismic wave is obtained by replacing formula
(14) with (13).
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(a) Exponential function model

En
er

gy
 (m

2 /s2 )

10 15 20 25 30 35 40 45 50

0.00

0.01

0.02

0.03

Distance (m)

(b) Power function model

Figure 11: Regression model of energy with distance.

Table 6: Parameter of exponential function model and power
function model from the regression curves in Figure 11.

Formula E = E0e
−αr Formula E = E0r

−α

R2 0.999 0.992 0.999 R2 0.996 0.949 0.986

D
E0 0.05929 D E0 2.3994

α 0.1112 α 2.0253

B
E0 0.08088 B E0 1.79948

α 0.08434 α 1.65352

Z
E0 0.08777 Z E0 4.00521

α 0.11212 α 2.078
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V = Kc

ffiffiffiffiffi
Ec

3
p
r

� �α

: ð16Þ

After determining the energy characteristic coefficient Kc
, formula (16) is used as the regression model of seismic
wave energy attenuation in the liquid CO2 blasting system.
Taking the peak vibration velocity V and attenuation coeffi-
cient α as parameters, the source energy of liquid CO2 blast-
ing system is directly obtained by the least square method,
and the seismic wave source energy Ec = 0:0234 J is obtained
by regression of Table 5 experimental data. The deviation of
elastic wave energy between liquid CO2 blasting source and
formula (12) is 8.55%.

5. Conclusions

In order to study the time-frequency and energy characteris-
tics of seismic waves in the liquid CO2 blasting system, the
liquid CO2 blasting seismic wave signal is obtained by field
microseismic monitoring test. According to the nonstation-
ary characteristics of the blasting seismic wave signal, the
basic time-frequency characteristics of the seismic wave sig-
nal are studied by adaptive optimal kernel time-frequency
analysis method. On this basis, combined with wavelet
packet transform decomposition and reconstruction tech-
nology and adaptive optimal kernel time-frequency analysis
method, the energy distribution of the seismic wave signal is
analyzed in detail. The main conclusions are as follows:

(1) The direct wave energy of the blasting signal is
strong, and the attenuation speed is fast. There is
no obvious S wave in the blasting process. The
amplitude of blasting vibration of seismic wave sig-
nals in three directions is 0.01-0.04m/s at about
12m, and the vibration velocity is at a lower level.
The main frequency range is between 30 and
70Hz, and the duration is about 20-30ms. The
energy is mainly distributed in 0-125Hz, the main
frequency appears in the frequency band with the
maximum energy, and the energy in the high-
frequency part decays rapidly, and there are two
main regions in the energy distribution, which indi-
cates that two different peak pressures will be pro-
duced in the process of liquid CO2 blasting, which
is consistent with the experimental data of the pres-
sure response of the free explosion field in reference
[2]

(2) The attenuation of explosion seismic wave energy in
the liquid CO2 blasting system is similar to that of
explosive explosion seismic wave energy. The power
function model can be used to describe the attenua-
tion law of seismic wave energy: with the increase of
distance from the source, the early attenuation is
rapid, and the later attenuation is slow

(3) The energy conversion coefficient and characteristic
coefficient of the source of liquid CO2 blasting sys-
tem are defined and analyzed. Combined with the

empirical formula of Sadovsky vibration velocity,
the energy regression model of seismic wave source
of liquid CO2 blasting system is given
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The study on the subsidence of backfill mining block has been a concern of many scholars. A mechanical model of plate subsidence
is established by studying the roof of a filling mining area in Luo Iron Mine in this paper. The boundary conditions are given, and
the Navier method is used to solve the problem. Based on the thin plate model, the subsidence distribution map of the roof of the
underground plate area is obtained. Based on the basic calculation parameters, the influence of a different foundation coefficient,
mining depth, length-width ratio of plate area, elastic modulus of roof rock, and thickness of roof on the subsidence of roof is
studied. According to the deflection calculation formula obtained, the expression of the internal force and stress is deduced, and
the distribution of stress and shear stress on the upper and lower surfaces of the roof is analyzed. The dangerous area of the roof
can be obtained, which provides a theoretical basis for the daily maintenance of mine safety.

1. Introduction

Mineral resources are the important material basis of social
development and construction. With the development and
depletion of shallow mineral resources, more and more min-
erals are converted to underground mining. Filling mining
technology can not only maintain stope stability but also
effectively control surface subsidence and protect ecological
environment, which has significant safety and environmental
benefits [1]. In this paper, the roof of the filling mining panel
in the Luoshan iron mine is taken as the research object.
According to the theory of elastic-plastic mechanics and the
characteristics of underground panel, the mechanical model
of roof settlement is established to analyze the settlement
law of the underground panel roof, which is expected to pro-
vide a theoretical basis for the daily maintenance of mine
safety.

The Luohe iron mine is mined in two phases, one in
the East and the other in the West. The design scale of
phase I is 3 million t/a, which is divided into two stages

of -560m and -620m. The stage height of -560m is
120m, the stage height of -620m is 60m, and the first
stage is -560m. The original mining method was sublevel
caving without sill pillar. Due to the difficulty of land
acquisition and relocation, the mining method is the filling
method [2]. According to the characteristics of the under-
ground mining panel, combined with the original solid
mechanics theory and various research methods, the paper
studies the deformation of overlying strata and surface set-
tlement law in the process of mine filling, which can pro-
vide reference for optimizing mining and filling sequence
and stope structure parameters, and realize low-cost, effi-
cient, and safe mining [3].

2. Physical Model Description

The buried depth of the Luohe iron ore body is -382m~ -
864m. Mining is divided into two stages, first up and then
down. Each panel is 126m long along the strike of the ore
body, which is divided into 7 rooms, each room is 18m,
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and the mining method of “mining every other one” is
adopted. There are 18m pillars between each panel to sup-
port the roof and overburden. The width of each panel is
100m, and the height is 120m. The roof rock mass is lay-
ered. According to the theory of thin plate, when the ratio
of the thickness h to the characteristic dimension L is
about 1/80~1/5, it can be called a thin plate. According
to the lithology and strata thickness of 13# geological sec-
tion in the Luohe iron mine, a single panel and its roof
can be regarded as a thin plate model.

The filling body can be regarded as an elastic foundation,
and the supporting force is transferred to the basic roof
through the direct roof [4]. Therefore, the basic roof can be
regarded as a plate with the upper part bearing the load of
the overlying strata and the lower part supported by the fill-
ing body and the surrounding pillars [5]. The schematic dia-
gram of establishing the settlement mechanics model is
shown in Figure 1.

3. Mathematical Models

3.1. Basic Equations of Solid Mechanics Model

3.1.1. Equilibrium Differential Equation.When the interior of
the object is in a state of equilibrium, it needs to meet the
equilibrium conditions [6], and the equilibrium equation is
shown in

∂σx
∂x

+
∂τxy
∂y

+ ∂τxz
∂z

+ X = 0 or ρ
∂2u
∂t2

 !
,

∂τyx
∂x

+
∂σy

∂y
+
∂τyz
∂z

+ Y = 0 or ρ
∂2v
∂t2

 !
,

∂τzx
∂x

+
∂τzy
∂y

+ ∂σz

∂z
+ Z = 0 or ρ

∂2w
∂t2

 !
,

8>>>>>>>>>>><
>>>>>>>>>>>:

ð1Þ

or abbreviated as

σij,j + Xi = 0 or ρ
∂2u
∂t2

 !
, ð2Þ

where σij is the second-order stress tensor inside the
body; X, Y , andZ are the components of the physical
force in three coordinates; u, v, andw are the components
of the displacement vector at any point in the body in
three coordinate directions; and ρ is the density of the
body.

3.1.2. Geometric Equation. Because it does not involve the
cause of deformation and the material properties of the
object, they are generally applicable equations [7]. The geo-

metric equation is as follows:

εij =
1
2 ui,j + uj,i
� �

, ð3Þ

where εij is the strain tensor inside the body.

3.1.3. Strain Compatibility Equation (Saint Venant
Equation). In order to make the geometric equations not
contradictory, the six strain components must satisfy certain
conditions. Therefore, the strain compatibility equation is
obtained:

εij,kl + εkl,ij = εik,jl + εjl,ik: ð4Þ

3.1.4. Constitutive Equation

(1) Elastic Stage. There are two forms that can transform each
other in this stage [8]:

(a) Expression of the strain component by the stress
component:

εij =
1 + υ

E
σij −

υ

E
σkkδij ð5Þ

(b) Expression of the stress component by the strain
component

σij = λεkkδij + 2μεij = λΘδij + 2μεij ð6Þ

(2) Plastic Stage. The constitutive equation for elastoplastic
materials is as follows:

dεij =
1
2GdSij + dλSij +

1 − 2υ
3E dσkkδij ð7Þ

where E is the modulus of elasticity, Pa; G is the shear
modulus, Pa; υ is Poisson’s ratio; δij is the unit tensor; μ, λ
is the lame constant; Θ is the volumetric strain, where Θ =
εx + εy + εZ; SIJ is the partial stress tensor; K is the bulk mod-
ulus; dλ is the proportional factor greater than zero related to
the loading history; eij is the total strain in the plastic stage;
and Θ is the total strain in the plastic stage; σm is called the
average stress, σm = ðσx + σy + σzÞ/3

For the plastic region, it also needs to satisfy three
equilibrium differential equations and six geometric and
constitutive equations. The problem can still be solved by
adding an increment dλ and a uniform condition f ðσijÞ
= 0. In the plastic region, the constitutive equation is
nonlinear.

3.2. Elastic Thin Plate Theory. Thin plate refers to the plate
whose thickness h is approximately 1/80~1/5 of the char-
acteristic dimension l. For thin plate bending problems,
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the following assumptions should be introduced on the
basis of continuous [9], uniform, and isotropic
assumptions:

(1) Any straight line segment perpendicular to the mid-
dle plane before deformation remains a straight line
after deformation and is perpendicular to the middle
plane after bending deformation, and the length
remains unchanged. That is, γzx = γxz = 0, εz = 0

(2) The normal stress perpendicular to the middle
plane of the thin plate is relatively small and
neglected, σz = 0

(3) There is no in-plane expansion and shear deforma-
tion in the thin plate, i.e., uðx, y, 0Þ = vðx, y, 0Þ = 0.

3.2.1. Constitutive Relation

(1) Stress-Deformation Relationship. According to the
hypothesis, the relationship between the strain component
and the midplane deflection w can be obtained as shown
in equation (8), and the generalized Hooke’s law [9] can
be written as the relationship between the principal stress
component and the midplane deflection w as shown in
equation (9):

εx = −z
∂2w
∂x2

,

εy = −z
∂2w
∂y2

,

εxy = −2z ∂2w
∂x∂y

,

8>>>>>>>><
>>>>>>>>:

ð8Þ

σx = −
Ez

1 − υ2
∂2w
∂x2

+ ∂2w
∂y2

 !
,

σy = −
Ez

1 − υ2
∂2w
∂y2

+ ∂2w
∂x2

 !
,

τxy = −
Ez
1 + υ

∂2w
∂x∂y

:

8>>>>>>>>>><
>>>>>>>>>>:

ð9Þ

(2) Internal Force-Deformation Relationship. The relation-
ship between the internal force and deformation can be

expressed as

Mx = −D
∂2w
∂x2

+ υ
∂2w
∂y2

 !
,

My = −D
∂2w
∂y2

+ υ
∂2w
∂x2

 !
,

Mxy =Myx = −D 1 − υð Þ ∂
2w

∂x∂y
,

Qx =
ðh/2
h/2
τxzdz = −D

∂
∂x

∇2w,

Qy =
ðh/2
h/2
τyzdz = −D

∂
∂y

∇2w,

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

ð10Þ

where D is the bending rigidity of thin plate, expressed
as D = Eh3/12ð1 − υÞ; Mx and My are bending moment per
unit length of the thin plate cross-section; Mxy are Myx the
torque per unit length of the thin plate cross-section,
respectively; and Qx and Qy are the transverse shear force
per unit length of the cross-section.

(3) Bending Differential Equation of Thin Plate. After the
underground stope is filled, the roof is located on the con-
tinuous elastic foundation and is ballasted by the load qð
x, yÞ perpendicular to the slab [10]. When the deflection
value is small, according to the Winkler foundation
assumption, the reaction force of the filling body at any

Table 1: Calculation parameter value.

Number Parameter name (unit) Parameter value

1 Average density of rock (kg/m3) 2800

2 Elastic modulus (GPa) 30

3 Foundation coefficient (MPa/m) 40

4 Panel length (m) 126

5 Panel width (m) 60

6 Roof thickness (m) 10

7 Buried depth (m) 450

8 Poisson’s ratio 0.25

x

y

z

a

b

k·w(x,y)

k·w(x,y)

q(x,y)

(a) Model stereogram

k·w(x,y)

q(x,y)

(b) Model section

Figure 1: Mechanical model of roof settlement.
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point under the roof can be expressed as proportional to
the deflection of the point, so the load strength of each
point of the plate is

Q x, yð Þ = q x, yð Þ − k ⋅w x, yð Þ, ð11Þ

where k is the coefficient of elastic foundation.

Therefore, the differential equation of the roof bending
surface can be expressed as

∂4w
∂x4

+ 2 ∂4w
∂x2∂y2

+ ∂4w
∂y4

= q x, yð Þ − k ⋅w x, yð Þ
D

: ð12Þ

3.3. Solution of Mechanical Model of Roof Settlement.
According to the above modeling analysis, formula (12) is
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Figure 2: Distribution of roof settlement under basic parameters.
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obtained, which is the differential equation of the roof settle-
ment mechanics model. The equation is a high-order partial
differential equation, which requires a special solution to
obtain the deflection and internal force expressions of the
model [11]. Firstly, the boundary conditions of the model
are given.

3.3.1. Boundary Conditions. The boundary conditions at x
= 0 and x = a, y = 0 and y = b of the model are fixed, and
the deflection and rotation angle are both 0, so the boundary
conditions can be written as

wjx=0 =wjx=a = 0,
∂w
∂x

����
x=0

= ∂w
∂x

����
x=a

= 0,

wjy=0 =wjy=b = 0,

∂w
∂y

����
y=0

= ∂w
∂y

����
y=b

= 0:

8>>>>>>>>>><
>>>>>>>>>>:

ð13Þ

3.3.2. Navier Method for Mechanical Model of Thin Plate. The
Navier method is often used to solve the problem of plate
deflection in mechanics, that is, double trigonometric series

can be used to express the deflection of the thin plate:

w x, yð Þ = 〠
∞

m=1
〠
∞

n=1
Amn sin

mπx
a

sin nπx
b

, ð14Þ

where m and n are any positive integers, Amn is the unde-
termined coefficient, a and b are length and width of the
thin plate model, respectively, m.

From the deflection formula, bending moment, and tor-
que formula, the stress components in the thin plate can be
obtained as follows:

σx x, y, zð Þ = 12Mx

h3
z,

σy x, y, zð Þ = 12My

h3
z,

σx x, y, zð Þ = 12Mxy

h3
z:

8>>>>>>><
>>>>>>>:

ð15Þ

4. Study on Factors Affecting Roof Settlement

Through the assignment of each parameter, the settlement of
different positions of the roof can be calculated [12]. Accord-
ing to the geological data of a mine, the values of basic
parameters are shown in Table 1.
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Figure 6: Influence of different roof thicknesses on roof settlement.
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The distribution of roof settlement under this parameter
is shown in Figure 2.

In Figure 2, the X direction represents the advancing
direction of the stope, and the Y direction represents the
width of the panel area. It can be seen from the figure that
the maximum settlement occurs at x = 63m and y = 30m.
The maximum settlement is 23.3 cm. The roof boundary is
limited by boundary conditions, so the displacement is zero.
The following is to analyze the influence of different param-
eters on the roof settlement. It can be seen from the figure
that the maximum roof settlement occurs in the middle of
the stope. Therefore, based on the basic parameters, the influ-
ence of different factors on the maximum roof settlement is
studied.

4.1. Foundation Coefficient. The foundation coefficient in the
model is used to express the supporting force coefficient of
the filling body to the roof after the panel is filled [13]. Differ-
ent foundation coefficients represent different strength back-
fills. The variation curve of the maximum settlement of the
roof with the foundation coefficient is shown in Figure 3.

The influence degree of different panel length to width
ratios on the roof settlement curve is also different. When
the ratio of length to width is 3 : 1, the influence of the foun-
dation coefficient on settlement is small. When the length to
width ratio is 1 : 1, the maximum settlement of roof is greatly
affected by the foundation coefficient. The influence of the

foundation coefficient is larger in the initial stage and gradu-
ally slows down with the increase of the foundation
coefficient.

4.2. Mining Depth.With different mining depths, the load on
the roof is different, so the study of different mining depths
on the roof settlement is of great significance for mine work.
Under different elastic moduli of the roof, the curve of the
maximum roof settlement with mining depth is shown in
Figure 4.

According to the theory of in situ stress, the load on
the roof is equal to the weight of the overburden, so the
deeper the mining depth is, the greater the qðx, yÞ is. It
can be seen from the curve in the figure that the maxi-
mum roof settlement increases approximately linearly with
the increase of depth, because the influence of lateral stress
is not considered in the model. The influence of the roof
elastic modulus on the maximum settlement of the roof
shows that the smaller the elastic modulus is, the greater
the growth rate of settlement is.

4.3. Aspect Ratio of Panel. The aspect ratio of the panel is an
important parameter for mine design and evaluation of stope
safety. In order to study its influence on roof settlement, the
variation curves of the maximum roof settlement with panel
width under different roof thicknesses are calculated, as
shown in Figure 5.
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Figure 7: Influence of different elastic moduli of the roof rock on roof settlement.
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According to the mining design of the mine, the length of
a panel is 126m, so when the stope length is unchanged and
the stope width increases from 10m to 120m, the variation
curve of the maximum roof settlement under different roof
thicknesses is obtained. It can be seen from the figure that
the maximum roof settlement increases rapidly with the
increase of the stope width. When the ratio of stope length
to width decreases to 1.5 : 1, the increase slows down. Com-

paring the curves of different roof thicknesses, it can be seen
that the greater the thickness is, the slower the maximum
roof settlement increases with the increase of stope width.

4.4. Panel Roof Thickness. The thickness of the roof has an
important impact on the safety of the stope. The thickness
of the roof depends on the thickness of the direct roof of
the panel [1]. Therefore, the parameters of the underground
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stope can be understood according to the geological data to
evaluate and predict the maximum settlement of the roof.
In this model, when the roof thickness increases from 4m
to 20m, the maximum settlement curve of the roof is shown
in Figure 6.

It can be seen from the figure that the roof settlement
decreases with the increase of the thickness of the roof and
decreases rapidly in the initial stage. When the thickness
increases to a certain value, the maximum settlement of the

roof does not decrease significantly [14]. When the founda-
tion coefficient is 20MPa/m, it can be seen that the roof
thickness has a great influence on the maximum settlement
[15]. Therefore, the foundation coefficient is a sensitive
parameter when studying the relationship between the max-
imum settlement and the thickness of the roof.

4.5. Elastic Modulus of Roof Rock. The elastic modulus is an
indicator of rock strength [16]. The curve of maximum roof
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settlement is shown in Figure 7 when the elastic modulus
increases from 12GPa to 60GPa.

It can be seen from the figure that the larger the elastic
modulus is, the smaller the roof settlement is. When the elas-
tic modulus increases linearly, the maximum roof settlement
decreases nonlinearly. From the influence of different stope
depths on settlement, we can see that the influence of stope
depth is linear. In underground mining, due to different geo-
logical conditions, the elastic modulus of rock is different, so
it is very important to understand the influence of the rock
elastic modulus on the maximum roof settlement.

5. Stress Analysis

After analyzing the influencing factors of the roof settlement,
the deflection formula can be substituted into the internal
force formula to get the stress component and internal force
of the roof [17]. According to the assumption of the model,
the stress at z = 0 is 0, so the stress changes at different z will
be analyzed below.

5.1. Stress at z = h/2. It can be seen from Table 1 that the
thickness of the thin plate is 10m, so when z = 5m, it is the
upper surface of the thin plate, and the plate is concave
downward, so the stress in the upper part is compressive
stress, and the stress in the lower part is tensile stress.
According to the calculation, the stress distribution is shown
in Figure 8.

The stress in x and y directions and shear stress in xy
direction in the upper surface of the thin plate are, respec-
tively, shown in Figures 8(a) and 8(b) showing that the max-
imum stress in the thin plate occurs in the middle of the
plate, that is, the position of the maximum settlement. The
maximum stress in the x direction is 60MPa, while the max-
imum stress in the y direction is 138MPa, because the model
takes 126m in the x direction and 60m in the y direction. It

can be seen that the panel parameters have a great influence
on the roof stress. According to the boundary conditions, the
stress around the thin plate is 0.

Figure 8(c) shows the shear stress in the xy direction in
the thin plate. It can be seen from the figure that the shear
stress at the four vertices is the largest, reaching 46MPa,
while the shear stress at the most central position of the plate
is 0. The shear stresses at two adjacent vertices are equal in
magnitude and opposite in direction. Therefore, it can be
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Figure 10: Maximum roof settlement displacement curve under different mining depths.

Table 2: Data comparison between the mathematical model
calculation and numerical simulation results.

Influence
factor

Parameter
Calculated
value of the
model (m)

Numerical
simulation
value (m)

Difference
rate (%)

Mining
depth

350m 0.180 0.188 4.4

450m 0.233 0.261 12.0

550m 0.285 0.334 17.2

660m 0.337 0.456 35.3

Aspect
ratio

3 : 1 0.100 0.127 27.0

2 : 1 0.233 0.261 12.1

1.5 : 1 0.310 0.289 -6.8

1 : 1 0.370 0.317 -14.3

Roof
thickness

5m 0.378 0.296 -21.7

8m 0.296 0.280 -5.4

10m 0.233 0.261 12.0

12m 0.177 0.240 35.6

Elastic
modulus

15GPa 0.298 0.305 2.3

30GPa 0.233 0.261 12.0

45GPa 0.192 0.196 2.1

60GPa 0.160 0.145 -9.4

Note: difference rate = ðsimulation value − calculated valueÞ/ðcalculated
valueÞ ∗ 100%:
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seen that the most dangerous part of the roof occurs in the
center and four corners of the plate, which is prone to frac-
ture and torsion.

5.2. Stress at z = −h/2. In the last section, the distribution of
stress and shear stress on the upper surface of the roof is
investigated. The symmetrical position of the surface is at z
= −h/2, and the distribution of stress and shear stress is
shown in Figure 9.

The three figures in Figure 9 show that the distribution of
internal stress and shear stress is similar to that in Figure 8,
but the directions are opposite. The stress in x and y direc-
tions is -62MPa and -138MPa, respectively. It means that
the plate bears tensile stress. The magnitude and distribution
of shear stress are the same, but the direction is opposite. The
damage prone parts are also the center and four corners.

6. Study on Influencing Factors of
Overburden Stability

Combined with the mechanical model of underground
mining panel roof settlement established above, the numer-
ical simulation method is used to study the influence of dif-
ferent mining depths, panel length to width ratios, roof
thicknesses, and roof rock elastic moduli on roof settlement.
The applicability of the settlement model can be verified by
comparison [5].

6.1. Simulation Results of Influencing Factors of Maximum
Roof Settlement

6.1.1. Influence of Mining Depth on Maximum Displacement
of Roof. The deeper the mining depth is, the greater the pres-
sure on the panel roof is, and the in situ stress increases cor-
respondingly. Using the simulation method, the settlement
curve of the maximum displacement of the panel roof with

the calculation step length under the mining depth of
350m, 450m, 550m, and 650m is simulated, as shown in
Figure 10.

6.1.2. Influence of Length to Width Ratio of Panel on
Maximum Displacement of Roof. In underground mining,
the ratio of length to width determines the exposed area of
the stope when the panel length is fixed [18]. The larger the
exposed area, the worse the stability of stope. Therefore, in
the mathematical model and numerical simulation, the
length of the panel is set as 126m, and the maximum dis-
placement of the panel roof is simulated when the panel
width is 40m, 60m, 80m, and 120m (length to width ratio
is 3 : 1, 2 : 1, 1.5 : 1, and 1 : 1, respectively). For each stope
width, the results are shown in Table 2.

6.1.3. Influence of Panel Roof Thickness on Maximum
Displacement of Roof. The maximum displacement of the
roof is simulated when the thickness of the roof is 5m, 8m,
10m, and 12m, respectively. The results are shown in
Table 2.

6.1.4. Influence of Elastic Modulus on Maximum
Displacement of Roof. The variation of roof displacement
with time step is simulated when the elastic modulus of roof
rock is 15GPa, 30GPa, 45GPa, and 60GPa, respectively. The
curve of the maximum displacement point of the roof is
shown in Figure 11.

6.2. Comparative Analysis of Mathematical Model
Calculation and Numerical Simulation Results. It can be seen
from Figure 11 that when the mining depth increases line-
arly, the increase of the maximum displacement of the panel
roof is nonlinear. When the mining depth increases from
550m to 650m, the maximum displacement of the roof
increases from 0.34m to 0.46m, with an increase of 35%. It
can be seen that in the process of deep mining, the pressure
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Figure 11: Maximum settlement displacement curve of roof under different elastic moduli of rock.
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around the panel increases sharply, and the potential safety
hazard also increases. As for the influence of the panel aspect
ratio, it can be seen from Table 2 that the influence of the
panel aspect ratio and roof thickness is as follows: with the
increase of panel width, the exposed area of the panel
increases, so the maximum displacement of the roof
increases gradually; the greater the thickness of roof, the
smaller the settlement.

Through the analysis and comparison of the calculation
results of the mathematical model and the numerical simula-
tion results, it can be seen from Table 2 that the influence law
of the mining depth and other four factors on the maximum
displacement of the panel roof is consistent. In order to verify
the accuracy of the mathematical model, the difference
between the two results is calculated, and the difference rate
is shown in the table. It can be seen that most of the calcu-
lated results are within 15%, and only a few of them are
20%~30%. Generally speaking, the mathematical model
can be used to calculate the settlement of the panel roof.

7. Conclusion

(1) Based on the previous research and the theory of
elastic-plastic mechanics, this paper analyzes the fac-
tors and laws of filling mining affecting overburden
settlement. By establishing the mechanical model of
panel roof settlement, the boundary conditions are
given and solved by the Navier method; the deflection
formula and internal force formula of panel roof set-
tlement are obtained. After analysis, the settlement
distribution map of the underground panel roof
based on the thin plate model is obtained.

(2) Based on the basic calculation parameters, the influ-
ence of different foundation coefficients, mining
depths, panel length to width ratios, roof rock elastic
moduli, and roof thicknesses on roof settlement is
studied. According to the obtained deflection calcula-
tion formula, the expressions of internal force and
stress are deduced, and the distribution of stress
and shear stress on the upper and lower surface of
the roof is analyzed. The dangerous area of the roof
can be obtained, which provides a theoretical basis
for the daily maintenance of mine safety.
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A concave slope is a common type of slope. This paper proposes a simplified method to study the effect of a clay concave slope on
laterally loaded piles. The hyperbolic p-y curve model is selected as the lateral pile-soil interaction model of the concave slope.
Considering the two angles of the concave slope, the variation of the ultimate soil resistance with depth is divided into two
parts, and the ultimate soil resistance varies nonlinearly with depth. The reduction factor method and normalization method are
used to obtain the initial stiffness. The theoretical results will be compared with the calculation results of the 3D FE analysis to
prove the rationality of this method. Finally, the simplified method is used to analyze the response of laterally loaded piles under
different parameters.

1. Introduction

Pile foundation is one of the most commonly used founda-
tions in bridge engineering, offshore drillings, and offshore
wind turbines. These pile foundations are often used on
sloping ground, such as river valleys and the seabed [1, 2].
The pile foundation will be subjected to lateral loads caused
by traffic loads, lateral wind, and waves.

The bearing capacity of pile foundations depends on the
bearing capacity of the rock and soil around the pile. There
are three main approaches to study the bearing capacity of
rock and soil around the pile: theoretical methods [3, 4],
numerical simulations [5], and experimental methods [6].
In the past few decades, the p-y curve method is often used
to study the response of pile foundation bearing lateral load.
The main research includes the influence of laterally loaded
piles in flat ground and sloping ground. For the flat grounds,
many scholars and institutions proposed p-y curves for dif-
ferent types of soil [7–9]. For the sloping ground, the soil in
front of the pile is weakened, and the damage model of soil
is different from that in the horizontal ground [10–12].
Therefore, Reese et al. [13] proposed p-y curves that were
suitable for sand and clay sloping ground, respectively. Based

on the 3D FE analysis, Georgiadis and Georgiadis [14, 15]
obtained the p-y curves suitable for clay sloping ground. On
this basis, the p-y curves of clay sloping ground were pro-
posed, which considered the distance between the slope and
pile. But all the p-y methods mentioned above only consid-
ered level ground and single-angle slope.

However, due to the influence of external factors such as
rain erosion and soil accumulation, the slope has more than
two angles. Wu et al. [16] and Fan et al. [17] pointed out that
slope shapes could be roughly divided into four types, which
were the straight type with a single angle, the convex type
(the upper slope angle is smaller than the lower slope angle),
the concave type (the upper slope angle is greater than the
lower slope angle), and a mixed type.

The p-y method is widely used in engineering because of
its simple calculation and short calculation time. However,
compared to a slope with a single angle, the distribution
law of the concave slope’s ultimate soil resistance and initial
stiffness will change. But unfortunately, the existing p-y
curves of sloping ground can only consider the change law
of ultimate soil resistance and initial stiffness under a single
angle. It leads to errors in the analysis of the horizontal bear-
ing characteristics of piles using the existing p-y curve.
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Therefore, it is necessary to carry out further research on the
lateral load characteristics and calculation methods of con-
cave slope piles.

This paper focuses on giving a nonlinear analysis method
considering the bearing characteristics of the laterally loaded
pile in concave sloping ground. In this method, the pile-soil
interaction model adopts the hyperbolic p-y curve model.
And the calculation formula of the ultimate soil resistance
and the initial stiffness varying with depth in the concave
slope is given. Then, the derived p-y curve is brought into
MATLAB for a differential calculation to obtain the nonlin-
ear response of the pile under a lateral load. To prove the
correctness, the method is verified by the results of three-
dimensional finite element analysis considering the concave
clay slope. Furthermore, this article discusses the influence
of the different slope angles and upper slope height and
obtains the response law of piles under the influence of differ-
ent parameters.

2. Establish a p-y Curve of Clay Concave Slope

At present, the p-y curve method, which regards soil as a
nonlinear spring, is widely used to study the lateral load
response of the horizontal ground piles. There are many
kinds of mathematical models of the p-y curve. One of the
most widely used is the hyperbolic p-y curve [18–21]. The
expression is shown as follows:

p = y
1/kið Þ + y/puð Þ , ð1Þ

where pu =ultimate soil resistance of the soil along the pile,
Ki = initial stiffness of the foundation.

Yang [22] compared different types of p-y curves and
concluded that the hyperbolic p-y curve has the best fitting
effect with the data obtained from field experiments. There-
fore, this article adopts a hyperbolic p-y curve.

2.1. Basic Assumption. To analyze the influence of the con-
cave slope which has two angles on the horizontal bearing

characteristics of the pile, an analysis model is established,
as shown in Figure 1.

For simplicity, the following assumptions are made:

(1) The slope is stable without a sliding surface, and slope
failure and instability are not considered in the
calculation

(2) The soil resistance along the pile changes nonlinearly
with the increase in lateral displacement. When the
ultimate soil resistance is achieved, its value remains
constant as the increase in lateral displacement

(3) This article only considers concave slopes, the upper
slope angle is larger than the lower slope angle,
θ1 > θ2

2.2. Ultimate Soil Resistance of Concave Slope Varying with
Depth. For the ultimate soil resistance pu, its expression is
as follows:

pu =NpcuD, ð2Þ

where Np is the ultimate soil-resistance-bearing factor, cu is
the undrained shear strength of soil, D is the pile diameter.

Equation (3) shows that the value of Np changes nonli-
nearly with the increase in depth [14]. The initial value of
Np is Npo cos ðθÞ at the ground surface, and the maximum
value is Npu:

Np =Npu − Npu −Npo cos θð Þ� �
e −λ z/Dð Þð Þ/ 1+tan θð Þð Þð Þ: ð3Þ

The value of Npo, Npu, and λ are related to the adhesion
factor α of the pile-soil interface [23, 24]).

The adhesion factor α is the ratio of the interface shear
strength to the undrained shear strength of the soil. In this
article, α can be obtained from Figure 2 [14].

When 0 ≤ cu < 25, we have

α = 1: ð4Þ

When 25 ≤ cu < 80, we have

α = 14
11 −

3
275 cu: ð5Þ

When 80 ≤ cu < 200, we have

α = 0:5 − 1
800 cu: ð6Þ

λ is a dimensionless parameter that changes with the
adhesion factor. For smooth piles, λ is 0.55 (α = 0); for rough
piles, λ is 0.4 (α = 1):

λ = 0:55 − 0:15α: ð7Þ

H0

Pile

z
1

L

D

𝜃 1

𝜃 2

Figure 1: Analysis model of a laterally loaded pile on a concave
slope. Here, L is the length of the pile embedded in the soil, D is
the pile diameter, H0 is the lateral load on the pile head, θ1 is the
upper slope angle, θ2 is the lower slope angle, and Z1 is the upper
slope height.
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Npo is the ultimate soil-resistance-bearing factor at the
ground surface:

Npo = 2 + 1:5α: ð8Þ

Npu is the ultimate soil-resistance-bearing factor based on
the deep soil flow failure model by Randolph andHoulsby [25]:

Npu = π + 2Δ + 2 cos Δ + 4 cos Δ

2 + sin Δ

2

� �
, ð9Þ

where Δ = sin−1α.
To obtain the ultimate soil resistance along the pile in

concave sloping ground, the ultimate soil-resistance-bearing
factor Np is the key.

Jiang et al. [26] found that with the increase in the lateral
displacement of the pile in sloping ground, the stress and
strain of the soil show a wedge-shaped distribution in the

three-dimensional numerical simulation. Similarly, Georgia-
dis and Georgiadis [15] found the same rule when studying
the influence of the distance between the pile and slope on
laterally loaded piles, as shown in Figure 3.

It shows in Figure 3(a) that when the pile head deflection
is small, the soil has a damaged wedge in a shallow soil. The
sliding surface of the damaged wedge only intersects with the
level ground. Therefore, the slope will not affect the ultimate
soil resistance near the mudline. As the pile head deflection
augments, the depth of the damaged wedge increases. When
the depth of the damaged wedge reaches Zc, the sliding
surface of the wedge spreads to the slope. As shown in
Figure 3(b), when the depth of the damaged wedge is less
than Zc, the expression of the ultimate soil-resistance-
bearing factor Np is the same as that of the flat ground since
the pile is only affected by the level ground. When the sliding
surface of the damaged wedge intersects with the slope sur-
face, the ultimate soil resistance along the pile is weakened
compared to the level ground. The expression of Np needs
to consider the influence of the slope.
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Figure 2: The relationship between α and cu.
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Figure 3: Ultimate soil resistance analytical model with the distance of piles from the crest of the slope. (a) Damaged wedge model of the
laterally loaded piles. (b) The Np curve varying with the depth.
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Georgiadis and Georgiadis [15] believed that the depth of
the damaged wedge would change with the increase of lateral
load, and it had a nonlinear relationship with the distance of
pile from the crest of the slope. When the sliding surface
intersects with the slope crest, the critical depth Zc is
expressed as follows:

Zc

D
= 8:5 − 10 log10

8 − bð Þ
D

, ð10Þ

where b indicates the distance from the pile core to the crest
of the slope. When b = 0:5D, the pile is at the crest of the
slope.

For concave slopes, this article will use the same method
to get the expression of Np, as shown in Figure 4.

Figure 4(a) shows that the sliding surface of the dam-
aged wedge intersects the slope with the angle of θ1 when
0 ≤ Z < Z2, and the ultimate soil resistance is only affected
by the upper slope. When the depth reaches Z2, the sliding
surface of the wedge intersects with the intersection of the
upper slope and lower slope. When the depth is greater
than Z2, the sliding surface intersects the slope with the
angle of θ2, and the lower slope begins to affect the ultimate
soil resistance. It is pointed out in Figure 4(b) the changing
law of Np in the concave slope with two angles. The expres-
sion of Np is only controlled by θ1 when the depth of the
damaged wedge is less than Z2. When the depth is greater
than Z2, the expression of Np is affected by θ2. It is reason-
able that the value of Np increases at Z2 relative to that of
the single-angle slope (θ1) because the lower slope increases

the volume of soil in front of the pile. To determine the
critical depth Z2, this paper adopts the modified critical
depth expression:

Z2 = 8:5 − 10 log10 8 − Z1/tan θ1ð Þð Þ + 0:5D
D

� �� �
D + Z1:

ð11Þ

Because the slope is a homogeneous medium, the expres-
sion of the ultimate soil resistance is continuous and deriv-
able when the depth increases, and there will be no sudden
change point. Therefore, when the depth reaches the critical
depth (Z2), the piecewise function of Np should be the same
value NpðZ2Þ, as shown in Figure 4(b). When the value of Np

is NpðZ2Þ, the corresponding depths are Z2 for the slope
with angle θ1 and Z3 for the slope with angle θ2. And the
difference betweenZ2andZ3is defined asX, as shown in
Figure 5.

When the depth is less than Z2, the expression ofNp1 is as
follows:

Np1 =Npu − Npu −Npo cos θ1ð Þ� �
e −λ z/Dð Þð Þ/ 1+tan θ1ð Þð Þð Þ:

ð12Þ

When the depth is greater than Z2, the expression of Np2
is as follows:

(1) Effect of 𝜃1

(2) Effect of 𝜃2

Depth of
damaged wedge

Sliding
surface
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(2)

(1)

Pile
Slope

𝜃 2
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2

Damaged
wedge

Z

(a) (b)

Npocos(𝜃1) Npu

Np

Figure 4: Ultimate soil resistance analytical model of the concave sloping ground. (a) Damaged wedge model of laterally loaded piles on the
concave slope. (b) The Np curve along the pile on concave slope.
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Figure 5: The definition of height difference X.

H0

kio

Pile

𝜇kio

6D
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Np2 =Npu − Npu −Npo cos θ2ð Þ� �
e −λ Z−xð Þð Þ/Dð Þ/ 1+tan θ2ð Þð Þð Þ,

Np Z2ð Þ =Npu − Npu −Npo cos θ1ð Þ� �
e −λZ2ð Þ/Dð Þ/ 1+tan θ1ð Þð Þð Þ,

Z3 = ln
Npu −Np Z2ð Þ

Npu −Npo cos θ2ð Þ

" #
D 1 + tan θ2ð Þð Þ

−λ
,

X = Z2 − Z3:

ð13Þ

2.3. Initial Stiffness of Concave Slope Varying with Depth.
Carter [27] proposed the expression of the initial stiffness
Kio of the clay level ground, and believed that the initial
stiffness is related to the initial elastic modulus of the soil,
Poisson’s ratio, and other factors:

Kio =
1:0EiD

1 − νs
2ð ÞDref

EiD
4

EpIp

 !1/12

, ð14Þ

where D is the pile diameter; Dref is the pile diameter reduc-
tion factor, usually taken as 1; EpIp is the bending stiffness of
the pile; νs is the Poisson’s ratio of the soil; Ei is the initial
elastic modulus of the soil.

Kondner and Robertson et al. [28, 29] proposed the equa-
tion of elasticity modulus E50 and believed that the initial
elastic modulus Ei can be related to the elastic modulus at
fifty percent of the failure stress E50:

E50 = Ei 1 −
Rfσ

σf

 !
, ð15Þ

where σ is deviatoric stress; E50 is elasticity modulus; σf is
deviatoric failure stress; Rf is the ratio of deviatoric failure
stress over deviatoric ultimate stress, usually taken equal to
0.8.

Setting Rf = 0:8, σ/σf = 0:5, and νs = 0:5, equation (14)
becomes

Z
1

Kio

(2)

6D

𝜇 (𝜃1)Kio 𝜇(𝜃2)Kio

𝜃 1

(1)

(3)

𝜃 2

Figure 7: Initial stiffness model of concave sloping ground. (a) The concave sloping ground under 3 cases. (b) The value of initial stiffness
under 3 cases.
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Kio = 2:3DE50
E50D

4

EpIP

 !1/12

: ð16Þ

Equation (16) reveals that the initial stiffness of the foun-
dation is only related to the characteristics of the soil and the
pile. The normalization method is commonly used to obtain
the initial stiffness expression of the sloping ground. On the
basis of the initial stiffness expression of the level ground,
many scholars adopt the reduction factor μ to establish the
initial stiffness expression of the sloping ground [14, 30]:
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Figure 9: Deflection curve of pile head for comparison.

Table 1: Summary of three-dimensional numerical analysis
conditions.

L (m) D (m) θ1 θ2 Z1 (m)

Case 1 20 1 40° 0° 1, 3

Case 2 20 1 50°, 40° 30° 2

Case 3 12 1
40° 30° 1

45° 30° 2

Figure 10: Three-dimensional model of the pile.

Figure 11: Three-dimensional model of concave slope.
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μ = Ki

Kio
≤ 1, ð17Þ

where Ki is the initial stiffness of the sloping ground; Kio is
the initial stiffness of the level ground.

When studying the influence of the initial stiffness of the
sloping ground, Georgiadis and Georgiadis [14] proposed
that the initial stiffness reduction factor is related to the depth
of the slope, as shown in equation (18). The reduction factor
μ changes linearly with the increase of depth, as shown in
Figure 6. For slopes at an arbitrary angle, when the depth Z
is less than 6D, the slope weakens the initial stiffness, and
the degree of weakening decreases when the depth becomes
greater. When the depth is greater than 6D, the initial stiff-
ness of the sloping ground is the same as that in level ground,
and remains constant with the increase of depth:

μ = cos θð Þ + Z
6D 1 − cos θð Þð Þ: ð18Þ

As shown in Figure 7, for a concave slope, when the value
of Z1 exceeds 6D (red line (1) in Figure 7(a)), the initial stiff-
ness of the concave sloping ground at Z1 reaches the value of
that in level ground. The lower slope does not affect the initial
stiffness, and the reduction factor μ is only controlled by the
upper slope (blue line in Figure 7(b)). When Z1 is 0, the con-
cave slope becomes a single-angle slope with θ2 (red line (2)
in Figure 7(a)). The reduction factor μ is controlled by the
slope with angle θ2 (red line in Figure 7(b)). When Z1 ranges
from 0 to 6D (red line (3) in Figure 7(a)), the reduction factor
μ varies with depth in the range between the two limit condi-
tions (shaded part in Figure 7(b)). Georgiadis and Georgiadis
[14] point out that the reduction factor has a small effect on
both pile head deflection and maximum bending moment.
This paper assumes that the initial value of the reduction

factor changes uniformly from μðθ2Þ to μðθ1Þ as Z1 increases
from 0 to 6D.

When 0 < Z1 < 6D, we have

μ1 = u1 +
Z
6D 1 − u1ð Þ,

u1 = cos θ1ð Þ + cos θ2ð Þ − cos θ1ð Þð Þ 6D − Z1
6D :

ð19Þ

When Z1 ≥ 6D, we have

μ1 = cos θ1ð Þ + Z
6D 1 − cos θ1ð Þð Þ: ð20Þ

And the initial stiffness of concave sloping foundation
Kiθ can be expressed as follows:

Kiθ = μ1Kio: ð21Þ

To verify the rationality of the above assumptions, three
cases of reduction factors μ are used to obtain the pile head
load-displacement curve. μ1 is calculated by the method in
this paper, μ2 is obtained by the calculation method consid-
ering the single-angle slope with angle θ1, and μ3 is obtained
from the calculation method considering the single-angle
slope with angle θ2. Undrained shear strength cu = 70 kPa,
and elastic modulus of soil E50 is 14MPa. Pile diameter
D = 1m; pile length L = 5m, 12m, and 20m; and elastic
modulus of piles Ep = 2:9 × 107 kPa. θ1 = 40° ; θ2 = 20°; and
upper slope height Z1 = 1m. The load-displacement curve
of the pile head under different conditions is shown in
Figure 8. It indicates that the load-displacement curve of
the pile head is almost unchanged even if μ is taken as two
limit conditions (μ2, μ3). For the pile length L = 5m, the max-
imum discrepancies are only 16%. The above simplifying
method is sufficient for determining the reduction factor.
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Figure 12: Load and displacement curve of pile head predicted for Case 2. (a) Considering Z1 = 1m. (b) Considering Z1 = 3m.
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3. Approach Verification

A series of three-dimensional finite element analysis models of
the laterally loaded pile in a concave slope is established to ver-
ify the correctness of the calculation method in this paper.

3.1. Establishment and Verification of 3D FEA Model. All the
basic parameters of the 3D finite element analysis model in
this paper are obtained from the literature [5, 14]. The basic
parameters of the pile are set as follows: pile length
L=20m; diameter D = 1m; elastic modulus of pile Ep = 2:9
× 107 kPa; Poisson’s ratio of pile νp is 0.1; and the density
of pile ρl is 2500 kg/m

3. Piles are all embedded in the soil,
the load is applied at the pile head, and the pile head is free.
Slope angles are 20° and 40°. The undrained shear strength
of the soil cu is 70 kPa, elastic modulus of the soil at 50% ulti-
mate stress E50 is 14MPa, Poisson’s ratio of soil νs is 0.49, and
bulk unit weight γs is 18 kN/m

3. C3D8R grids are used for
piles and soil. In addition, there is more detailed meshing
around the pile. The number of meshes in all models is
approximately 25,000. The bottom boundary of the model
is fixed in all directions, and the other boundaries, except
for the top boundary, are only fixed in the normal direction.
The soil is established based on the Mohr-Coulomb model.
The contact surface between pile and soil adopts normal
behavior and tangential behavior. Normal behavior is set
as a “hard” contact mode, and tangential behavior is set
as “ penalty” function. The “penalty” factor of the pile side
is 0.5, and that between pile tip and pile-tip soil is consid-
ered to approach 1 for the slender pile, and assumed to be
0.5 for rigid pile. The friction angle is taken as a smaller
value. In this paper, the friction angle is taken as 10° and
the results obtained from the 3D FEA model for different
working conditions are fitted to the data from Georgiadis
and Georgiadis, as shown in Figure 9. In general, the fitting
is well for any working conditions, proving that the model-

ing method and the selection of parameters in this paper
are reasonable and correct.

3.2. Verification of the Calculation Method. In this section,
the proposed method is validated by comparing the load-
displacement curve of the pile head and the ultimate soil
resistance with the 3D FE analysis results of three cases,
respectively. The three cases are shown in Table 1. The
modeling method and correlation parameters are the same
as those in Section 3.1. Figures 10 and 11 show the pile and
soil three-dimensional model of case 2 (θ1 = 50°; θ2 = 30°;
and Z1 = 2m).
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Figure 13: Load and displacement curve of pile head predicted for Case 2. (a) Considering θ1 = 50°. (b) Considering θ1 = 40°.
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Case 1 considers two upper slope heights (Z1 = 1m, 3m)
as variates under the same slope angle (θ1 = 40°; θ2 = 0°). The
pile head displacement of Case 1 is shown in Figure 12. The
theoretical calculation has a good agreement with the result
of the 3D FE analysis. And Figure 13 shows the load-
displacement curve of the pile head of Case 2. In Case 2,
two upper slope angles (θ1 = 50°, θ1 = 40°), one lower slope
angle (θ2 = 30°), and one upper slope height (Z1 = 2m) are
considered. The verification result is good.

Case 3 carries out a verification between the theoretical
ultimate soil resistance and the results of 3D FE analysis
under different angles and heights. A higher degree polyno-
mial is used to accurately fit the shearing force curve of the
pile which is obtained from the three-dimensional model
[26, 31]. The curve of soil resistance p versus pile depth Z
under different lateral load H0 is obtained by differentiating
the fitted shearing force curve of the pile. Through combin-
ing p - Z curves and the pile displacement curves under
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Figure 16: Effect of θ1 on maximum bending moment. (a) Considering Z1 = 1m. (b) Considering Z1 = 2m.
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different lateral loads H0, the ultimate soil resistance of each
point of the pile is obtained. The verification result is dis-
played in Figure 14. The theoretical result is in good agree-
ment with the data of 3D FE analysis.

4. Parameter Analysis

4.1. The Effect of Upper Slope Angle θ1. In this section, the
effect of θ1 on the pile under lateral load is discussed for the
case of θ2 = 20°, and the height of upper slope Z1 = 1m and

2m by selecting 5 values of θ1 = 60°, 50°, 40°, 30°, 20° as var-
iables. And calculation parameters are pile length L = 15m,
diameter D = 1m, elastic modulus of pile Ep = 2:9 × 107 kPa,
the undrained shear strength of the soil cu = 70 kPa, and the
elastic modulus E50 = 14MPa.

Figures 15(a) and 15(b) show the influence of different θ1
on the load-displacement curve for the case of Z1 = 1m and
2m, respectively. Under the same lateral load, the deflection
of the pile head increases with the increment of θ1. And the
deflection growth rate of the pile head is greater when the
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Figure 17: Effect of θ2 on the load-displacement curve of pile head. (a) Considering Z1 = 1m. (b) Considering Z1 = 2m.
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lateral load becomes larger. In addition, with the augmenta-
tion ofZ1, the influence of the upper slope is enhanced, and
the dispersion of load-displacement curves under different
slope conditions becomes larger. For example, considering
that θ1 goes up from 0° to 60°, the pile head deflection
increases by 34.3% under the condition that the lateral load
is 1500 kN and Z1 = 1m. And the maximum growth rate
can reach 51% for the case of Z1 = 2m.

Figure 16 investigates the curve of maximum bending
moment varying with the pile head displacement under the
effect of θ1. Compared with the load-displacement curve, θ1
has a similar but smaller influence on the maximum bending
moment of the pile. The maximum bending moment of the
pile becomes larger when the angle θ1 decreases under the
same displacement of the pile head. And the dispersion of
curves is pronounced for larger Z1. At a pile head displace-
ment y = 0:2m, the maximum bending moment of the pile
for θ1 = 20° is higher than that for θ1 = 60° by 4.4% and
7.2% for the Z1 = 1m and Z1 = 2m, respectively.

4.2. The Effect of Lower Slope Angle θ2. In order to investigate
the influence of θ2 on the laterally loaded pile, θ2 = 0°, 15°,
30°, 45°, and 60° are selected as variables in this section. When
Z1 = 1m, 2m, and θ1 is 60

°, the variation rules of pile head
deflection and maximum bending moment are analyzed.
The calculation parameters of pile and soil are the same as
those in Section 4.1.

Figures 17(a) and 17(b) show the influence of different θ2
on the load-displacement curve under the different upper
slope heights Z1, respectively. The figures represent that as
the angle θ2 increases, the displacement of the pile head
under the same load raises nonlinearly. And the growth rate
of deflection is positively correlated with θ2. Besides, the
influence of the lower slope can be weakened, and the
dispersion of load-displacement curves under different slope
conditions becomes smaller when the upper slope height Z1
increases. Considering that θ2 goes up from 0° to 60°, the pile
head deflection increases by 40% under the condition that the
lateral load is 1500 kN and Z1 = 1m. When Z1 is 2m, the
maximum growth rate is 20%.

Figure 18 shows the effect of θ2 in the maximum bending
moment. The maximum bending moment of the pile
becomes larger when the angle θ2 decreases under the same
displacement of the pile head. And the dispersion of curves
is smaller for larger Z1. At a pile head displacement y = 0:2
m, the maximum bending moment of the pile for θ1 = 0° is
higher than that for θ2 = 60° by 11.6% and 7.1% for the Z1
= 1m and Z1 = 2m, respectively.

4.3. The Effect of the Normalized Height Z1/D. To study the
influence of the normalized height Z1/D, this section con-
siders Z1/D as 0, 0.5, 1.0, 2.0, 4.0, and 5.0. And upper slope
angle θ1 = 60°, lower slope angle θ2 = 30°. Other calculation
parameters of pile and soil are the same as in Section 4.1.

Figure 19 shows the load-displacement curves of the
pile head considering different sloping conditions. It indi-
cates that the augmentation in Z1/D increases the deflec-
tion of the pile head. When the normalized height Z1/D
changes from 0 to 2, the pile head deflection increases

rapidly. For the lateral load H0 = 1500 kN, the growth rate
of pile head deflection is 32%. When the normalized
height is greater than 2, the growth rate of deflection grad-
ually becomes flat. For Z1/D = 5 and applied load H0 =
1500 kN, the deflection of the pile head is only 10% higher
than that for Z1/D = 2m. It also can be seen that the
deflection of the pile head is similar to that for the case
of Z1/D =∞ when the normalized height Z1/D exceeds 5
in Figure 19.

The influence of the normalized height Z1/D on the max-
imum bending moment of the pile is illustrated in Figure 20.
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The maximum bending moment is smaller for larger Z1/D
under the same deflection of the pile head. The max M of a
pile decreases steeply first and then gently with the increase
of the normalized height Z1/D. When the value of Z1/D
exceeds 5, the normalized height has no effect on the maxi-
mum bending moment. However, the effect of the increase
in Z1/D on max M is quite small. When the displacement
of the pile head y = 0:2m, the growth rate of maximum bend-
ing moment of the pile is only 9.2% with the normalized
height Z1/D range 0 to ∞.

5. Conclusion

This paper has proposed the p-y curve which is suitable for a
concave slope, and the lateral response of a pile has been
studied. Equations of initial stiffness Ki varying with depth
were obtained through the reduction coefficient method
and the normalization method. The nonlinear formulas of
the ultimate soil resistance with depth were obtained by using
the soil damaged model in front of piles. The rationality of
the theory in this paper was verified by comparing the result
of three-dimensional finite element analysis. The upper slope
angle θ1, the lower slope angle θ2, and the normalized height
Z1/D were discussed. The following conclusions can be
drawn:

(1) Both ultimate soil resistance and deflection of pile
head were predicted using a new method in this
paper, which is in good agreement with those calcu-
lated by 3D FE analysis

(2) The slope angle (θ1, θ2) has a significant effect on the
pile head deflection and a moderate effect on the
maximum bending moment. Both deflection and
maximum bending moment increase with the
increase in slope angle. In addition, the effects of
the angle and the height of the upper slope are
mutual. As Z1 increases, the influence of the lower
slope angle θ2 weakens and that of the upper slope
angle θ1 enhances

(3) The normalized height Z1/D is also a remarkable
factor for the concave slope. The increase of the
deflection and maximum bending moment is greater
for larger Z1/D under the same load. And the influ-
ence scope of Z1/D is 0 to 5

(4) The response of lateral load piles on concave slopes
differs markedly from the response of lateral load
piles on single-angle slopes. There is a large error
using the existing p-y curves to predict the response
of the laterally loaded pile on the concave slope. Thus,
the proposed p-y curve of a concave slope in this
paper has practical value
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The influence of microwave pretreatment on grindability of lead-zinc ore was studied through comparison analysis on the changes
of particle size distribution, percentage of below 0.074mm, energy consumption, and other indexes of grinding products before and
after microwave pretreatment in the ball milling process. The results showed that the grindability of lead-zinc ore was improved
obviously by microwave pretreatment. The particle size distribution curve of the grinding products was obviously higher than
that of the samples without microwave irradiation. The yield of size fraction below 0.074mm was also improved in a certain
degree. Pulsed microwave irradiation was more effective than continuous microwave irradiation when other microwave
parameters were consistent. The comprehensive energy consumption of lead-zinc ore pretreated by different microwave
parameters was lower than that without microwave irradiation under the same grinding fineness. The total energy consumption
was down by 30.1% when irradiated for 15 s at 7 kW power, and it was lower than that without microwave irradiated. The
results showed that pulsed microwave pretreatment was more effective in reducing the comprehensive energy consumption of
grinding process for lead-zinc ore. And water quenching after microwave irradiation can improve the grindability and reduce
the energy consumption of grinding for lead-zinc ore.

1. Introduction

The crushing and grinding of ore is considered to be a
process of high energy consumption and low efficiency.
There are two indicators to evaluate the efficiency of
grinding. One is the particle size distribution, and the
other is the liberation degree of grinding products [1].
The essence of grinding is ore properties. Changing the
mechanical properties of ore [2, 3], improving the libera-
tion degree of useful minerals, and enhancing the grinding
efficiency have always been the focus of scholars [4, 5].

Previous studies indicate that the heat pretreatment
can reduce the energy consumption of grinding effectively
and improve the liberation degree of useful minerals [6–8].

Compared with conventional heating, microwave pretreat-
ment has the advantages of fast heating rate [9, 10], selec-
tive heating, uniformity heating, and so on [11]. Because
of the different dielectric loss factors of different minerals,
the microwave absorption capacity of mineral particles is
not the same [12, 13]. Thus, thermal stress is induced by
the temperature difference between mineral particles,
which leads to cracks in the grain boundary of mineral
particles and promotes grinding and dissociating of useful
minerals [14, 15].

Microwave pretreatment can improve the grinding prop-
erty and grinding efficiency of ore [16]. However, most
researchers pretreat ore with continuous microwave [17,
18]. From the pretreatment effect of the ore [19], it has the
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disadvantage of high energy consumption for continuous
microwave irradiation, and high temperature may even cause
changes in the crystal structure of some useful minerals, thus
affecting the efficiency of subsequent processes.

It is found that pulse microwave irradiation is a more
effective method to reduce the mechanical strength of ore
and improve the degree of mineral dissociation. [20] found
that microcracks produced in breccia uranium ore with
pulsed microwave pretreatment was the fundamental reason
for improving its grindability. [21] found that pulsed micro-
wave with high power would be more efficient than continu-
ous microwave for treating fine-grained ores. [22] irradiated
pyrite with continuous microwave and pulsed microwave,
respectively, and found pulsed microwave could be more
effective on weakening the ore. In addition, it was found that
the grinding property and energy consumption of the metal-
lurgical coke pretreated by pulsed microwave for a short time
were better than by continuous microwave pretreatment
[23]. So it can be seen pulsed microwave pretreatment is an
important subject in the area of improving the grinding of
ore, which has a wide range of potential applications. Pulsed
microwaves are obtained by applying high-voltage pulses of
microsecond to millisecond width to a magnetron. Its pulse
power can reach tens of kilowatts or even several megawatts,
while the average power is only a few kilowatts. When such
microwave energy is added to the treated ore, the ore will
be irradiated by high-energy microwave in a very short
period of time, and the grain boundary fracture will occur
to various wave-absorbing minerals in the ore under the
action of thermal stress, thus reducing the mechanical
strength of the ore [24] and improving the degree of mineral
dissociation. At present, there are few researches on the
grinding ability of pulsed microwave pretreatment for lead-
zinc ore, which points out the direction of this experiment.

So the objective of this research was to compare and ana-
lyze the changes of the particle size distribution, percentage
of below 0.074mm [25], grinding energy consumption, and
other indexes before and after the continuous and pulsed
microwave pretreatment of lead-zinc ore and to reveal the
influence of microwave pretreatment on the grindability of
lead-zinc ore.

2. Experimental

2.1. Raw Materials. The lead-zinc ore from Hunan province
in China was crushed to 1-2mm by the jaw crusher and then
divided by the cone quartering method for grinding test. The
mineral composition of lead-zinc ore was analyzed by X-ray
diffractometer (XRD), and the results are shown in Figure 1.
Microwave digestion was used, hydrochloric acid and hydro-
gen peroxide solution was used to digest the lead-zinc ore
sample, and then, atomic absorption spectrograph was used
to determine the content of lead, zinc, and other metals in
the digestion solution. Through chemical test and analysis,
the chemical composition of lead and zinc ores is shown in
Table 1. Table 1 shows that the petrochemical composition
complex, lead-zinc mine of valuable element content is
2.9% and 4.80% of lead and zinc, respectively, and contains
a lot of sulfur, iron, and silicon; there is a small amount of

calcium; the content is 30.29%, 18.68%, 17.98%, and 2.03%,
respectively; the ore belongs to contain lead and zinc sulfide
ores; the main metal mineral of galena and sphalerite and
gangue minerals are mainly quartz.

2.2. Equipment. The box-type microwave heating device used
in this experiment was developed independently by the key
discipline laboratory for national defense for biotechnology
in uranium mining and hydrometallurgy from university of
South China. Its power is continuously adjustable in the
range of 1-70 kW, and the frequency is 2450MHz. As shown
in Figure 2, the size of sagger used to load the ore for micro-
wave irradiation is 168 × 130 × 45mm, and the loading
capacity of each sagger is 2.5 kg. 1 is the magnetron, 2 is the
door of cavity, 3 is the platform, 4 is touch screen of
human-machine interface operation, 5 is the power supply
of the microwave tube, 6 is the frequency converter, 7 is the
cooling water tube, and 8 is the microwave resonant heating
cavity. The grinding test was carried out by planetary ball
mill from German Retsch company, as shown in Figure 3.

2.3. Test Plan. The lead-zinc ore was crushed to 1-2mm by
the jaw crusher and then divided by the cone quartering
method for grinding test. Seven parts of ore samples were
marked as 1#, 2#, 3#, 4#, 5#, 6#, and 7#, respectively. The
detailed test plan was shown in Table 2. Seven parts of
lead-zinc ore samples were pretreated under microwave with
different irradiation parameters. Each part was weighed 200
grams and put into planetary ball mill to grind for 10min
with speed of 400 rad/min.

The yield of each particle was obtained by analyzing the
ore grinding products with standard sieves of 24 mesh, 28
mesh, 40 mesh, 55 mesh, 60 mesh, 80 mesh, 100 mesh, 120
mesh, 150 mesh, 190 mesh, and 200 mesh, respectively.
Repeat the experiment many times, particle size distribution
curves of lead-zinc ore were drawn for different microwave
irradiation parameters, and it revealed the influence law of
microwave pretreatment and cooling methods on the particle
size of lead-zinc ore after ball milling.

3. Results and Discussion

It can be seen that the coarse fraction was relatively large, and
the percentage of below 0.074mm after ball milling was only
36.08% without microwave pretreatment. The content of
coarse fraction with microwave pretreatment after ball grind-
ing for 10 minutes decreased gradually. The grinding prod-
ucts were finer, and the percentage content of grinding
products below 0.074mm was larger by increasing micro-
wave power and changing the cooling method when the rest
grinding conditions were completely the same.

3.1. Effect of Continuous Microwave Pretreatment on Particle
Size of Grinding Products. Figure 4 showed the effect of con-
tinuous microwave pretreatment on size fraction distribution
of grinding products for lead-zinc ore. It can be seen that the
contents of coarse and medium size fraction (380-600μm
and 106-120μm) were 6.93% and 7.90%, respectively, after
ball milling without microwave irradiation, and the content
of fine fraction below 74μm was 36.08%. When the lead-
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zinc ore was irradiated by continuous microwave with power
of 800W, the contents of coarse and medium size fraction
decreased gradually after natural cooling, but not so obvi-
ous. For example, the contents of size fraction (380-600
μm and 106-120μm) were 5.86% and 5.19%, respectively,
but the content of fine fraction below 74μm was 41.36%,
which increased obviously. As the power of continuous

microwave was increased to 7 kW, the content of coarse
and medium size fraction decreased gradually, and the fine
fraction content increased gradually, where the content of
below 74μm increased to 48.61%. By comparing the effects
of 800W and 7 kW microwave power on the ore size distri-
bution after grinding, it could be seen that the ore treated
by 7 kW microwave power was more conducive to grinding

15 30 45 60 75

0

400

800

1200

1600

In
te

ns
ity

 (c
ou

nt
s)

Two-theta (deg)
SiO2
ZnS
PbS

Figure 1: X-ray diffraction pattern of lead-zinc ore for grinding test.

Table 1: Main chemical composition of lead-zinc ore.

Component Pb Zn S Fe Si O Ca C Cu

Content (%) 4.80 2.90 30.29 18.68 17.98 19.32 2.03 1.42 0.30

Component P F As Al Ba K Mg Na

Content (%) 0.31 0.05 0.17 0.81 0.06 0.40 0.31 0.18

1
2

3

4

5 6 7 8

Figure 2: Internal diagram and three-dimensional diagram of the microwave heating device.
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and thus to mineral disintegration under less irradiation
time.

Figure 5 reflected the influence of continuous microwave
pretreatment on the particle size cumulative percentage of
grinding products for lead-zinc ore. As shown in Figure 5,
the particle size distribution curve of the grinding products
after continuous microwave pretreatment was above that
without microwave irradiation obviously. It is indicated that
continuous microwave pretreatment can improve the grind-
ability of lead-zinc ore, and the particle size of ore samples
becomes finer with the increase of microwave power. It could
be that the lead-zinc minerals were easy to absorb microwave
energy and converted it into thermal energy under micro-
wave irradiation, but the gangue minerals were not easy to
absorb microwave energy. Then, thermal stress was formed
in the ore due to the temperature gradient, which led to
microcracks in the grain boundary of different minerals,
reducing the mechanical strength of the ore and improving
the grinding effect.

The surface of lead-zinc ore was characterized by scan-
ning electron microscopy (SEM) and energy dispersive spec-
troscopy (EDS) after continuous microwave irradiation, as
shown in Figure 6. The results of SEM and EDS analyses were
as follows. Figure 6(a) showed that the bright zone contained
Pb and S elements, which should be galena, and there were a
lot of cracks on the surface of the bright zone, which may be
caused by thermal stress between the metallic minerals and
gangue minerals after microwave irradiation. Figure 6(b)
showed that the dark zone contained Zn and S elements,
which should be sphalerite, and there were also some cracks

on its surface. In addition, under the scanning electron
microscope, there were clear cracks appearing on the bright
and dark borders between the two metallic minerals. It
proved that the microwave treatment caused cracks between
different minerals in the lead-zinc ore, which could effec-
tively promote the dissociation of metallic minerals and
gangue minerals, leading to the reduction of the strength of
lead-zinc ore, improving the grinding effect.

3.2. Effect of Pulsed Microwave Pretreatment on Particle Size
of Grinding Products. The influence of pulsed microwave pre-
treatment on size fraction distribution of grinding products
for lead-zinc ore was shown in Figure 7. It can be seen that
the contents of coarse and medium size fraction (250-260
μm and 106-120μm) were 6.48% and 7.90%, respectively,
after ball milling without microwave irradiation, and the
content of fine fraction below 74μm was 36.08%. When the
lead-zinc ore was irradiated by pulsed microwave with nature
cooling under the condition of pulsed microwave of 7 kW,
pulse width of 1ms, and working frequency of 500Hz, the
contents of size fraction (250-260μm and 106-120μm) were
2.07% and 2.93%, respectively, and the content of fine
fraction below 74μm was 49.58% which increased obviously.

Figure 7 shows the influence of pulsed microwave pre-
treatment on the percentage of particle size accumulation of
lead-zinc ores. It can be seen that the particle size distribution
curve of the grinding products with pulsed microwave pre-
treatment was above that without microwave irradiation
obviously. It indicates that pulsed microwave pretreatment
also can improve the grinding efficiency of lead-zinc ore.

3.3. Effect of Cooling Method on Particle Size of Grinding
Products. Figure 8 showed the influence of cooling method
on size fraction distribution of grinding products after
continuous microwave pretreatment. It can be seen from
Figure 8 that water quenching had a significant influence
on the grinding effect of lead-zinc ore irradiated by continu-
ous microwave with power of 800W for 70 seconds. The
yield of fine fraction of grinding products after water quench-
ing was obviously higher than natural cooling. The effect of
water quenching on grinding was more remarkable than that
of natural cooling when lead-zinc ore was irradiated by con-
tinuous microwave with power of 7 kW for 15 seconds. The
yields of the size fraction (380-600μm) with water quenching
after continuous microwave pretreatment decreased from
5.19% to 3.83%, and the yields of the fine fraction below 74
μm increased from 48.61% to 51.46% compared to natural
cooling. The effect of water quenching on the grinding of
lead-zinc ore was more remarkable than natural cooling
whether it was pretreated by continuous microwave or
pulsed microwave. It could be that the water quenching can
prevent healing microcracks formed along the mineral grains
due to thermal stress generated by microwave irradiation. At
the same time, water quenching also caused a sudden drop in
temperature in and outside the ore, which further expanded
the original grain boundary cracks of the minerals.

Figure 9 showed the influence of cooling method on size
fraction distribution of grinding products after pulsed micro-
wave pretreatment with high power. As shown in Figure 9,

Figure 3: Planetary ball mill with four platforms.
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water quenching can improve grinding better than natural
cooling. When the lead-zinc ore was irradiated by pulsed
microwave with power of 7 kW for 15 seconds, the yields of
the coarse fraction (260-380μm) with water quenching
decreased from 11.54% to 10.59% compared with natural
cooling, and the yields of fine fraction below 0.074mm
increased from 49.58% to 52.71%.

3.4. Analysis and Comparison between the Effect of
Continuous Microwave and Pulsed Microwave on the
Particle Size of Grinding Products. Figure 10 showed the com-
parison diagrams of size fraction distribution of grinding
products under different cooling methods with continuous
and pulsed microwave pretreatment. It can be seen from

Figure 10 that the grinding effect after pulsed microwave
pretreatment was better than that of continuous microwave
pretreatment in both natural cooling and water quenching,
and the percentage composition of coarse and medium size
fraction is less than that by continuous microwave pretreat-
ment. The content of fine fraction below 0.074mm after
pulsed microwave pretreatment was all larger than that by
continuous microwave pretreatment, which increased by
0.97% under natural cooling and increased by 1.25% under
water quenching.

In summary, the grindability of the ore after pulsed
microwave pretreatment was improved compared with con-
tinuous microwave pretreatment under the same microwave
power and irradiation time. The yields of size fraction below

Table 2: Grinding test plan of lead-zinc ore with microwave pretreatment.

Test label
Microwave pretreatment parameters Grinding parameters

Microwave type
Power
(kW)

Time
(s)

Cooling
method

Speed
(rad/min)

Grinding
time (min)

1# No microwave irradiation / / / 400 10

2# Continuous microwave 0.8 70 Nature cooling 400 10

3# Continuous microwave 0.8 70 Water quenching 400 10

4# Continuous microwave 7 15 Nature cooling 400 10

5# Continuous microwave 7 15 Water quenching 400 10

6#
Pulsed microwave, pulse width was 1ms,

working frequency was 500Hz
7 (peak) 15 Nature cooling 400 10

7#
Pulsed microwave, pulse width was 1ms,

working frequency was 500Hz
7 (peak) 15 Water quenching 400 10
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0.074mm increased at different degrees. It produced hys-
teresis phenomenon of rebound deformation because of
the thermal stress formed by pulsed microwave pretreat-
ment loads and unloads. And it caused irreparable residual
deformation in the ore. The fatigue failure occurred in the
ore promoted the grinding of lead-zinc ore as the circula-
tion of load and unload increased. Therefore, the effect of
pulsed microwave pretreatment on the grinding of lead-
zinc ore was improved compared with continuous micro-
wave pretreatment.

3.5. Effect of Microwave Pretreatment on Grinding Fineness.
The lead-zinc ore was pretreated by microwave under differ-
ent conditions, and then, it was milled for 10 minutes by
planetary ball mill. Finally, the grinding fineness under
different microwave pretreatment conditions was achieved
by comparing and analyzing the yields of below 0.074mm.

It can be seen from Figure 9 that the particle size yield of
below 0.074mm was 36.08% after grinding without micro-
wave irradiation. When the continuous microwave irradia-
tion was applied for 70 seconds with power of 800W, the
particle size yield of grinding products below 0.074mm after
natural cooling was 41.38%, improved by 5.30% compared
with the untreated. The grinding fineness of the samples with
pulsed microwave pretreatment was also higher than that
with continuous microwave pretreatment under the same
condition. This indicated that the lead-zinc ore pretreated
by pulsed microwave could save more energy and improve
the grinding fineness of the samples. For example, the parti-
cle size yield of grinding products below 0.074mm was
52.71% after water quenching when the pulsed microwave
was 7 kW and the irradiation duration was 15 seconds. This
was higher than that with continuous microwave pretreat-
ment under the same condition. And it was improved by

16.63% compared with the untreated, improving the grind-
ing fineness of lead-zinc ore greatly.

3.6. Effect of Microwave Pretreatment on Energy
Consumption of Grinding. In order to compare and analyze
the energy consumption of grinding for lead-zinc ore under
different microwave pretreatment conditions, the target grind-
ing fineness which the yield of below 0.074mmwas set as 50%.
According to the results of grinding tests, the ball milling time
before reaching the target fineness and the energy consump-
tion of grinding, under different microwave pretreatment
conditions, was determined and calculated. Under the condi-
tion of the same grinding fineness, the energy consumption
of the ore samples without microwave irradiation (E1) mainly
comes from the ball mill, and the calculation formula is shown
in Eq. (1). The energy consumption of the samples pretreated
by microwave (E2) was mainly composed of the energy
consumption of the ball mill during grinding (E0) and the
energy consumption generated during microwave pretreat-
ment (Em). It was calculated by Eq. (2).

E1 = P1t1, ð1Þ

E2 = E0 + Em = P1t2 + P2τ
Q
q
: ð2Þ

In Eq. (1) and Eq. (2), P1 was the power of ball mill (kW),
t1 was the grinding time reaching the target fineness without
microwave pretreatment (hour), t2 was the grinding time
reaching the target fineness with microwave pretreatment
(hour), P2 was the power of microwave (kW), τ was time of
the microwave pretreatment (hour), Q was the give ore
amount of ball mill, which were both 0.8 kg, and q was the
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Figure 5: Effect of continuous microwave pretreatment on the particle size cumulative percentage of grinding products for lead-zinc ore.
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weight of ore samples with microwave pretreatment, which
were both 1 kg.

The grinding fineness of lead-zinc ore with different
grinding time under different microwave irradiation process
was shown in Table 3.

Figure 11 showed the influence of different ball milling
time on the grinding fineness of lead-zinc ore after micro-
wave pretreatment. It can be seen from Figure 11 that the
yields of below 0.074mm increased gradually with the
increase of grinding time. The ball milling time for reaching
the target fineness without microwave pretreatment was 15
minutes. When the power of continuous microwave was
800W and the irradiation time was 70 seconds, the ball
milling time for reaching the target fineness was 13 minutes,
saving 2 minutes compared with that without microwave

pretreatment. The ball grinding time to reach the target
grinding fineness was 12 minutes and 10 minutes, respec-
tively, with continuous microwave pretreatment and pulsed
microwave pretreatment when the power of microwave was
7 kW and the irradiation time was 15 seconds, which were
3 minutes and 5 minutes shorter than that without micro-
wave pretreatment.

It suggested the grinding time of lead-zinc ore after
microwave pretreatment was greatly shortened when the
same target fineness was achieved compared with that with-
out microwave irradiation, and the energy consumption of
grinding was also saved when the grinding efficiency was
improved.

In the laboratory condition, 1.0 kg of ore samples was
pretreated by microwave each time. The give ore amount of
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Figure 6: SEM and EDS images of lead-zinc ore after continuous microwave pretreatment.
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each ball grinding was 800 g, and the power of the ball mill
was 2.2 kW. The calculation results of energy consumption
and the total energy consumption distribution of reaching
the target grinding fineness for lead-zinc ore under different
microwave pretreatment conditions were shown in
Figure 12.

It can be seen from Figure 12 that the energy consump-
tion of lead-zinc samples without microwave irradiation
was 0.55 kW·h when the target grinding fineness was
reached. When the power of continuous microwave was

800W and the irradiation time was 70 seconds, the total
energy consumption of reaching the target grinding fineness
was reduced to 0.49 kW·h, in which the energy consumption
of microwave pretreatment was 0.01 kW·h and the energy
consumption of grinding was 0.48 kW·h. In addition, the
total energy consumption was reduced by 10.9% compared
to that without microwave irradiation. The microwave
pretreatment could reduce the comprehensive energy con-
sumption of grinding process for the lead-zinc ore obviously.
When the power of continuous microwave was 7 kW and the
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Figure 7: Effect of pulsed microwave pretreatment on size fraction distribution of grinding products for lead-zinc ore.
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irradiation time was 15 seconds, the total energy con-
sumption was 0.46 kW·h, which was 16.4% lower than that
without microwave irradiation. It showed that the compre-
hensive energy consumption decreased more obviously
with the increase of power of continuous microwave.
When the power of pulsed microwave was 7 kW and the
irradiation time was 15 seconds, the total energy con-
sumption of reaching the target grinding fineness was only

0.38 kW·h. It was 30.1% lower than that without micro-
wave irradiation, and the energy consumption decreased
the most. Pulsed microwave pretreatment was more effec-
tive in reducing the comprehensive energy consumption of
grinding process of lead-zinc ore compared with continu-
ous microwave pretreatment.

In conclusion, under the condition of achieving the same
target grinding fineness, the energy consumption of grinding
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Figure 9: Effect of cooling method on size fraction distribution of grinding products after pulsed microwave pretreatment.
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for the lead-zinc ore samples without microwave pretreat-
ment was greater than the sum of the energy consumption
of microwave pretreatment and the energy consumption of
ball milling. It indicated that the microwave pretreatment
could assist in grinding and reducing energy consumption
in the process of lead-zinc ore.

4. Conclusions

The pretreatment of lead-zinc ore with different microwave
parameters was carried out. The conclusion can be reached
as the following by analyzing the changes of particle size dis-
tribution, energy consumption of grinding, and the yields of

Table 3: Grinding fineness of lead-zinc ore with different grinding time under different microwave pretreatment conditions.

Pretreatment conditions
Pretreatment time

τ (s)
Grinding time

t (min)
Give ore amount

Q (kg)

The yields of
below 0.074mm

(%)

No microwave irradiation

0 10 0.8 37.80

0 11 0.8 40.04

0 12 0.8 42.88

0 13 0.8 45.31

0 14 0.8 47.80

0 15 0.8 50.23

Continuous microwave, power of microwave was 800W,
natural cooling

70 10 0.8 42.03

70 11 0.8 43.99

70 12 0.8 46.27

70 13 0.8 49.84

70 14 0.8 51.07

Continuous microwave, power of microwave was 7 kW,
natural cooling

15 10 0.8 46.55

15 11 0.8 48.13

15 12 0.8 49.87

15 13 0.8 51.34

Pulsed microwave, power of microwave was 7 kW, pulse width
was 1ms, working frequency was 500Hz, natural cooling

15 10 0.8 49.53

15 11 0.8 52.38
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grinding products below 0.074mm before and after micro-
wave pretreatment.

(1) Continuous microwave pretreatment could improve
the grinding efficiency of lead-zinc ore, and the
particle size of grinding products became finer with
the increase of microwave power. The yield of
grinding products below 0.074mm was 36.08%
without microwave irradiation. When the power of
continuous microwave was 800W and the irradia-
tion time was 70 seconds, the yield of grinding
products below 0.074mm after natural cooling was
41.36%, which was 5.28% higher than that of
untreated. And the particle size distribution curve
of grinding products was obviously above that with-
out microwave irradiation. This was because the
lead-zinc minerals were easy to absorb microwave
energy and converted the energy into thermal
energy under microwave irradiation, while the
gangue minerals were not easy to absorb microwave
energy. Then, thermal stress was formed in the ore
due to the temperature gradient, which leaded to
microcracks along the grain boundary of minerals,
reduced the mechanical strength of the ore, and
improved the grinding effect

(2) In summary, the grindability of the ore after pulsed
microwave pretreatment was improved compared
with continuous microwave pretreatment under the
same microwave power and irradiation time. The
yield of size fraction below 0.074mm increased in
certain degree. It produced hysteresis phenomenon
of rebound deformation because of the thermal stress
formed by pulsed microwave pretreatment loads and

unloads. And it caused irreparable residual deforma-
tion in the ore. The fatigue failure occurred in the ore
which promoted the grinding of lead-zinc ore as the
times of load and unload increased. Therefore, the
effect of pulsed microwave pretreatment on the
grinding of lead-zinc ore was improved compared
with continuous microwave pretreatment

(3) The effect of water quenching on the grinding of
lead-zinc ore was more remarkable than that of natu-
ral cooling whether it was pretreated by continuous
microwave or pulse microwave. It was because that
the water quenching can prevent healing microcracks
formed along the mineral grains’ boundaries due to
thermal stress generated by microwave irradiation.
At the same time, water quenching also causes a sud-
den drop in temperature in and outside the ore,
which further expands the original grain boundary
cracks of the minerals inside the ore

(4) Under the condition of achieving the same target
grinding fineness, the energy consumption of grind-
ing for the lead-zinc ore samples without microwave
pretreatment was greater than the sum of the energy
consumption of microwave pretreatment and the
energy consumption of ball milling. When the power
of continuous microwave was 800W and the irradia-
tion time was 70 seconds, the total energy consump-
tion of reaching the target grinding fineness was
reduced to 0.49 kW·h, which was reduced by 10.9%
relative to that without microwave irradiation. When
the power of continuous microwave was 7 kW and
the irradiation time was 15 seconds, the total energy
consumption was 0.46 kW·h, which was 16.4% lower
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than that without microwave irradiation. When the
power of pulsed microwave was 7 kW and the irradi-
ation time was 15 seconds, the total energy consump-
tion of reaching the target grinding fineness was only
0.38 kW·h. It was 30.1% lower than that without
microwave irradiation, and the energy consumption
decreased the most. Pulsed microwave pretreatment
was more effective in reducing the comprehensive
energy consumption of grinding process of lead-
zinc ore compared with continuous microwave
pretreatment
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This paper investigates the temporal-spatial characteristics of ground displacements as well as vertical and horizontal displacements
and axial forces in existing piles induced by twin shield tunneling in clays. To that end, a case study and three-dimensional (3D)
finite element (FE) analysis were performed. Based on the in situ monitoring data from the presented twin tunneling case
history with existing piles beneath, the adopted 3D FE method was validated to be competent to yield reasonable simulation
results. The validated 3D FE method was then used to analyze the effects of the distance between the tunnel and the pile, the
distance between tunnel faces, and the pile length on the horizontal and vertical displacements and axial stresses in piles. It was
found that the horizontal displacement distribution forms along the pile shaft for the front piles are similar to that for the back
piles, whereas the magnitudes of the horizontal displacements of the front piles are slightly larger than that of the back piles.
The interactions between piles in the pile group provide protection of the middle piles in the pile group against twin tunneling
effects. With a reduction in the distance between the tunnel and the pile, the pile displacements and stresses increase
nonlinearly. With an increase in the distance between tunnel faces, the maximum positive pile displacements and the maximum
and minimum axial pile stresses increase, while the maximum negative pile displacements and the difference between the
maximum and minimum axial pile stresses decrease.

1. Introduction

In congested urban cities, one of the effective means of
relieving traffic pressure is to construct metros. The metro
tunnels, in many cases, are adjacent to pile-supported
structures [1, 2]. Studies have indicated that tunneling
adjacent to pile-supported structures can induce ground
movements [3], excessive lateral pile displacements [4],
and reduction in structure bearing capacity and stability
[5]. This will pose serious risks to people’s lives and prop-
erties. Consequently, it is significant to investigate
tunneling-induced ground movements and pile group
responses [6–11].

Prediction of ground movements induced by tunneling
can be made employing numerical analyses [12, 13], analyti-
cal expressions [14–16], artificial neural networks [17], and
empirical methods [18]. The empirical methods have been
proposed on the basis of the Gaussian error function [19–
22] and are widely used in engineering practices because of
convenience and simplicity [23]. However, limitations of
the empirical methods exist, which include taking no account
of the tunnel geometry, ground condition, and construction
technique and providing insufficient information about sub-
surface settlements and horizontal displacements [24, 25].

Tunneling-induced ground movements affect the
responses of the adjacent pile group because of the tunnel-
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soil-structure interaction effect [26, 27]. This effect is depen-
dent on factors such as the location of the pile relative to the
tunnel, pile working load, cover-to-diameter ratio, and pile
and tunnel dimensions [28]. To better understand this vital
issue, researchers have carried out numerous studies based
on different methods such as field monitoring [29], theoreti-
cal analysis [30], numerical simulation [31], and experimen-
tal investigation [32]. Actually, each of these methods has its
ownmerits. The merits of numerical simulation, for example,
are being able to account for the tunnel-soil-pile interaction
effect, soil heterogeneity, and complex boundary conditions
[33].

Pile group responses to tunneling can vary slightly,
depending on the characteristics of the stratum in which
tunneling occurs [34–36]. Studies on pile group responses
to tunneling in a clay stratum are available in the literature.
Ieronymaki et al. [37] conducted a comparative study into
the effects of methods of tunneling in stiff clay on ground
movements. It was found that the closed-face method con-
trolled best the volume loss, while the open-face shield exca-
vation method produced the largest tunnel cavity ovalization.
Cattoni et al. [38] investigated the coupled hydromechanical
processes related to shield tunneling in soft clays. A new
method for predicting the displacement and internal force
of constructed tunnels induced by adjacent excavation with
dewatering was proposed by Guo et al. [35]. Using the force
relaxation technique and finite difference program, Shiau
et al. [39] analyzed the ground settlements induced by circu-
lar tunneling in soft clay. Son [40] made an analysis of struc-
ture responses to ground movements induced by tunneling
in clay soils. Wang and Li [36] investigated the deformation
and failure of surrounding rock after tunnel excavation under
different joint network and groundwater conditions. Laver
et al. [41] proposed a new method of estimating long-term
ground movements induced by tunneling in London clay.
Sun et al. [42] performed three-dimensional coupled consol-
idation finite element analyses to study the influence of con-
solidation on the tunnel response to excavation. However,
the focus of most of these studies is on single-line tunnels.
The effects of twin tunneling in a thick clay stratum on
ground movements and pile group responses have not been
fully captured.

Twin tunneling is becoming common with the develop-
ment of urban underground traffic systems [43–45]. How-
ever, the number of studies available into the effects of twin
tunneling on ground movements and pile group responses
is limited. Moreover, most of the studies available are mainly
focused on the effects of twin tunneling in dry sand [46–48].
Thus, twin tunneling-induced ground movements and pile
group responses still remain poorly understood, especially
for twin tunneling in a thick clay stratum.

The present study is targeted at investigating the ground
surface settlements and pile group responses induced by twin
tunneling in clays. 3D finite element analysis was performed
to capture the development of ground surface settlements
and pile group responses with advancing tunneling steps
and to ascertain the effects of the distance between the tunnel
and the pile, the distance between tunnel faces, and the pile
length on the pile group responses on completion of tunnel-

ing. The performance of the 3D finite element analysis has
been verified by the in situ monitoring data. The results
obtained in this study have the potential to guide the protec-
tion of the pile group adjacent to twin tunneling.

2. Case History

2.1. Overview. The considered case history is a twin
tunneling-by-shield tunneling machine for the construction
of Hefei Metro Line 2 in Hefei, China. The twin tunneling
passes underneath the Wulidun Overpass in the mileage
range of SK26+050–SK26+450 between Qingyang Road Sta-
tion and Xiyuan Road Station. The Wulidun Overpass, sup-
ported by a pile group, is located at the intersection of West
Changjiang Road, Tunxi Road, and Hezuohua Road. It has
connected the traffic in 17 flow directions. The maximum
height of theWulidun Overpass is 21m from the ground sur-
face. The superstructure of the Wulidun Overpass is a con-
tinuous beam on many supports. Figure 1 shows the
location of the engineering site.

2.2. Parameters for the Ground, Tunnel, and Pile Group. The
twin tunnels (i.e., the right and left tunnels) were excavated in
a thick clay stratum and have a cover depth of 20m, as
depicted in Figure 2. The clay’s engineering properties have
been investigated by the authors and reported elsewhere
[49–52]. The horizontal distance between the tunnel axes of
the left and right tunnels is 28m. The pile group foundation
is composed of 8 bored concrete piles of 1m in diameter and
30m in length. The distance between the centers of any two
adjacent piles in the pile group foundation is 3m. The short-
est distance between the pile group foundation and the left
tunnel is 3m. Three different strata (i.e., backfill soil, clay,
and weathered rock) are penetrated by the pile group founda-
tion. The pile cap is 12m in length, 6m in width, and 1m in
height. Besides, the tunnel segments’ internal diameter,
thickness, and ring width are 5.4, 0.3, and 1.5m, respectively.
The thickness of the grouting in the TBM tail interspace is
0.1m.

2.3. Instrumentation. To ensure stability and safety for
tunneling construction and the adjacent pile group, instru-
ments of different types were installed at various positions
to monitor the responses of the tunnel structure, ground sur-
face, and pile group at different tunneling steps. The mea-
surement items, instruments, and monitoring point
arrangement for the considered case history are summarized
in Table 1. As shown in the table, the measurement items
include the ground surface settlement, tunnel vertical dis-
placement, tunnel peripheral convergence, pile cap settle-
ment, pile cap tilt, pile cap differential settlement, pile cap
fissure, and Wulidun Overpass beam stress. The adopted
instruments consist of the precise leveling instrument, steel
ruler, convergence gauge, laser range finder, total station,
reflector, crack gauge, vernier caliper, and taseometer.
Figure 3 depicts the arrangement of the monitoring points
in the field. The distance between two neighboring monitor-
ing points can be 2.5, 3.5, or 5m. The symbol “DBC” repre-
sents the instrumented section in the transverse direction

2 Geofluids
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along the tunnel axis. “DBCL” and “DBCR” denote, respec-
tively, instrumented sections in the tunnel axis direction
above the left and right tunnels.

3. Three-Dimensional Finite Element Analysis

3.1. Modeling of the Pile Group, Strata, and Their Interaction.
Numerical modeling of the pile group, soil strata, and pile-
soil interaction is established using the finite element
method. Figure 4 shows the meshing of the numerical
models based on MIDAS GTS NX [53]. A spatial model
size of 78m × 60m × 60m (i.e., x × y × z) is selected for
the purpose of minimizing the potential boundary effects
as much as possible. As for the model boundary condi-
tions, normal restraints are applied to the four vertical
boundaries and base boundary, while the top boundary
is free. Therefore, there is no normal movement for the
vertical boundaries and no movement for the base bound-

ary. Tetrahedral elements are adopted here to mesh the
soil, pile cap, lining segments, and bored concrete piles.
The TBM shell and grouting are modeled using shell ele-
ments. Table 2 summarizes the mechanical parameters of
the materials used in numerical modeling. In this table,
the parameters for the geomaterials, including backfill soil,
clay, and weathered rock, were obtained by performing in
situ and laboratory tests. It is noted that the elasticity
modulus of the weathered rock is significantly greater than
that of the backfill soil and the clay, whereas the difference
among the other four parameters of the three types of
soils is not very significant. For the artificial materials
(i.e., grouting, segment, shield, and pile), the parameters
were obtained from design specifications or from empirical
values. Note that there are no cohesion and no internal
friction angle for these artificial materials as their constitu-
tive behavior was simulated with a linear elastic model in
the numerical analysis.

Table 1: Summary of the in situ monitoring information.

Item Instrument Arrangement

Ground surface settlement Precise leveling instrument; steel ruler Interval of instrumented sections = 20m; built-up areas

Tunnel vertical displacement Precise leveling instrument; steel ruler Interval of instrumented sections = 5m
Tunnel peripheral convergence Convergence gauge; laser range finder Interval of instrumented sections = 5m
Pile cap settlement Precise leveling instrument; steel ruler On the two sides of each pier perpendicular to the tunnel axis

Pile cap tilt Total station; reflector On the two sides of each pier perpendicular to the tunnel axis

Pile cap differential settlement Precise leveling instrument; steel ruler Each pier

Pile cap fissure Crack gauge; vernier caliper On the two sides of each fissure

Wulidun Overpass beam stress Taseometer In the middle of the bridge beam and slab structure
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Figure 3: Schematic diagram of the in situ monitoring point arrangement.
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In numerical modeling, the interaction between the pile
and the surrounding soil is simulated by generating interface
elements in the pile-soil interface based on the Coulomb fric-
tion theory. A summary of the parameters for the interface
elements generated in numerical modeling is presented in
Table 3. As presented in Table 3, there are in total four differ-
ent parameters required for the contact elements. Consid-
erations on determining the magnitudes of the interfacial
shear modulus, normal modulus, cohesion, and internal
friction angle are presented as follows. The interface ele-
ments have a shear modulus of 80% of the elastic modulus
of the piles. The normal modulus of the interface elements
is taken as 10 times the shear modulus of the interface ele-
ments. For convenience, the cohesion and internal friction
angle for the interface elements are regarded approxi-
mately to be equivalent to that of the surrounding soil in
contact with the piles.

3.2. Modeling of Twin Tunneling. For numerically simulating
the twin tunneling process, several assumptions have to be
made. First, take no account of the effects of permeation
and hydraulic pressure induced by groundwater. Second,
assume that the soil strata are isotropic, homogeneous, elas-
tic, perfectly plastic materials. Third, take no account of the
ultimate consolidation settlement of soil.

Before tunneling, initial gravity stress is applied to soil
strata. Then, reset the displacement of soil strata to zero.
The weight of the overpass supported by the pile group is
equivalent to a uniform load of 2MPa applying on the pile
cap. Twin tunneling starts from y = 0m and progresses step
by step until reaching y = 60m. The length of two segments
(i.e., 3m) is selected as the progressing distance of each step.
During twin tunneling, the tunnel face of the left tunnel gets
ahead of the tunnel face of the right tunnel with a distance of
30m between these two tunnel faces, as shown in Figure 5.

The procedure for numerically simulating twin tunneling
is as follows. First, remove the initial soil elements included
in a progressing distance (i.e., 3m), apply a normal compres-
sive stress of 0.2MPa on the tunnel face, and install two
pieces of lining segments under the protection of the TBM
shell. Second, progress the TBM for a progressing distance
of 3m and grout in the interspace of the TBM tail with a
grouting pressure of 0.2MPa. Third, release the grouting
pressure after the hardening of the grout is achieved. Repeat
the aforementioned three steps until finishing twin
tunneling.

3.3. Parametric Analysis. The finite element method has been
used in this research work for the analysis of pile group
responses to twin tunneling at different distances between
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Figure 4: Meshing of numerical models.

Table 2: Material parameters for numerical analysis.

Material Elasticity modulus (MPa) Unit weight (kN/m3) Poisson’s ratio Cohesion (kPa) Internal friction angle (°)

Backfill soil 13 19 0.35 10 8

Clay 37 20.3 0.33 40 20

Weathered rock 100 26 0.3 35 30

Grouting 10 23.6 0.3 / /

Segment 30000 24.5 0.2 / /

Shield 200000 78.5 0.3 / /

Pile 33000 25 0.2 / /
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the tunnel and the pile, different distances between tunnel
faces, and different pile lengths. Keeping the distance
between the left and right tunnels constant, five different dis-
tances between the tunnel and the pile which are 3m (i.e.,
0:5D (D is the tunnel diameter)), 6m (i.e., 1D), 9m (i.e., 1:5
D), 12m (i.e., 2D), and 15m (i.e., 2:5D) are considered. Note
that the distance between the tunnel and the pile is the min-
imum horizontal distance between the left tunnel and the pile
group. Also, five different distances between tunnel faces,
defined as the difference in the y-coordinate values of the left
tunnel face and the right tunnel face, are considered for cap-
turing the effects of this parameter on the displacement and
stress behavior of the pile group. The considered distances
between tunnel faces are 10, 20, 30, 40, and 50m. The consid-
ered four different pile lengths are 10, 20, 30, and 40m.

4. Development of Ground and Pile
Responses with Advancing Tunneling Steps

4.1. Ground Surface Settlements. The tunneling-induced
ground surface settlements at y = 21m by the 3D finite ele-
ment analysis and in situ monitoring are shown in Figure 6.
In general, a good agreement between the 3D finite element
analysis and in situ monitoring results can be observed. This
indicates that the 3D finite element method adopted in this
study has the ability to well capture the responses of the
ground surface to twin tunneling at different tunneling steps.
Moreover, it can be seen that as the tunnel face approaches
y = 21m, the ground surface settlements increase gradually.
However, the rates of increases in the ground surface settle-
ments decrease as the tunnel face exceeds y = 21m. The set-
tlement versus step curves of steps 5 to 9 show that, when
the distance between the left tunnel face and y = 21m is less
than 1D, the variation of the ground surface settlements
reaches the maximum, which is 3.2mm. However, when that
distance is larger than 2D, the variation of the ground surface
settlements with progressing tunneling steps is relatively
small with a maximum value of 1.3mm, as indicated by
ground settlements of steps 13 to 32. Particularly, no matter
what the tunneling step is, the ground surface settlement at
the tunnel axis is larger than that at other locations. The max-
imum ground surface settlement, which is 6.9mm, is
achieved at the left tunnel axis at tunneling step 32.

The ground surface settlements at the right tunnel axis
are similar in tendency to that at the left tunnel axis. How-
ever, the maximum variation of the ground surface settle-
ments at the right tunnel axis when the right tunnel face is
in the area of ±D with respect to y = 21m is 3.6mm, which
is slightly larger than that at the left tunnel (i.e., 3.2mm).
The ultimate ground surface settlement at the right tunnel

axis is the maximum, which is 8.4mm. In addition, previous
studies have indicated that the tunneling influence zones
depend primarily on parameters such as the tunnel diameter,
tunnel cover depth, and soil parameters [54–56]. Based on
the calculation methods used in the literature and the practi-
cal conditions presented in this research work, the diameter
of the tunneling influence zones for twin tunneling is approx-
imately 23m. Thus, obvious superimposed effects can be
observed for the ground surface settlements between the
two axes of the left tunnel and the right tunnel.

Due to the fact that the pile group is nearer to the left tun-
nel than to the right tunnel, the inhibiting effects of the pile
cap on the ground surface settlement are more observable
at the left tunnel axis compared to the right tunnel axis.
Hence, the maximum superimposed effects of twin
tunneling-induced ground settlements occur at a data collec-
tion point that is nearer to the left tunnel than to the right
tunnel.

Figure 7 presents the ground surface settlements at y = 4
m obtained by the 3D finite element analysis and in situmon-
itoring for various tunneling steps. A comparison between
Figures 6 and 7 indicates that the settlement curves presented
in Figure 6 are in a better symmetry with respect to x = 0
compared to the settlement curves presented in Figure 7. It
is indicated by Figure 7 that the ultimate ground surface set-
tlements at the left tunnel axis and at the right tunnel axis are,
respectively, 6.9mm and 8.6mm. The maximum superim-
posed effects of twin tunneling-induced ground surface set-
tlements occur almost in the lateral middle of the two
tunnels, which is in good agreement with the ground surface
settlements’ tendency predicted using the Peck formula.
Consequently, the pile-to-tunnel distance affects significantly
the twin tunneling-induced ground surface settlements.

A comparison of the ground surface settlement at Point
A and the pile cap settlement at Point B by the 3D finite ele-
ment analysis and in situ monitoring is shown in Figure 8.
Points A and B are at y = 30, as depicted in Figure 5. The
comparison indicates that when the distance between the left
tunnel face and y = 30 is less than 2:5D, the settlements at
Points A and B increase with progressing tunneling steps at
a relatively high rate. However, when that distance is larger
than 2:5D, the rate of increase in the settlements at Points
A and B reduces gradually until reaching a steady settlement.
The ultimate settlements at Points A and B are, respectively,
3.6mm and 4.6mm. During the whole tunneling process, the
settlement at Point A is consistently larger than that at Point
B. This is because the pile cap stiffness is greater than the
ground stiffness. The stability of the pile group is reduced
due to the relative displacement between the pile and the soil
around the pile resulting from the differential settlements
between them. Thus, special attention should be paid to that
issue in practical engineering so as to avoid undesirable
accidents.

4.2. Horizontal Pile Displacement. The finite element analysis
results indicate comparable horizontal displacements for dif-
ferent piles in the group. Therefore, for convenience, in this
section, only the horizontal displacement of Pile 1 is dis-
cussed. Figure 9 shows the variation of the horizontal

Table 3: Parameters for contact elements.

Parameter Value

Shear modulus (MPa) 26400

Normal modulus (MPa) 264000

Cohesion (kPa) 36

Internal friction angle (°) 28
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displacement of Pile 1 with tunneling steps. Note that in
Figure 9, the monitored horizontal pile displacement is only
available at the pile top due to the difficulty in installing
instruments on the pile shaft below the ground surface. It
can be indicated that the horizontal displacement of Pile 1
is relatively small at tunneling steps 1 to 7. During these
tunneling steps, the shortest distance between the tunnel face
and the pile group is larger than 2D. When this distance
decreases from 2D to 1:5D, the horizontal displacement of
Pile 1 increases gradually. In addition, the distribution along
the pile shaft of the horizontal displacement of Pile 1 is
approximately S-shaped, with the horizontal displacements

at the pile top and bottom being negative and at the cover
depth of the tunnel centerline being positive.

During tunneling steps 7 to 10, when the shortest dis-
tance between the tunnel face and the pile group is no more
than 1D, the variation of the horizontal displacement of Pile
1 is the maximum. Similarly, the variation of the horizontal
displacement of Pile 1 at the cover depth of the tunnel center-
line reaches the maximum (i.e., 1.3mm). The maximum hor-
izontal displacement of Pile 1 at the cover depth of the tunnel
centerline (i.e., 1.9mm) is achieved at tunneling step 10. The
negative displacements at the pile top and pile bottom
remain increasing when the tunneling step progresses from
7 to 10. Because the pile bottom is penetrated into bedrock,
the horizontal displacement of the pile bottom is slightly
smaller than that of the pile shaft above the pile bottom,
which results in a point of inflection for the pile shaft. Pro-
gressing tunneling steps from 11 to 15, it is found that the
positive horizontal displacement at the cover depth of the
tunnel centerline decreases, while the negative horizontal dis-
placements at the pile top and pile bottom increase. The max-
imum negative horizontal displacement is 2.4mm. No
apparent variation occurs of the horizontal displacement of
Pile 1 after reaching tunneling step 15, when the shortest dis-
tance between the tunnel face and the pile group is larger
than 3D. A point of inflection is generated at the pile shaft
of the cover depth being slightly smaller than that of the tun-
nel centerline. The horizontal displacements of the pile shaft
above the point of inflection decrease with an increase in the
tunneling steps due to a relatively looser constraint that back-
fill soil poses on the pile shaft than clay.

In fact, during the whole tunneling process, the primary
reason for a gradual increase in the positive horizontal
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displacement of Pile 1 is that the support pressure of the left
tunnel is larger than the stress-releasing effects of the soil
around the left tunnel induced by the left tunneling. How-
ever, the positive horizontal displacement of Pile 1 will be
restrained and even reduced due to the gradual decrease in
the left tunnel support pressure caused by the TBM shell’s
absence and hardening of the grout and due to the support
pressure induced by the right tunneling.

Figure 10 shows horizontal displacements of different
piles in the pile group foundation at tunneling step 32. For
convenience, Piles 1, 2, 3, and 4, which are nearer to the left
tunnel compared to the other four piles, are termed the front
piles, and the other four piles (i.e., Piles 5, 6, 7, and 8) are
termed the back piles. It can be seen from Figure 10 that
the ultimate horizontal displacements of the front piles are

generally larger than that of the back piles, although their dis-
tributions along the pile shaft of the ultimate horizontal dis-
placements are similar in form. The positive horizontal
displacements of the front piles at the cover depth of the tun-
nel centerline are larger than that of the back piles, resulting
from a larger support pressure of the left tunnel subjected by
the front piles than by the back piles due to a relatively
smaller distance between the front pile and the left tunnel.

Figure 10 also indicates that the negative horizontal dis-
placements at pile tops and pile bottoms of the front piles
are larger than that of the back piles. This involves two rea-
sons, which are, first, a relatively larger value for the left
tunneling-induced stress-releasing effects subjected by the
front piles than by the back piles and, second, a smaller value
for both the right tunneling-induced stress-releasing effects
and the support pressure of the right tunnel resulting from
the shielding effects of the back piles. Consequently, the dis-
tributions along the pile shaft of the horizontal displacement
are similar in form between the front and back piles, but the
magnitude of the horizontal displacement of the front piles is
slightly larger than that of the back piles.

4.3. Vertical Pile Displacement. Figure 11 shows the variation
of the vertical displacement of Pile 1 with tunneling steps. It
is indicated that the pile top settles most, and the settlements
at the pile shaft decrease gradually with an increase in the
cover depth till reaching maxima at a cover depth. After this,
the pile shaft heaves slightly. The settlement of Pile 1 is no
more than 1mm from tunneling steps 1 to 5 when the short-
est distance between the tunnel face and the pile group
exceeds 2D. The rate of increase in the vertical displacement
of Pile 1 increases with progressing tunneling steps from 5 to
11, during which the shortest distance between the tunnel
face and the pile group reduces from 2D to 1D. After reaching
tunneling step 11, the rate of increase in the vertical displace-
ment of Pile 1 starts to reduce until tunneling step 15, after
which the vertical displacement of Pile 1 turns to be an
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almost steady value. At last, the pile top settlement reaches
the maximum with a value of 3.9mm, while a maximum
heave (i.e., 0.5mm) appears at the pile bottom.

The vertical displacement of the pile and its distribution
along the pile shaft are attributed to the tunneling-induced
stress-releasing effects subjected by the soil around the tun-
nel, which can induce movements of the soil around the tun-
nel and of the pile penetrated in the soil to the tunnel
centerline. Moreover, the magnitude and direction of this
movement of the pile depend primarily on the relative loca-
tion and distance between the tunnel centerline and the pile
shaft.

It is observed from Figure 12 that the vertical displace-
ments of the front piles are larger in magnitude than that of
the back piles. Among the front piles, the two corner piles
(i.e., Piles 1 and 4) settle most compared to the other front
piles. But the vertical displacements of Piles 6 and 7 in the
back piles are the minima. Nevertheless, the distributions
along the pile shaft of the vertical displacement of all the piles
in the pile group are almost identical. Thus, twin tunneling-
induced pile responses are varied for different piles in the pile
group. By comparison, the corner piles in the pile group are
more susceptible to twin tunneling than the middle piles,
demonstrating that the interactions between piles in the pile
group provide protection of the middle piles in the pile group
against twin tunneling effects.

4.4. Axial Pile Stress. The distributions along the pile shaft of
the axial stresses of different piles in the pile group are pre-
sented in Figure 13. It is observed that all the piles are under
compression over the entire pile shaft with a most identical
distribution form of axial pile stress. The compressive stress
along the pile shaft increases from the ground surface to
the cover depth of the tunnel centerline. After reaching the
cover depth of the tunnel centerline, the magnitude of the
compressive stress decreases with a further increase in the
cover depth. Hence, the maximum compressive stress in Pile
1 (i.e., 17.3MPa) is achieved at the cover depth of the tunnel
centerline, while the compressive stress at the bottom of Pile
13, which is 9.3MPa, is the minimum.

Before twin tunneling, initial compressive stress exists in
the pile group, which is generated by the pile weight and the
uniform load applied on the pile cap. However, this initial
compressive stress has been changed since the beginning of
twin tunneling, resulting from the relative displacement
between the pile shaft and the soil around the pile induced
by the soil’s stress-releasing effects. The magnitude of the rel-
ative displacement in the pile-soil interface depends primar-
ily on the cover depth of the pile shaft. Above the pile shaft of
the cover depth of the tunnel centerline, the relative
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displacement in the pile-soil interface induces negative fric-
tion along the pile-soil interface, and the magnitude of which
increases with an increase in the cover depth. On the con-
trary, positive friction has been induced along the pile-soil
interface below the pile shaft of the cover depth of the tunnel
centerline. Consequently, the magnitude of the twin
tunneling-induced compressive stress increases with an
increase in the cover depth of the pile shaft until reaching
the cover depth of the tunnel centerline, after which a further
increase in the cover depth of the pile shaft results in a reduc-
tion in the compressive stress along the pile shaft.

5. Discussion

5.1. Effect of the Distance between the Tunnel and the Pile.
Figure 14 shows the variation of the twin tunneling-
induced horizontal displacement of Pile 1 with the distance
between the tunnel and the pile. When the distance between
the tunnel and the pile increases from 3m to 9m, Pile 1
moves more further to the left tunnel, which means a reduc-
tion in the horizontal displacement of Pile 1. Particularly, the
variation of the maximum horizontal displacement of Pile 1
is larger than that of any other horizontal displacement of
the pile shaft. A rather small horizontal displacement ranging
from -0.3 to 0.2mm is produced of Pile 1 at a pile-to-tunnel
distance of 9m. The pile group approaches the right tunnel
gradually when the pile-to-tunnel distance increases from 9
to 15m. At this time, the horizontal displacement distribu-
tion along the pile shaft of Pile 1 becomes apposite to the case
where the pile-to-tunnel distance is 3 or 6m.

Figure 15 presents the vertical displacements of Pile 1
induced by twin tunneling at different distances between
the tunnel and the pile. Pile settlement occurs at all the con-
sidered distances between the tunnel and the pile. The effects
of the left tunneling on pile settlement decrease with an

increase in the distance between the tunnel and the pile,
which is characterized by a reduction in the vertical pile dis-
placement. The pile top settlement reduces from 3.9 to 3mm,
and the vertical displacement at the pile bottom changes
from 0.5 to -0.1mm when increasing the distance between
the tunnel and the pile from 3 to 12m. The pile group
becomes closer to the right tunnel than to the left tunnel at
a distance between the tunnel and the pile of 15m. In this cir-
cumstance, the vertical pile displacement is affected predom-
inantly by the right tunnel rather than the left tunnel.

The axial stress of Pile 1 induced by twin tunneling at dif-
ferent distances between the tunnel and the pile is shown in
Figure 16. It is shown that the axial stress distributions along
the pile shaft are consistent at different distances between the
tunnel and the pile. The maximum axial pile stress reduces
slightly with an increase in the distance between the tunnel
and the pile due to a lower magnitude of the relative displace-
ment in the pile-soil interface.

Consequently, the horizontal pile displacement is most
susceptible to the distance between the tunnel and the pile
compared to the other responses of the pile group to twin
tunneling. Thus, in engineering practices, a larger distance
between the tunnel and the pile is recommended for twin
tunneling adjacent to an existing pile group foundation.
Moreover, it should be taken into consideration that the
distance between the left and right tunnels is subjected
to constraints. By comparison, the optimal distance
between the tunnel and the pile for the engineering case
presented herein is 9m. More importantly, a recommen-
dation can be made for the design of twin tunneling adja-
cent to an existing pile group that the pile group should
be placed in the middle of the left and right tunnels in
order to minimize the adverse effects of twin tunneling
on pile group responses.
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5.2. Effect of the Distance between Tunnel Faces. Figure 17
shows the variations of the maximum positive and negative
horizontal displacements of Pile 1 on completion of twin
tunneling with the distance between tunnel faces. From this
figure, it can be indicated that both the maximum positive
and negative horizontal displacements increase nonlinearly
with an increase in the distance between tunnel faces. How-
ever, the rate of the increase becomes smaller at a larger mag-

nitude of the distance between tunnel faces. When the
distance increases from 10 to 50m, the maximum positive
and negative horizontal displacements increase, respectively,
from approximately 0.195mm to about 0.235mm and from
approximately 0.185mm to about -2.0175mm to about
-1.9975mm. Nevertheless, the effect of the distance between
tunnel faces on the maximum horizontal displacement of
Pile 1 is negligible, as the variations in these values are gener-
ally less than 0.1mm which can be also neglected.

Figure 18 presents the variations of the maximum posi-
tive and negative vertical displacements of Pile 1 on comple-
tion of twin tunneling with the distance between tunnel faces.
It is shown that when the distance between tunnel faces
increases from 10 to 50m, the variation of the maximum pos-
itive vertical displacement is less than 0.01mm, while the var-
iation of the maximum negative vertical displacement is less
than 0.25mm. These extremely small variations demonstrate
that the distance between tunnel faces has a trivial effect on
the maximum positive and negative vertical pile displace-
ments induced by twin shield tunneling in clays. In addition,
a further comparison between the variational trends in
Figures 17 and 18 indicates that the maximum positive dis-
placements in both the horizontal and vertical directions
are one order of magnitude lower than the maximum nega-
tive displacements in both the horizontal and vertical direc-
tions. Hence, increasing the distance between tunnel faces
within certain limits does benefit the stability of the pile
group.

The variations of the maximum and minimum axial
stresses of Pile 1 on completion of twin tunneling with the
distance between tunnel faces are shown in Figure 19. It is
observed that the maximum and minimum axial pile stresses
increase slightly, while the difference between the maximum
and minimum axial pile stresses decreases with an increase in
the distance between tunnel faces. This demonstrates that a
relatively uniform distribution of the axial pile stress along
the pile shaft can be achieved by increasing the distance
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between tunnel faces. After the distance between tunnel faces
exceeds 30m, a further increase in the distance between tun-
nel faces results in no apparent variation in the horizontal
and vertical displacements and axial pile stress. Moreover, a
shorter construction period is favored in practical engineer-
ing practices for maximizing the economic benefits. Thus,
30m has been chosen as the optimal distance between tunnel
faces for the twin tunneling engineering case presented in
this study for the purpose of achieving a balance between
maximizing economic benefits and minimizing pile group
responses induced by twin tunneling.

5.3. Effect of the Pile Length. Figure 20 presents the variation
of the pile settlement with the cover depth for various pile
lengths. It is found that the maximum pile settlement occurs
at the pile bottom at relatively low pile lengths (i.e., 10 and 20
m). At relatively high pile lengths (i.e., 30 and 40m), the

maximum pile settlement occurs at a cover depth of appro-
priately 10m. In general, the maximum pile settlement
decreases with an increase in the pile length. This is mainly
because a higher pile length corresponds to a larger side fric-
tion between the pile and the soil and a greater bearing capac-
ity of the soil at the pile bottom. Moreover, the difference
between the settlements at the pile top and bottom increases
with an increase in the pile length. At the pile length of 10m,
the difference between the settlements at the pile top and bot-
tom is 0.01mm. This value increases to 1.5mm at the pile
length of 40m. Nevertheless, an increase in the pile length
from 10m to 40m leads to a decrease in the maximum pile
settlement of 0.62mm which is negligible. Therefore, it can
be noted that the effect of the pile length is trivial on the mag-
nitude of the pile settlement and is significant on the distribu-
tion of the pile settlement.

Figure 21 presents the variation of the horizontal pile dis-
placement with the cover depth for different pile lengths. It
can be seen that the distribution of the horizontal pile dis-
placement along the pile shaft is similar at different pile
lengths. At a pile length, the horizontal pile displacement
decreases with an increase in the cover depth until reaching
the cover depth of the twin tunnels (i.e., 20m). After this,
the horizontal pile displacement increases with an increase
in the cover depth until reaching a cover depth of appropri-
ately 30m. With an increase in the pile length, the horizontal
displacement at the pile top decreases till reaching the pile
length of 30m and then increases again when the pile length
increases from 30 to 40m. Moreover, it seems that an
increase in the pile length has a tendency to reduce the max-
imum negative horizontal pile displacement. However, the
reduction in the maximum negative horizontal pile displace-
ment due to an increase in the pile length is negligible.

Figure 22 presents the variations of the maximum and
minimum axial pile stresses with the pile length. It is clear
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in Figure 22 that the relatively low maximum and minimum
axial pile stresses can be achieved at a pile length ranging
between 20 and 30m. At the pile length of 10m, the maxi-
mum and minimum axial pile stresses are far beyond that
at the other three pile lengths. The reason for this is that
the side friction between the pile and the soil is greater at a
relatively low pile length.

6. Conclusions

Ground surface settlements and pile group responses
induced by twin tunneling in clays have been investigated
by performing 3D finite element analysis validated with the
in situ monitoring data. The characteristics of the develop-

ment of twin tunneling-induced ground surface settle-
ments, horizontal and vertical pile displacements, and
axial pile stresses with advancing tunneling steps were cap-
tured. The effects of the distance between the tunnel and
the pile, the distance between tunnel faces, and the pile
length on the pile group responses were discussed. The
main conclusions that can be drawn from this study are
summarized as follows:

(i) The ground surface settlements increase nonlinearly
with progressing tunneling steps. The rates of
increases in the ground surface settlements achieve
maxima when the tunnel faces reach the positions
under consideration. At any of the tunneling steps,
the ground surface settlements are greater at the tun-
nel centerlines compared to the other positions. The
maximum ground surface settlements at the center-
lines of the left tunnel and right tunnel are, respec-
tively, 7.9mm and 8.6mm

(ii) The horizontal pile displacements change from
being negative at the pile tops to being positive at
the cover depth of the tunnel centerline. A maxi-
mum horizontal pile displacement of 1.5mm is
achieved at tunneling step 9. The vertical pile dis-
placements decrease with an increase in the cover
depth until reaching a cover depth of approximately
23mm, after which a pile heave occurs. The distribu-
tions along the pile shafts of axial pile stresses are
similar for different piles in the pile group

(iii) Compared to the vertical pile displacements and
axial pile stresses, the horizontal pile displacements
are more susceptible to the distance between the
tunnel and the pile. A distance between the tunnel
and the pile of 9m is found to be optimum for the
considered engineering case. An increase in the dis-
tance between tunnel faces reduces the maximum
negative horizontal and vertical pile displacements,
improves the pile group stability, and facilitates a
more uniform distribution along the pile shaft of
the axial pile stress. The optimum distance between
tunnel faces is found to be 30m. The effect of the pile
length is more significant on the distribution of the
pile settlement than on the magnitude of the pile set-
tlement. The axial pile stresses reach the minimum
when the pile length is slightly greater than the cover
depth of the twin tunnels
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Relative density is an important index affecting the mechanical behaviors of calcareous sands. The dense sands present softening
strength, whereas the loose sands exhibit hardening strength. Furthermore, the relative density is determined based on the
maximum and minimum void ratios obtained by using the maximum and minimum dry density test. In this study, a series of
tests were carried out on various mixed graded sands to explore their material properties and the relationship between the limit
void ratio, considering the effects of test methods, equipment, and fine content. It is shown that a more accurate maximum void
ratio can be attained by using the 1000mL measuring cylinder with low rotation speed. In addition, in order to avoid particle
breakage of calcareous sands, it is suggested that the minimum void ratio should be obtained with the 1000mL compaction
cylinder combining vibration with hit. The results also show that a linear relationship exists among the limit void ratio of
various mixed graded sands. Besides, the void ratio is significantly affected by the fine content. 40% is the critical fine content
corresponding to the lowest value of the limit void ratio.

1. Introduction

Calcareous sands are special soils, which are biogenic sed-
iments and skeletal remains of marine organisms. The
main composition is calcium carbonate with a lower hard-
ness than silica sands [1–6]. They are widely distributed in
shallow, warm, and continental shelf seas. Calcareous
sands are characterized by high crushability, irregular par-
ticle shape, high intraparticle void, and complex micro-
structure. Therefore, their mechanical behaviors are quite
different from that of terrigenous sands [7–10]. With the
implementation of the Belt and Road Initiative, calcareous
sands have been a topic of interest among geotechnical
researchers recently. However, they tend to concern parti-
cle shape and breakage [11–13], biocementation [14–16],
and bearing capacity of pile foundations [17–19]. There

are few papers on maximum and minimum void ratios
and relative density of calcareous sands.

Relative density, Dr, is a crucial indicator reflecting the
compactness of noncohesive soil, which has been proposed
and widely used by domestic and foreign scholars since the
1940s [20]. It is a state parameter indicating how dense a
given sand sample or deposit is with respect to its range of
possible densities. It has a governing influence on strength
and stability of sand in filling engineering, such as embank-
ment, retaining wall, and ground improvement [21–23].
Nevertheless, the determination of the maximum and mini-
mum void ratios is the prerequisite for calculating the relative
density. Two parameters, emin and emax, cannot be directly
measured and must be determined by the maximum and
minimum dry densities of sand. Generally, the minimum
dry density ρdmin is often measured by the funnel methods
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or the measuring cylinder method, and the maximum dry
density ρdmax is usually measured by the vibration-hammer
method [24, 25].

Experimental research shows that the main factors
affecting the maximum and minimum dry densities of
sand are particle shape, uniformity coefficient, fine con-
tent, instrument size, test method, and so on. The formula
for calculating the maximum and minimum dry densities of
noncohesive soil is proposed, considering compaction power,
particle composition and shape, and particle filling [26–28].
Unfortunately, the result is far from satisfactory, because of
idealized assumptions. Meanwhile, some improved methods
are found to measure the maximum and minimum dry den-
sities of terrigenous sands [29, 30]. Previous researches
mainly focus on clean sand. In particular, characteristics of
emax and emin have been studied in the context of applicability
and accuracy of the relative density. Other studies have inves-
tigated the relation between the material properties and
emax or emin of sand. Recently, effects of fines on the limit void
ratio (emax and emin) have been a new theme to examine the
influence of fines on the physical and mechanical properties
of quartz sands among geotechnical scholars [31–34]. A large
number of test data on silty sand were examined, and a set of
empirical equations were proposed to show the effect of fine
content on the minimum void ratio [35]. Apart from these
studies, computer simulation analyses using the discrete ele-
ment method have also been carried out to study the charac-
teristics of the limit void ratio of particle mixtures. The trend
of computer simulation results resembles that obtained from
experimental tests [36–38].

Above all, compared to the number of studies on
mechanical behaviors of calcareous sands and influence fac-
tors of relative density, the impact on the relative density of
test methods and fine content of calcareous sands is rather
limited. In the present study, we aim to examine the void

ratio characteristics for calcareous sands including clean
sands and sands containing a small amount of fine-size par-
ticles (diameter < 0:075mm). Specifically, the study high-
lights the influence of test methods and equipment on
emax, emin, andDr. In what follows, binary relationships
between the maximum and minimum void ratios are
obtained. The results supplement the relevant provisions of
the national regulations, which can improve the availability
of the laboratory test.

2. Idealized Packing of Spherical Grains

Analyzing the idealized packing of spherical grains is an
effective way to understand the characteristics of soil. At
the same time, it is suitable for sand to build the physical
model based on spherical particles [39–43]. For convenience,
in theoretical calculation, it was assumed that the sand parti-
cle is completely incompressible.

2.1. Single-Size Spheres. For single-size spheres, the loosest
possible packing is shown in Figure 1(a), with the corre-
sponding maximum void ratio being calculated according
to the following equations:

V = 6D × 6D ×D = 36D3,

V s = 6 × 6 × 4
3π

D
2

� �3
= 6πD3 ≈ 18:85D3,

Vv =V −V s ≈ 17:15D3,

emax =
Vv
V s

= 0:9098,

ð1Þ

where D is the diameter of sand particles and V , V s, andVv
are the volume of sand, sand particles, and void.

(a) (b)

Figure 1: Schematic illustration of packing of single-size spheres: (a) loosest state and (b) densest state.
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On the other hand, Figure 1(b) displays the void ratio of
densest packing. The volume of sand is composed of 3 parts:
V s1 = the volume of complete sphere particles, V s2 = the vol-
ume of sand embedded in the pores above the first layer
and below the sixth layer, and V s3 = the volume of sand
embedded in the pores among three balls between the upper
and lower sides. The minimum void ratio is computed by
Equations (2)–(8). It is obvious from the above results that
the maximum and minimum void ratios are independent of
the size in the certain number of idealized single-sized
spheres:

V = 6D × 5
ffiffiffi
3

p

2 + 1
 !

D ×D = 31:98D3, ð2Þ

V s1 = 6 × 6 × 4
3π

D
2

� �3
= 6πD3 ≈ 18:85D3, ð3Þ

V s2 = 12 ×V s2 ′ = 12 × 1
4

× π

6 D
3 −

ffiffiffi
3

p
D

2 −
D
2

 !
× 2

" #3( )

≈ 0:384D3,

ð4Þ

V s3 = 120 ×V s3 ′ = 120

× π

36D
3 −

1
3 × 0:471 ×

ffiffiffi
6

p

3 −
1
2

 !
D3

" #

≈ 4:51D3,

ð5Þ

V s =V s1 + V s2 +V s3 = 23:74D3, ð6Þ

Vv = V −V s = 8:24D3, ð7Þ

emin =
Vv
V s

= 0:347: ð8Þ

2.2. Mixtures of Two Grain Sizes.When mixing two spherical
particles of different sizes, the packing is influenced by the
proportion of large and small particles in the total volume
of solids as well as by the relative sizes of the large and small

spheres. Figure 2 schematically shows the corresponding
change in emin with the percentage of fine content.

The point L expresses the densest packing of the larger
spherical particles. At first, adding smaller-size spheres to
the densest packing of large spheres results in a decrease in
the volume of void for small particles fill in the void among
the large particles, which is denoted the filling-of-voids pro-
cess with the path L‐T in the diagram. When the content of
small spheres exceeds the threshold percentage correspond-
ing to point T , a reverse trend is evident in which the volume
of void increases with the percentage of the small-size con-
tent. Subsequently, in the so-called replacement-of-solids
phase, the large-size spheres are separated and increasingly
replaced by the small-size particles until the solid is com-
posed of the smaller particles (point S). So, we can see that
emin decreases during the filling-of-voids phase and reaches
its minimum value at a certain percentage T . Then, emin
steadily increases in the course of the replacement-of-solids
phase, with the path T‐S. In practice, the value of emin ðLÞ is
similar to that of emin ðSÞ since the voids have no concern with
the size of spherical particles.

Obviously, emax of mixtures of two grain sizes may
change with the fine content similar to emin in Figure 2. But
the value may be nearly constant or slightly increase with
an addition of a very small amount of fines because the small
particles do not fill the void formed by the large spheres yet.

3. Materials and Methods

3.1. Experimental Materials. The sand samples as shown in
Figure 3 are biogenic sediments and skeletal remains of
marine organisms retrieved from the reef reclamation site
in Nansha Island, South China Sea. The total area of coral
reef in the South China Sea is about 3:8 × 104 km2, account-
ing for 5% of the total amount all around the world [44].
Most of the coral reef is located in the region of Nansha
Island in our country. Figure 4 displays the grain size distri-
bution curve of calcareous sands collected from Nansha
Island. A natural grading with grain diameter less than 5.0
mm was retained for the test. The physical parameters are
shown in Table 1. According to the characteristics of particle
sizes, the investigated materials include coarse and medium

SL

T

0

Filling-of-
voids

emin

emin(T)

Replacement-of-solids

Percentage of fine content
100%

Figure 2: Effect of fines on binary packing of spherical particles in emin.
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sand without fine particles. The main reasons are sampling
location and construction characteristics of hydraulic filling.
In the process of reef reclamation, under the action of
hydraulic screening and particle gravity, the coarse sand par-
ticle tends to accumulate near the mouth of the reclamation
site, while the fine particle tends to accumulate downstream
with the flow of water, resulting in the uneven distribution.
The sand sample used in this experiment was taken from
the shallow surface upstream. Therefore, it is poor distribu-
tion without particles below 0.1mm.

3.2. The Minimum and Maximum Dry Density Test. As is
mentioned above, relative density is an important parameter
of sand, which is analyzed by Equation (9). Nevertheless, the

limit void ratio is difficult to measure directly and needs to be
computed using Equations (10) and (11). Namely, relative
density can be obtained by measuring the maximum and
minimum dry densities:

Dr =
emax − e

emax − emin
, ð9Þ

emax =
ρwGs
ρdmin

− 1, ð10Þ

emin =
ρwGs
ρdmax

− 1, ð11Þ

where ρw is the density of water (kg/m3), ρdmin is minimum
dry density, and ρdmax is maximum dry density.

The standard [24] suggests that the minimum dry density
should be obtained by the funnel method or the measuring
cylinder method. The volume of the measuring cylinder is
500mL or 1000mL, and the mass of sand samples is 700 g.
In order to study the influence of the volume of measuring
cylinder and test methods on the minimum dry density, 3
different volume ranges (250, 500, and 1000mL) were used
in the experiment. The sand samples were experimented with
by the funnel method (M1), fast measuring cylinder method
(M2), and slow measuring cylinder method (M3). The speed
of sand falling into the measuring cylinders through funnels
was approximately 5g/s. The inversion speeds of measuring
cylinders in M2 and M3 were, respectively, 30 s/180

° and 60
s/180°. Each group of tests was repeated 3 times, and the aver-
age value was taken as the final results.

On the other hand, for the determination of maximum
dry density, there is no internationally uniform method.
China geotechnical engineers often use the vibration-
hammer method. During the test, the sand samples were
compacted and hammered to obtain the idealized maximum
dry density. In order to analyze the influence of test equip-
ment on maximum dry density, the compaction cylinder

2-5 mm 1-2 mm 0.5-1 mm

0.25–0.5 mm 0.1–0.25 mm <0.075 mm

Figure 3: Sand samples of different grain sizes.
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Figure 4: Grain size distribution curves of calcareous sands.

Table 1: Physical properties of calcareous sands.

GS d60 (mm) d30 (mm) d10 (mm) Cu Cc
2.79 2.60 0.88 0.38 6.84 0.78

Note. GS = specific gravity; d60 = limited particle size; d30 =median particle
size; d10 = effective particle size; Cu = coefficient of uniformity; Cc =
coefficient of curvature.
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with a volume of 250 and 1000mL was selected for layered
compaction. When sand samples reached a constant value,
the mass was weighed and the corresponding maximum
dry density was calculated. Similarly, every experiment was
conducted 3 times, and the average value was considered
the final results.

3.3. Test on the Relationship between the Maximum and
Minimum Void Ratios. It is well known that maximum and
minimum void ratios of sand are evaluated from laboratory
tests through two independent test methods for the mini-
mum and maximum dry densities, respectively. But previous
studies have reported that a linear correlation was derived to
express the relationship between emax and emin of terrigenous
sands [45]. For the sake of exploring the relationship of cal-
careous sands, the experimental sand samples of various dis-
tributions were mixed at random. 20 groups of sand with
diverse grading indexes shown in Figure 5 were configured.

3.4. Test on the Influence of Fine Content on the Limit Void
Ratio. Fine contents are a critical factor affecting the void

ratio of sand. For a further study, calcareous sands were
mixed with 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%,
90%, and 100% of fine particles to produce 10 groups with
diverse grain compositions. The following was determining
the minimum and maximum dry densities and computing
the limit void ratio. Before the test, sand was washed with
clean water to remove fine and clay particles on the surface
and in the inner pore of large particles.

4. Results and Discussion

4.1. The Effects of Test Methods and Equipment on Maximum
and Minimum Void Ratios. Before exploring the maximum
and minimum void ratios of sand, it is necessary to address
several important issues related to the determination proce-
dures and applicability of minimum and maximum dry den-
sities. According to the funnel method and measuring
cylinder method to estimate minimum dry density of calcar-
eous sands, the maximum void ratio was acquired. The
results in Figure 6 indicate that the value of the funnel
method was the largest, followed by the fast measuring cylin-
der method, and the slowmeasuring cylinder method was the
smallest in the same volume of measuring cylinder. What is
more, the larger the volume, the smaller the void ratio in
the similar test method.

It can also be seen that the void ratio measured by the
funnel method (M1) was smaller than that of the measuring
cylinder methods (M2 and M3), which was caused by the dif-
ferent determination operations. In the process of M1, since
the particles dropping from the funnel had a certain falling
speed, the void between particles and between the particles
and measuring cylinder was small. In particular, due to the
limitation of the funnel size, the given large particles almost
slowly fall one by one, leading to a tight sand sample. For
M3, the entire operation being carried out slowly, it only
changed the relative position of particles inside the samples.
The void was more than that measured byM1. Besides, differ-
ent volumes of measuring cylinders had a certain impact on
the experimental results. When the volume was smaller, sand
particles were more likely to be arranged in layers, which
made a higher value of the maximum void ratio. Therefore,
we should choose the slow measuring cylinder method and a
large volume of measuring cylinder to evaluate the mini-
mum void ratio in the laboratory test. Strangely, the ideal-
ized value of the maximum void ratio was unexpectedly
lower than the measured one. The main reason is that the
natural sand particles are not regular spherical, and there
are arching and cavitation inside them during determination
procedures. And particles of calcareous sands are rich in the
inner pore, displayed in Figure 7 (50 and 2000 magnification
times, respectively), simultaneously resulting in the peculiar
phenomenon.

Table 2 presents the maximum dry density and mini-
mum void ratio of sand measured by the vibratory hammer
method using a compaction cylinder with a volume of 250
and 1000mL. It is found that under the same condition, the
measured minimum void ratio with a volume of 250mL is
significantly lower than that of the 1000mL compaction
cylinder.
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The grain size distribution curves of calcareous sands
before and after vibration hammering are shown in
Figure 8. For the 250mL compaction cylinder, due to the
small inner diameter, the compaction energy was more likely
to accumulate, making the coarse particles easy to break,
which resulted in an increase in the maximum dry density
and a decrease in the minimum void ratio. Compaction
energy had a significant effect on the crushing of medium
and coarse particles. However, the grading curve did not
change significantly after being hammered in a compaction

cylinder with a volume of 1000mL. So, for the vibration-
hammer method to determine the maximum dry density of
sand, in order to be more similar to the given graded sand,
it is recommended that a 1000mL compaction cylinder
should be used. In addition, compared with the idealized
minimum void ratio, the experimental value converted from
the test on maximum dry density was different from the the-
oretical one. This is because the premise of theoretical calcu-
lation is that the sand particles are assumed to have a uniform
sphere. The shape of actual sand particles is irregular, and the
arrangement is also different.

In summary, the maximum and minimum void ratios of
a given sandy soil are not unique, but rather, they rest with
the test methods and equipment used to determine them.
For this reason, when comparing the limit void ratio of vari-
ous soils, it is an essential and prerequisite condition that
emax or emin of all soils are measured using the same test pro-
cedures (including methods, equipment, and experimental
steps) for ρdmin or ρdmax, respectively. Although these proce-
dures tend to identify the limited dry density of given sand, it
would be difficult to determine the minimum and maximum
densities in the true sense.

4.2. A Linear Relationship between Maximum and Minimum
Void Ratios. The maximum and minimum dry density test
was carried out on these 20 groups of sands. Even though
the limit void ratio was obtained from two independent tests
that have opposite targets, namely, to produce the loosest
state and the densest state of a sand sample, respectively,
yet Figure 9 indicates that there is a linear relationship
between emax and emin of the compiled sands evidently. How-
ever, when the value of emin was in a lower range of 0.6 to
0.75, the distribution of emax was relatively discrete, which
made the linear relationship between the maximum and
minimum void ratios a little weaker. As the range of emin
increases, emax of the sand samples became a more and more
well-defined relationship. This is consistent with the results
of Cubrinovski and Ishihara, Yilmaz, and Muszynaki [35,
41, 46].

4.3. Discussion on Influence of Fine Content on Limit Void
Ratio. For each type of composite sands, the maximum and
minimum void ratios have been determined according to
the above laboratory procedures. Therefore, it is possible to
plot the values of emax and emin as a function of the fine

15.0 kV 11.4 mm ×2.00 k SE (M) 20.0 𝜇m15.0 kV 11.7 mm ×50 SE (U) 1.00 mm

Figure 7: SEM scanning images of calcareous sands.

Table 2: Maximum dry density and minimum void ratio under the
volume of 250 and 1000mL.

V (mL) ms (g) ρdmax (g/cm
3) ρdmax′ (g/cm3) emin emin Ið Þ

250

389.5 1.558

1.561 0.78

0.347

392.5 1.570

388.7 1.555

1000

1503.2 1.503

1.493 0.871485.1 1.485

1491.4 1.491

Note.V = volume of compaction cylinder;ms =mass of sand; ρdmax′ = average
value of maximum dry density; emin ðIÞ =minimum void ratio of idealized
single-size spheres.
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content for each of the composite soils, as shown in
Figure 10. It is observed that both emax and emin initially
decreased as the fine content increased from 0% to about
30%. Within the range of 30 to 50% fines, the correlations
presented a change of form indicating a transition from the
filling-of-voids to the replacement-of-solids process. Above
60% fines, the maximum and minimum void ratios were seen
to steadily increase until they eventually reached 100% fine
content. It is indicated that the variation of emax and emin with
the fine content in Figure 10 closely resembled that of the
spherical particles shown in Figure 2. But emax and emin of
the nature sands without fines were higher than that with
100% fine content, which differed from the idealized values
and previous studies [47]. Maybe there are 2 main reasons.
On the one hand, the original sands are full of void among
particles, leading to poor distribution. Besides, compared
with fine fractions, the nature sands without fines are rich
in intraparticle voids.

5. Conclusions

A series of data were acquired by themaximum andminimum
dry density test on various mixed sand. The main conclusions
drawn from this study can be summarized as follows.

(1) The maximum and minimum dry density test should
adopt the vibration-hammer method and slow mea-
suring cylinder methods, respectively. To avoid the
influence of equipment on experimental results, mea-
suring cylinder and compaction cylinder with a vol-
ume of 1000mL should be used

(2) An almost linear relationship exists between the
maximum and minimum void ratios of various
mixed graded sand. The relationship has a high cor-
relation coefficient of 0.9 and can be used to approx-
imately evaluate emax from emin and vice versa

(3) The maximum and minimum void ratios are signifi-
cantly affected by the fine content in a way that the
limit void ratio decreases from 0% to 30% during
the filling-of-voids phase and increases within the
range of 50% to 100% in the course of the
replacement-of-solids phase. Near 40% is a certain
percentage showing a change of pattern indicating
the transition

(4) The maximum and minimum void ratios of a given
sandy soil are not unique, but rather they rest with
the test methods and equipment used to determine
them. Therefore, when comparing the limit void ratio
of various soil, it is an essential and prerequisite con-
dition that emax or emin of all soil are measured using
the same test procedures. Besides, the void ratio char-
acteristics should not be regarded as an isolated fea-
ture of the packing of sand, but rather, they should
be looked upon as the fact that the particle structure
is directly reflected in the mechanical properties of
sand

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

This paper gets its funding from a project (Grant Nos.
51778585 and 5207080379) supported by the National Natu-
ral Science Foundation of China and Joint Fund of Zhejiang
Natural Science Foundation Committee Power China Hua-
dong Engineering Corporation (Grant No. LHZ19E090001).

References

[1] C.-l. Zhu, J.-x. Zhang, N. Zhou, M. Li, and Y.-b. Guo, “Perme-
ability of sand-based cemented backfill under different stress
conditions: effects of confining and axial pressures,” Geofluids,
vol. 2021, Article ID 6657662, 13 pages, 2021.

0.5
0 20 40 60

Fine content (%)
80 100

0.6

0.7

0.8

0.9

1.0

Vo
id

 ra
tio

1.1

1.2

1.3

Minimum void ratio
Maximum void ratio

Figure 10: Variation in emax and emin with fine content.

0.9
0.6 0.7 0.8 0.9 1.0 1.1

1.0

1.1

1.2

1.3

1.4

e m
ax

1.5

1.6

emin

emax = 1.27emin + 0.20

R2 = 0.90

Figure 9: Correlation between emax and emin of calcareous sands.

7Geofluids



[2] Z.-h. Yan, C. Cao, M.-y. Xie et al., “Pressure behavior analysis
of permeability changes due to sand production in offshore
loose sandstone reservoirs using boundary-element method,”
Geofluids, vol. 2021, Article ID 6658875, 10 pages, 2021.

[3] M. R. Coop, “The mechanics of uncemented carbonate sands,”
Géotechnique, vol. 40, no. 4, pp. 607–626, 1990.

[4] M. R. Coop, K. K. Sorensen, T. B. Freitas, and G. Georgoutsos,
“Particle breakage during shearing of a carbonate sand,” Géo-
technique, vol. 54, no. 3, pp. 157–163, 2004.

[5] S. Donohue, C. O’Sullivan, and M. Long, “Particle breakage
during cyclic triaxial loading of a carbonate sand,” Géotechni-
que, vol. 59, no. 5, pp. 477–482, 2009.

[6] V. Fioravante, D. Giretti, and M. J. Kowski, “Small strain stiff-
ness of carbonate Kenya sand,” Engineering Geology, vol. 161,
pp. 65–80, 2013.

[7] D. Kong and J. Fonseca, “Quantification of the morphology of
shelly carbonate sands using 3D images,” Géotechnique,
vol. 68, no. 3, pp. 249–261, 2018.

[8] Y. Wu, N. Li, X.-z. Wang, and J. Cui, “Experimental investiga-
tion on mechanical behavior and particle crushing of calcare-
ous sand retrieved from South China Sea,” Engineering
Geology, vol. 280, p. 105932, 2020.

[9] Y. Qin, T. Yao, R. Wang, C.-q. Zhu, and Q.-s. Meng, “Particle
breakage-based analysis of deformation law of calcareous sed-
iments under high-pressure consolidation,” Rock and Soil
Mechanics, vol. 35, no. 11, pp. 3123–3128, 2014.

[10] H.-y. Chen, R. Wang, J.-g. Li, and J.-m. Zhang, “Grain shape
analysis of calcareous soil,” Rock and Soil Mechanics, vol. 26,
no. 9, pp. 1389–1392, 2005.

[11] S.-j. Rui, Z. Guo, T.-l. Si, and Y.-j. Li, “Effect of particle shape
on the liquefaction resistance of calcareous sands,” Soil
Dynamics and Earthquake Engineering, vol. 137, article
106302, 2020.

[12] Y.-r. Lv, X. Li, and Y. Wang, “Particle breakage of calcareous
sand at high strain rates,” Powder Technology, vol. 366,
pp. 776–787, 2020.

[13] Y. Peng, X.-m. Ding, Y. Zhang, C.-l. Wang, and C. Y. Wang,
“Evaluation of the particle breakage of calcareous sand based
on the detailed probability of grain survival: an application of
repeated low-energy impacts,” Soil Dynamics and Earthquake
Engineering, vol. 141, article 106497, 2020.

[14] L. Wang, X. Jiang, X. He et al., “Crackling noise and bio-
cementation,” Engineering Fracture Mechanics, vol. 247, article
107675, 2021.

[15] M. Oualha, S. Bibi, M. Sulaiman, and N. Zouari, “Microbially
induced calcite precipitation in calcareous soils by endogenous
Bacillus cereus, at high pH and harsh weather,” Soil Dynamics
and Earthquake Engineering, vol. 257, article 109965, 2020.

[16] S. T. O'Donnell and E. K. Jr, “Stiffness and dilatancy improve-
ments in uncemented sands treated throughMICP,” Journal of
Geotechnical and Geoenvironmental, vol. 141, article
02815004, 2015.

[17] J. D. Murff, “Pile capacity in calcareous sands: state if the art,”
Journal of Geotechnical Engineering, vol. 113, no. 5, pp. 490–
507, 1987.

[18] B. R. Danzigier, A. M. Costa, F. R. Lopes, and M. P. Pacheco,
“Back analysis of offshore pile driving with an improved soil
model,” Géotechnique, vol. 49, no. 6, pp. 777–799, 1999.

[19] H. Jiang, R. Wang, Y.-h. Lv, and Q.-s. Meng, “Test study of
model pile in calcareous sands,” Rock and Soil Mechanics,
vol. 31, no. 3, pp. 780–784, 2010.

[20] F. Tavenas and P. Rochelle, “Accuracy of relative density
measurements,” Géotechnique, vol. 22, no. 4, pp. 549–562,
1972.

[21] P. Guo, F. Liu, G. Lei et al., “Predicting response of constructed
tunnel to adjacent excavation with dewatering,” Geofluids,
vol. 2021, Article ID 5548817, 17 pages, 2021.

[22] P. Guo, X. Gong, and Y. Wang, “Displacement and force anal-
yses of braced structure of deep excavation considering
unsymmetrical surcharge effect,” Computers and Geotechnics,
vol. 113, p. 103102, 2019.

[23] P. Guo, X. Gong, Y. Wang, H. Lin, and Y. Zhao, “Minimum
cover depth estimation for underwater shield tunnels,”
Tunnelling and Underground Space Technology, vol. 115,
p. 104027, 2021.

[24] GB/T 50123—2019, Standard for Soil Test Method, pp. 48–50,
2019.

[25] B. Das and K. Sobhan, Principles of Geotechnical Engineering,
Cengage Learning, 2010.

[26] H. W. Humprhes, “A method for controlling compaction of
granular materials,” Highway Research Board Bulletin,
vol. 159, pp. 41–57, 1957.

[27] Q.-g. Guo and Z.-c. Liu, “Approximation of maximum density
of coarse-grained soils,” Water Resources & Water Engineer-
ing, vol. 3, no. 1, pp. 12–21, 1992.

[28] Y.Wang, C. H. Li, and J. Q. Han, “On the effect of stress ampli-
tude on fracture and energy evolution of pre- flawed granite
under uniaxial increasing-amplitude fatigue loads,” Engineer-
ing Fracture Mechanics, vol. 240, p. 107366, 2020.

[29] M.-h. Fan and D.-z. Kong, “Improvement on method for rela-
tive density of sand experiments,” Rock and Mineral Analysis,
vol. 26, no. 5, pp. 67-68, 2007.

[30] S. Li, D.-y. Li, and Y.-g. Gao, “Determination of maximum and
minimum void ratios of sands and their influence factors,”
Chinese Journal of Geotechnical Engineering, vol. 40, no. 3,
pp. 554–561, 2018.

[31] D. C. Bobei, S. R. Lo, D. Wanatowski, C. T. Gnanendran, and
M. M. Rahman, “Modified state parameter for characterizing
static liquefaction of sand with fines,” Canadian Geotechnical
Journal, vol. 46, no. 3, pp. 281–295, 2009.

[32] C. A. Stamatopoulos, “An experimental study of the liquefac-
tion strength of silty sands in terms of the state parameter,”
Soil Dynamics and Earthquake Engineering, vol. 30, no. 8,
pp. 662–678, 2010.

[33] C. S. Chang and M. Meidani, “Dominant grains network and
behavior of sand-silt mixtures: stress-strain modeling,” Inter-
national Journal for Numerical and Analytical Methods,
vol. 37, no. 15, pp. 2563–2589, 2013.

[34] A. Ekinci, M. Hanafi, and P. M. V. Ferreira, “Influence of ini-
tial void ratio on critical state behaviour of poorly graded fine
sands,” Indian Geotechnical Journal, vol. 50, no. 5, pp. 689–
699, 2020.

[35] M. Cubrinovski and K. Ishihara, “Maximum and minimum
void ratio characteristics of sands,” Soils and Foundations,
vol. 42, no. 6, pp. 65–78, 2002.

[36] X.-z. An, “Densification of the packing structure under vibra-
tions,” International Journal of Minerals, Metallurgy, and
Materials, vol. 20, no. 5, pp. 499–503, 2013.

[37] H. K. Dash, T. G. Sitharam, and B. A. Baudet, “Influence of
non-plastic fines on the response of a silty sand to cyclic load-
ing,” Soils and Foundations, vol. 50, no. 5, pp. 695–704, 2010.

8 Geofluids



[38] C. S. Chang, J. Y. Wang, and L. Ge, “Modeling of minimum
void ratio for sand-silt mixtures,” Engineering Geology,
vol. 196, pp. 293–304, 2015.

[39] R. K. Mcgeary, “Mechanical packing of spherical particles,”
Journal of the American Ceramic Society, vol. 44, no. 10,
pp. 513–522, 1961.

[40] B. Aberg, “Void ratio of noncohesive soils and similar mate-
rials,” Journal of Geotechnical Engineering, vol. 118, no. 9,
pp. 1315–1334, 1992.

[41] Y. Yilmaz, “A study on the limit void ratio characteristics of
medium to fine mixed graded sands,” Engineering Geology,
vol. 104, no. 3-4, pp. 290–294, 2009.

[42] Y. Wang, Y. F. Yi, C. H. Li, and J. Q. Han, “Anisotropic frac-
ture and energy characteristics of a Tibet marble exposed to
multi-level constant-amplitude (MLCA) cyclic loads: a lab-
scale testing,” Engineering Fracture Mechanics, vol. 244,
p. 107550, 2021.

[43] C. S. Chang and J. Y. Wang, “Maximum and minimum void
ratios for sand-silt mixtures,” Engineering Geology, vol. 211,
pp. 7–18, 2016.

[44] Y. Dong, Y. Liu, C. Hu, and B. Xu, “Coral reef geomorphology
of the Spratly Islands: a simple method based on time-series of
Landsat-8 multi-band inundation maps,” ISPRS Journal of
Photogrammetry and Remote Sensing, vol. 157, pp. 137–154,
2019.

[45] M. Cubrinovski and K. Ishihara, “Empirical correlation
between SPT _N-_ value and relative density for sandy soils,”
Soils and Foundations, vol. 39, no. 5, pp. 61–71, 1999.

[46] M. R. Muszynaki, “Determination of maximum and minimum
density of poorly graded sands using a simplified method,”
Geotechnical Testing Journal, vol. 29, no. 3, pp. 263–272, 2006.

[47] A. Papadopoulou and T. Tika, “The effect of fines on critical
state and liquefaction resistance characteristics of non-plastic
silty sands,” Soils and Foundations, vol. 48, no. 5, pp. 713–
725, 2008.

9Geofluids



Research Article
Intelligent Prediction Model of the Triaxial Compressive
Strength of Rock Subjected to Freeze-Thaw Cycles Based on a
Genetic Algorithm and Artificial Neural Network

Xin Xiong ,1,2 Feng Gao ,1,2 Keping Zhou,1,2 Yuxu Gao,1 and Chun Yang 1,2

1School of Resources and Safety Engineering, Central South University, Changsha, Hunan 410083, China
2Research Center for Mining Engineering and Technology in Cold Regions, Central South University, Changsha,
Hunan 410083, China

Correspondence should be addressed to Feng Gao; csugaofeng@csu.edu.cn

Received 11 April 2021; Accepted 3 June 2021; Published 17 June 2021

Academic Editor: Yu Wang

Copyright © 2021 Xin Xiong et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Rock compressive strength is an important mechanical parameter for the design, excavation, and stability analysis of rock mass
engineering in cold regions. Accurate and rapid prediction of rock compressive strength has great engineering value in guiding
the efficient construction of rock mass engineering in a cold regions. In this study, the prediction of triaxial compressive
strength (TCS) for sandstone subjected to freeze-thaw cycles was proposed using a genetic algorithm (GA) and an artificial
neural network (ANN). For this purpose, a database including four model inputs, namely, the longitudinal wave velocity,
porosity, confining pressure, and number of freeze-thaw cycles, and one output, the TCS of the rock, was established. The
structure, initial connection weights, and biases of the ANN were optimized progressively based on GA. After obtaining the
optimal GA-ANN model, the performance of the GA-ANN model was compared with that of a simple ANN model. The results
revealed that the proposed hybrid GA-ANN model had a higher accuracy in predicting the testing datasets than the simple
ANN model: the root mean square error (RMSE), mean absolute error (MAE), and R squared (R2) were equal to 1.083, 0.893,
and 0.993, respectively, for the hybrid GA-ANN model, while the corresponding values were 2.676, 2.153, and 0.952 for the
simple ANN model.

1. Introduction

The distribution of permafrost and seasonal permafrost in
China, mainly in the west and north, accounts for more than
70% of the total land area [1]. With Western development
and the in-depth implementation of the “belt and road”
national strategy, mineral resource development and engi-
neering construction in cold regions are steadily increasing
[2]. The rock masses addressed in geotechnical engineering
in cold regions are subject to freeze-thaw cycling caused by
day-night and seasonal temperature changes [3, 4]. Because
of the unique stress field and environment, microdefects
inside the rock will continue to form and expand. The mac-
roscopic effect of the damage accumulation is represented
by the deformation and destruction of the rock, which causes
potential damage to rock mass engineering. Therefore, the

study of the mechanical properties of rocks in cold regions
has important engineering value for the stability of rock mass
engineering.

The triaxial compressive strength (TCS) of rock is a key
rock mechanics parameter to be considered in rock mass
engineering. It is considered in the design, excavation, and
support of rock mass engineering. Many researchers have
conducted a considerable amount of research on the
mechanical properties of rocks subjected to freeze-thaw
cycles based on laboratory tests. Tan et al. [5] and Hosseini
and Khodayari [6] performed triaxial compression tests of
granite and sandstone, respectively, subjected to different
numbers of freeze-thaw cycles. It was found that with the
increase in the number of freeze-thaw cycles, the TCS of
the rock decreases, and with the increase in the confining
pressure, the TCS of the rock increases. Shen and Wang [7]
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analyzed the freeze-thaw damage mechanism of rocks in cold
regions, expounded the freeze-thaw damage process of the
rock, and analyzed the influence of external influencing fac-
tors such as the freeze-thaw temperature, number of freeze-
thaw cycles, and stress state on rock freeze-thaw damage in
detail. Bai et al. [8] carried out uniaxial and triaxial compres-
sion tests of saturated sandstone at different frozen tempera-
tures. The effects of frozen temperature on peak strength,
elastic modulus, cohesion, and internal friction angle were
analyzed, and the relationships between the confining pres-
sure and the peak strength and elastic modulus were
obtained. These work has important guiding significance
for the study of the factors influencing the compressive
strength of rock in freeze-thaw environments.

Although many of these influencing factors have been
investigated in freeze-thaw experiments, it is difficult to
obtain the TCS of rocks subjected to any number of freeze-
thaw cycles because of the lack of a precise prediction model.
This has driven scholars to search for easy and reliable
methods to predict the mechanical properties of rocks sub-
jected to freeze-thaw cycles. Bayram [9] developed a statisti-
cal model to estimate the reduction in the uniaxial
compressive strength of limestone after freeze-thaw cycle
treatment. İnce and Fener [10] investigated various rock
index properties after freeze-thaw cycle treatment, including
the dry density, ultrasonic velocity, point load strength, and
slake-durability test indices, and proposed a statistical model
to predict the uniaxial compressive strength of deteriorated
pyroclastic rocks. Liu et al. [11] improved an empirical equa-
tion to determine the uniaxial compressive strength of rocks
subjected to freeze-thaw cycles based on a fatigue damage
model. Fu et al. [12] and Seyed Mousavi et al. [13] proposed
a TCS prediction model for transversely isotropic rocks sub-
jected to freeze-thaw cycles based on the single discontinuity
theory. However, the unknown parameters in those models
should be determined by experimental tests. Because the
experiment is expensive, time-consuming, and laborious, it
is difficult to provide rapid guidance for engineering design
and construction. In addition, the prediction models are
based on specific hypothetical function forms, the prediction
results show good consistency under specific conditions, but
the prediction results are poor when these models are applied
to other rock types.

It was highlighted that artificial intelligence (AI) tech-
niques have an impressive potential for use in geotechnical
engineering [14–16], especially in solving rock mechanics
problems [17, 18]. To the best of the authors’ knowledge,
no study has developed a hybrid GA-ANN model for TCS
prediction of rocks subjected to freeze-thaw cycles. There-
fore, in this paper, to solve this problem, a hybrid GA-
ANN prediction model is constructed and proposed. First,
a database of 60 datasets is prepared and used in the
modeling. From this database, the longitudinal wave veloc-
ity, porosity, confining pressure, and number of freeze-
thaw cycles are utilized as model inputs. Furthermore,
the developed models, including a simple ANN model
and hybrid GA-ANN model, are compared to select the
best model for estimating TCS of rocks subjected to
freeze-thaw cycles.

2. Laboratory Tests and Collect Datasets

The rock specimens used in this test were sandstone taken
from the Jiama open-pit copper mine located in the Tibet
Autonomous Region of China. According to the Commis-
sion on Testing Methods of the International Society for
Rock Mechanics, all the sandstone specimens were cylindri-
cal samples with diameters of 50mm and the end surfaces
were polished to ensure that the flatness was less than 0.05
mm. Careful preparations ensured that the maximum devia-
tions of the specimen diameters and heights were less than
0.3mm and that the vertical deviation was less than 0.25°.
Sixty sandstone specimens with a length/diameter ratio of
2.0 were used in the freeze-thaw cycle tests and conventional
triaxial compression tests.

2.1. Determination of Input and Output Variables. When
using machine learning to predict rock mechanical proper-
ties, the choice of input variables (influencing factors) is very
important. The selection of general input variables needs to
follow the following rules: (1) the physical meaning of the
parameters is clear, (2) the parameter values are easy to
obtain, and (3) the characteristics of the output variables
can be comprehensively reflected. The TCS of the rock is
combined with other factors, such as the pore structure,
deposition environment, and ground stress. In this paper,
we establish a lossless intensity prediction model and then
select variables that are easy to measure and control, such
as the confining pressure, porosity, longitudinal wave veloc-
ity, and number of freeze-thaw cycles, as input variables to
predict the TCS of the sandstone. Among them, the confining
pressure reflects the magnitude of rock mass stress, the
porosity and longitudinal wave velocity reflect the rock integ-
rity, and the number of freeze-thaw cycles reflects the natural
environmental factors in alpine regions.

2.1.1. Determination of Freeze-Thaw Cycles. Because of the
day-night and seasonal temperature changes, rocks in cold
regions undergo repeated freeze-thaw cycling. The 60 sand-
stone specimens were divided into 5 groups (labeled A
through E), and each group comprised 12 rock specimens
(labeled 1 through 12). The sandstone specimens from
groups A, B, C, D, and E were treated for 0 cycles, 10 cycles,
20 cycles, 30 cycles, and 40 cycles, respectively. The freeze-
thaw weathering process was simulated with a TDS-300
automatic freeze-thaw test machine (Figure 1(a)). Based on
the local climate of the mine site, one freeze-thaw weathering
cycle in our tests included freezing the saturated rock speci-
mens at −20°C for four hours and then thawing them in
water at +20°C for four hours. Therefore, one freeze-thaw
weathering cycle lasted for 10 hours, including the cooling
time and warming time.

2.1.2. Determination of Porosity. Porosity is an important
quantitative criterion for rock cracks and voids. There are
many microcracks and microvoids inside rocks. When the
temperature drops below 0°C, the water in these microdefects
freezes into ice and its volume expands by approximately 9%,
which produces pressure on the pore walls. When the pres-
sure on the walls exceeds the tensile strength of the rock
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[19], it causes defect development and the porosity increases.
When the frozen water melts, water will be absorbed into the
defect spaces before the next freezing step [20]. Repeated
freeze-thaw cycles can cause rapid deterioration of the phys-
ical and mechanical properties of rocks. Therefore, porosity
has a great influence on rock strength after freeze-thaw cycle
treatment. According to the literature [21, 22], porosity can
be measured by nuclear magnetic resonance (NMR). Hence,
in this study, after the corresponding freeze-thaw cycles of
the specimens were completed, the AniMR-150 NMR imag-
ing system was used to perform measurements.

2.1.3. Determination of Longitudinal Wave Velocity. Stress
influences the distribution and orientation of microcracks
inside rocks, which leads to a change in the macroscopic
physical properties and the longitudinal wave velocity of
the rock. Therefore, longitudinal wave velocity is a powerful
indicator of the distribution of cracks inside rocks. After
the corresponding freeze-thaw cycles of the specimens were
completed and dried, the longitudinal wave velocity of the
sandstone specimens was determined using an HS-YS4A
rock acoustic wave parameter test system.

2.1.4. Determination of Confining Pressure. Confining pres-
sure is an important factor affecting the TCS of rock. There-
fore, in this study, based on the in situ geological data and
laboratory conditions, the tested confining pressures were 3
MPa, 6MPa, 9MPa, and 12MPa, corresponding to speci-
mens 1–3, 4–6, 7–9, and 10–12 in each group.

2.1.5. Determination of Triaxial Compressive Strength. The
TCS of the rock specimens was determined by performing
conventional triaxial compression tests. Each sandstone
specimen was compressed at a constant confining pressure,
and then, the axial load was increased until the specimen
failed. The conventional triaxial compression tests were con-
ducted on an MTS815 electrohydraulic servocontrolled rock
testing machine (as shown in Figure 1(b)) with a maximum
loading capability of 2600 kN. The displacement-control

loading mode was used in the experiment, and the loading
rate was 0.1mm/min.

Figure 2 shows the TCS results of the sandstone speci-
mens under different combinations of influencing variables
(number of freeze-thaw cycles and confining pressure) with
a detailed illustration of the specimens in group E (40 cycles).
As expected, the TCS of the sandstone decreased with
increasing number of freeze-thaw cycles; the TCS of the
sandstone increased with increasing confining pressure.
The strength characteristics of the sandstone under different
influencing variables found in this paper agree with findings
presented in the literature [5, 6].

2.2. Database.As mentioned above, to achieve the goal of this
study, a series of rock tests, including tests of the porosity,
longitudinal wave velocity, and TCS, were carried out on
sandstone specimens. In total, a database of 60 datasets was
prepared for further analyses. More statistical information
regarding the established database, i.e., the maximum, mini-
mum, and mean results, is presented in Table 1.

3. Methods

3.1. Artificial Neural Network. ANNs are one of the most
important methods in artificial intelligence. ANN is a multi-
layer perceptron model composed of directional intercon-
nected neurons and is used to determine the nonlinear
relationship between input variables and output variables.
Each neuron is a basic computing unit such as y =max ð0,
∑iwixi + bÞ, in which fxig is the input value of the neuron,
fwig is the corresponding weight value of each input vari-
able, b is the bias, and y is the output of the neuron. For each
neuron, a summation operation is first performed for the
inputs that are multiplied by the appropriate weights, and
then, the output is produced with the use of an “activation
function.” The output should be in the range [0, 1] and
exhibit a behavior comparable to that of the activation of a
biological neuron [23]. Therefore, a function with a sigmoid
curve shape, such as a hyperbolic tangent function, is
selected. The basic element of an ANN is the determination
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Counterforce frame(1)
Confining cylinder(2)
Power source(3)

Control interface(4)
Water pressure system(5)
Oil pressure system(6)

(b)

Figure 1: Experimental apparatus. (a) TDS-300 automatic freeze-thaw test machine. (b) MTS815 electrohydraulic servocontrolled rock
testing machine.
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of weights, which are related to the connection mode
between neurons of different layers, that is, the ANN struc-
ture [24]. At present, there are many methods available to
determine the ANN structure such as the empirical formula
method [25] and coupling optimization algorithm [26].

The ANN training process can be divided into three
steps. Datasets are usually divided into three sets: a train-
ing set, validation set, and test set. First, the weights and
biases are determined based on the training set; then, the
weights and biases are adjusted by feedback based on the
validation set until the error stops falling; finally, the gen-
eralization ability of the model, that is, the ability to pre-
dict unknown inputs, is tested by the test set. The RMSE
is usually used to reflect the prediction error of an ANN,
as shown in equation (2).

3.2. Genetic Algorithm. The genetic algorithm is a computa-
tional model that simulates the natural selection and genetic
mechanism of Darwin’s biological evolution theory. It solves
for an optimal solution by simulating the natural evolution
process. It was first proposed by Holland [27] in 1973 and
was further developed by researchers such as Goldberg
[28]. Since its inception, GA has been successfully applied
in various fields and has been used to solve different optimi-
zation problems, whether the objective (fitness) function is
static or dynamic, linear or nonlinear, continuous or discon-
tinuous. However, the rational mathematical expression of

the fitness function and gene selection method are the key
points in the application of genetic algorithms. In addition,
the improper selection of population size and genetic opera-
tor rate will also affect the convergence of the algorithm.
Therefore, a reasonable fitness function and appropriate
parameter settings should be selected for different optimiza-
tion objectives. The implementation process of GA is shown
in Figure 3(a).

Generally, the process of the standard genetic algorithm
can be described by the following steps:

(1) In the initial population, n chromosomes are ran-
domly generated, i.e., n solutions of the objective
function

(2) Evaluate all chromosomes in the initial population,
and rank them according to the objective function

(3) Selection operator: according to the specific selection
method, chromosomes with high adaptability are
selected to enter the next generation population and
some chromosomes are eliminated

(4) Crossover operator: random selection of parent chro-
mosomes and exchange of gene fragments to gener-
ate new chromosomes (children) in the next
generation to supplement the individuals eliminated
in the selection, as shown in Figure 3(b)
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Figure 2: TCS test results with enlarged figures for sandstone specimens in group E (40 cycles).

Table 1: Statistical information regarding the established database.

Parameter Unit Category Min Max Mean

Number of freeze-thaw cycles Times Input 0 40 20

Porosity % Input 7.49 10.23 8.67

Longitudinal wave velocity m/s Input 1961.53 2604.19 2327.91

Confining pressure MPa Input 3.0 12.0 7.5

TCS MPa Output 31.78 86.83 58.11
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(5) Mutation operator: to simulate the gene mutation
behavior in population reproduction, some genes of
the chromosomes (in a certain proportion) of each
generation are mutated, as shown in Figure 3(c).
Increasing the diversity of chromosomes with popu-
lation iteration can effectively avoid falling into the
dilemma of local optimal solutions

(6) Repeat steps 2 to 5 until a predetermined stopping
condition is satisfied, usually to the maximum multi-
plication algebra set in advance. Finally, the chromo-
some with the highest fitness is selected as the
optimal solution of the objective function and the
chromosome is transformed into the actual solution
by coding language

There are many choice operators in GA, and the mecha-
nisms are different. Among them, roulette selection, elite
selection, and tournament selection are the most popular.
The roulette selection method is a replay-type random sam-
pling method. The probability that a chromosome in a pop-
ulation is selected is proportional to its corresponding
fitness (adaptive function value). By accumulating and then
normalizing the fitness values of all the individuals in the
population and generating random numbers, according to
the area where the random numbers fall, select the corre-
sponding individuals as parents. The elite selection method,
also known as the best retention method, completely copies
the most adaptive chromosomes in the current population
to the next-generation group. The tournament selection
method is also called the random competition selection
method. Each time, a pair of chromosomes is selected by rou-
lette, competition occurs, and the chromosome with the
highest fitness is selected to enter the next generation until
all the chromosomes in the tournament have participated
and the preset threshold is reached. The elite selection
method and the tournament selection method are improved
versions of the roulette selection method, and their selection
error is better than that of the roulette selection method. The
retention mechanism of the elite selection method makes it

difficult to guarantee chromosome diversity in reproduction,
so a certain probability will lead to a local optimal solution.
The literature [29] compares these three selection operators
to prove that the tournament selection method performs bet-
ter than the other two methods. Therefore, the tournament
method is used here as the embedded algorithm of the selec-
tion operator.

3.3. GA-ANN Combination. As mentioned above, the main
problems that ANN needs to solve in the application include
the following: (1) determining the optimal parameters in a
machine learning algorithm. Most studies use the grid search
method [30] or empirical formula method [24], but both of
these methods have serious defects that are difficult to over-
come: the grid search method is an exhaustive search
method. The possible values of each parameter are arranged
and combined, and all the combinations are used as input
parameters for the modeling, which is time-consuming and
inefficient. The neural network structure based on the empir-
ical formula method has a good generalization ability, but the
application items and data distribution of the neural network
often have great differences because the accuracy of the
model constructed by this method is often poor. (2) Deter-
mine the optimal initial weights and biases. The default initial
weights and biases are random numbers between [−1, 1]. The
blindness of their setting will increase the number of itera-
tions in model training, which will slow the convergence
speed of the model and seriously affect the accuracy and
application effect of the model. Therefore, it is necessary to
solve such problems with an optimization algorithm.

Regarding the optimization study of ANNs, researchers
have adopted a method of coupling GA and ANN in various
scientific studies, namely, the GA-ANN method. Arifovic
and Gencay [29] used GA to optimize the neural network
structure and verified that this method is superior to Schwarz
and Akaike’s empirical criteria. Bahnsen and Gonzalez [31]
used not only GA to tune the number of hidden layers and
neurons but also the type of activation function for hidden
and output layers and the bias terms, and compared with
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Figure 3: GA process and interpretation.
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the optimization performance of binary particle swarm opti-
mization algorithm (BPSO), the research proved that the GA
optimization approach was superior to that of the default
process of network structure determination and that this
approach led to a solution that is very close to the global opti-
mum based on GA-MLP. Boithias et al. [32] used GA-ANN
to predict indoor discomfort and energy consumption. They
used GA to optimize the parameters of the ANN structure
and training process. First, the GA was used to realize vari-
able selection and the variables that have a small influence
on ANN training was eliminated. Finally, a model with con-
siderable accuracy was obtained. Idrissi et al. [33] used GA to
optimize the ANN, with a view to minimize the number of
hidden layers and neurons while having the lowest MSE.
Jeong et al. [34] employed a generalized additive model
(GAM) and GA to tune the structure and decay coefficient
of the ANNmodel. Based on the optimal structure and decay
coefficient value, the proposed approach was compared to
other classification methods, as well as to a nontuned ANN,
and it was found that the GA-ANN performed better than
other approaches. Efkolidis et al. [23] used GA-ANN to pre-
dict the thrust (Fz) and torque (Mz) during the drilling of
St60 work pieces. The structure, connection weights, and
training algorithms of an ANN were optimized in turn based
on GA. The superiority of ANN progressive optimization is
verified. However, in this paper, when considering only the
prediction accuracy, the double-hidden-layer structure is
the optimal model but the authors have not further opti-
mized the multiple-hidden-layer ANN model.

Of the many researchers of GA-ANN, few scholars have
considered progressive optimization from the aspects of the
ANN structure and connection weight, especially after deter-
mining the optimal structure of a multiple-hidden-layer
ANN. Few studies have further optimized the initial connec-
tion weights and biases. In view of this, a new GA-ANN
method is proposed in this paper to accurately predict the
TCS of sandstone subjected to freeze-thaw cycles. The model
explores the nonlinear relationship between TCS (output)
and confining pressure, number of freeze-thaw cycles, poros-
ity, and longitudinal wave velocity (four inputs). The
research includes two-step optimization of the structure,
weights and biases of an ANN by GA, and the prediction per-
formance is compared with the ANNmodel created in a sim-
pler way. Therefore, this paper studies the optimal structure
of an ANN for predicting the TCS of sandstone and com-
pares it with the empirical formula method. Then, on the
basis of the ANN optimal structure, the initial connection
weights and biases are further optimized and a final GA-
ANN model is obtained.

4. Details of the Development of ANN Models

4.1. Data Preprocessing. It can be seen from the data statistics
in Table 1 that there are large differences between the dimen-
sions and magnitudes of the five variables. To speed up the
learning of neural networks and avoid singular samples,
before the ANN modeling, the dataset should be normalized
by equation (1) [35] and the output of the prediction result
should be inversely normalized for comparison with the

experimental values.

Xnorm = X − Xminð Þ
Xmax − Xminð Þ , ð1Þ

where X and Xnorm are the experimental value and the nor-
malized value, respectively, and Xmax and Xmin are the max-
imum value and the minimum value, respectively.

In addition, in supervised learning, the dataset needs to
be divided into training samples (i.e., training set and valida-
tion set) and test samples, wherein the training samples are
used to optimize the model learning and model parameter
tuning; the test samples are used to test the generalization
ability and reflect the prediction performance of the model.
Based on the analysis results from the literature [36], the
dataset is divided into a training sample set and a test sample
set according to a ratio of 7 : 3.

4.2. Verification Method. The k-fold crossvalidation method
is applied as a verification method for model training. In k
-fold crossvalidation, the training dataset D is divided into
k mutually exclusive subsets of similar size: D =D1 ∪D2 ∪
⋯ ∪Dk , and Di ∩Dj = φði ≠ jÞ. To reduce the impact of sam-
ple randomness on the prediction model, each subset main-
tains the consistency of the data distribution as much as
possible, i.e., by stratified sampling. This subset is selected
as the verification sample, the remaining k − 1 sets are used
as the training set, and finally, the mean value of the k verifi-
cation results is returned. The amount of data in this paper is
small, and a 5-fold crossvalidation method is selected.

4.3. Simple ANNModel. The ANN capabilities are dependent
directly on the ANN structure [16]. Therefore, to establish an
ideal neural network model, a structural optimization design
must be carried out. As mentioned above, there are many
studies on empirical formulas of the ANN model structure.
The empirical formula method suggests that for small- and
medium-sized datasets, an ANN model with a single hidden
layer can evaluate any nonlinear relationship [37, 38]. Table 2
lists several ANN structure empirical formulas for calculating
the number of neurons in a single hidden layer. In this study,
four input variables and one output variable were used in the
prediction model; hence, N i = 4 and N0 = 1. It can be seen
from the calculation that the ANN structure constructed by
several different formulas is very different.

The most well-recognized formula is from Zhang et al.
[39]. Therefore, based on the trial-and-error method, 11
single-hidden-layer ANN models for predicting TCS were
constructed and the number of neurons in the hidden layer
ranged from 3 to 13. According to the study results from
the literature [23], the Levenberg-Marquardt (LM) algorithm
was selected as the training algorithm. Taking RMSE as the
ANN model performance measurement standard, the lower
the RMSE is, the better the model performance. To reduce
the error, all the ANN models were trained five times and
the average RMSE values were considered in the following
analysis. Table 3 shows that model 10 has the best prediction
performance for the TCS of sandstone subjected to freeze-
thaw cycles, and the corresponding RMSE (3.52) is the

6 Geofluids



lowest. The structure of the model is (4-12-1). Later, we use
(4-12-1) as the optimal model for TCS prediction with a sim-
ple ANN model and compare its performance with that of
the ANN model based on GA structure optimization.

4.4. GA-ANN Model. The GA-ANN presented in this paper
summarizes the process of determining the optimum net-
work structure and the optimum initial weights and biases
for predicting the TCS of sandstone subjected to freeze-
thaw cycles. The prediction errors are minimized by chang-
ing the network structure and other parameters. This process
will be implemented in two steps in this section. The GA
parameter settings in the two-step optimization process are
shown in Table 4.

4.4.1. ANN Structure Tuning Based on GA. GA is a powerful
optimization technique for finding a global optimum in a
multidimensional searching space. The global optimization
ability of the GA algorithm was used to perform ANN struc-
tural tuning. The global search scope of the ANN structure
should be determined first. If the search range is set too large,
the number of calculations will be too large and the conver-
gence speed will be slow. When the search range is set too
small, the optimal ANN structure may be missed. Therefore,
setting reasonable search boundaries is important for the
performance of the model. The expert-level model can be
obtained by setting appropriate parameters. Therefore,
according to the relevant reference [26], the learning rate
and structural boundary settings of the ANN are as follows
(see Table 5). In this process, because the performance of
the model is inversely related to the RMSE, the fitness func-
tion is set to the reciprocal form of the RMSE, i.e., 1/RMSE.
According to the literature [46], the number of maximum
generations is set to 20, the selection operator is the tourna-
ment selection method, the crossover rate and the mutation
rate are 0.8 and 0.1, respectively, and the population number
is 200. The process stops when it iterates to the maximum
reproductive value (20). See Table 4 for the details of the GA.

Figure 4 shows the changing process of the minimum
RMSE (corresponding to the optimal chromosome) in each
generation of populations when using different numbers of
hidden layers. It can be seen from the four curves that the
minimum RMSE value of each generation shows a significant
downward trend with population reproduction, which

proves the effectiveness of the GA for the structural optimiza-
tion of ANN. Figure 4(a) is the optimization process of the
ANN model structure for predicting TCS of sandstone sub-
jected to freeze-thaw cycles. After one iteration, the mini-
mum RMSE of the population is greatly reduced; after that,
the minimum RMSE in every generation progressively
reduces in the first 15 iterations and the lowest RMSE was
achieved by the ANN model with two hidden layers (14 neu-
rons in the first layer and 11 neurons in the second). The
RMSE value (1.562) is much lower than the minimum RMSE
(3.52) corresponding to the simple ANN based on the empir-
ical formula method. Although the simple ANN can map any
nonlinear relationship, it is not the optimal choice.
Figure 4(b) shows the ANN structure after the optimization
of the GA, which is used for further optimization, as
described below. Therefore, the optimal structure of the
ANN is determined to be (4-14-11-1).

4.4.2. ANN Initial Connection Weight and Bias Tuning Based
on GA. After determining the ANN structure, the initial con-
nection weights and biases of the ANN are optimized. The
initial connection weights and biases are generally chosen
as random numbers between (−1, 1). Because of the random-
ness of the initial weight and bias setting process, the learning
time and final connection weights of the model keep chang-
ing due to the number of training iterations. Therefore, even
if specific ANN structural parameters are determined, the
trained final ANN model is not unique, which often leads
to the ANN model falling into a local optimal deadlock, thus
affecting the accuracy of the model. In addition, the blindness
of the initial weight and bias setting will increase the number
of iterations of the model training, resulting in slower con-
vergence of the model. This process seriously affects the accu-
racy and application effect of the model. Therefore, it is
necessary to further apply GA to tune the initial weights
and biases of the ANN model, which possesses the optimal
structure.

The number of optimization objects (connection weights
and biases) is consistent with the length of the chromosomes
in the GA. For the ANN structure (4-14-11-1) identified
above, the connection weights and biases of the model are
calculated by stratification and the total number is ð4 × 14Þ
+ ð14 × 11Þ + ð11 × 1Þ + ð14 + 11 + 1Þ = 247, where (4 × 14)
is the connection weights between the 4 input neurons and

Table 2: Empirical formulas of the ANN structure.

Reference Equations
Computational

results
Parameter

Zhang [39]
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ni +N0

p
+ a, a ∈ 0, 10½ � 3 ≤ n ≤ 13

N i and N0 are the numbers
of neurons in the input layer
and output layer, respectively,
which are both 3 in these paper.

Hecht-Nielsen [37] ≤2 ×N i + 1 n ≤ 9
Ripley [40] N i +N0ð Þ/2 n = 3
Paola [41] 2 +N0 ×N i + 0:5N0 × N2

0 +N i
� �

− 3
� �

/N i +N0 n = 8
Wang [42] 2N i/3 n = 3
Masters [43]

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ni ×N0

p
n = 3

Kaastra and Boyd [44],
Kanellopoulos and Wilkinson [45]

2N i n = 8
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the 14 hidden neurons in the first hidden layer, (14 × 11) is
the connection weights between the 14 neurons in the first
hidden layer and the 11 neurons in the second hidden layer,
and (11 × 1) is the connection weights between the 11 neu-
rons in the second hidden layer and the output neuron; 14,
11, and 1 are the total number of biases on the first hidden
layer, the second hidden layer, and output layer, respectively.
Considering that the chromosomes are a floating point type
and that the number of chromosomes is large, to determine
the optimal population number, the population size should
be 50, 100, 150, and 200 in turn and the maximum iteration
should be set to 500 to ensure the realization of the global
optimal solution. The parameters of GA are specified in
Table 4.

Figure 5 shows the iterative process of the initial
weight and bias tuning of the ANN model with the opti-
mal structure. Although there are great differences among
the four iteration curves (dashed lines) corresponding to
different population sizes, the maximum RMSE is less
than the RMSE (1.562). The RMSE corresponding to
population chromosome number 150 is the lowest. There-
fore, the population size of the GA-ANN model selected
in the following training is 150. Compared with the opti-
mization results in the previous section, the prediction
error of the ANN is greatly reduced and the model per-
formance is improved.

5. Evaluation of the Performance of the Model

In the process of GA-ANN model training, the inclusion of
the GA can significantly improve the prediction performance
of ANN. The database is randomly divided into a training set
and testing set at a ratio of 7 : 3 and repeated five times. Based
on the five datasets, five ANN models and five GA-ANN
models are established with the optimal parameters deter-
mined above. To further verify the superiority of GA-ANN,
RMSE, MAE, and R2 are used to test the performance of
the model. The calculation methods are as follows:

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
yexp,i − ypred,i

� �2
s

, ð2Þ

MAE = 1
n
〠
n

i=1
yexp,i − ypred,i
��� ���, ð3Þ

R2 = 1 −
∑n

i=1 ypred,i − yexp,i
� �2

∑n
i=1 yexp,i − yexp,i
� �2 , ð4Þ

where n is the number of test samples, yexp,i is the experimen-
tal value, ypred,i is the predicted value of the test samples, and
yexp,i is the average value of the test samples. The RMSE and
MAE are used to measure the degree of deviation between the
predicted value and the true value. The smaller the RMSE or
MAE is, the smaller the prediction error of the model. R2 is
between [0, 1], and the larger R2 is, the better the prediction
ability of the model.

Table 6 lists the obtained values of the performance indi-
ces for the proposed simple ANN and hybrid GA-ANN
models. The prediction of testing data can reflect the applica-
tion performance and generalization ability of the model;
hence, these results are presented based on the test set. To
select the best datasets of ANN and GA-ANN, a ranking
technique proposed by Zorlu et al. [47] was used. As shown
in Table 6, when a GA is incorporated into the ANN, the pre-
diction performance of the model is significantly improved.
According to the total score, the ANN based on the empirical
formula has the best prediction performance for dataset 2, for
which the RMSE, MAE, and R2 are 2.676, 2.153, and 0.952,
respectively. The GA-ANN based on dataset 5 has the best
performance, with RMSE, MAE, and R2 scores of 1.083,
0.893, and 0.993, respectively. The performance of the GA-
ANN model is better than that of the simple ANN model
based on any evaluation criterion.

Based on datasets 2 and 5, with the true value (experi-
mental value) as the abscissa and the predicted value as the
ordinate, a scatter point figure is made (Figure 6).
Figures 6(a) and 6(b) show the relationship between the pre-
dicted and measured values of the simple ANN model and
GA-ANN model, respectively. Line y = x is the ideal predic-
tion model. The closer the scatter points are to the straight
line, the more accurate the prediction results are. Compari-
sons show that the fitness between the scatter points and
ideal straight lines in Figure 6(b) is much greater than that
in Figure 6(a).

6. Superiority and Limitations

The primary strength of this study is the verification of the
GA-ANN method for the prediction of TCS of sandstone
subjected to freeze-thaw cycles. Advantages of the GA-
ANN method over conventional experimental tests include
its low cost, low time consumption, and nondestructive pro-
cess, which will become more evident when a larger rock
dataset is available. Even compared with existing models,
the GA-ANN still has the following advantages: (1) the

Table 3: Simple ANN optimal network structure and prediction
results.

TCS
Model no. Nodes in hidden layer Average RMSE

1 3 9.266

2 4 6.165

3 5 7.381

4 6 5.244

5 7 5.038

6 8 4.157

7 9 5.284

8 10 4.753

9 11 5.021

10 12 3.522

11 13 4.320
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GA-ANN method requires no mechanical tests, as the pre-
diction is made directly from the influencing variables of
the TCS, (2) the generalization capability of the GA-ANN
method might be better than existing models, which need
to be fit based on a specific dataset, and a general model
can be easily built and updated using a more comprehensive
dataset, and (3) most importantly, such predictions can pro-

mote the establishment of “intelligent management for engi-
neering” in the future.

The omission of other influencing variables of the TCS of
sandstone, such as the addition of freeze-thaw temperature,
rock mineralogical composition, and water saturation degree,
is a clear limitation of the current study. A larger dataset con-
taining more types and mineralogical composition variables

Table 4: GA parameter settings.

GA parameter Values

Scenarios Optimization of ANN structure Optimization of initial weights and biases

Fitness function 1/RMSE 1/RMSE

Selection method Tour Tour

Genetic possibility Crossover (0.8), mutation (0.1) Crossover (0.8), mutation (0.1)

Stop criteria Maximum generation Maximum generation

Number of chromosomes 200 50/100/150/200

Type of chromosomes Integer Float

Number of generation 20 500

Table 5: ANN parameters and tuning range.

Hyper parameters Explanation Type Tuning range

Max_neuron Maximum number of neurons in every hidden layer Integer 1–40

Number_hidden_layers Maximum number of hidden layers Integer 1–4

Input_layer_neuron Number of neurons in the input layer Integer 3

Output_layer_neuron Number of neurons in the output layer Integer 3

Learning rate Weight reduction due to updating in feedback training Float 0.01
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Figure 4: Structure parameter tuning: (a) minimum RMSE versus iteration with 1–4 hidden layers; (b) optimal ANN structure.
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Table 6: Results of the performance indices of the ANN and GA-ANN models.

Method Model RMSE MAE R2 Rating for RMSE Rating for MAE Rating for R2 Rank value

ANN

1 3.408 2.395 0.925 1 4 1 6

2 2.676 2.153 0.952 5 5 3 13∗

3 3.123 2.426 0.937 4 3 2 9

4 3.301 2.524 0.953 2 2 4 8

5 3.186 2.626 0.958 3 1 5 9

GA-ANN

1 1.139 0.866 0.992 4 5 4 13

2 1.165 0.899 0.991 3 3 3 9

3 1.302 1.004 0.989 1 1 1 3

4 1.206 0.949 0.990 2 2 2 6

5 1.083 0.893 0.993 5 4 5 14∗
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Figure 6: Comparison of the predicted and experimental TCS values: (a) simple ANN model; (b) GA-ANN model.
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of rocks is being collected in the hope that the generalization
capability of the trained ANN model can be improved once
physical-mechanical characteristics are used as inputs.

7. Conclusions

This paper established a new AI model (GA-ANN) for esti-
mating the TCS of sandstone subjected to freeze-thaw cycles.
A database consisting of 60 datasets was prepared, and in
each dataset, the longitudinal wave velocity, porosity, confin-
ing pressure, and number of freeze-thaw cycles were consid-
ered inputs and the TCS was set as the system output. First,
the ANN structure was optimized based on the GA. When
there were 2 hidden layers, the first hidden layer and the sec-
ond hidden layer had 14 and 11 neurons, respectively, and
the RMSE was reduced to 1.562, which was much lower than
the RMSE (3.522) based on the simple ANN model. Then,
based on the optimal ANN structure (4-14-11-1), the initial
connection weights and biases of the ANN were further opti-
mized based on GA and the RMSE was minimized (1.083);
thus, the optimal ANN model was obtained. After proposing
the AI systems, to determine the accuracy level of the devel-
oped models, three performance indices including RMSE,
MAE, and R2 were used and computed. The RMSE, MAE,
and R2 equal to 1.083, 0.893, and 0.993, respectively, for test-
ing datasets revealed the highest accuracy of the hybrid GA-
ANN model in predicting TCS of sandstone subjected to
freeze-thaw cycles, while these values were 2.676, 2.153, and
0.952 for the simple ANN model. These results indicated
the superiority of the hybrid GA-ANN model in predicting
TCS of sandstone subjected to freeze-thaw cycles in compar-
ison with the simple ANN model.
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Fluid injection-induced earthquakes have been a scientific and social issue of wide concern, and fluid pressurization rate may be an
important inducement. Therefore, a series of stepwise and conventional injection-induced shear tests were carried out under
different fluid pressurization rates and effective normal stresses. The results show that the magnitude of fluid pressure is the
main factor controlling the initiation of fracture slipping. The contribution of fluid pressure heterogeneity and permeability
evolution on the initiation of fracture slipping is different with the increase of fluid pressurization rate. When the fluid
pressurization rate is small, permeability evolution plays a dominant role. On the contrary, the fluid pressure heterogeneity plays
a dominant role. The increase of fluid pressurization rate may lead to the transition from creep slip mode to slow stick-slip
mode. Under the laboratory scale, the fluid pressure heterogeneity causes the coulomb failure stress to increase by about one
times than the predicted value at the initiation of fracture slipping, and the coulomb stress increment threshold of 1.65MPa is
disadvantageous to the fracture stability.

1. Introduction

In the last 10 years, the worldwide exponential increase of
fluid injection-induced earthquakes has become a widely
concerned scientific and social problem. This is due to
hydraulic fracturing, enhanced geothermal stimulation, and
saltwater disposal engineering operations which result in
the reactivation of faults [1]. However, the role of fluid injec-
tion procedures in induced earthquakes remains controver-
sial, and the key knowledge gaps in risk management
remain. Understanding the mechanism by which fluid injec-
tion procedures induced fault slip is important for improving
seismic risk associated with large-scale fluid injection.

According to the effective stress principle and Mohr-
Coulomb failure criterion, fault instability occurs when the
shear stress on a rock fracture exceeds the product of the fric-
tion coefficient and effective normal stress, which is given by
the difference between the normal stress and fluid pressure.
Elevating the fluid pressure during fluid injection decreases
the effective normal stress, resulting in fault instability [2–

6]. However, this is restricted to fault slip initiation caused
by fluid overpressure. Recent studies showed that fluid over-
pressure is not the only parameter governing fault reactiva-
tion and the associated seismicity. The fluid pressurization
rate and the fluid pressure heterogeneity are also closely
related to the fault slip initiation and slip mode [7]. French
et al. performed axial compression and lateral relaxation tests
on permeable sandstones with saw-cut surfaces. Fluid injec-
tion into a saw-cut granite sample in stress relaxation test
shows that the onset of fault activation may not be predicted
by the principle of effective stress at high injection rates [8].
This is presumably caused by a significantly heterogeneous
distribution of fluid pressure on the fault plane [9, 10]. In
addition, the influence of permeability evolution on fracture
slip has also been concerned, and it has been regarded as a
supplementary mechanism of fluid injection induced fault
slip. However, the physical mechanisms controlling fault slip
initiation and slip mode in response to fluid pressurization
are still a matter of debate. The mismatch between seismo-
genic time and fluid injection time is still not clear.
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The objective of this study is to unravel the slip character-
istics of a critically stressed fracture associated with fluid
pressurization rate. We conducted injection-induced fracture
slip experiments on saw-cut permeable sandstones using dif-
ferent fluid injection schemes. The influence of fluid pressur-
ization rate on fracture slip mode and displacement evolution
process under different fluid injection rates is compared and
analyzed. In addition, we also analyzed the influence of fluid
pressure heterogeneity and permeability evolution on frac-
ture slip initiation.

2. Experimental Configuration and Method

2.1. Experimental Material and Configuration. The cylindri-
cal samples of sandstone of 50mm in diameter were cored
and then cut and precisely ground to a length of 100mm.
The sample was then cut at 45° with respect to its axis to cre-
ate an elliptical saw cut fracture interface of 50mm in width
and 70mm in length along strike (Figure 1(a)). The fracture
surfaces were then polished using sandpaper with 300μm
particle size. Two 3mm diameter boreholes were drilled par-
allel to the core axis at the sample ends to maximize the fluid
diffusion distance along the fracture. The fractured sample
was placed in two heat shrinkable tubes and equipped with
axial and radial extensometers (Figure 1(b)). The tests were
carried out using the TAW-2000 electrohydraulic servo rock
triaxial testing machine, from Key Laboratory of Shale Gas
and Geological Engineering, Institute of Geology and
Geophysics, Chinese Academy of Sciences at ambient tem-
perature (25°C). The testing machine has an independent
closed-loop control system of axial pressure, confining pres-
sure, and pore water pressure. The range of axial pressure is
0-2000 kN, confining pressure is 0-100MPa, and pore water
pressure is 0-60MPa. The whole process test of uniaxial
and triaxial strain, cyclic loading, and other tests with the
diameter of the specimen ranging from 25mm to 100mm
can be conducted to record the whole process of the test in
real-time. Water and silicon oil were used as the pore and
confining fluids, respectively. The normal and shear stresses
were obtained by resolving the triaxial stress state onto the
fracture plane [11]. In addition, the normal and shear stresses
were corrected by considering the change in fractured con-

tact area and the deformation of Teflon drainage layers
[12]. Fracture slip was computed by projecting the sample
axial shortening onto the fracture direction.

2.2. Experimental Method and Program. Tests were con-
ducted by adjusting the injection rate (IR) and fluid pressur-
ization rate (PR) under different effective normal stress. The
initial pore pressure (P0) was set to 1MPa. The shear strength
at the onset of fault slip under constant pore pressure condi-
tions, denoted τs, was determined by conducting an axial dis-
placement loading test (Figure 2: stage1 (gray area)).
Subsequently, we applied the shear stress τ0, equivalent to
93% of the shear strength, and fixed the normal stress (σn),
assumed the fracture approaching a critical stress state
(Figure 2: stage2 (yellow area)). Finally, the fluid pressure
was applied from the bottom end of the sample by advancing
the downstream syringe pump under constant effective nor-
mal stress (σeff ) until a fracture slip occurred (Figure 2: stage3
(white area)). While the top end of the sample was connected
to an intelligent digital pressure gauge, resulting in undrained
boundary condition (Figure 1(b)). The fluid pressure in the
top and bottom boreholes was monitored to observe fluid
pressure distribution on the fracture. Note that confining
pressure σ3 remained constant throughout the fluid injec-
tion. We applied two different fluid injection schemes in
the tests SW-1 and SW-2. The fluid pressure was increased
stepwise from 1 to 7MPa with a rate of 0.04MPa/s in test
SW-1 and 0.005MPa/s in test SW-2 (Figure 3). Each fluid
injection phase lasted for 8min. For tests SW-1 and SW-2,
fluid pressure was increased stepwise by 2MPa, with each
step lasting 1 and 7min, respectively. Subsequently, the fluid
pressure was held constant for 7 and 1min for tests SW-1
and SW-2, respectively. In addition, three nonstepping
injection-induced shear tests were carried out under
10MPa, 20MPa, and 26MPa effective normal stresses,
respectively. The experiment program is depicted in Table 1.

3. Experimental Results

3.1. The Role of Fluid Pressurization Rate. As shown in
Figure 2(a) and Figure 2(b), the shear stress on the fracture
surface showed a nearly linear increase during the initial

(a)

Confining pressure

Top borehole

Bottom borehole

Pump

Pressure gauge

Axial load

Drainage layer

Sample
Strain meter

Angle=45°

(b)

Figure 1: Experimental material and configuration. (a) Saw-cut sandstone fracture. (b) Sketch of sample assembly installed inside the triaxial
pressure vessel.
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loading stage (stage1), and the fracture slip rate gradually
accelerated. Under σn = 27MPa and P0 = 1MPa, the peak
shear strength (τs) of tests SW-1 and SW-2 are very close
(τs ≈ 14MPa, τs ≈ 12MPa), and then, the peak shear strength
(τs) is reduced to about 0:93 × τs before injection. In the test
SW-1, the saw-cut samples with critical stress begin to slip
approximately at the end of the first fluid injection phase
(P0 ≈ 3:0MPa), slight slip hysteresis was detected, and there
is no further slip during the pressure holding phase. This
indicates that the magnitude of fluid pressure may control
the onset of fracture slip. At a relatively fast fluid pressuriza-
tion rate, slow stick-slip events were observed (slow stick-slip
events are defined as peak slip speeds of less than 1mm/s).
Slip abruptly accelerated to peak velocity and then deceler-
ated slowly. Subsequently, a slight hysteresis slipping of the
fracture was induced at the end of each fluid pressurization
phase. By contrast, in the test SW-2, saw-cut samples with
critical stress did not show significant slip after the first fluid
injection phase (P0 ≈ 3:0MPa). Instead, it shows a significant
slipping hysteresis, which may be due to the combined action
of fluid pressure heterogeneity and fracture surface perme-
ability evolution. In addition, compared with the test SW-1,
fluid injection rate is 8 times slower, almost continuous frac-
ture creep was observed, which indicates that the fluid pres-
surization rate may control the fracture slip mode.

3.2. Deformation Characteristics of Fracture during Fluid
Injection. As shown in Figures 2(a) and 2(b), the shear dis-
placement increases gradually at each stage of fluid injection.
One aspect, the shear creep behavior occurs under constant
shear stress, resulting in an increase in shear displacement.
The other aspect, fluid injection reduces the effective normal
stress and frictional resistance, so the fracture is more likely
to slip as the shear displacement increases. In the test SW-
1, episodic slow stick-slip events were observed, the slippping
speed is less than 2μm/s for long slipping duration of 60 sec-
onds or more. In the SW-2, the slip at the low-pressure rate is
apparently intermittent, and a number of small slips accumu-
late leading to eventual instability. But the slipping speed
increases with the maximum<0.2μm/s while slowly increas-
ing and decreasing. Seismic (unstable) slip for natural faults
generally shows high slip velocities (≥0.1m/s) [13]. Thus, in
these experiments, fluid pressure may promote steady and
slow slipping [14–16]. It can also be seen that the fracture
does not expand significantly during the initial injection
stage. With the increase of injection pressure, fracture expan-
sion occurred and gradually accelerated, indicating that frac-
ture opening occurred during the slipping process. This
condition may reflect surface roughness and associated shear
dilation under the combined action of shear stress and con-
tinuous injection [17]. After that, the rate of expansion
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Figure 2: Stress-displacement evolution in stepping injection-induced shear tests. Please notice the difference in the coordinate scale.
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increased dramatically. When the fracture is activated, the
shear displacement remains stable at the current position
due to a combination of reduced injection pressure and shear
creep behavior. However, when the injection pressure is
unloaded, the fracture tends to close. The normal displace-
ment recovery also has the hysteresis phenomenon. There-
fore, in this case, injection-induced fracture activation can
be well characterized by the mechanism of deformation.

3.3. Influence of Fluid Pressure Heterogeneity. In order to
study the influence of fluid pressure heterogeneity on fault
slip, three tests were carried out at a water injection rate of
0.005MPa/s under an effective normal stress of 10MPa,
20MPa, and 26MPa, respectively. As shown in Figures 4(a)–
4(c), the Mohr-Coulomb failure envelope was constructed
by shear strength (Figure 4(d); solid red circle), and the fric-
tion coefficient μ was 0.62.

As shown in Figure 4(d), the stress state of the saw-cut
fracture is represented by a solid green five-pointed star,
which is located below the Mohr failure envelope. When
loaded at a constant fluid rate, the effective normal stress
gradually decreases until the fracture slips unsteadily (solid
pink five-pointed star). Obviously, the measured fluid pres-
sure in the water injection hole is greater than that predicted
by the failure criterion. The deviation between them
increases with the increase of effective normal stress and
water injection rate. Through analysis, we believe that when
the effective normal stress and fluid injection rate are high,
the compression of fracture aperture becomes smaller and
the fracture surface permeability increases, which leads to
the amplification of the heterogeneity of fluid pressure. In
order to verify the analysis results, the Coulomb failure stress
change (μΔP) can be obtained from equation (1) [18], which
is caused by the change of pore pressure. The calculated cou-

lomb stress at the beginning of fracture slipping is about one
time larger than that predicted by the failure criterion. The
increment of Coulomb fracture stress value is greater than
1.65MPa during each test process of fluid injection-induced
fracture instability. It fully shows that the cause of fracture
instability is related to the variation of Coulomb fracture
stress caused by pore pressure, and the influence is amplified
by the fluid pressure heterogeneity.

ΔCFS = Δτ − μΔσeff , ð1Þ

where ΔCFS is the variation of Coulomb fracture stress, Δτ is
the variation of shear stress, μ is the friction coefficient, and
Δσeff is the effective normal stress.

3.4. Influence of Permeability Changes. In order to study the
influence of permeability evolution on fracture instability,
the cubic law is used to calculate the permeability Km (m2)
on the fracture surface (equations (2) and (3)) [19, 20].

bm = −
12η ⋅ L tð Þ ⋅Q tð Þ

W ⋅ ΔP

� �1
3
, ð2Þ

Km = b2m
12 ,

ð3Þ

where bm (m) is the averaged hydraulic aperture, η (Pa·s) is
the viscosity of fluid, LðtÞ (m) is the contact length of the
fracture surface, W (m) is the frature width, QðtÞ (m3/s) is
the measured flow rate, and ΔP (Pa) is the differential pres-
sure between the upstream and downstream extent of the
fracture.

Figure 5 shows the variation of the friction coefficient and
permeability on the fracture surface with slipping displace-
ment and pore pressure at different fluid pressurization rates.
In the test SW-1, when the fluid pressurization rate is high,
the friction coefficient increases almost linearly with the
increase of slipping displacement and, then, remains rela-
tively stable after reaching the peak value, while the perme-
ability of the fracture surface decreases almost linearly
(Figure 5(a)). Compared with the test SW-1, the permeability
of the fracture surface decreases relatively slowly and the
average permeability is higher with the increase of the slip-
ping displacement in test SW-2. When the slip displacements
are 0.55mm and 0.7mm, respectively, the permeability is
hysteresis and beyond the fracture slipping initial point of
the second and third stages and, suddenly, decreases. The
friction coefficient gradually increased to a peak during the
stage1 of fluid injection and then decreased, until remained
relatively stable (Figure 5(b)). The reduction of fracture sur-
face permeability may be due to roughness degradation.
Due to shear expansion, a sudden increase in the slipping rate
temporarily increases the fracture permeability, but as the
wear products fill the pore space, the permeability decreases
with the increase of the slipping displacement. In addition,
Figures 5(c) and 5(d) also show the change of friction coeffi-
cient and permeability with the increase of pore pressure. In
SW-1 test, the permeability increases linearly and slowly with
pore pressure until it suddenly increases at 3MPa and 5MPa

Time

0.005 MPa/s

(SW-2)
2 MPa

Pore pressure (MPa)

0.04 MPa/s

(SW-1)

8 min
1

7

5

3

Figure 3: Stepping injection process.

Table 1: Experimental program and parameter setting.

Test no. σn (MPa) P0 (MPa) σeff (MPa) IR (MPa/s)

SW-1 27 1 26 0.04

SW-2 27 1 26 0.005

T-1 11 1 10 0.005

T-2 21 1 20 0.005

T-3 27 1 26 0.005
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Figure 4: Stress-displacement evolution in nonstepping injection-induced shear tests. (a–c) Tests T1, T2, and T3. (d) Mohr-Coulomb failure
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fractures before the fluid injection (solid green five-pointed star) and at the onset of injection-driven fracture instability (solid pink five-
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5Geofluids



and, then, continues to grow slowly and relatively steadily.
Slight infiltration lag was detected during injection pres-
sure loading and holding. In contrast, in test SW-2, the
permeability increased rapidly throughout the injection
process, and there was no obvious sudden increase at
3MPa and 5MPa. However, significant permeability hys-
teresis was detected during injection pressure loading and
holding stages.

In view of the above experimental phenomenon, when
the fluid pressurization rate is small, the permeability
increases rapidly with the increase of fluid pressure and
decreases slowly with the increase of slipping displacement.
This results in the fracture surface being able to maintain rel-
atively high average permeability and weak fluid pressure
heterogeneity. On the contrary, when the fluid pressurization
rate is high, the permeability increases slowly with the
increase of fluid pressure and decreases rapidly with the
increase of slipping displacement. This results in the fracture
surface being able to maintain relatively low average perme-
ability and strong fluid pressure heterogeneity. Note that we

are studying the entire process of fracture slipping, not the
local features.

4. Conclusions

In order to understand the influence of fluid pressurization
rate on rock fracture slip, a series of injection-induced shear
tests were carried out. The influence of fluid pressurization
rate on fracture slip mode and displacement evolution pro-
cess under different fluid injection rates is compared and
analyzed. Then, we aim at the phenomenon of fracture slip-
ping hysteresis at fluid pressurization rate; further analysis
is made from two aspects of fluid pressure heterogeneity
and permeability evolution. The main conclusions are sum-
marized as follows:

(1) The magnitude of fluid pressure may control the ini-
tiation of fracture slip, while the fluid pressurization
rate may control the fracture slip mode. The fracture
exhibits a slow stick-slip mode at a relatively fast fluid
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Figure 5: Friction coefficient and permeability evolution. (a, b) The friction coefficient and fracture surface permeability in SW-1 and SW-2
tests as functions of slip displacement, respectively. (c, d) The friction coefficient and fracture surface permeability as a function of pore
pressure in SW-1 and SW-2 tests, respectively.
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pressurization rate, whereas the fracture exhibits an
almost continuous creep mode at a relatively slow
fluid pressurization rate

(2) The contribution of fluid pressure heterogeneity and
permeability evolution to fracture slip initiation is
different with the increase of fluid pressurization rate.
Under low fluid pressurization rate, fracture slipping
shows obvious hysteresis phenomenon, which may
be caused by the combined action of fluid pressure
heterogeneity and permeability evolution. When the
fluid pressurization rate is low, the fluid pressure het-
erogeneity is weak, and the permeability growth rate
is fast. The influence of permeability on fracture slip-
ping initiation may be more significant than the fluid
pressure heterogeneity. With the increase of fluid
pressurization rate, the fluid pressure heterogeneity
may play a more significant role than permeability.
This provides a supplementary insight for revealing
the mechanism of seismogenic time lag behind fluid
injection time

(3) Under the experimental scale, the Coulomb fracture
stress at the initiation of fracture instability is magni-
fied by about one time than that predicted by the fail-
ure criterion due to the fluid pressure heterogeneity.
In addition, the increment of Coulomb fracture stress
during the test is greater than 1.65MPa, which indi-
cates that the heterogeneity of fluid pressure is closely
related to fracture slip, and the increment of Cou-
lomb fracture stress value greater than 1.65MPa
May be detrimental to fracture stability
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Wellbore instabilities frequently occur in mudstone formation with weak plane bedding because of strong anisotropies. The
mechanics parameters of weak plane bedding are of vital significance to the wellbore stability analysis for mudstone formations.
The conventional method for determining the mechanics parameters is to fit lots of triaxial test data due to the blindness of
coring. In this paper, an evaluation method of the mechanics parameters of weak plane bedding is proposed to improve the
accuracy of weak plane bedding mechanical properties. The mechanics parameters of weak plane bedding are obtained by
combing the single-weak plane failure criterion with the compressive strength of rock obtained by the triaxial test of cores with
different coring angles. It is seen that the new evaluation method is simple and convenient. On the other hand, a validation
method of the mechanics parameters of weak plane bedding is proposed to ensure their accuracy. The compressive strength
obtained from the core with the special coring angle is compared with the theoretical compressive strength for verifying the
accuracy of weak plane bedding mechanical properties. It is observed that the proposed evaluation and validation methods can
be used to measure the value of weak plane bedding mechanical properties precisely. The proposed methods are general and can
be used for measuring the mechanical properties of fracture weak-plane and joint weak-plane.

1. Introduction

The anisotropic rock (mudstone, shale, etc.) formed by the
weak plane (bedding, joint, etc.) can be weaker than the intact
rock. The current research focuses on the failure criterion of
the anisotropic rock, such as the Mohr-Coulomb, Drucker-
Prager, the Modified Lade, Hoek-Brown, single-weak plane
failure criterion, and 3D criteria (Mogi-Coulomb, Wiebols-
Cook, Desai-Salami, 3D Hoek-Brown) [1–4]. The 3D criteria
focus on the effects of the intermediate principal stress, which
is usually difficult in practice to analyze the wellbore stability
because of the more required input parameters. One of the
most widely used empirical criteria in the anisotropic rock
is the single-weak plane failure criterion. Since its first intro-
duction by Jaeger [2] in extending the earlier work of Bott
[1], the single-weak plane failure criterion has been used suc-
cessfully in evaluating wellbore stability [5–13]. In this crite-
rion, the failure of both the bedding planes and rock matrix is
described by using the Mohr-Coulomb criterion by two dif-

ferent sets of intact rock and weak plan constants. Then,
the mechanics parameters of weak plane bedding are impor-
tant parameters required for use of the single-weak plane fail-
ure criterion in evaluation wellbore stability. The
conventional method for determining the mechanics param-
eters is to fit lots of triaxial test data of anisotropic rocks [14–
19]. Donath [14] tested the several rocks with different types
of planar anisotropy with seven different δ, where δ is the
inclination of anisotropy, bedding planes. Chenevert and
Gatlin [15] early showed the rock properties of coefficient
of internal friction can vary with direction, depending on
the particular rock tested. Duveau and Shao [16] performed
78 triaxial compression tests in order to investigate the schist
strength anisotropy. The cohesion and friction of weakness
planes are determined from failure stresses obtained in triax-
ial tests with the loading orientation resulting in the mini-
mum strength. Heng et al. [17] analyzed the mechanical
properties of the bedding plane based on the experimental
data of shale with four different α, where α is the angle
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between the bedding planes and the coring orientation.
Wasantha et al. [18] studied the mechanics property of sand-
stone specimens with six different interconnected joint pat-
terns under three different combinations of confining
pressure and initial pore-water pressure. Liu et al. [19] found
that the presence of the weak plane greatly reduced the
mechanical strength of the shale. Although the above exper-
imental methods can measure the value of the mechanical
properties of the weak plane, lots of triaxial test data is neces-
sary to fit the properties.

In this paper, an evaluation method of the mechanics
parameters of weak plane bedding is proposed to improve
the accuracy of weak plane bedding mechanical properties.
On the other hand, a validation method of the mechanics
parameters of weak plane bedding is proposed to ensure their
accuracy. It is observed that the proposed evaluation and val-
idation methods can be used to measure the value of weak
plane bedding mechanical properties precisely and avoid
blindness of coring operation. Rock mechanical properties
of the mudstone specimen are measured using an RTR-
1500 triaxial rock testing system with an axial strain loading
rate of 0.05% per minute under successively higher confining
pressures. The frame stiffness, axial load, and cell pressure of
the RTR-1500 triaxial rock testing system are 0MN/mm,
Max. 1500 kN, and Max. 140MPa, respectively. Experimen-
tal results show that the proposed evaluation and validation
methods can be used to measure the value of weak plane bed-

ding mechanical properties precisely. The proposed methods
are general and can be used for measuring the mechanical
properties of fracture weak-plane and joint weak-plane.

2. Weak Plane Failure Criterion

The weak plane failure criterion which is that the failure con-
dition of the anisotropic mudstone depends on sets of the
single weak plane parameters was the first presented by Jae-
ger with the most extensive triaxial tests [1]. There are an
upper limit and a lower limit for the compressive strength
of the anisotropic mudstone with the weak plane. The upper
limit is corresponding to the compressive strength depending
on the rock mass. The lower limit is corresponding to the
compressive strength depending on the weak plane. β is the
angle between maximum principal stress and weak plane
normal, related to the failure mode of the anisotropic mud-
stone with the weak plane (Figures 1 and 2). For β1 ≤ β ≤
β2, the failure mode is conducted by the weak plane failure.

The weak plane failure criterion for β1 ≤ β ≤ β2 is defined
as

σ1 − σ3 =
2 Cw + tan ϕwσ3ð Þ

1 − tan ϕw cot βð Þ sin 2β , ð1Þ

Rock mass failure Rock mass failure
Weak plane failure
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Figure 1: Relation between the failure mode of the anisotropic
mudstone and β.
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β1 =
ϕw
2 + 1

2 arcsin σ1 + σ3 + 2Cw cot ϕwð Þ sin ϕw
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, ð2Þ
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π
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where σ1 and σ3 is the maximum and minimum principal
stress, respectively. Cw is the cohesion of the weak plane.
ϕw is the friction angle of the weak plane [11].

The Mohr-Coulomb failure criterion for β < β1 orβ > β2
is defined as

σ1 = σ3 tan2
π

4 + ϕo
2

� �
+ 2Co tan

π

4 + ϕo
2

� �
, ð4Þ

where Co is the cohesion of the rock and ϕo is the friction
angle of the rock.

3. Evaluation Method of the Weak Plane
Mechanical Properties

θ is defined as the complementary angle of the angle between
the axis of the drilling core and that of the rock specimen for
rock mechanics testing (Figure 3). It is assumed that the angle
β of the drilling core is between β1 and β2. Hence, the failure
mode of this rock specimen should be determined by the
weak plane. The triaxial tests are run on the three rock spec-
imens with the same θ at three different confining pressures;
then, we can get three compressive strengths. The parameters
Cw, ϕw, and β can be got by combining equation (1) with the
three compressive strengths. β1 and β2 can be easily com-
puted using equations (2) and (3). If β ∈ ½β1, β2�, we will get
the correct cohesion and friction angle of the weak plane,
or else will increase the angle θ. Figure 4 shows the algo-
rithms with which the required cohesion and friction angle
of the weak plane can be obtained.

Weak plane

Drilling core 𝛽

𝜃𝜆Rock specimen

(a)

Drilling core

Rock specimen

Weak plane

𝛽 𝜃
𝜆

(b)

Figure 5: Geometric sketch for the original angle of λ. (a) The orientation from the axis of the tested rock to the weak-plane line is
anticlockwise, θ < λ. (b) The orientation from the axis of the tested rock to the weak-plane line is clockwise, θ > λ.

1–30° 2–30° 3–30°

Figure 6: Standard cylinder (ϕ 25mm × 50mm).

Figure 7: RTR-1500 Rock triaxial experiment system.

Horizontally coring Vertically coring 

Figure 8: Original weak plane bedding for the drilling core.

Table 1: Compressive strength from triaxial test.

Specimen
number

θ
(°)

Confining pressure
(MPa)

Compressive strength
(MPa)

1-30° 30 0 59.958

2-30° 30 20 144.852

3-30° 30 30 188.185
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4. Validation Method of the Weak Plane
Mechanical Properties

λ is defined as the original angle which is the angle between
the axis of the drilling core and weak plane normal. The orig-
inal angle can be given by the geometric relationship. When
the orientation from the axis of the tested rock to the weak-
plane line is anticlockwise, λ = θ − β + ðπ/2Þ (Figure 5(a)).
When the orientation from the axis of the tested rock to the
weak-plane line is clockwise, λ = θ + β − π/2 (Figure 5(b)).
We can change the angle θ to make the angle β meet β ∈ ½
β1, β2�. The rock specimen with this angle θ will be con-
ducted with a triaxial test. It can be seen from equations (2)
and (3) that the failure model of the rock specimen with this
angle θ will be the weak plane failure. If the value of the com-
pressive strength from the triaxial test is close to that from
the theoretic calculation of the weak plane failure criterion,
the previous cohesion and friction angle of the weak plane
got by the method of evaluating the weak plane mechanical
properties will be accurate.

5. Experiments and Discussions on Weak Plane
Mechanical Properties

5.1. Materials and Experimental Methodology. Mudstone
samples buried to 6670-6678mwere obtained from the Sang-
tamu formation in Tarim Basin, Northwest China. The
Tarim Basin has abundant hydrocarbons and is currently
the largest natural gas-producing region in the country. The
complex situations in the process of drilling are liable to
occur while drilling in the Sangtamu formation in Tarim
Basin. Rock mechanical properties of weak plane bedding
in mudstones are of vital significance to these situations
because of the poor mechanical properties of weak plane bed-
ding. The rock specimens are from the drilling core accord-
ing to the angle depicted in Figure 3. The geometry size of
these rock specimens is 50mm in length and 25mm in diam-
eter (Figure 6). Rock mechanics of these rock specimens are
tested with an RTR-1500 triaxial rock testing system with
an axial strain loading rate of 0.05% per minute under succes-
sively higher confining pressures (Figure 7).

5.2. Experimental Results and Analysis

5.2.1. Experiment for Evaluation Method of the Weak Plane
Mechanical Properties. We can find that the original angle λ
is 10° when the drilling core is coring along with the horizon-
tal or vertical direction (Figure 8). We choose to conduct the
triaxial test for the rock specimens with θ = 30°. The com-
pressive strength values of these rock specimens are listed
in Table 1. The stress-strain curves of these rock specimens
are as shown in Figure 9. By equation (1), we can obtain that
β = 69:3697°, cw = 13:0318MPa, and ϕw = 37:7435°. Then, β1
and β2 can be given by equations (2) and (3), which are listed
in Table 2. It can be easily verified that β ∈ ½β1, β2�. Therefore,
cw = 13:0318MPa and ϕw = 37:7435° are the required cohe-
sion and friction angle of the weak plane.

5.2.2. Experiment for Validation Method of the Weak Plane
Mechanical Properties. As λ = θ + β − 90°, we have θ = 30°,
β = 69:3697°, and so λ = 9:3697°. We should drill the rock
specimen with θ = 35:4980° again, according to the validation
method of the weak plane mechanical properties described in
Section 4. The compressive strength of this rock specimen is
measured with an RTR-1500 three-axial rock testing system
for checking the difference between the experimental value
of compressive strength and the calculated value of that from
the weak plane failure criterion. The stress-strain curve of
this rock specimen is as shown in Figure 10. The
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Figure 9: Stress-strain curves of rock specimens from Sangtamu
mudstone formation.

Table 2: Relationship among β, β1, and β2.

Specimen number
β1
(°)

β2
(°)

β
(°)

1-30° 55.3291 72.4144 69.3697

2-30° 57.2389 70.5046 69.3697

3-30° 57.4011 70.3424 69.3697
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Figure 10: Stress-strain curves of the verified rock specimen with
θ = 35:4980°.
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experimental value of compressive strength is 258.074MPa,
and the calculated value of that is 260.9528MPa. The relative
error between the results of the theoretic calculation and
experiment is only 1.12%. Therefore, the previously obtained
weak plane mechanical properties by the evaluation method
of the weak plane mechanical properties is accurate.

6. Conclusions

In this paper, we investigated both the evaluation method
and the validation method of the weak plane mechanical
properties by the theory analysis and experimental investiga-
tion in mudstone with the weak plane bedding. The evalua-
tion method of the weak plane mechanical properties is
proposed, based on the weak plane failure criterion. This
method can guide the measurement of the weak plane
mechanical properties to avoid blindness of coring operation.
The validation method of the weak plane mechanical proper-
ties is proposed, equally based on the weak plane failure cri-
terion. The validation method can further ensure the
correctness of the weak plane mechanical properties which
is previously obtained by the evaluation method of the weak
plane mechanical properties. Both methods are general and
can be used for measuring the mechanical properties of frac-
ture weak-plane or joint weak-plane.
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Subsequent extension of surface subsidence after vertical caving leads to large-scale surface destruction, as well as associated
geological hazards. The extension prediction for cylindrical caved space, which appears circular surface subsidence, is still an
intractable issue, due to the absence of robust models. To fill such a research gap, this paper provides an analytical model for the
depth and orientation where the shear failure of isotropic rocks around the caved space is firstly observed. The anisotropy of
surrounding rocks is further involved to enable this model to analyze the slip failure along discontinuities in anisotropic stress
state. The prediction for the extension of the surface subsidence in Xiaowanggou iron mine is conducted, and the comparison
between the prediction and the observation in satellite images demonstrates the validity of the proposed model. Even though
this model cannot provide a definite boundary after extension, the prediction for the orientation surface subsidence extends to
contribute to mitigating the effect of geological hazards. Another contribution of this work is to provide guidance to mitigate the
impact of surface subsidence on safety and environment, such as filling the interspace between large-sized caved rocks by
dumping small-sized waste rocks or backfilling the caved space with waste rocks.

1. Introduction

The geological hazards due to mining-induced surface subsi-
dence raise public concerns [1, 2]. The employment of caving
mining is restricted because of the surface subsidence [3, 4],
even though it is being favored in underground mining pro-
jects due to high cost efficiency [5]. On the other hand, in situ
observations have demonstrated that the surface subsidence
is likely to take place in open-stope-based mines [6], even
in the filling-based ones [7, 8]. Such mining-induced surface
subsidence can be categorized into 6 types, such as crown
hole, chimney caving, plug subsidence, solution cavities,
block caving, and progressive caving [9]. The progressive
caving indicates the process that surrounding rocks progres-

sively cave into the original caved space formed after chim-
ney caving, plug subsidence, or block caving; meanwhile,
the caved space will be extended accordingly during such
process. In situ or remote monitoring from many mining
projects shows the progressive caving is a primary contribu-
tor to the large-scale extension of surface subsidence [10–13].

To predict the progressive caving, as well as the extension
of surface subsidence, some analytical solutions have been
proposed. The most commonly cited is the limiting equilib-
rium analysis by Hoek [14]. This model relates the stability
of the hanging wall of caved space to the effective cohesion
of rock mass, thrust on shear plane due to caved rocks, and
the base area and weight of wedge of sliding rock mass.
Brown and Ferguson [15] extended Hoek’s model by
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involving the impact of water pressure and sloping ground
surface on shear failure plane. Lupo [16] modified Hoek’s
model to enable it to predict the rock failure on both hanging
wall and footwall. Yet despite having been successfully applied
in many mining projects, such as Kiruna ironmine in Sweden,
El Teniente copper mine in Chile, Río Blanco copper mine in
Peru, and Gaths asbestos mine in Zimbabwe, the employment
of both Hoek’s and extended models is still restricted because
of some basic assumptions: (1) the rock failure and associated
surface subsidence occur for a long distance compared with
the cross section normal to the strike of ore body, and the anal-
ysis can be reduced to a two-dimension problem; (2) the rock
mass has homogeneous and isotropic mechanical property,
which means the discontinuities (e.g., faults, joints, or bed-
dings) are not taken into account. Such assumptions mean
Hoek’s and extendedmodels are invalid to analyze progressive
caving either around the cylindrical caved space or with the
consideration of the rock anisotropy due to discontinuities.

Both in situ monitoring [17, 18] and numerical simula-
tions [7, 19, 20] show the evident impact of discontinuities
on the progressive caving. On the other hand, the cylindrical
surface subsidence formed after chimney caving, plug subsi-
dence, or block caving has been observed not only in caving-
based projects (e.g. Northparkes copper-gold mine, Kimber-
ley diamond mine, and Xiaowanggou iron mine; Figure 1)
but also in filling-based one (e.g., Jinchuan nickel mine) [9].
However, the analytical prediction for the progressive caving,
as well as the associated extension of surface subsidence in
these projects, is still an intractable issue, due to the absence
of robust model, especially when the rock anisotropy due to
discontinuities is taken into consideration.

Therefore, to fill such a research gap, we introduce an ana-
lytical model to relate the rock shear failure around the cylin-
drical caved space, which accounts for extension of surface
subsidence, to in situ stress, and the property of surrounding
rocks and caved rocks. Additionally, the rock anisotropy due
to inherent discontinuities is involved to enable the proposed
model to analyze the extension of surface subsidence because
of the slip failure along discontinuities. The rest of this paper
is organized as follows. Section 2 introduces the solutions to
test stability of the isotropic rocks around cylindrical caved
space. Section 3 provides the solution to predict the slip failure
along discontinuities around the caved space. In Section 4,
employing the proposed model, we calculated the depth and
orientation where the shear or slip failure take place at the
intact rocks around caved space in Xiaowanggou iron mine
(Figure 1(c)), and the associated extension of surface subsi-
dence is predicted. Additionally, some implications regarding
the proposed model and case study are discussed in this sec-
tion. Finally, the conclusions and contributions are summa-
rized in Section 5.

2. Stability Analysis for Surrounding Isotropic
Rocks of Cylindrical Caved Space

The stability analysis for the surrounding isotropic rocks of
cylindrical caved space is primarily to establish a relationship
to test whether rock failure will take place, by comparing the
redistributed stress after vertical caving (e.g., chimney caving,

plug subsidence, or block caving) with rock strength by an
appropriate failure criterion. To conduct such analysis, the
caved space, observed as circular subsidence area on ground
surface (Figure 1), is assumed as a vertical and cylindrical
excavation filled with caved rocks (Figure 2(a)).

When the rocks situated in the in situ stress state caves in
the void after deposit excavation, the stress redistribution
takes place near the caved space. To analyze the rock shear
failure surrounding rocks of caved space, the following inputs
are involved, such as rock strength, in situ stress, and the
impact of caved rocks. Conventionally, rock strength, in situ
stress, and associated orientations can be obtained by some
robust methods [21–24]. However, the analysis for the
impact of caved rocks is rarely reported.

2.1. Impact of Caved Rocks on Stability of Cylindrical Caved
Space. In the analytical models proposed in existing literature
[14–16], the caved rocks provide thrust to the sliding rocks,
which contribute to enhancing the stability of surrounding
rocks of caved space. Under the assumption that the subsi-
dence occurs for a long distance compared with the cross sec-
tion normal to the strike of ore body, this thrust can be
expressed as a function of the density and height of caved
rocks. Hence, numerous literatures have demonstrated such
contribution; Laubscher [13] proposed an empirical solution
to describe the effect of the density and height of caved rocks.
To describe the stress from caved rocks to the surrounding
rocks in a confined space, Ren et al. [25] conduct the scaled
laboratory tests, and the results reveal this stress matches
the solution for granular materials by Janssen [26]:

σb = Cρbgrb 1 − e−zb/4rb
� �

, ð1Þ

where σb is the horizontal stress from caved rocks to the sur-
rounding rocks, ρb is the average density of caved rocks, g is
the gravity of earth, rb is the radius of the cross section of
caved space, zb is a variable representing the depth measured
from the free surface of caved rocks, and C is a constant that
can be obtained by in situ or laboratory tests.

2.2. Shear Failure at Isotropic Surrounding Rocks. For the
cylindrical excavation (Figure 2(a)), the in situ stress and
redistributed local stress are illustrated in Figures 2(b) and
2(c), respectively. Such redistributed local stress near the
rocks around the cylindrical caved space can be expressed
in polar system (θ, z, r), original due to Krisch:

σr =
σH + σh

2 1 − r2b
r2

� �
+ σH − σh

2 1 − 4 r
2
b

r2
+ 3 r

4
b

r4

� �
cos 2θ + σb

r2b
r2
,

σθ =
σH + σh

2 1 + r2b
r2

� �
−
σH − σh

2 1 + 3 r
4
b

r4

� �
cos 2θ − σb

r2b
r2
,

σz = σV − 2v σH − σhð Þ r
2
b

r2
cos 2θ,

τrz = τrθ = τθz = 0,
ð2Þ

where σr , σθ, and σz are the radial, tangential, and axial local
normal stress near the rocks around the cylindrical
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excavation, respectively, τrθ, τrz , and τθz are the radial, tangen-
tial, and axial local shear stress, respectively, and σV , σH , and
σh are the vertical, maximum, andminimumhorizontal in situ
stress, respectively; the in situ stress linearly varies with the
depth from ground surface (z) and can be expressed as σV =
aVz + bV , σH = aHz + bH , and σh = ahz + bh; aV , bV , aH , bH ,
ah, and bh are constants which can be obtained by regressing
the results from in situ test (e.g., overcoring and hydraulic

fracturing) or core-based test (e.g., anelastic strain recovery,
differential strain curve analysis, and acoustic emission); r is
a variable that indicates the distance between the position stress
redistribution that occurs and the axis of the cylindrical excava-
tion; θ is the orientation around the cylindrical excavationmea-
sured from the direction of maximum horizontal in situ stress
(i.e., σH , as illustrated in Figure 2(b)); θ = 0° represents the
direction of maximum horizontal in situ stress (σH), and θ =

(a) (b)

(c)

Figure 1: Circular surface subsidence observed visually in Google Earth satellite images: (a) Northparkes copper-gold mine, Australia; (b)
Kimberley diamond mine, South Africa; (c) Xiaowanggou iron mine, China.
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Figure 2: Coordinates’ transformation from in situ stress (σH , σV , σh) into the local stress at surrounding intact rocks (σθ, σz , σr , τθz , τrθ, τrz)
in polar system (θ, z, r). (a) Three-dimension (3D) view of the caved space. (b) Local stress at the surrounding rocks in the cross section of
caved space. (c) An element illustrating the local stress at surrounding rocks.
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90° represents the direction of minimum horizontal in situ
stress (σh); v is Poisson’s ratio of the surround rocks.

The normal and shear stress at caved space wall (r = rb)
can be accordingly calculated from Equation (2):

σr = σb,
σθ = σH + σh − 2 σH − σhð Þ cos 2θ − σb,

σz = σV − 2v σH − σhð Þ cos 2θ,
τrz = τrθ = τθz = 0:

ð3Þ

Equation (3) reveals that the relationship between the
three principal stress (σθ, σz , and σr) depends on not only
the constants from in situ or laboratory test (e.g., aV , bV ,
aH , bH , ah, bh, ρb, and rb) but also the depth (z) and direction
(θ) at the surrounding rocks. Even though the tangential
principal stress (σθ) is the maximum principal stress, it is
intractable to determine the relationship between the radial
and axial principal stress (i.e., σr and σz , respectively). For
instance, in shallow depth, the principal stress is likely to
satisfy σθ > σr > σz . However, when the depth increases, the
relationship of σθ > σz > σr can be satisfied, because σb will
be near to its ultimate value ( lim

zb→+∞
σb = Cρbgrb). Therefore,

to analyze the rock failure around the cylindrical caved space
in varying depths, we employ the extended Mohr-Coulomb
failure criterion for the problems in 3D space [27]

σc + qσ3 − σ1 ≥ 0,
σc + qσ1 − σ3 ≥ 0,
σc + qσ2 − σ1 ≥ 0,
σc + qσ1 − σ2 ≥ 0,
σc + qσ3 − σ2 ≥ 0,
σc + qσ2 − σ3 ≥ 0,

ð4Þ

where σ1, σ2, and σ3 are the maximum, intermediate, and
minimum applied principal stress, respectively; σc is rock
strength; σc can be replaced by long-term strength of rocks
(σcd), if this criterion is utilized to analyze rock stability in a
long duration of time [28]; the long-term strength of rocks
(σcd) can be converted from the rock strength without time
effect (σc′) by σcd = ασc′; α = 0:4 ~ 0:6, for the intact rocks with-
out preexisting fractures [29]; q = ð1 + sin ϕÞ/ð1 − sin ϕÞ; ϕ is
the internal friction angle of rocks.

Assuming the tangential, radial, and axial principal stress
(i.e., σθ, σr , and σz) are the maximum, intermediate, and
minimum applied principal stress (i.e., σ1, σ2, and σ3),
respectively, by substituting Equation (3) into Equation (4),
noticing σ1 = σθ, σ2 = σr , and σ3 = σz , we obtain the follow-
ing relationships, which should be satisfied, if the surround-
ing rocks are expected to maintain stable in a long duration
of time

σcd + q σV − 2v σH − σhð Þ cos 2θ½ � − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,
σcd + q σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � − σV − 2v σH − σhð Þ cos 2θ½ � ≥ 0,

σcd + qσb − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,
σcd + q σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � − σb ≥ 0,

σcd + q σV − 2v σH − σhð Þ cos 2θ½ � − σb ≥ 0,
σcd + qσb − σV − 2v σH − σhð Þ cos 2θ½ � ≥ 0:

ð5Þ

Because the tangential principal stress (σθ) is the maxi-
mum applied principal stress (i.e., either σθ > σr > σz or σθ
> σz > σr is satisfied), Equation (5) can be reduced to the
following equations:

σcd + q σV − 2v σH − σhð Þ cos 2θ½ �
− σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,

ð6aÞ

σcd + qσb − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0:
ð6bÞ

Substituting σH = aHz + bH , σh = ahz + bh, σV = aVz + bV
, σcd = ασc′, and Equation (1) into Equations (6a) and (6b), we
obtain the following equations to test the stability of the rocks
around the cylindrical excavation:

σcd + Cρbgrb 1 − e− z−z0ð Þ/4rb
� �

+ qaV − aH + ahð Þ + 2 1 − qvð Þ aH − ahð Þ cos 2θ½ �z
+ qbV − bH + bhð Þ + 2 1 − qvð Þ bH − bhð Þ cos 2θ ≥ 0,

ð7aÞ

σcd + 1 + qð ÞCρbgrb 1 − e− z−z0ð Þ/4rb
� �

− aH + ahð Þ − 2 aH − ahð Þ cos 2θ½ �z
+ 2 bH − bhð Þ cos 2θ − bH + bhð Þ ≥ 0,

ð7bÞ

where z is a variable that indicates the depth from ground
surface and z0 is the depth of the free surface of caved rocks
from ground surface.

Equations (7a) and (7b) enable the prediction for the
depth (z) where rock failure will take place around the cylin-
drical excavation (θ). If the depth of implemented undercut
exceeds the results by Equations (7a) and (7b), rock failure
and associated extension of surface subsidence can be
expected to take place. On the other hand, Equations (7a)
and (7b) also reveal the predicted depth for rock failure varies
in different orientations. For instance, when σθ > σz > σr is
satisfied (i.e., Equations (6b) and (7b) are valid to conduct
such prediction), rock failure and associated extension of
surface subsidence are most likely to take place in the direc-
tion of minimum in situ stress, i.e., θ = 90° is satisfied. This
means the extension of surface subsidence due to the rock
shear failure can be expected to be anisotropic.

On the other hand, Equations (6a) and (6b) reveal that the
stability of surrounding rocks heavily depends on not only the
rock strength (σcd) but also the stress due to caved rocks (σb).
Equations (7a) and (7b) provide more details regarding the
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contribution of the caved rocks. Because of q > 0 and C > 0,
the increase of the density (i.e., ρb increases) or height (i.e.,
z0 decrease) of caved rocks facilitates the stability of surround-
ing rocks. This provides some measures to prevent the rock
failure and associated extension of surface subsidence: (1) fill-
ing the interspace between large-sized caved rocks by dump-
ing small-sized waste rocks to increase the average density of
the materials in the caved space or (2) backfilling the caved
space with waste rocks to increase the height of caved rocks.
Some discussions for such measures should be noted. Equa-
tion (1) shows the ultimate value of stress due to caved rocks
( lim
zb→+∞

σb = Cρbgrb) will increase, if measure (1) is imple-

mented. This means that this measure contributes to the
stability of surrounding rocks in all depth. However, the effect
of measure (2) only works in shallow depth, because the ulti-
mate value of the horizontal stress due to caved rocks main-
tains constant when the height of caved rocks changes.

3. Stability Analysis for Caved Space with
Anisotropic Rocks due to Discontinuities

3.1. The Impact of Discontinuities on Rock Strength. Inherent
discontinuities (e.g., faults, joints, and beddings) are the pri-
mary cause for rock strength weakening. Laboratory tests of
the failure behavior in anisotropic rocks with polyaxial or
triaxial compression demonstrate that the strength of aniso-
tropic rocks varies significantly with the orientation of dis-
continuities [30–33].

Figure 3(a) shows such variation of the peak strength of
anisotropic rocks, which can be obtained by the experimental
method illustrated in Figure 3(b), at a constant confining
pressure with the angle (i.e., β illustrated in Figure 3(b))
between the maximum applied stress (σ1) and the normal
to the discontinuities. The slip failure along the discontinu-
ities is most likely to take place, when β satisfies

β = π

4 + ϕ′
2 , ð8Þ

where β is the angle between the maximum applied stress and
the normal to the discontinuities, as illustrated in Figure 3(b),
and ϕ′ is the internal friction angle on the discontinuities.

To analyze this slip failure along the inherent discontinu-
ities, Jaeger et al. [34] extended Coulomb’s failure criterion
and proposed a new relationship for such analysis. The slip
failure along discontinuities is expected to be prevented, if
the following relationship is satisfied:

σ1 ≤
2 c′ + μ′σ3
� �

1 − μ′ cot β
� �

sin 2β
+ σ3, ð9Þ

where c′ is the cohesion of discontinuities, μ′ is the coeffi-
cient of internal friction on discontinuities, and μ′ = tan ϕ′.
When β tends to ϕ′ or 90°, the maximum applied principal
stress (σ1), which accounts for the slip failure, tends to
infinity.

Jaeger’s model is valid to analyze the slip failure of
surrounding rocks, when the discontinuities are parallel to
the cylindrical excavation. This is because the analysis for the
slip failure can be reduced to a 2D problem on a plane which
is perpendicular to the axis of the excavation. The validity of
Jaeger’s model has been demonstrated in a lot of underground
engineering, such as borehole drilling [35] and reinforcement
for underground tunnels [36]. However, when the discontinu-
ities distribute inclining towards excavation’s axis, Jaeger’s
model is no longer valid to conduct such analysis, because
the stress accounting for the slip failure varies in the 3D space.
For instance, as illustrated in Figure 3(c), with the confining
stress σ3, the slip failure along discontinuities due to σ2
(βσ2−σ3

) is likely to take place before the slip failure due to σ1
(βσ1−σ3

), because of the anisotropy of rock strength in different
orientations.

Therefore, we extend Jaeger’s model to enable it to ana-
lyze the slip failure along inclined discontinuities with aniso-
tropic applied principal stress (σ1 > σ2 > σ3) in 3D space, as
illustrated in Figure 3(c). Assuming the redistributed stress
is homogenous after vertical caving, an extended model after
Jaeger’s is proposed for the slip failure along inclined discon-
tinuities, based on the extended Mohr-Coulomb failure crite-
rion in 3D space (i.e., Equation (4)):

2 c′ + μ′σ3
� �

1 − μ′ cot βσ1−σ3

� �
sin 2βσ1−σ3

+ σ3 − σ1 ≥ 0,

2 c′ + μ′σ1
� �

1 − μ′ cot βσ3−σ1

� �
sin 2βσ3−σ1

+ σ1 − σ3 ≥ 0,

2 c′ + μ′σ2
� �

1 − μ′ cot βσ1−σ2

� �
sin 2βσ1−σ2

+ σ2 − σ1 ≥ 0,

2 c′ + μ′σ1
� �

1 − μ′ cot βσ2−σ1

� �
sin 2βσ2−σ1

+ σ1 − σ2 ≥ 0,

2 c′ + μ′σ3
� �

1 − μ′ cot βσ2−σ3

� �
sin 2βσ2−σ3

+ σ3 − σ2 ≥ 0,

2 c′ + μ′σ2
� �

1 − μ′ cot βσ3−σ2

� �
sin 2βσ3−σ2

+ σ2 − σ3 ≥ 0,

ð10Þ

where βσi−σ j
is angle between the stress that accounts for the

slip failure (σi) and the normal to the discontinuities on the
plane consisted by confining stress (σ j) and the stress
accounts for the slip failure (σi).

3.2. Slip Failure along Discontinuities at Caved Space Wall.
The extended Jaeger model (i.e., Equation (10)) is employed
to test the stability of the anisotropic rocks around the
cylindrical caved space. Assuming the tangential, radial,
and axial principal stress (i.e., σθ, σr , and σz) are the max-
imum, intermediate, and minimum applied principal stress
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(i.e., σ1, σ2, and σ3), respectively, we substitute Equation (3)
into Equation (9), noticing σ1 = σθ, σ2 = σr , and σ3 = σz ; we
obtain the following relationships, which should be satis-
fied, if the surrounding rocks are expected to keep stable
from the slip failure along discontinuities:

�훽

Rock failure

Slip failure

90°45°+ 2
�휙′�휙′

�휎1

(a)

�훽

�휎1

�휎3 �휎3

�휎1

(b)

Discontinuities�휎1

�휎2

�휎3

�훽�휎1–�휎2

�훽�휎2–�휎3
�훽�휎1–�휎3

(c)

Figure 3: (a) Variation of the peak rock strength with β, at a constant confining pressure. (b) Transversely isotropic specimen in triaxial
compression. (c) 3D view of a specimen with inclined discontinuities in anisotropic stress state.

2c′ + 2μ′ σV − 2v σH − σhð Þ cos 2θ½ �
1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

+ σV − 2v σH − σhð Þ cos 2θ½ � − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,

2c′ + 2μ′ σH + σh − 2 σH − σhð Þ cos 2θ − σb½ �
1 − μ′ cot βσz−σθ

� �
sin 2βσz−σθ

+ σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � − σV − 2v σH − σhð Þ cos 2θ½ � ≥ 0,

2c′ + 2μ′σb
1 − μ′ cot βσθ−σr

� �
sin 2βσθ−σr

+ σb − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,

2c′ + 2μ′ σH + σh − 2 σH − σhð Þ cos 2θ − σb½ �
1 − μ′ cot βσr−σθ

� �
sin 2βσr−σθ

+ σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � − σb ≥ 0,

2c′ + 2μ′ σV − 2v σH − σhð Þ cos 2θ½ �
1 − μ′ cot βσr−σz

� �
sin 2βσr−σz

+ σV − 2v σH − σhð Þ cos 2θ½ � − σb ≥ 0,

2c′ + 2μ′σb

1 − μ′ cot βσz−σr

� �
sin 2βσz−σr

+ σb − σV − 2v σH − σhð Þ cos 2θ½ � ≥ 0:

ð11Þ
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Because the tangential principal stress (σθ) is the maxi-
mum applied principal stress (i.e., either σθ > σr > σz or σθ
> σz > σr is satisfied), Equation (10) can be reduced to the
following equations:

Substituting σH = aHz + bH , σh = ahz + bh, σV = aVz + bV
, and Equation (1) into Equation (12), we obtain the follow-
ing equations to test whether the slip failure along disconti-
nuities will take place around the cylindrical caved space:

2c′ + 1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

Cρbgr 1 − e− z−z0ð Þ/4rb
� �

+ 2μ′ + 1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

h i
aVz + bVð Þ

+ 2 1 − vð Þ 1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

− 4vμ′
h i

aH − ahð Þz + bH − bh½ � cos 2θ
− 1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

aH + ahð Þz + bH + bh½ � ≥ 0,

ð13aÞ

2c′ + 2 μ′ + 1 − μ′ cot βσθ−σr

� �
sin 2βσθ−σr

h i
Cρbgr 1 − e− z−z0ð Þ/4rb

� �

− 1 − μ′ cot βσθ−σr

� �
sin 2βσθ−σr

h i

½ aH + ahð Þz − 2 aH − ahð Þz cos 2θ

+ bH + bhð Þ − 2 bH − bhð Þ cos 2θ� ≥ 0,
ð13bÞ

2c′ − 1 − μ′ cot βσr−σz

� �
sin 2βσr−σz

h i
Cρbgrb 1 − e−zb/4rb

� �

+ 2μ′ + 1 − μ′ cot βσr−σz

� �
sin 2βσr−σz

h i

aVz + bV − 2v aH − ahð Þz cos 2θ − 2v bH − bhð Þ cos 2θ½ � ≥ 0,
ð13cÞ

2c′ + 2μ′ + 1 − μ′ cot βσz−σr

� �
sin 2βσz−σr

h i
Cρbgrb 1 − e−zb/4rb

� �

− 1 − μ′ cot βσz−σr

� �
sin 2βσz−σr

aVz + bV − 2v aH − ahð Þz cos 2θ − 2v bH − bhð Þ cos 2θ½ � ≥ 0:
ð13dÞ

Equation (12) enables the prediction for orientation (θ)
and depth (z) where slip failure along the inclined disconti-
nuities will take place, and it shows the occurrence of slip
failure heavily depends on the property (c′ and μ′) of
discontinuities. This means the slip failure along discontinu-
ities and associated extension of surface subsidence may sud-
denly occur due to the dramatic decrease of discontinuities’
cohesion, such as when the infill in discontinuities is saturated
because of heavy precipitation or underground water [37].
Additionally, laboratory tests have demonstrated the strength
of discontinuities will reduce after the slip failure [38]. This
reduction will deteriorate the stability of surrounding rocks,
because the initial slip failure in one dimension (e.g., when
βσθ−σr

= ðπ/4Þ + ðϕ′/2Þ is satisfied) is likely to lead to the subse-
quent failure in other directions (e.g., βσθ−σz

= ðπ/4Þ + ðϕ′/2Þ
or βσz−σr

= ðπ/4Þ + ðϕ′/2Þ is satisfied).
On the other hand, Equations (13a)–(13d) show the

impact of caved materials on the stability of surrounding
rocks. Because of ϕ′ < βσi−σ j

< 90°, the caved rocks contribute

to keeping the surrounding rocks from slip failure (i.e., Equa-
tions (13a), (13b), and (13d)), apart from the condition that
the radial principal stress (σb) accounts for the slip failure
(i.e., Equation (13c)). This means the measures to prevent
the shear failure of isotropic surrounding rocks (i.e., (1) fill-
ing the interspace between large-sized caved rocks by dump-
ing small-sized waste rocks or (2) backfilling the caved space

2c′ + 2μ′ σV − 2v σH − σhð Þ cos 2θ½ �
1 − μ′ cot βσθ−σz

� �
sin 2βσθ−σz

+ σV − 2v σH − σhð Þ cos 2θ½ � − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,

2c′ + 2μ′σb

1 − μ′ cot βσθ−σr

� �
sin 2βσθ−σr

+ σb − σH + σh − 2 σH − σhð Þ cos 2θ − σb½ � ≥ 0,

2c′ + 2μ′ σV − 2v σH − σhð Þ cos 2θ½ �
1 − μ′ cot βσr−σz

� �
sin 2βσr−σz

+ σV − 2v σH − σhð Þ cos 2θ½ � − σb ≥ 0,

2c′ + 2μ′σb
1 − μ′ cot βσz−σr

� �
sin 2βσz−σr

+ σb − σV − 2v σH − σhð Þ cos 2θ½ � ≥ 0:

ð12Þ
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with waste rocks) are also valid to enhance the stability of
anisotropic surrounding rocks, as well as to mitigate the
extension of surface subsidence, if the rock failure is due to
tangential principal stress (σθ) or axial principal stress (σz).

4. Case Study for Extension of Surface
Subsidence in Xiaowanggou Iron Mine

Herein is presented a case study for Xiaowanggou iron mine.
Some implications from the proposed model and case study
are discussed.

4.1. Prediction for Subsequent Extension of Surface Subsidence
after Vertical Caving. Xiaowanggou iron mine is located in
Liaoyang, Liaoning of China, whose deposit is extracted by
sublevel caving method. The surface subsidence appears
circular after the vertical caving. To predict the extension of
surface subsidence, the proposed model is employed. The
inputs should be noted firstly, such as in situ stress, rock
strength, property of caved materials, and the distribution
of discontinuities in 3D space.

We conducted the point load test for the strength of
surrounding rocks, and it is converted to the long-term
strength to analyze the stability of caved space in a long dura-
tion of time [22]. On the other hand, we also collected the
caved rocks in situ, and scaled laboratory tests are thus con-
ducted for the constant (i.e., C) in Equation (1). By regressing
3 sets of laboratory test data, the results demonstrate C =
0:991 (R2 = 0:993), as illustrated in Figure 4.

The in situ stress is obtained by regressing 12 sets of data
by anelastic strain recovery and hydraulic fracturing methods,
which is provided by the Fundamental Database of Crustal
Stress Environment in continental China. The direction of
the maximum in situ stress is N80°E [39]. The in situ stress
in Xiaowanggou iron mine can be expressed as follows:

σH = 0:0304z + 2:9033,
σV = 0:0244z + 1:1593,
σh = 0:0149z + 2:6795:

ð14Þ

The in situ investigation shows the strike and inclination
of the discontinuities are N15°E and 76°, respectively.
Figure 5 shows the distribution of caved space, in situ stress,
and discontinuities in 3D space.

Table 1 lists the inputs to calculate the critical depth of
undercut, above which either rock shear failure or slip failure
along discontinuities can be prevented, if the implemented
undercut locates.

The in situ stress and involved parameters reveal the
three principal stress (σθ, σz , σr) satisfies σθ > σz > σr under
the free surface of caved rocks (z0 = 45m). This means Equa-
tions (13a), (13b), (13d), and (7a) are valid to predict the slip
failure along discontinuities and the shear failure occurring at
the surrounding rock of caved space, respectively. Addition-
ally, the calculation for the angles related to slip failure, i.e.,
βσθ−σr

, βσθ−σz
, and βσz−σr

, should be noted. The angle δ is
defined to describe the distribution of in situ stress and the
strike of the discontinuities on the plane constituted by the
maximum and minimum in situ stress (Figure 5(a)), and
the angles related to the slip failure in Xiaowanggou iron
mine can be calculated by the following equations:

βσθ−σr
= θ − δj j,

βσθ−σz
= arctan 1

tan η · cos θ ,

βσz−σr
= arctan tan η · sin θð Þ,

ð15Þ

where δ is the angle between discontinuities’ strike and the
maximum in situ stress (σH) on the plane constituted by
the maximum and minimum in situ stress and η is the incli-
nation of the discontinuities.

Therefore, we calculate the critical depth of undercut
around the caved space, above which the surrounding wall
maintains stable from either rock shear failure or slip failure
along discontinuities. Because of symmetry, we only present
the results in a half circumference, i.e., θ varies from 0° to
180°, as shown in Figure 6.

As expected, the variation of the critical depth related to
rock shear failure (i.e., “shear failure” in Figure 6) is symmet-
ric on either sides of the direction where the maximum effec-
tive principal stress (σθ) has maximum value (i.e., θ = 90°,
N10°W, or the direction of minimum in situ stress). The min-
imum value of such critical depth appears at z = 406m, in the
direction of minimum in situ stress. However, the depth of
implemented undercut locates at z = 168m, and this means
rock shear failure is not responsible for extension of surface
subsidence in Xiaowanggou iron mine.

On the other hand, Figure 6 provides the results of the
critical depth of undercut related to the slip failure along dis-
continuities. The results indicate the slip failure due to σθ,
with the confining stress σz , will not take place above the
depth z = 2500m in this project. When the σr serves as the
confining stress, the critical depth related to the slip failure
due to σθ (i.e., “slip failure due to σθ” in Figure 6) or σz
(i.e., “slip failure due to σz” in Figure 6) presents an asymmet-
rical distribution. Their ultimate value of the critical depth
appears near the direction where Equation (8) is satisfied

�휎b (kPa)

3

Zb (m)1.04

Test 3

Test 1
Test 2

2

1

0
0.780.520.260

Figure 4: The variation of σb with the depth from the free surface of
caved rocks by laboratory tests.
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(i.e., βσθ−σr
= 55° or βσz−σr

= 55°), but the offset towards the
direction of minimum in situ stress can be observed. The var-
iation of σθ and σz around the caved space is responsible to
this offset, as well as the difference of the ultimate value of
critical undercut depth in each distribution interval (e.g.,
the ultimate value of critical undercut depth due to σθ
between θ = 0° and θ = 40° is smaller than the one between
θ = 90° and θ = 150°). The minimum critical depth of under-
cut appear at z = 55m when θ = 115°, i.e., N35°W, and this
value is smaller than the depth of implemented undercut.
This means the slip failure along discontinuities and the asso-
ciated extension of surface subsidence are likely to be firstly
observed in N35°W, as well as in S35°E due to symmetry.
Therefore, the extension of surface subsidence in Xiaowang-
gou iron mine is predicted. In the depth of the free surface of

caved rocks (i.e., z = 45m or “caved rocks surface” in
Figure 6), the surrounding rocks of the caved space maintain
stable from either rock shear failure or slip failure along
discontinuities. In the depth of implemented undercut (i.e.,
z = 168m or “undercut depth” in Figure 6), Figure 6 shows
the slip failure due to σθ will take place between θ = 98° and
θ = 135°, i.e., between N18°W and N55°W, as well as between
S18°E and S55°E due to symmetry. This means the surface
subsidence is likely to extend to such orientations. To test
the validity of this prediction, we compared it with the satel-
lite images by Google Earth, as illustrated in Figure 7.

The extension process of surface subsidence is illustrated
in Figure 7, and the blue shadow indicates the predicted
orientation that the surface subsidence extends to by the pro-
posed model. Figure 7 shows the observed extension of

(a)

(b) (c)

S10°E

z

�휎z

�휎h

�휎H

�훿 = 65°

�휂 = 76°

N80°E

Figure 5: (a) The distribution of caved space, in situ stress, and discontinuities in 3D space. (b) In situ observation for the discontinuities in
the undercut in Xiaowanggou iron mine. (c) The orientation of mean maximum horizontal in situ stress (represented by black bar) around
Xiaowanggou iron mine.

Table 1: Parameters of the surrounding intact rocks, caved rocks, and discontinuities.

Surrounding intact rocks Discontinuities Caved rocks
Is50 (MPa) σcd (MPa) ϕ (°) v c′ (MPa) ϕ′ (°) ρB (t/m3) C rB (m) z0 (m)

4.093 32.744 35 0.25 3.25 20 1.77 0.991 77.05 45
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Shear failure

Slip failure due to �휎z

Figure 6: The variation of the critical depth of undercut around the cylindrical caved space, above which the surrounding rocks maintain
stable from either rock shear failure (i.e., “shear failure”), or the slip failure along discontinuities (i.e., “slip failure due to σθ” or “slip
failure due to σz”). The undercut locates at the depth of 168m (i.e., “undercut depth”), and the slip failure of surrounding rocks along
discontinuities will take place at the direction between N18°W and N55°W, as well as between S18°E and S55°E due to symmetry, because
the critical depth of undercut to prevent slip failure due to σθ (i.e., magenta line) locates above the depth of implemented undercut in
these ranges of direction.

Figure 7: The comparison between the prediction by the proposed model and the observation in Google Earth satellite images for the surface
subsidence extension in Xiaowanggou iron mine (41.39°N, 123.63°E). (a) The circular surface subsidence observed after vertical caving on
October 1, 2012. (b) The extended surface subsidence area observed on April 25, 2014. (c) The extended surface subsidence area on May
8, 2017. The blue shadow illustrated indicates direction that the surface subsidence extends to, which is obtained from Figure 6, by
comparing the depth of implemented undercut to critical depth of undercut to maintain the surrounding rocks from either rock shear
failure or slip failure along the discontinuities.
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surface subsidence generally matches the prediction, even
though the observed range of orientation that surface subsi-
dence extends to is larger than the predicted. Such results
demonstrate the validity of the proposed model for the pre-
diction of subsequent extension of surface subsidence after
vertical caving.

4.2. Implications from the Proposed Model and Illustrative
Example. Herein is presented some implications regarding
the proposed model and illustrative example. The difference
of orientation range, where surface subsidence extends to,
between the observation in satellite image and the prediction
by proposed model should be discussed first. The long-term
strength is involved to test the stability of surrounding isotro-
pic rock in a long duration of time because of the consider-
ation of time effect, such as rock creep or the saturation by
surface or underground water. However, rare analytical solu-
tions regarding long-term strength of discontinuities have
been reported, even though the impact of time on discontinu-
ities’ strength has been commonly observed [40, 41]. Thus, the
time effect is not involved in the proposed model for the slip
failure (Equations (11), (12), and (13a)–(13d)), and this leads
to observed orientation range where surface subsidence exten-
sion that takes place is larger than the predicted. Meanwhile,
the absence of the consideration for the impact of time on dis-
continuities’ strength is a limitation of the proposed model.

The comparison for surface subsidence extension
between the observation in satellite images and the analytical
prediction demonstrates the validity of the proposed model.
Compared with the existing models [13–16], the proposed
targets predict the subsequent extension of surface subsi-
dence after vertical caving, which is rarely analyzed in previ-
ous literatures. Both rock shear failure and slip failure along
discontinuities are involved in this model, and the case study
shows such two failures are likely to take place either in the
direction of minimum in situ stress or near the direction
where the anisotropic rocks have minimum strength, respec-
tively. Moreover, the impact of caved rocks on the stability of
surrounding rocks of caved space is addressed, and some
approaches to prevent the extension of surface subsidence
are thus suggested, e.g., filling the interspace between large-
sized caved rocks by dumping small-sized waste rocks or
backfilling the caved space with waste rocks.

5. Conclusion

Surface subsidence due to underground mining leads to
severe geological hazards. The extension of surface subsi-
dence after vertical caving is a primary contributor to the
large-scale ground destruction, as well as the associated geo-
logical hazards. However, it is still intractable to analytically
predict the extension of circular surface subsidence, because
of the absence of robust model.

To fill such a research gap, employing in situ stress, prop-
erty of surrounding intact rock, inherent discontinuities, and
caved rocks, an analytical model is proposed to calculate the
depth around the cylindrical caved space, above which the
surrounding rocks maintain stable from either rock shear
failure or the slip failure along discontinuities. The compari-

son between the predicted extension of circular surface sub-
sidence in Xiaowanggou iron mine and the in situ
observation demonstrates the validity of the proposed model.
The proposed model reveals the surface subsidence tends to
extend to the direction of minimum in situ stress, when the
rock shear failure accounts for such extension. Meanwhile,
the extension of surface subsidence due to slip failure along
discontinuities is most likely to take place near the direction
where the anisotropic rocks have minimum strength. On
the other hand, the impact of caved rocks clarified by the pro-
posed model shows the increase of either density or height of
caved rocks facilitates the stability of the rocks around the
caved space. Some measures are accordingly suggested to
prevent the extension of surface subsidence, including filling
the interspace between large-sized caved rocks by dumping
small-sized waste rocks or backfilling the caved space with
waste rocks.

Finally, the contribution of this study should be
addressed. Theoretically, this paper proposed an analytical
solution to predict the subsequent surface subsidence after
vertical caving, by analyzing either rock shear failure or slip
failure along discontinuities that occurred at surrounding
rock. Practically, the validity of this solution has been vali-
dated, which means it has the potential to guide the under-
ground metal mines to mitigate the impact of surface
subsidence on safety and environment.
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This paper proposed a method for analysis of a drilled pile under vertical load at the crest of rock slope. Based on wedge theory, a
modified model of normal stiffness of socket wall affected by the slope is obtained. Analyze the shear behaviors of the pile-rock
interface, an analytical solution of load transfer of pile at the crest of rock slope is obtained. To evaluate the accuracy of the new
method, this method is compared with the results of finite difference analysis. Finally, the method is used to analyze the effect of
slope, pile, and rock properties on the unit side resistance and axial force.

1. Introduction

Piles, which are widely used in offshore drillings, bridges, and
other structures, are often embedded in rocks. Foundations
constructed in level ground near continental, nearshore
slopes, or man-made slope are inevitable in engineering prac-
tice. Because of slope, increase in settlement is observed [1,
2].

To analyze load transfer of pile under vertical loads, a
series of method have been proposed. Laboratory test [3–7]
could evaluate the vertical behaviors of pile; however, there
are differences between small scale model pile test and engi-
neering practice. Numerical method [1, 2, 8, 9] could simu-
late various engineering conditions, but parameters of
sophisticated soil constitutive relations are hard to obtain.
Theoretical method [10–23] could quickly obtain the rela-
tionship between load and settlement under various working
conditions.

Jiang et al. [1, 2] used theoretical method to investigate
the behaviors of rigid piles in sloping ground and obtained
the effect of slope on the settlement. Jesmani et al. [24] inves-
tigated the effect of different types of clayey slopes on vertical
bearing capacity based on finite element. All these methods
applied to the soil slope; however, there are differences
between soil and rock. For short pile in soil, structural loads
are carried by base resistance, but for long pile embedded

in rock, the bearing capacity almost depends on side
resistance.

Johnston and Lam [25] analyzed pile-rock surface and
proposed the theory of dilation energy. Based on the theory
of dilation energy, many scholars [26–29] have studied the
shear behavior of pile-rock interface. Zhao MH et al. [30],
Xing HF et al. [31], and Zhao H [32] investigated the princi-
pal mechanisms of shear transfer between piles and rock, and
the failure surfaces were assumed to line and slip-line field,
respectively. All these methods obtained the effect of the
concrete-rock surface on the behaviors. But for the pile at
the crest of rock slope, because of slope, the normal stiffness
of socket wall will decrease. To accurately evaluate the behav-
iors of pile at the crest of rock slope, the decrease of normal
stiffness of socket wall is the key to the principal mechanisms
of shear transfer between piles and rock.

To obtain the effect of slope on normal stiffness of socket
wall, the wedge theory is used to illustrate it. An analytical
solution of load transfer of pile at the crest of rock slope is
obtained by analyzing the shear behaviors of the pile-rock
interface. To evaluate the accuracy of the new method which
is analysis of a drilled pile under vertical load at the crest of
rock slope, this method is compared with the results of finite
element analysis. Finally, the method is used to analyze the
effect of slope, pile, and rock properties on the unit side resis-
tance and axial force.
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2. An Analytical Solution of Load Transfer of
Pile at the Crest of Rock Slope considering
the Shear Behaviors of the Pile-
Rock Interface

2.1. Initial Normal Stiffness Equation Based on Wedge
Theory. The basic assumptions of this paper are as follows:
For the pile at the crest of rock slope, because of slope, the
normal stiffness of socket wall will decrease. The schematic
of the slope-pile model analyzed is illustrated in Figure 1. ð
x, zÞ is the Cartesian coordinate system, and the y direction
is perpendicular to the x-z plane. The stress of the rock
around the pile under the self-weight is ρg.

Based on the wedge stress theory, the three-direction
stress relationship of rock under the self-weight at the crest
of slope is:

σz = ρgz,

σx = ρgz
2 − 2 cos2γ

cos2γ ,

σy = υ σx + σzð Þ,

8>>>><
>>>>:

ð1Þ

where σx,σy, and σz are the elastic stress solutions of the
rock in the Cartesian coordinate system, υ is Poisson’s ratio
of rock, and γ is the complementary angle of α.

The initial tangent modulus equation of the pile at the
crest of slope is:

E0 = ES 1 − υk1 − υk2ð Þ, ð2Þ

where E0 is the initial tangent modulus, ES is the com-
pression modulus, and k1 and k2 are the parameters defined
as:

σx = k1σz , ð3Þ

σy = k2σz: ð4Þ
The initial tangent modulus equation of the pile in level

ground is:

E0 ′ = 1 − 2υ2
1 − υ

� �
Es: ð5Þ

The normal restraint stiffness of the pile in level ground
can be expressed as:

K ′ = E0 ′
1 + υð Þr , ð6Þ

where r is the radius of pile.
For the pile at the crest of rock slope, the normal stiffness

of pile can be obtained by Eqs. (2)–(6):

K = REs
K ′, ð7Þ

where REs
is the ratio of the initial tangent modulus at the

crest of slope to that in level ground; it can be expressed as:

REs
= 1 − υk1 − υk2ð Þ
1 − 2υ2/ 1 − υð Þð Þ : ð8Þ

REs
is a function related to the Poisson’s ratio υ, slope

angle α, and embedded depth z. In order to obtain a more
concise expression for REs

ðα, z, υÞ, calculate the value of REs
in various situations.

Figure 2 shows the corresponding value of REs
when Pois-

son’s ratio υ = 0:2, 0.25, 0.3, 0.35, 0.4; slope angle α = 0, 2.5°,
5°, 7.5°,...,30°; and embedded depths z = 2m, 4m,
6m,...,20m. The distribution of REs

has a certain regularity,
and it can obtained.

REs
is negatively correlated with the slope angle α and

positively correlated with the Poisson’s ratio of the rock.
The equation for REs

ðα, z, υÞ was fitted by Matlab as:

REs
α, z, υð Þ = cos 1:654υ + 0:129ð Þαð Þ: ð9Þ

For the pile at the crest of rock slope, the normal stiffness
of pile can be obtained by Eqs. (7)–(9):

K = K ′ cos 1:654υ + 0:129ð Þαð Þ: ð10Þ

2.2. Shear Behavior of the Pile-Rock Interface

2.2.1. Assumption. Piles will be embedded in weathered rock
of slopes, and its bearing capacity almost depends on side
resistance. Relative slippage of concrete-rock interface occurs
when the pile embedded in rocky slope is subjected to vertical
load. Since the concrete-rock interface is rough, the slippage
is often accompanied by radial expansion of the pile. The
normal stress increases subsequently, and unit side resistance
of pile is working. When pile embedded in slope is loaded,
the sketch of relative shear motion of asperity is shown in
Figure 3.

x

z

¦ Ng

Slope Rock
Pile

¦ á

¦ ã

Mudline

L

D

Pd

Figure 1: Schematic view of the slope-pile model.

2 Geofluids



To formulate shear behaviors of pile-rock interface
and obtain solution of load transfer of pile at the crest
of rock slope, assumptions of this paper are made in
advance.

(1) The pile-rock interface with regular triangular asper-
ity is consistent, and the inclination of asperity is β

(2) The cohesion of the pile-rock interface is small and
cannot be accurately measured; the cohesion of the
pile-rock interface is ignored. The initial normal
stress could be ignored in the case of pile embedded

in rocky slope because of a release of the initial geo-
static stresses [33]

(3) The elastic modulus of the pile is greater than that of
the rock; the surrounding rock is destroyed before the
pile. The failure surface is curved, and the critical
normal pressure of interface qf can be expressed as

qf = c cot φ 1 + sin φ

1 − sin φ
exp 2ψ − πð Þ tan φ½ � − 1

� �
, ð11Þ
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Figure 3: Shear motion of asperity.
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where c is the cohesion of rock,φ is the internal friction
angle of rock, andψ is vertex angle of regular triangle.

2.2.2. The Principal Mechanisms of Shear Transfer. The prog-
ress of shear behavior can be divided into dilation and
residual periods. Dilation occurs when the shear displace-
ment is small. With the development of the shear dila-
tion, the pile-rock interface carries loads on the reach
of critical stress, and the regular triangular asperity would
be shorn off.

For the pile subjected to vertical load at the crest of rock
slope, the slippage Δs is often accompanied with radial
expansion of the pile Δr.

Δr = Δs tan β, ð12Þ

where β is the dilation angle of rock.
And the normal stress will increase in the process of dila-

tion; the incremental normal stress of pile-rock interface Δσn
can be expressed as:

Δσn = K ′ cos 1:654υ + 0:129ð Þαð ÞΔr: ð13Þ

Asmentioned in the previous assumption, the initial nor-
mal stress could be ignored. Therefore, stress acting normal
to the direction along the pile σn can be expressed as:

σn = Δσn: ð14Þ

During progress of dilation, with the development of
shear displacement, the normal stress increases continu-
ously. Shear dilation for pile-rock interface is illustrated
in Figure 4.

A classic theory for shear behavior is proposed, which
was proposed by Patton et al. [34]. Shear stress for dilation
can be expressed as:

τd = σn tan φb + βð Þ, ð15Þ

where τd is the shear stress for dilation period and φb is
the base friction angle of rock.

For the pile subjected to vertical load at the crest of rock
slope, the unit side resistance for dilation can be obtained by
Eqs. (12)–(15):

τ zð Þ = K ′ cos 1:654υ + 0:129ð Þαð Þs zð Þ tan β tan φb + βð Þ,
ð16Þ

where τðzÞ is shear resistance for dilation at the depth z
and sðzÞ is shear displacement at the depth z.

With the development of the shear dilation, the pile-rock
interface reaches the critical stress, and the regular triangular
asperity would be shorn off. The condition of static equilib-
rium can be expressed as:

2λ σn cos β + τd sin βð Þ
λ − Δsð Þ = σi, ð17Þ

2¦ E

¦¤s

¦¤r

¦ Od

¦ On

¦ Oi

Pile

Rock

¦ A

Figure 4: Schematic view of shear dilation for pile-rock interface.
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¦ Á
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Figure 5: The sketch of plastic depth and elastic depth.

Table 1: The basic parameter values for verification.

Shaft diameter (D) 2.5m

Shaft length (L) 32m

Elastic modulus of pile (Ep) 30GPa

Friction angle of interface φbð Þ 35°

Triangular half-chord length λð Þ 3mm

Cohesion of rock (c) 200 kPa

Internal friction angle of rock (φ) 25°

Elastic modulus of rock (Er) 2.0GPa

Poisson’s ratio υð Þ 0.25

Dilation angle of rock β 10°
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where λ is the triangular half-chord length, σi is the nor-
mal stress perpendicular to the pile-rock interface, and Δs is
the slippage.

When the normal stress perpendicular to the pile-rock
interface σi reaches the critical normal pressure of interface
qf , the condition of static equilibrium can be rewritten as:

2λ σn cos β + τd sin βð Þ
λ − Δs0ð Þ = qf , ð18Þ

where Δs0 is the critical shear displacement.
As a result, the critical shear displacement Δs0 can be

obtained by Eqs. (12)–(15) and (18):

The interface is plastic when the relative shear displace-
ment sðzÞ is more than the critical shear displacement Δs0.
And the shear resistance for residual periods at the depth z
would depend on residual parameters; the formulation of
side resistance can be expressed as:

τ zð Þ = K ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr , ð20Þ

where φr is the residual friction angle of rock.
As a result, the equation of shear behavior for the pile sub-

jected to vertical load at the crest of rock slope is generated as:

2.3. A Closed-Form Solution of Vertical Load Transfer of
Pile at the Crest of Rock Slope

2.3.1. The Analytical Method of the Load Transfer. Generally
speaking, the applied vertical load is supported by base resis-
tance and side resistance. A number of related tests were con-
ducted by scholars, and the experimental results illustrate
that the bearing capacity almost depends on side resistance

for long pile embedded in rock. For simplicity, the base resis-
tance could be neglected in the case of pile embedded in
rocky slope.

In this investigation, shear behavior can be distinguished
into two periods. As illustrated by Eq. (21), the pile-rock
interface would be behave plastic when the relative shear dis-
placement sðzÞ is more than the critical shear displacement
Δs0. In contrast, the pile-rock interface would be in elastic.

Δs0 =
λqf

2λK ′ cos 1:654υ + 0:129ð Þαð Þ tan β cos β + tan φb + βð Þ sin β½ �f g + qf
: ð19Þ

τ zð Þ =
K ′ cos 1:654υ + 0:129ð Þαð Þs zð Þ tan β tan φb + βð Þ 0 < s zð Þ < Δs0

� �
K ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr s zð Þ > Δs0

� � :

8><
>: ð21Þ
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Figure 6: Verification in case of slope angle α = 0°: (a) comparison in depth with 53 MN vertical load; (b) comparison in depth with 32 MN
vertical load.
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To depict the distribution of side resistance exactly, the
analytical method of the load transfer has been used. It can
combine the shear behavior of pile-rock interface with side
resistance of pile, and the static equilibrium of unit pile under
the vertical load can be expressed as:

d2s zð Þ
dz2

= U
EpAP

τ zð Þ, ð22Þ

where sðzÞ is the shear displacement at the depth z,U is
the perimeter of pile, Ep is the elastic modulus of the pile,
and AP is the sectional area of the pile.

As illustrated in Figure 5, l0 is the plastic depth, and l1 is
the elastic depth; sd is settlement of pile top, and Pd is vertical
load of pile top.

2.3.2. Solution of Plastic State. The pile-rock interface would
be behave plastic when settlement of pile top sd is more than
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Figure 7: Verification in case of slope angle α = 30°: (a) the axial force distributions with different vertical load; (b) the axial force distributions
in different diameter of pile with 32 MN vertical load.
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the critical shear displacement Δs0. The plastic solution for
load transfer could be obtained by Eqs. (21) and (22):

d2s zð Þ
dz2

= U
EpAP

K ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr ,

ð23Þ

so, a general solution is expressed as:

s zð Þ =
UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr

2EpAP
z2 + c1z + c2,

ð24Þ

where c1 and c2 are constants.
The boundary conditions can be expressed as:

s zð Þ
���
z=0

= sd ,

EpAp
ds
dz

����
z=0

= −Pd:

8>><
>>: ð25Þ

Substitution of Eq. (25) into Eq. (24) produces a solution:

c1 =
−Pd

EpAp
,

c2 = sd:

8<
: ð26Þ

The plastic solution of vertical load in the case of pile
embedded in rocky slope could be shown as:

s zð Þ =
UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr

2EpAP
z2

+ −Pd

EpAp
z + sd ,

ð27Þ

τ zð Þ = K ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr , ð28Þ

P zð Þ = Pd −UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φrz:

ð29Þ
The pile-rock interface is in conformity with continuity

in displacements at the plastic depth l0. It could be seen

s l0ð Þ = Δs0: ð30Þ

The plastic depth l0 can be obtained by Eqs. (19), (27),
and (30):

l0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pd

2 + 2UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φrEpAP Δs0 − sdð Þ
q

− Pd

UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φr

:

ð31Þ

Substituting Eq. (31) into Eq. (29) produces

P l0ð Þ = Pd −UK ′ cos 1:654υ + 0:129ð Þαð ÞΔs0 tan β tan φrl0:

ð32Þ

2.3.3. Solution of Elastic State. The pile-rock interface would
be in elasticity below the plastic depth. As the previously
analysis of shear behavior proposed, the solution of elastic
state for load transfer could be obtained by Eqs. (21) and
(22):

d2s zð Þ
dz2

= UK ′ cos 1:654υ + 0:129ð Þαð Þ tan β tan φb + βð Þ
EPAP

s zð Þ:

ð33Þ

According to the statements introduced above, a general
solution is expressed as:

s zð Þ = c3e
Rz + c4e

−Rz , ð34Þ

where R, c3, and c4 are constant.
Substituting Eq. (34) into Eq. (33) produces

R =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
UK ′ cos 1:654υ + 0:129ð Þαð Þ tan β tan φb + βð Þ

EPAP

s
:

ð35Þ

The pile-rock interface is in conformity with continuity
in axial force. And it can be expressed as:

EPAP
ds
dz

����
z=l0

= −P l0ð Þ,

EPAP
ds
dz

����
z=l1

= 0:

8>>>><
>>>>:

ð36Þ

This leads to

s zð Þ =
Pdl0 cosh R l1 − zð Þ½ �

REPAP sinh R l1 − l0ð Þ½ � : ð37Þ

Table 2: The basic parameter values for parametric study.

Shaft diameter (D) 0.61m

Shaft length (L) 6.1m

Elastic modulus of pile (Ep) 27.6GPa

Friction angle of interface φbð Þ 30°

Triangular half-chord length λð Þ 8mm

Cohesion of rock (c) 1.2MPa

Internal friction angle of rock (φ) 24.8°

Elastic modulus of rock (Er) 232MPa

Poisson’s ratio υð Þ 0.3

Dilation angle of rock β 10°
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The pile-rock interface is in conformity with continuity
in displacements at the plastic depth l0. It could be seen

Δs0 =
Pdl0 cosh R l1 − l0ð Þ½ �
REPAP sinh R l1 − l0ð Þ½ � : ð38Þ

The elastic depth l1 can be expressed as

l1 = R−1 arcoth REPAPΔs0
P l0ð Þ

" #
+ l0: ð39Þ

The elastic solution of vertical load in the case of pile
embedded in rocky slope could be shown as:

τ zð Þ =
RP l0ð Þ cosh R l1 − zð Þ½ �
U sinh R l1 − l0ð Þ½ � ,

P Zð Þ =
P l0ð Þ sinh R l1 − zð Þ½ �
sinh R l1 − l0ð Þ½ � :

ð40Þ

3. Verification and Discussion

The mechanism of vertical load transfer is nonlinear and
sophisticated for the pile at the crest of rock slope. It is diffi-
cult to study the progress of load transfer by conducting rel-
ative tests. To evaluate the accuracy of the new method, this
method should be compared with the results of finite element
analysis. The model of pile-slope is established with FLAC3D.
A pile embedded in the level ground for situ test was reported
by Dong P et al. [35]. The basic parameter values of pile and
slope for verification are showed in Table 1.
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Figure 8: The influence of slope angle and interface roughness on residual unit side resistance: (a) the influence of slope angle; (b) the
influence of the half-chord length.
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The reliability of the numerical simulation results should
be demonstrated first. In case of slope angle α = 0°, the com-
parison of the results of numerical analysis, field measured
results, and predict solution is shown in Figures 6 and 7.

Figure 6(a) illustrates the finite element results and the
measured results of axial force distributions in depth with
53 MN vertical load. It is obvious that the regular triangular
asperity has been shorn off, and part of the pile-rock interface
has been in plasticity with 53 MN vertical load. The field
measured result of the plastic depth l0 is 5m. By resolving
the above equation, the plastic depth l0 is 5.6m, which
matches closely with the field measured results. The numer-
ical results of axial force distributions match more closely
with the field measured results in the upper part of the pile.
Figure 6(b) shows that the numerical results and the mea-

sured results of axial force distributions in depth with 32
MN vertical load. The numerical results of axial force distri-
butions match closely with the field measured results. Since
the base resistance has been neglected in analytical solution
for simplicity, the base axial force of numerical results is
larger than analytical results. Numerical simulation is more
suitable to the actual working conditions, and the base resis-
tance exists.

For the pile subjected to vertical load at the crest of rock
slope, there are few relevant tests. Thus, the numerical
method would be used to verify the accuracy of the theory.

In case of slope angle α = 30°, the comparison of the
results of finite element analysis and predict solution is
shown in Figure 7. As illustrated in Figure 7(a), the analytical
results of axial force distributions match closely with the
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Figure 9: The influence of dilation angle on dilation unit side resistance.
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numerical results in depth with any load. It is similar to the
case of α = 0° that the base axial force of numerical results
is larger than analytical results. As explained in the previous
section, the base axial force is 0 in analytical results while the
base axial force exists in the actual engineering. The pile-rock
interface would be in elastic when the vertical load is mini-
mal. It would behave plastic when the vertical load is large
enough, and the plastic depth l0 would be larger with the
increase of vertical load.

The highest axial force occurs in the upper part of the
pile, which means the highest load transfer in the upper part
of the pile correlates with highest values of shear displace-
ments. The reduction of axial force is related to the shear dis-
placement on the pile-rock interface. Figure 7(b) shows that
the comparison of the results of finite element analysis and
predict solution with different diameter of pile in case of α
= 30°. It is obvious that the plastic depth l0 has been larger
with the reduction of diameter. And it seems that the higher
load transfer in the upper part of the pile is associated with
the smaller diameter. In other words, larger diameter piles
have higher load carrying capacity.

In summary, the rationality of presented method has
been explained by a series of numerical study for load trans-
fer. And the analytical results of axial force distributions have
a good match with the numerical results within the reason-
able error range.

4. Parametric Study

There are many related parameters that affect the distribu-
tion of side resistance and axial force, especially for the verti-
cal loaded pile at the crest of rock slope. Many scholars have
focused on the issue of load transfer for pile at the level
ground, and some conclusions are drawn. The effect of slope
on the distribution of side resistance is an emphasis in this
study. Therefore, a series of parametric analysis were con-
ducted to further descript the presented method. The para-

metric study is investigated with the different parameters
reported by O’Neill, as shown in Table 2.

4.1. Residual Period. The side resistance in plastic depth is
constant, and it depends on the residual parameters and
interface roughness. Figure 8 shows the effect of slope angle
and roughness parameters on side resistance of residual
periods in condition with 1296 kN vertical load. The values
of half-chord length, dilation angle, and slope angle are var-
ied from 8mm to 32mm, 5° to 40°, and 0° to 75°.

Figure 8(a) shows a tendency that the side resistance of
residual periods decreases with the raised slope angle. At
the same time, the higher slope angle, the greater reduction
of the side resistance. This is because the larger slope angle,
the smaller the normal constraint of pile. Figure 8(b) illus-
trates that the side resistance of residual periods increases
and then decreases with the increase of dilation angle. It
means that the simple increase of the dilation angle cannot
enhance the side resistance; this may be caused by the quicker
reduction of the contact area with the higher dilation angle.
And it is obvious that the half-chord length is positively cor-
related with the side resistance.

4.2. Dilation Period. The value of side resistance in elastic
depth is mobile on the method proposed previously, and
the elastic depth is not immobile under different working
conditions. As to the vertically loaded pile in dilation period,
it is more difficult to descript the distribution of side
resistance.

Figure 9 shows the effect of dilation angle on side resis-
tance of dilation periods in condition of 4000 kN vertical load
and 0.8m diameter of pile. With the increase of dilation
angle, the side resistance of dilation period increases initially
and then decreases. This is similar to the behavior of residual
period. As indicated previously, the smaller the dilation
angle, the more uniform the distribution of side resistance.
The values of dilation angle are varied from 8° to 36°.
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Figure 11: The influence of comprehensive parameters of slope-pile R on the efficiency of load transfer η.
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Figure 10 illustrates the effect of slope angle on side resis-
tance of dilation periods The values of slope angle are varied
from 0° to 75°. The smaller the slope angle, the more concen-
trated the distribution of pile lateral friction at the top of the
pile, the greater the decreasing rate of the side resistance, and
the deeper the plastic depth. This may be caused by the nor-
mal constraint of pile is small when the slope angle is large.
As a result, the slope angle would give engineers a guidance
to optimize designs.

To further study the load transfer, the term of “efficiency
of load transfer η” is referred in this paper. It can be expressed
as η = 1 − PðzÞ/Pd . According to the previous analysis of load
transfer, R is a comprehensive parameter of slope pile. And it
is a macroscopic composite index reflecting the bearing per-
formance of pile embedded in the crest of the slope. Figure 11
illustrates the effect of comprehensive parameters of slope-
pile R on the efficiency of load transfer η, and the values of
R are varied from 0.1 to 0.6. The greater the R value, the
greater the η value, and the upper pile bears more load.
Therefore, the smaller the load ultimately transferred to the
pile tip, the weaker the bearing capacity of the slope pile. As
a result, the smaller R is beneficial to enhance the bearing
capacity of piles.

5. Conclusion

In order to obtain the response of drilled pile under vertical
load at the crest of rock slope. Efforts have been made in this
paper to analysis the effect of slope on the normal stiffness of
socket wall. The following conclusions can be drawn:

(a) A modified model of normal stiffness of socket wall
affected by the slope is obtained; the effect of slope
angle and Poisson’s ratio on the reduce factor of nor-
mal stiffness of pile was proposed

(b) Analyze the shear behaviors of the pile-rock inter-
face, an analytical solution of load transfer of pile at
the crest of rock slope is obtained. The response of
the drilled pile at the crest of rock slope was obtained
from the closed-form solution

(c) The results of the new method were compared with
the results of Flac3D, which shows remarkable
agreement

(d) The simple increase of the dilation angle cannot
enhance the side resistance, and the half-chord
length is positively correlated with the side resistance

(e) The side resistance of residual periods decreases with
the raised slope angle, and the slope is a disadvantage
for engineering. And the smaller comprehensive
parameter of slope pile is beneficial to enhance the
bearing capacity of piles
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Grouting reinforcement is one of the most effective methods to enhance the stability of the goaf, and its scheme selection, hole
location, and parameter determination directly affect the success or failure of goaf treatment. On the basis of discussion of the
deformation mechanism and evolution law of the longwall goaf, this article comprehensively analyzed the grouting
reinforcement mechanism of the goaf combined with filling theory, permeability theory, and fracturing theory and studied the
physical and chemical reaction principles of two commonly used filling materials, cement-fly ash slurry and cement-clay slurry.
Three grouting models have been established: whole grouting, local grouting in fracture zone, and strip grouting, and then
simulated the grouting effect of the two more common methods of whole grouting and strip grouting by numerical simulation
software (FLAC3D, tecplot, Surfer). Simulation analysis is carried out from the perspectives of settlement deformation,
horizontal movement, vertical stress, and horizontal stress. Finally, the feasibility of grouting treatment in the goaf is verified by
engineering example. The results show that a reasonable grouting scheme can effectively reduce the residual deformation of the
goaf and its overlying rock and improve the poor stress state, so as to achieve the purpose of effective grouting.

1. Introduction

In recent years, construction land has gradually become a
scarce resource in mining cities and their surrounding areas
with the continuous acceleration of urbanization; sometimes,
the land above the goaf has to be used to meet construction
needs. However, the risk of secondary activation exists in the
goaf because of its complex structure and susceptibility to
groundwater, earthquake, external loads, and other factors; its
stability degree directly restricts the size, volume, and safety
of the proposed building [1–3]. In order to ensure safety,
appropriate treatmentmeasuresmust be takenasneededunder
the premise of scientific demonstration. At present, direct
grouting in the goaf is one of the more widely used methods.

The grouting technology in developed industrial coun-
tries such as Britain, France, and America started relatively
early, and the theoretical research and engineering practice
have never stopped. The grouting technology has a wide
range of applications in these countries. It has expanded from

simple foundation reinforcement and water plugging pene-
tration in mines to hydraulic engineering, bridge and airport
construction, and other fields. On the basis of the existing
results, scholars have further applied grouting technology in
the field of coal mine goaf management. Based on the analy-
sis of the mechanism of residual settlement in the old goaf
and the theory of mining subsidence, Deng et al. [4] studied
the technical method of grouting and filling to control resid-
ual settlement in the old goaf. Xuan et al. [5] proposed a tech-
nical scheme for grouting and filling of old goafs to control
dynamic disasters under huge thick igneous rocks and
achieved good results. Pang et al. [6] explored a new way of
alkali slag utilization for the grouting material of an alkali
slag-fly ash system filled in the goaf.Wang et al. [7] established
Bingham fluid constitutive model equations and performed a
three-dimensional Bingham fluid turbulence simulation in
the goaf of the South-to-North Water Transfer Project. In
order to solve the problem that the goaf along the railway seri-
ously threatens the safety of railway transportation, Li et al. [8]
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carried out the experimental research on different grouting
material ratios and determined the reasonable grouting mate-
rial and slurry ratio. Lu et al. [9] established the relationship
between the residual movement angle, the mining depth, and
the equivalent mining thickness of the old goaf and proposed
the determination method of the filling and grouting range in
the old goaf. Yongliang et al. [10] carried out effective detection
and evaluation of the grouting effect of a large and complex
goaf combined with examples of goaf grouting engineering.

The grouting technology in the goaf is a concealed pro-
ject, but there is no mature theoretical basis and technical
support in the scientific community. Researchers still lack
deep understanding of the mechanism of interaction between
the grout and fractured rock mass in the goaf, the character-
istics of grout migration, and the effect of grouting reinforce-
ment. Based on the mechanism analysis, this study analyzed
the grouting effect of different grouting models by means of
numerical simulation.

2. Deformation Mechanism and Evolution
Law of Longwall Goaf

2.1. Geological Mining Model of Goaf. The existing goafs are
mainly those left by longwall collapse mining in China, and
the existing mining methods of major production mines are
also mainly longwall mining. After longwall continuous reg-
ular mining, the overlying rock has formed a caving zone,
fracture band, and bending zone (Figure 1). Most of the rock
mass structure in the caving zone is loose structure and frag-
mented structure, with a large residual swelling coefficient
and void ratio. The above three moving belts behave obvi-
ously in horizontal mining or in gently inclined coal seams.
Depending on different roof management methods, goaf size,
mining thickness, rock properties, and mining depth, they
may not exist simultaneously.

The cavities, separations, and cracks formed in the over-
lying rock after mining reach a certain compaction and stable
state after a long period of physical and mechanical
processes. However, the above weak structures cannot be
completely eliminated, but they are in a relatively stable state.
Instability and deformation will occur when the external
force is greater than its resistance [11, 12]; the goaf is filled
with broken rocks, gangue, crushed coal, and waste wood
after mining. The mechanical properties of different filling
materials are quite different, and the overall stability is poor;
there are inevitable pores between the fillings, the middle part
of the goaf has better compaction, and there may be larger
cavities at both ends, especially the side close to the coal wall.
Under the action of water erosion and weathering, the ability
of the overall structure to resist external stress decreases.

In addition to the recompaction of residual cracks, the
instability of the masonry rock beam structure, and the influ-
ence of the geological structure, the activation of the longwall
goaf has obvious correlation with mining method, goaf size,
and mining depth-thickness ratio. Whether there is a risk
of activation in the goaf should be fully considered.

Most goafs are located in a complex geological environ-
ment, which determines the diversity of engineering geolog-
ical conditions. Different types of goafs have different

engineering geological models. When dividing the engineer-
ing geological model of goaf, it is necessary to consider vari-
ous factors such as mining method and roof management
method, topography, geological structure, and final mining
time [13–15]; each factor is very important to the stability
of goaf. Combining different geological mining conditions
and considering the above factors, the engineering geological
model can be divided into the following types (Table 1).

From the perspective of engineering construction, the
geological condition of stable goafs is relatively simple, the
mining area is generally large, and surface movement and
deformation are continuous and regular with little residual
deformation and little impact on buildings; basically, a stable
goaf has a short mining time, and the surface movement has
not stabilized, which has a greater impact on ground build-
ings; an unstable goaf is prone to discontinuous ground
deformation, which may have a serious negative impact on
ground buildings. Measures such as filling old goafs and con-
trolling ground collapse pits and cracks must be adopted.

2.2. Development Law of Residual Cavities in Goaf. Effective
grouting reinforcement for the above-mentioned cavities,
separation layers, and cracks is the key to successful grouting.
It is very important to accurately grasp the location and size
of the space, which can be comprehensively determined by
combining geophysical and drilling. Theoretically, after the
overlying rock strata breaks and collapses and fills the goaf,
the uncracked rock strata will bend and sink [16–18]. The
effective height of cavities and fissures in the goaf can be
regarded as minus the mining thickness. The amount of
subsidence and swelling of the collapsed rock mass

m xð Þ =m −W xð Þ − hp xð Þ, ð1Þ

where mðxÞ is the total effective height of the cavity (m),
m is the mining thickness (m),WðxÞ is the subsidence of the
overlying rock (m), and hpðxÞ is the breaking expansion of
the collapsed rock mass (m).

Take the goaf formed by the horizontal coal seam mining
where the collapsed rock mass is not full of goaf as an example
(Figure 2). Assuming that the elastic foundation supporting
the rock beam conforms to the Winkler foundation assump-
tion, the vertical force R in the foundation is

R = ky, ð2Þ

Bend zone

Fracture zone

Caving zone

Bed separation

Cavity

Figure 1: Damaged structure model of the overlying rock in the old
goaf of the long wall.
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where k is the Winkler foundation coefficient, which is
related to the thickness of the foundation under the beam
(h) and the elastic modulus (E) of the overlying rock mass.
k =

ffiffiffiffiffiffiffi
E/h

p
.

Taking the boundary of the goaf as the origin of the
abscissa, the differential equation of the deflection curve of
the beam can be obtained from the balance principle as

E1I1y
‴ = q1, −l ≤ x ≤ 0ð Þ,

E1I1y
‴ = q1 − ky, 0 ≤ x≤∞ð Þ,

(
−l ≤ x ≤ 0ð Þ
0 ≤ x≤∞ð Þ

ð3Þ

where: q1 is the distributed load concentration degree,
q1 = E1h1

3∑n
i=1γihi/∑

n
i=1Eih

3
i .

From the above formula and substituting the relevant
boundary and continuity conditions, we can get
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Table 1: Classification table of geological mining model of goaf.

Model
type

Mode of action Specific conditions

Stable
Mainly for mining function, longwall mining; reaching or close
to full mining, caving method to manage the roof; more than

3 years from the final mining time

(1) Depth‐thickness ratio ≥ 30; (2) topography and stratum are
close to level; (3) there are no faults or penetrating fissures
within the range of mining influence; (4) thickness of loose
ground layer > 10m; (5) ground construction load does not

affect the old goaf area

Basically
stable

Mainly for mining, longwall mining; reaching or close to full
mining, caving method to manage the roof; 1 to 3 years from

the final mining time

(1) Depth‐thickness ratio ≥ 30; (2) terrain level and shallow
hills; (3) stratumdip ≤ 45°; (4) no faults or perforated fissures
within the range of mining influence; (5) thickness of loose
strata > 10m; (6) the ground construction load has a certain

influence on the old goaf

Unstable

Mainly mining, underground mining leads to fault slip and
mountain slip; large deformed voids remain, which may cause
discontinuous deformation of the ground; within 1 year from

the final mining time

(1) Longwall caving method mining with depth to thickness
ratio < 30; (2) pillar mining; (3) stratumdip > 45°; (4) the
ground is mountainous; (5) the strata contains quicksand

layers; (6) the strata is loose and the thickness of the layer is less
than 10m; (7) the fault dip δ > 30° and the mining area S >

2000m2; (8) the ground construction load has a large impact on
the old goaf

ψ: Collapse range angle (°)
s, l: Corresponding distance (m)
W, X: Coordinate axis labeling

x

Ws

φ φ

l

Figure 2: Rock mass model of collapsed rock mass not filled with goaf in horizontal coal seam mining.
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Figure 3: Rheological curve of grout.
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(a) Settlement deformation when the goaf is untreated (mm)
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(b) Horizontal displacement change when the goaf is untreated (mm)
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(c) The vertical stress when the goaf is untreated (MPa)

Figure 5: Continued.
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where ω =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k/E1I1

4
p

and α = ð ffiffiffi
2

p
ω2s2 + 6ωs + 6

ffiffiffi
2

p Þ/6ωs
ð2 + ffiffiffi

2
p

ωsÞ.
The total height of old goaf voids formed by horizontal

coal seam mining can be obtained from the above formulas
as follows:

m xð Þ =
m −W xð Þ + k − 1ð Þx tan ϕ, −l < x < 0,
m −W xð Þ − k − 1ð Þl tan ϕ, −s < x<−l:

(

ð5Þ

It can be seen from the above that the goaf cavity is the
largest around the goaf and gradually decreases toward the
center, and the mined-out area at the center is the smallest.
The largest near the coal pillar, the height of the cavity grad-
ually decreases with the distance from the coal pillar.

3. Mechanism of Grouting
Reinforcement in Goaf

3.1. Analysis of Grouting Suitability. The “Code for Design of
Coal Mine Building Structures” stipulates that it is advisable
to use full filling grouting methods for goaf, collapsed area,
and mining separation area with large coal mining scale
and buried depth of less than 250m, and according to its
mining characteristics, hydrogeology, engineering geological
conditions, and its degree of harm to the project, etc., it is
necessary to adopt partial filling or full filling grouting
schemes for goaf with a buried depth of more than 250m.

In actual design work, the influencing depth relationship
between the falling crack zone and the building load is usu-
ally used to determine whether the goaf needs to be treated
[19, 20]. When there is a certain distance or just contact
between the impact depth of the building load and the top
interface of the collapsed fissure zone, the stability of the
collapsed fissure zone will not be affected. It is not necessary
to treat goaf, but only to take antideformation measures for
the surface buildings or to carry out conservative treatment
(local grouting reinforcement) according to the importance
of the buildings; when the depth of the building load affects
the collapsed fissure zone, it will affect the stability of the

collapsed fissure zone, and it must be carried out on the
surface of the building. While antideformation is designed,
the mined-out area is grouted and reinforced to completely
eliminate potential safety hazards.

3.2. Theoretical Analysis of Grouting in Goaf. The purpose of
grouting and filling is to make the grout reach the voids, sep-
arations, cracks, etc. of the mined-out area and its overlying
rock and cement it as a whole [21–23]. The mechanical angle
plays a supporting role and improves the self-strength and
self-supporting ability of the mined-out area and its overly-
ing rock; the structural angle ensures the stability of the orig-
inal rock mass structure and avoids sudden instability of the
surrounding rock structure system; the pressure angle is
slow. The pressure relief allows the surrounding rock to
slowly release the pressure, exerting pressure on the
surrounding rock, and playing a flexible supporting role for
the surrounding rock.

3.2.1. Penetration Theory. The slurry fills the residual space in
the goaf under the action of pressure. Through physical and
chemical reactions, the slurry forms stones with a certain
strength and low water permeability in the pores and cracks,
which play a role of reinforcement and antiseepage. At the
permeation grouting angle in the goaf, the grout mainly acts
on the water-conducting fracture zone and is used for the
reinforcement of rock fissures, interrock fissures, and
collapsed zone deposits. The grout can be divided into
Newtonian fluid and non-Newtonian fluid according to the
principle of rheology. The filling material used in the pro-
cess of grouting treatment in the goaf usually belongs to
the Bingham fluid in the non-Newtonian fluid, and its shear
rate is not proportional to the shear stress. And only when
the yield stress is exceeded can the slurry begin to flow
[24–26] (Figure 3).

3.2.2. Split Theory. For the angle of splitting grouting in the
mined-out area, the main reinforcement objects are bedrock,
residual coal pillars, and residual roadway surrounding
rocks. When splitting and grouting the bedrock, the existing
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(d) The horizontal stress when the goaf is untreated (MPa)

Figure 5: Displacement stress distribution diagram of goaf without grouting.
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(a) Settlement deformation during full grouting in the goaf (mm)
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(c) Vertical stress during full grouting in the goaf (MPa)

Figure 6: Continued.
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grouting technology has difficulty in splitting the fresh rock.
When splitting the rock formation, the grout often enters
the weak zone of the rock formation under pressure to cause
splitting. The weak zone is mainly composed of joints and
fissures, weak mud, and strong weathered layers [27–29].
On the contrary, when splitting and grouting the coal pillars
and the surrounding rock of the remaining roadway, because
the coal pillar itself has a low tensile strength, its ability to
resist external mechanical action is low, and it is easy to pro-
duce a split surface, and the remaining roadway surrounding
the rock in splitting surfaces can also be produced on the
periphery. To realize split grouting, grouting pressure and
grouting speed need to meet certain conditions. The relation-
ship between grouting pressure and grouting speed during
grouting is shown in Figure 4.

3.3. Analysis of Grout Reinforcement Mechanism. Fly ash is
alkaline, mainly composed of SiO2 and Al2O3, and contains
a small amount of Fe2O3, CaO, Na2O, K2O, SiO3, etc. The
density of fly ash is generally 2.0~2.5 g/cm3, and the particle
size is 0.5~300μm. The grouting reinforcement mechanism
is chemically realized through the hydrolysis and hydration
reaction of cement and the pozzolanic reaction of fly ash.
Through this series of reactions, the slurry forms a continuous
stone body with a certain strength and rigidity, thereby achiev-
ing the purpose of filling the cavities, separations, and cracks in
the goaf. The chemical reaction formula involved is as follows:

xCa OHð Þ2 + SiO2 +mH2O⟶ xCaO ⋅ SiO2 ⋅mH2O ð6Þ

yCa OHð Þ2 + Al2O3 + nH2O⟶ yCaO ⋅Al2O3 ⋅ nH2O
ð7Þ

When cement-clay slurry is used as the filling material, the
clay itself undergoes a hydrolysis and ionization reaction before
adding cement at the initial stage to form a certain activity and
negatively charged clay particles. After adding cement, a series
of reactions such as charge exchange and crystallization reac-
tion occur and finally form a gel structure with a certain
strength framework. The specific chemical reactions involved
are as follows:

3CaOSiO2 + n + 1ð ÞH2O⟶ 2CaO ⋅ SiO2 ⋅H2O + Ca OHð Þ2 ð8Þ

SiO2 + Ca OHð Þ2 + nH2O⟶ CaO ⋅ SiO2 ⋅ n + 1ð ÞH2O ð9Þ

Al2O3 + Ca OHð Þ2 + nH2O⟶ CaO Al2O3ð Þ ⋅ n + 1ð ÞH2O ð10Þ
Through the above-mentioned physical and chemical

reactions; the formation of grout stones is promoted; cracks,
separations, and collapse zones in the mined-out area are filled
and reinforced; and the purpose of effective reinforcement is
finally achieved.

4. Numerical Simulation Analysis of Grouting
Reinforcement in Goaf

4.1. Establishment of Grouting Reinforcement Model. Accord-
ing to theoretical analysis and field experience, under normal
circumstances, whole grouting is a method of mixing filling
materials in a certain proportion into the whole mined-out
area and overlying rock cracks and separation layers to
completely eliminate potential safety hazards; it is suitable
for goaf areas, subsidence areas, and mining separation areas
with a large coal seam mining scale and a buried depth of less
than 250m. Local grouting in the fracture zone is a method to
recement the fractured rock blocks in the fracture zone into a
layered whole, thereby improving the stability and bearing
capacity of the overlying rock. It is suitable for reinforcing
the situation where there are cavities or cracks on the bound-
ary of the goaf. Strip grouting is a method of supporting the
overlying rock mass together with the rock mass and the frac-
tured rock mass under the premise that the strength of the
grouted rock mass is sufficient to resist damage and the rigid-
ity is sufficient to resist deformation; it is suitable for the case
where the load transmission depth of the building does not
touch the critical height of the water-conducting fissure zone.
In this simulation, two situations of whole grouting and strip
grouting are simulated and analyzed.

The model is based on the geological mining conditions
of a subsidence area in Xingtai city, Hebei Province, China.
Study area is generalized as a plane strain model along the
coal seam incline. The model is 400m long, 1m wide, and
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(d) Horizontal stress during full grouting in the goaf (MPa)

Figure 6: Displacement stress distribution diagram during full grouting in the goaf.
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(a) Settlement deformation during strip grouting in the goaf (mm)

X (m)
4003002001000

0

20

40

60

80

100

Z 
(m

)

(b) Horizontal displacement change during strip grouting in the goaf (mm)
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(c) Vertical stress during strip grouting in the goaf (MPa)

Figure 7: Continued.
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110m high, divided into 50 × 1 × 55 units. In the model, coal
thickness is 4m, mining depth is 76m, and mining area is
125m~275m, which has reached full mining. According to
the calculation of the “three under” mining regulations, it
can be seen that the heights of the caving zone and water-
conducting fissure zone are about 10m and 50m, respectively.

This simulation generalized the model into a horizontal
layered structure, with 6 layers of siltstone, coal, sandstone,
and argillaceous sandstone from bottom to top. During the
simulation process, the final results are mainly analyzed from
the perspective of displacement and stress. The dynamic flow
process of the slurry is not considered.

4.2. Simulation Method Selection and Process Determination.
In order to better analyze the grouting effect under each
model condition, FLAC3D software is used to simulate the
grouting reinforcement effect from multiple angles such as
displacement and stress. The Mohr-Coulomb model is
selected as a constitutive model due to need to consideration
of loose media such as topsoil, rock, coal seams, and cemen-
ted granular media. The main parameters include elastic bulk
modulus, cohesion, dilatancy angle, internal friction angle,
elastic shear modulus, and tensile strength. In the simulation
process, the collected physical and mechanical parameters of
grouting stone bodies from previous projects are compared
and corrected, and the physical and mechanical parameters
of the grouted stone bodies are finally determined. On this

basis, the determined collapse zone, fracture zone, and sepa-
ration zone are given “strengthening” treatment to obtain the
settlement, horizontal movement, and force condition after
grouting. In terms of postprocessing, FLAC3D has powerful
postprocessing capabilities. The results can be displayed in
the form of cloud diagrams, vector diagrams, curves, data,
animations, etc. However, some professional calculation
results cannot be directly obtained and need to combine with
the embedded FISH language programming or with the help
of other software. According to the actual situation, com-
bined with tecplot software and Surfer software, the simula-
tion results are postprocessed [30–32].

4.3. Analysis of Calculation Results. After the initial model
without grouting reaches a stable state (Figure 5), the maxi-
mum residual subsidence value of the ground surface is
43mm, the residual subsidence coefficient is about 0.011,
and the maximum subsidence value is located directly above
the goaf, which is mainly due to further compaction of the
rock mass in the goaf and caving zone and the closure of
the separated layer and gap in the fracture zone; horizontal
movement is mainly concentrated on both sides of goaf and
the surface above the goaf. The maximum movement value
on both sides of the goaf is 14mm, which is mainly when
the following phenomenon occurs, when the changing trend
is gradually decreasing from above the goaf boundary to
above the center of goaf, and the horizontal movement value
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(d) Horizontal stress during strip grouting in the goaf (MPa)

Figure 7: Displacement stress distribution diagram during strip grouting in the goaf.

Table 2: Observation of the depth statistics of borehole fracture development.

Drilling serial
number

Depth of fissure development (m)
Detection depth

(m)
Proportion of
fissure (%)

4
31.0~38.5, 65.5~74.5, 128.5~130, 157.7~159.2, 162.2~163.7, 187.7~197.7,

234.2~237.2 28.0~245.4 15.6

8
40.5~45, 52.5~57, 64.5~70.5, 96~97.5, 100.5~102.0, 167.1~168.6, 170.1~177.6,

191.1~200.1 40.5~230.0 19.0

18
85.4~88.4, 89.9~92.9, 95.7~100.7, 113.7~116.7, 122.7~125.0, 128.7~134.7,

142.7~149.7, 169.7~175.7 85.4~193 32.8
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above the center of the goaf is zero. The change trend of ver-
tical stress and horizontal stress corresponds to settlement
deformation and horizontal displacement.

After whole grouting treatments (Figure 6), the maxi-
mum residual subsidence of the ground surface is reduced
from 43mm before grouting to 9mm, and the horizontal

movement value is reduced from 13mm before grouting to
3mm. The subsidence of the ground surface mainly comes
from the consolidation and deformation of the loose layer
on the ground. The distribution of vertical stress and hori-
zontal stress around the goaf is more uniform than before
reinforcement, and the numerical value is greatly reduced.
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Figure 8: Resistivity profile of the cooling tower area.
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After the strip grouting treatment in the goaf (Figure 7),
the maximum surface subsidence is about 21mm, which is
between 43mm before grouting and 9mm after grouting.
The vertical stress and horizontal stress are compared to
the overall distribution before grouting. Although there is a
stress concentration phenomenon at the edge of the belt-
shaped filling body, the force on the edge of the coal pillar
that is mined before the grouting is relatively small in value.
The whole goaf is relatively stable, and the ability to resist
interference from external force is much stronger than that
without grouting.

5. Engineering Example

This study takes the construction site of the third phase of the
Kailuan Tangjiazhuang Thermal Power Plant as an engineer-
ing example, which is located in the Guye District, Tangshan
City, Hebei Province, China. Comprehensive analysis of
drilling construction records and actual drilling data
(Table 2) are used to determine that overlying rock in the
goaf is affected by multiple seam mining. Although
compacted for decades, its stability is still poor. The range
of damage and fracture development in rock exceeds the

original estimate. Under the disturbance of surface load and
other factors, secondary deformation may occur in the goaf
and unstable rock mass above it. It is necessary to deal with
unstable rock formations in the goaf under important build-
ings to ensure the safe operation of thermal power plants.

The grouting holes are arranged in multiple staggered
rows, and the design hole distance is 50m. Three rows of
grouting holes are arranged on the annular foundation of
the cooling tower (a total of 13 grouting holes); the main
plant area is also arranged with three rows of 13 grouting
holes, and the actual treatment area is about 51,000m2.
Considering the destruction of the overlying rock strata in
the goaf, the treatment project adopts the step-down grout-
ing filling method.

A total of 3 north-south detection lines were set up
according to the arrangement direction, location, and rock
formation tendency of the grouting boreholes After the goaf
was treated by grouting, the apparent resistivity values of
three survey lines are higher than those before grouting
(Figure 8); the apparent resistivity profile basically disap-
peared or the range was obviously reduced after treatment
(Figure 9), which indicated that the integrity and uniformity
of rock mass in the goaf have been improved after grouting
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Figure 9: Filling situation of rock formation cracks below 170m in No. II inspection hole.
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treatment, increasing the bearing capacity of the formation.
Most areas have reached the treatment requirements, and
additional grouting was carried out in time for some unfilled
dense areas and finally achieved the expected goal of grouting
treatment which was verified with inspection holes.

Since the construction and operation of the third phase of
the thermal power plant, the relevant buildings (structures)
have not shown obvious deformation and damage, and the
operation is in good condition.

6. Conclusion

(1) The goaf left by longwall mining has its unique com-
plexity, and the damage status of the overlying rock
layer is difficult to accurately predict and master,
which brings great safety hazards to the project
construction. When carrying out engineering
construction above the goaf, the influence of residual
deformation must be considered. On the basis of rea-
sonable detection and scientific evaluation, necessary
measures such as underground grouting reinforce-
ment and surface construction antideformation shall
be taken as needed

(2) Numerical simulation reveals the changes in settle-
ment deformation and horizontal movement of the
goaf and its overlying rock before and after grouting
under different grouting treatment conditions, as well
as the distribution of vertical and horizontal stresses.
The simulation results show that the whole grouting
effect is the best, which can meet treatment require-
ments to the greatest extent; the strip grouting can
also serve the purpose of reinforcing the goaf to a
certain extent, and it can also be an effective method
for goaf treatment under certain conditions

(3) Grouting reinforcement is one of the effective
methods to deal with the residual deformation of
the goaf. There are still some shortcomings in the
reinforcement mechanism and technical methods.
This study only analyzed the effect before and after
grouting and did not conduct real-time research on
the whole process of dynamic grouting, which needs
further research
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Permeability is one of the most fundamental reservoir rock properties required for modeling hydrocarbon production. However,
shale permeability is not yet fully understood because of the high temperature of shale reservoirs. The third thermal stress that is
caused by temperature change will decrease the permeability of shale. In this work, a theoretical model has been derived to
describe the permeability of shale considering the third thermal stress; the principles of thermodynamics and the mechanics of
elasticity have been employed to develop this model. The elastic modulus parameters of the shale were measured, along with
Poisson’s ratio, as required. Lastly, the permeability of shale was tested by transient pulse-decay. Isothermal flow experiments
were carried out at 303, 313, 323, and 333K to assess the effects of shale expansion and deformation on shale permeability
caused by the third thermal stress. The permeability of shale samples, as predicted by the model, was found to agree well with
experimental observations. The model may provide useful descriptions of the gas flow in shale. The correction accuracy of the
permeability was found to increase at lower permeability. However, the development of completely predictive models for shale
permeability will require additional experimental data and further testing.

1. Introduction

Shale gas is an unconventional but promising gas resource
that has been used with significant success in the world. Per-
meability is one of the most fundamental properties of any
reservoir rock, and it is required for modeling hydrocarbon
production. Heller et al. [1] measured the permeability of
the Barneet and Eagle Ford shales at low pressure (6.9MPa)
and reported the influence of confining pressure and pore
pressure on permeability. Javadpour et al. [2] obtained nano-
scale images of shale porosity using an atomic force micro-
scope and then presented a model for gas flow in the
nanopores of mudrocks based on the theory of Knudsen dif-
fusion and slip flow. Kwon et al. [3] investigated the effect of
effective stress on shale permeability using Wilcox shale.
Chalmers et al. [4] measured the permeability of gas shale
from the Liard Basin and assessed the effects of origin and

distribution, total organic carbon (TOC) content of minerals,
porosity, and effective stress on the permeability of the
matrix. Mahnaz et al. [5] used helium as a medium to mea-
sure the permeability of shale and assessed the Klinkenberg
effect on the permeability of gas shale. The permeability of
rock change by the wetting-drying cycles and freeze-thaw-
fatigue loading was reported by Song et al. [6, 7].

The thickness of gas shales varies widely. For example, a
study of five shale gas systems in the USA indicates a range
in shale thicknesses of 2 to 700m, and the maximum
reported thickness of Chinese gas shales is 925m [8–10].
Therefore, geothermal differences associated with depth will
change the permeability of the shale. Zhang et al. [11] mea-
sured the permeability of Carrara marble at different temper-
atures. They found that marble penetration was significantly
increased when the temperature rose to 600-700K. Li and
Xian [12] carried out coal permeability experiments under
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different stress and temperature conditions using methane
and helium. Liang et al. [13] measured the permeability of
coal samples from Bang Xin Zu. They concluded that there
is an exponential relationship between the permeability of
coal and the temperature. Feng et al. [14] measured the per-
meability and deformation of the high-rank coal while
increasing the temperature from 298 to 873K.

Current studies mainly focus on the temperature effects
on the permeability of rock. However, temperature effects
on the permeability properties of rocks containing compli-
cated components such as shale are comparatively unknown.
Thermal stress can be divided into three categories [15]: (1)
the first thermal stress, which is produced by the external
deformation of homogeneous materials by heating; (2) the
second thermal stress, which is produced as a result of the
nonuniform temperature distribution within the same object
that cannot freely deform; and (3) the third thermal stress,
which occurs in materials comprised of multiple components
with different linear expansion coefficients that produce ther-
mal stress due to differences in expansion coefficients as the
temperature changes. The thermal stress produced in a shale
under the impacts of temperature generally consists of the
third thermal stress. The reason for this is that shale accumu-
lations in China are generally composed of organic matter
and minerals (quartz, calcite, and clay minerals), and the lin-
ear expansion coefficients of these minerals do not have the
same magnitude [16, 17].

In this paper, a model is proposed that is based on the
principles of thermodynamics and mechanics of elasticity,
to describe the temperature impacts of shale permeability
under the third thermal stress conditions. The correction fac-
tor is tested by experimental measurements on the perme-
ability of shale at 303, 313, 323, and 333K.

2. Model

2.1. Calculation of the Third Thermal Stress. Since shale is
composed of different mineral components, the linear expan-
sion coefficient of shale α is calculated considering the linear
expansion coefficients of the constituent minerals and
organic matter:

α =〠viαi: ð1Þ

The thermal stress caused by temperature is expressed as
follows [18]:

σ =
3αiE
1 − 2μ

ΔT , ð2Þ

where vi is the percentage of the total volume of the various
materials, αi is the linear expansion coefficient of a particular
material, the volume expansion coefficient is 3αi, E is the
elasticity modulus, μ is the Poisson’s ratio, and ΔT is the
change in temperature.

Thermal stress is a vector and its direction points from
the region of largest expansion quantities to the region of
smallest expansion, as shown in Figure 1.

The direction of the thermal stress in bulk shale points
from the organic matter to the minerals. Assuming that the
minerals are fully mixed with the organic matter, the value
of the thermal stress in small units can be calculated by the
model of Figure 1. The thermal stress is expressed as follows:

σT = 〠viαi‐α2
� � 3E

1 − 2μ
ΔT , ð3Þ

where αi is the linear expansion coefficient of mixture mate-
rial and α2 is the linear expansion coefficient of small
materials.

2.2. Balance Differential Equation for the Thermal Stress
Field. Temperature change in shale formations can be
determined by the depth of the shale. A shale formation
at the same depth can be considered to have isothermal
conditions because the temperature would not change at
the same depth of shale burial. Additionally, shale can be
assumed to be an isotropic solid for calculation simplicity
[19]. Therefore, a planar coordinate system ðx, zÞ is used
to establish differential governing equations for the tem-
perature and stress fields (Figure 2). The temperature T
is determined by T = ηZ, where η is the geothermal gradi-
ent, K/100m.

The equilibrium, geometric, and physical equations in
Cartesian coordinates are as follows [18]:

∂σx
∂x

+
∂τzx
∂z

= 0,

∂τxz
∂x

+
∂σz
∂z

= 0,

8>><
>>:

εx =
∂u
∂x

, εz =
∂w
∂z

,

γxz =
∂u
∂z

+
∂w
∂x

,

8>><
>>:

εx =
1
E

σx − μσzð Þ + α − α2ð ÞT ,

εz =
1
E

σz − μσxð Þ + α − α2ð ÞT ,

γxz =
2 1 + μð Þ

E
τxz:

8>>>>>><
>>>>>>:

ð4Þ

The equilibrium differential equation, using the displace-
ment as the basic unknown function, is obtained through a
transformation of Equation (4).

𝛼1

𝛼2

𝛼2 Ti T0

𝛼2𝛼2
𝛼1

𝛼2

𝛼2

𝛼2𝛼2

Figure 1: Schematic of the third thermal stress.
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λ +Gð Þ ∂θ∂x +G∇2u =
α − α2ð ÞE
1 − 2μ

∂T
∂x

,

λ +Gð Þ ∂θ∂z +G∇2w =
α − α2ð ÞE
1 − 2μ

∂T
∂z

,

θ = εx + εz =
∂u
∂x

+
∂w
∂z

,

λ =
μE

1 + μð Þ 1 − 2μð Þ ,

G =
E

2 1 + μð Þ ,

∇2 =
∂2

∂x2
+

∂2

∂z2
:

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

ð5Þ

The solution to Equation (5) is obtained by introducing
the thermal elastic strain potential function Φðx, zÞ
(u′ = ∂Φ/∂x,w′ = ∂Φ/∂z).

A set of solutions to the equation of state of constant tem-
perature, homogeneous plus, is the general solution of differ-
ential equations of equilibrium equations, boundary
conditions to obtain simultaneous, displacement solution
for determining:

u =
f x

λ + 2G
x,

w =
1 − 2μð Þf z + α − α2ð ÞEη

λ + 2Gð Þ 1 − 2μð Þ z2 −
1
3

α − α2ð Þη 1 + μ

1 − μ
z3,

8>><
>>:

ð6Þ

where f z is the vertical crustal stress, f x is the horizontal
stress, and Z is the buried depth.

2.3. Correction Coefficient for Thermal-Hydro-Mechanics-
Coupled Permeability. The shale strain in the x and y axes
(horizontal plane) are the same, because the temperature of
the shale is equal at the same depth. So, the shale volume

strain εv can be formulated as

εv = 2εx + εz =
2 1 + μð Þ
1 − μð Þ

1 − 2μð Þ f x + Tf zð Þ
E

+ α − α2ð Þ T −
T2

2η

� �� �
:

ð7Þ

The empirical formula K = σϕ3/∑2 can be used to calcu-
late the permeability of the homogeneous medium under the
fluid solid heat coupled conditions, where ϕ is the porosity,
and Σ is the specific surface area, which is the ratio of value
of pore surface area and the whole inner volume.

By introducing a modification coefficient ψ to consider
the third thermal stress, the equation K = ψK0 can be
obtained, where K0 is the permeability without considering
the third thermal stress.

ψ =
K
K0

=
ϕ

ϕ0

� �3 V
V0

� �2 AP0
AP

� �2
,

V2

V0
2 =

1
V0

2 V0 + ΔVð Þ2 = 1 + εvð Þ2 = 1 + 2εv,

AP0
2

AP
2 =

AP0 + ΔAP − ΔAP

AP0 + ΔAP

� �2
= 1 − 2

ΔAP

AP0
:

8>>>>>>>>><
>>>>>>>>>:

ð8Þ

The shale porosity is not affected by the third thermal
stress, so ϕ = ϕ0. For the linear elastic strain of a homoge-
neous medium, an approximation of the internal surface area
change is made, which is expressed as ΔAP/AP0 ≈ ð2/3Þεv .

The above equations are simplified by omitting higher
order terms because the linear elastic deformation is small:

K = K0 1 +
2εv
3

� �
⇒ ψ =

K
K0

= 1 −
4
3

1 + μð Þ
1 − μð Þ

� α − α2ð Þ T2

2η
− T

� �
−

1 − 2μð Þ f x + Tf zð Þ
E

� �
:

ð9Þ

External factors that affect the correction coefficient of
the shale permeability include the temperature difference,
geothermal gradient, vertical stress, and horizontal stress.
These factors are also related to the medium’s elastic modu-
lus, Poisson’s ratio, coefficient of expansion, and the mass
ratio of its mineral components.

Equation (9) shows that permeability decreases as tem-
perature increases. Permeability decreases largely as a result
of increasing the temperature when the difference in the
expansion coefficient of shale components is higher and the
organic matter content is higher.

2.4. The Permeability Test. It is very difficult to measure shale
permeability using conventional steady-state measuring
methods because the shale permeability is very low (10-3 to
10-6mD). So, an alternative method such as the transient
pulse-decay (TPD) method [20] or the beam-bending
method [21] was proposed to measure the shale permeability.
In contrast with conventional steady-state permeability test
methods, the pulse-decay method does not need to record
rock outlet velocity. It has the advantage of high

x

z

T0

𝜎z

𝜎x

𝜎z

𝜎x

Ti

Figure 2: The thermal stress analysis diagram.
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measurement accuracy and efficiency, but it has three disad-
vantages: (1) difficult sample preparation, (2) high sealing of
the experimental device, and (3) a requirement for high-
precision pressure sensors. Measurement precision with the
beam-bending method is higher than with the conventional
steady-state permeability test method. A permeability range
of 0.009 to 400 nD can be measured by this method, but it
also has three disadvantages: (1) complex mathematical
models, (2) difficult sample cutting, and (3) small samples
with poor representation.

In this work, the transient pulse-decay experiment was
used to measure the permeability of shale samples affected
by the temperature.

3. Experiment and Methods

3.1. Samples. The shale samples used in the laboratory experi-
ments were collected from the lower Silurian Longmaxi Forma-
tion in Yibin City, Sichuan Province. The total organic carbon
(TOC) content of the samples is 7.88%, and the vitrinite reflec-
tance (R0) of the samples is 2.85%. These values are in the range
of most favorable conditions for the occurrence of shale gas
(TOC ≥ 2%, 3% ≥ R0 ≥ 1%) [22]. Shale samples were prepared
with Φ 25mm × 50mm rock specimen blocks were obtained
(Figure 3). Subsequently, the specimens were put into the oven
and baked for 24h at a temperature of 353K. Then, the speci-
mens were cooled and sealed in plastic bags.

The mineralogical compositions of shale samples were
tested using X-ray diffraction. The X-ray diffraction data were
obtained using a Siemens D5000 diffractometer, using CuKα
radiation. The samples were scanned from 2 to 75° 2θ, with a
step time of 2 s per 0.02° step. The results are shown in Table 1.

The triaxial compression strength, elastic modulus, and
Poisson’s ratio of the samples were tested using MTS815.
The results are shown in Table 2.

3.2. Apparatus. Figure 4 presents a schematic diagram of the
permeability measurement apparatus. This apparatus con-
sisted of a temperature control system, an experimental sys-
tem, a data acquisition system, an auxiliary system, and a
triaxial pressure chambers.

The maximum oil field thermostat system can be heated to
473K, with a temperature control accuracy of 0.1K. The servo
loading system provides a maximum 3000kN axial load to pro-
vide a maximum 200MPa of confining pressure.

The experimental system consisted of a sample cell, two
reference cell (5mL), two pressure transducer (Rosemount,
American, model 3051, range: 0 to 13.79MPa, accuracy:
8 kPa), and a pressure difference sensor (Rosemount, Amer-
ican, model 3051, range: 0 to 0.68MPa, accuracy: 0.68 kPa).
The pore pressure is provided by the ISCO pump, with a
maximum available gas pressure of about 5000PSI.

3.3. Procedure. Prior to measuring the permeability of shale
samples, the apparatus was checked for pressure leaks. The
helium was injected into the reference cell. If the values of
pressure collected from the pressure transducer decreased
less than the accuracy of the pressure transducer (8 kPa) in
24 h, then it was no leaks in the system [23].

The sample was subsequently installed in the test cell.
The system was allowed to reach thermal equilibrium at the
target temperature, based on heating in the oil field, ensuring
that any temperature-induced expansion took place. The
swelling of the shale in response to increased temperature
was considered to have reached its maximum when the strain
gauges showed the strain of the sample had plateaued, at
which point a vacuum was applied.

We apply a confining pressure of 9MPa, then open the rel-
evant valve of the pulse permeability instruments, and the N2
was used to up to pressure of about 7MPa to make the net con-
fining pressure on the rock sample to 2MPa. After the pressure
of the instrument’s upstream chamber, rock sample pores, and
downstream chamber, it reaches thermal equilibrium according
to the instrument prompts, manually lowering the pressure in
the downstream chamber by about 70kPa to form the initial
attenuation pressure pulse.

4. Results and Discussion

4.1. Strain Caused by Gas. Kumar et al. [24] measured the
permeability of shale samples with helium, methane, and car-
bon dioxide. They found that the permeability of samples

Figure 3: The sample of shale.

Table 1: X-ray diffraction results of shale samples.

Mineralogical composition (%) of shale samples

Quartz
Potash-
feldspar

Plagioclase Calcite Dolomite Pyrites Clay

53.5 1 3.1 20.3 8.7 3.6 9.8

Table 2: Mechanical indexes of shale under uniaxial compression.

Data Average

Uniaxial strength (MPa)

158.88

158.65154.95

160.14

Elastic modulus E (GPa)

46.5

47.548.5

47.5

Poisson’s ratio μ

0.324

0.2980.289

0.281
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decreased by 50% using carbon dioxide and decreased by
20% using methane. It is obviously that the strain on the
shale caused by gas could affect the permeability of shale.
According to the report by Ao et al. [25, 26], there are two
effects that induce strain in the sample caused by gas. Gas
was slowly adsorbed by the sample, and so the surface poten-
tial of the sample was reduced. The volume was also
increased with increases in the thickness of the surface layer
while free gas penetrated the pores and cracks. In addition,
the gas infiltrated into cracks that were greater than or equal
to the molecular size of the gas molecules. In this study, the
N2 was used to measure the permeability. The N2 have not
obviously adsorption ability, so the adsorption-induced
strain on shale could not occur. In addition, the change in
effective stress caused by gas pressure does not occur instan-
taneously. The experiment uses the transient method to mea-
sure the permeability, so the test time is very short. Therefore,
it is difficult for the gas pressure to produce effective stress
changes in this experiment. To sum up, there is no strain
caused by the gas.

4.2. Experimental Results of Shale Permeability. The perme-
ability was calculated as

K =
cμϕL2s
f a, bð Þ , ð10Þ

where K is the permeability, mD; c is the compressibility of

the pore fluid of the rock sample, dimensionless; μ is the
gas viscosity, mPa⋅s; ϕ is the porosity of shale, dimensionless;
L is the length of shale, mm; s is the slope of the pressure dif-
ference between the upstream and downstream chambers
and time of the pulse permeability tester tested in the single
logarithmic graph, dimensionless; a, b is the ratio of the pore
volume of the test rock sample to the volume of the upstream
and downstream chambers of the pulse permeability meter,
respectively; when the value of a is equal to b, the amount
of f ða, bÞ is 1.17. The results of the shale permeability deter-
minations are shown in Table 3.

4.3. Verification of the Permeability Prediction Model. In this
work, we have established a model to predict shale perme-
ability. Eight parameters are included in this model, i.e., tem-
perature difference T , geothermal gradient η, vertical stress
f z , horizontal stress f x, the elastic modulus E, Poisson’s ratio
μ, the thermal expansion coefficient α, and the proportions of
mineral components vi. vi was determined based on the

Gas inlet/
outlet

Axial displacement transducer

Triaxial
pressure

apparatus

Oil inlet

Temperature-controlled oil bath

Sample

Pressure
transducer

Reference
cell

Pressure
difference

sensor

Figure 4: The schematic of the experimental apparatus.

Table 3: The permeability of the sample.

Temperature (K) 303 313 323 333

Sample 1 0.278uD 0.268uD 0.250uD 0.239uD

Sample 2 0.256uD 0.246uD 0.234uD 0.223uD

Sample 3 0.233uD 0.228uD 0.216uD 0.209uD
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results reported by Rahman [27], who pointed out that the
TOC of shale is about 10%, whereas the mineral content of
shale is about 90%. The parameters used in the model are
shown in Table 4.

The correction coefficient for the temperature difference
was calculated using equation (9) and reported in Table 5.

To eliminate the effect of the second thermal stress on the
results, and based on the experimental conditions, the per-
meability at 303K was considered the initial permeability of
the model. Therefore, only the third thermal stress will affect
the results. Figure 5 presents the model representations for
the shale permeability.

Figure 5 compares the experimental and modeled shale
permeability values. Note in the figure that the permeability
predicted by the model is in good agreement with the mea-

sured data. In addition, the permeability was found to
decrease as temperature increased. The model and experi-
mental values were closer at lower permeabilities. This indi-
cates that for a mixture of a hypotonic medium with a low
permeability, the effect of the third thermal stress is higher
as a result of the reduction in the permeability.

5. Conclusions

This paper presents a theoretical model to describe the
impacts of temperature on shale permeability under the third
thermal stress condition. This model was built on the princi-
ples of thermodynamics and mechanics of elasticity. All
parameters included in this model have physical meanings,
which provide a predictive basis for constraining the shale
permeability.

The main constituents in the shale sample are minerals
and organic matter. A shale sample will produce uneven
swelling because the thermal expansion coefficients of the
minerals and organic matters are different as a result of the
effects of temperature change. The third thermal stress is
caused by uneven swelling. Furthermore, shale permeability
will change under the effects of matrix swelling, which is
caused by both ground and thermal stresses. We have also
modified the formula for the correction coefficient of the
shale permeability. The shale permeability predicted by the
model coincides with the experimentally measured perme-
ability, which decreases as the temperature rises. Addition-
ally, the accuracy of the permeability corrections was found
to be higher when the permeability was reduced. The shale
permeability decreased more rapidly when the temperature
increased, particularly while the difference in the shale com-
ponent expansion coefficients was larger and the organic
matter content was higher.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Table 4: Shale component parameter table.

Parameters Data

Elastic modulus E (GPa) 47.5

Poisson’s ratio μ 0.29

Geothermal gradient η (K·m-1) 0.03

Axial stress f z (MPa) 30.0

Horizontal stress f x (MPa) 20.0

The linear expansion coefficient of organic matter (10-6·K-1) 30.0

The linear expansion coefficient of minerals (10-6·K-1) 3.0

Table 5: Correction factor tables.

Temperature
difference (K)

Correction
factor

Temperature
difference (K)

Correction
factor

5 0.9995 25 0.9410

10 0.9932 30 0.9125

15 0.9813 35 0.8785

20 0.9639

300 310 320 330
0.2

0.3

Sample 1
Sample 2
Sample 3

Temperature (k)

Pe
rm

ea
bi

lit
y 

(u
D

)

Figure 5: The relationship of temperature and permeability; the
scatters were experiment data, while the curve was the model data.
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To study the fracture characteristics and fatigue damage of fractured rock masses, noncoplanar fractured rocklike specimens
prepared using cement mortar were used for a graded cyclic loading–unloading test. The results showed that the two ends of the
horizontal crack were the main stress concentration areas, and they inhibited crack initiation of the inclined fracture. With
increasing crack inclination, the inhibitory effect became more obvious. Under the condition that the lower limit stress is
constant, as the upper limit stress increases, energy dissipation of the specimen increases, becoming relatively stable in each
stage of the cycle. With increasing crack inclination, the increase in the energy dissipation value decreases. Specimens with large
changes in the shape of their hysteresis loop tend to exhibit large fluctuations in the elastic modulus. As the loading progressed,
the elastic modulus exhibited a downward trend, and the damping ratio tended to be stable. The change in the damping ratio is
affected by the dynamic elastic modulus and area of the hysteresis loop. Based on the Weibull probability distribution function,
the evolution curve of the damage variable of the specimen can be obtained. This curve reflects the trend of the damage change
of the rocklike specimens under various levels of cyclic loading and unloading.

1. Introduction

Rock mass is the main bearing carrier in large-scale projects
in fields such as mining, transportation, and water conserva-
tion. The rocks in special engineering locations such as min-
ing areas, railways, bridges, tunnels, and other infrastructure
are subject to complex loads. When subjected to periodic
loads, such as repeated excavation and backfilling, blasting,
and earthquakes, the bearing capacity and stability of rocks
will decrease. The fatigue damage caused by the change in
rock mechanical properties and the gradual deterioration of
rock performance affect the safety of engineering activities.
With the increasing construction scale of various engineering
projects, rock mechanics problems are becoming increas-
ingly complicated. Engineering accidents and economic
losses caused by rock stability problems have attracted the

attention of many scholars [1–5]. To study the mechanical
response and failure characteristics of rocks under periodic
loads is vital to assess the stability and safety of rock mass
engineering.

Various researchers [6–10] have found that, under the
action of cyclic loading, the upper limit stress and amplitude
are the main factors affecting the fatigue life of rocks, and
they have put forward the viewpoint of fatigue threshold.
By analyzing the mechanics, energy, and deformation char-
acteristics of rocks under uniaxial cyclic loading and unload-
ing, it was found that the unloading elastic modulus was
greater than the loading elastic modulus under cyclic loading.
In the aforementioned research, constant-amplitude cyclic
loading and unloading of stress was mainly adopted, but
the actual cyclic loading of the rock mass fluctuates within
a certain range and is not a constant value. Therefore, some
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scholars have studied the mechanical response and fatigue
characteristics of rocks under the action of cyclic loading
and unloading in stages. Peng et al. [11] studied the influence
of the change in the lower limit of stress on the deformation
characteristics of sandstone during cyclic loading and
unloading and found that the elastic modulus and Poisson’s
ratio of the sample increased significantly with an increase
in the lower limit of stress. Sun et al. [12] studied the evolu-
tion law of fatigue damage of rocks under different confining
pressures under cyclic loading conditions and obtained an
evolution curve. They found that the curve-fitting degree
increased with an increase in the confining pressure. Li
et al. [13] conducted uniaxial cyclic loading–unloading tests
on sandstone, analyzed the evolutionary process of rock
damage, established a theoretical model between the axial
strain and the number of cycles, and derived the damage
variable evolution equation. Other researchers considered
the fatigue characteristics of rocks under different stress
amplitudes of loading and unloading [14–16] but did not
fully consider rock masses with structural planes, such as
fractures and joints. In fact, most rock masses are neither
complete nor completely discrete media. The fractured rock
will undergo crack initiation, expansion, and penetration
during the failure process. The evolution of the crack domi-
nates the failure of the fractured rock mass. Therefore, in a
study of intermittent fractured media under cyclic loading,
Li et al. [17] established a fractured rock mass damage model
from the perspective of energy dissipation and introduced the
concept of an equivalent modulus. Liu et al. [18] and Li et al.
[19] studied the mechanical properties of jointed rock masses
under cyclic loading, explained the evolution of crack propa-
gation, and established a jointed rock mass damage model.

In conclusion, few scholars have fully considered the
strength characteristics, energy dissipation, and fatigue dam-
age of fractured rock masses under the action of cyclic loading
and unloading. Because rock masses are a geological material
with initial defects, it is crucial to study the mechanical prop-
erties, crack propagation, and energy evolution of fractured
rock masses under the action of nonconstant cyclic stress.
Therefore, in this study, we used cyclic loading tests with vary-
ing stresses to study the guiding effect of different inclination
angles of noncoplanar fractures on crack propagation and
the fatigue damage caused by cyclic loading of different stress
amplitudes to fractured rocks. The experimental conclusions
were drawn by analyzing the hysteretic loop characteristics,
energy dissipation, and fatigue damage characteristics. The
research results should provide useful guidance for the safety
and stability of geotechnical engineering construction projects.

2. Experimental Materials and Procedures

2.1. Sample Preparation. In [20–22], cement mortar was used
as the rocklike material, with the ratio of white cement :fine
sand :water=5 : 5 : 2. First, oil was applied to the surface of a
stainless steel sheet (of thickness=0.4mm) and inserted into
a stainless steel mold with internal (length × width × height)
dimensions of 150mm × 50mm× 200mm; the mixed mortar
was then poured and evenly vibrated. After the cement mortar
was initially set, the embedded steel sheet was pulled out to

form a prefabricated crack, the mold was removed 24h after
the test piece was formed, and the qualified test piece was
placed in the curing box for standard curing for 28 days. The
test blocks were divided into groups A and B. Group A was
a double-slit specimen, and group B was a three-slit specimen.
The distance between the midpoints of the primary and
secondary fissures remained unchanged at 20mm, the fissure
width was 0.4mm, the main fissure was 30mm long, and the
secondary fissures were 20mm long and rotated 0°, 30°, 45°,
60°, and 90° along their midpoints. The sample model is
shown in Figures 1 and 2. (A00 indicates a double-crack spec-
imen, in which the level of the main crack remains unchanged,
and the angle α between the secondary crack and the horizon-
tal plane is 0°.)

2.2. Test Scheme. The RMT-150 rock mechanics loading test
machine was used for the indoor loading test, as shown in
Figure 3. The test was conducted in two steps: first, each
sample was subjected to uniaxial compression to obtain its
uniaxial compressive strength and its stress–strain curve;
second, the sample was subjected to a graded cyclic loading–
unloading test. By taking 40% of the compressive strength of
the sample obtained in the first step as the lower limit, the ini-
tial upper limit was 80%. During the loading process, the lower
limit of stress remained unchanged. After every 300 cycles, the
upper limit of stress was increased by 5% until the sample
broke. Force control was used in the two-step test, with a load-
ing rate of 0.5 kN/s, a sine wave used as a loading waveform
during cyclic loading and unloading, and a loading frequency
of 0.2Hz.

2.3. Sample-Related Parameters. The relevant data obtained
from the laboratory loading test on the specimens are listed
in Table 1.

3. Results and Analysis

3.1. Characteristics of the Cyclic Loading–Unloading Curve.
The uniaxial compression curves of a sample obtained in
the test with the stress–strain curve under the action of a
graded cyclic load are shown in Figures 4 and 5. Under the
action of cyclic loading and unloading, the curves of the
unfractured sample and that with cracks and the uniaxial
compression curve roughly intersect in the postpeak area,
and the uniaxial compression curve basically includes the
grading cyclic loading–unloading curve. This phenomenon
indicates that, under cyclic loading, the stress–strain curve
of either unfractured or fractured rock is controlled by the
uniaxial compression curve. The reason for the fatigue failure
of the rock mass is that the deformation has reached the limit
value, and the deformation of the fatigue failure is equivalent
to the corresponding deformation in the postpeak zone
under a static load. The fatigue deformation evolution of
the intermittent fractured rock mass is consistent with that
of unfractured rock and can be divided into three stages:
initial deformation, constant-rate deformation, and acceler-
ated deformation. When the load reached point A, the stress
reached 80% of the peak stress, and the specimen entered the
initial deformation stage of fatigue failure. In the AB stage,
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the area of the hysteresis loop was relatively small, the distri-
bution was relatively sparse, and the curve formation rate was
uniform; the prefabricated cracks began to crack, and the
horizontal cracks were gradually compacted. As the load-
ing–unloading cycle progressed, the sample entered segment
BC of the constant-rate deformation stage. During this stage,

the maximum stress was 85% of the peak stress, the curve
formation rate was relatively low, the shape of the hysteresis
loop changed, the area increased, and the distribution was
relatively dense. Observing the surface of the specimen
reveals that the initiating cracks had further evolved, and
the primary and secondary cracks had penetrated; segment
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Figure 1: Model and production diagram of a group A specimen (in units of mm).
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Figure 2: Model and production diagram of a group B specimen (in units of mm).

Figure 3: RMT-150 rock mechanics test system.
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CD is the accelerated deformation stage. During this stage,
the maximum stress reached 90% of the peak stress, the curve
was formed rapidly, and the hysteretic loop distribution
became looser. The surface of the sample was partially
lumped off until the whole sample broke and lost its bearing
capacity. The stress drop of the cyclic loading–unloading
curve when the specimen broke occurred faster than that
under uniaxial compression, which means that the degree
of damage to the rocklike specimen under cyclic load was
greater, with obvious brittle failure characteristics.

3.2. Analysis of Intensity Characteristics. The existence of
cracks destroys the integrity of the rock mass. Their size
and location distribution greatly affect the failure mechanism
of the rock mass and cause the strength of the rock mass to
decrease. As shown in Figure 6, the peak strength of the
cracked sample first increased, then decreased, and then
increased with the change in the inclination angle, and the
strength was lower than that of the unfractured sample.

The bearing capacity of the sample was the highest when
the crack direction was consistent with the stress direction.
In the samples of group B, the existence of secondary sub-
cracks had a strengthening effect on the bearing capacity of
the specimen. This strengthening is also reflected in the grad-
ing cyclic loading–unloading process. Samples with the same
angle were destroyed in the same cyclic series. The failure
strength of the specimen under cyclic loading was consistent
with the variation under uniaxial compression. Under the
action of grading cyclic loading and unloading, the number
of cracks had only a minor effect on the number of cycles.
As shown in Figure 7, the number of cycles for the two
groups of AB samples increased with the inclination angle
α when the main crack remained constant. For most of them,
the number of cycles first decreased, then increased, and then
decreased again, and the values were almost the same.

3.3. Crack Evolution and Failure Pattern. By combining the
stress–strain curve and the overall situation of specimen
failure, the deformation failure process of the specimen can
be roughly divided into four stages: compaction, microcrack
propagation, unstable fracture, and complete failure. Group
A samples were selected to describe the crack evolution and
failure morphology, as shown in Figure 8.

Crack growth of the specimens was simultaneously
affected by the change in crack inclination and stress ampli-
tude [23–27]. During the compression process, the prefabri-
cated cracks in specimen A00 were gradually compacted.
After the cyclic loading–unloading stage was entered, the
vertical tensile cracks generated in the middle of the second-
ary cracks continued to expand upward as the loading pro-
gressed. The tensile cracks at the tips of the primary and
secondary cracks produced lap joints, which evolved into
shear cracks on both sides of the specimen after the lap joints
and extended to the ends. A few far-field cracks were also
observed. After specimens A30, A45, and A60 were com-
pressed, the main cracks were gradually compacted, and the
main cracks produced upward pull cracks at a certain
distance from the tip of the cracks. The specific positions of
the initiation were affected by the secondary cracks. The
expansion has a guiding effect, and finally, the cracks overlap

Table 1: Physical parameters of the samples.

Serial
number

Length
(mm)

Width
(mm)

Height
(mm)

Fracture dip
angle (°)

Failure strength under
static load (MPa)

Cycle failure
strength (MPa)

Number of
cycles

Cyclic series
(level)

Unfractured 149.6 50.0 199.5 / 43.210 38.357 626 3

A00 149.2 49.5 199.4 00–00 35.980 31.381 564 2

A30 150.0 49.2 198.8 30–00 37.549 31.917 336 2

A45 149.5 48.6 199.2 45–00 38.256 34.376 652 3

A60 149.4 49.5 198.6 60–00 36.387 34.568 873 3

A90 149.6 49.5 199.5 90–00 40.725 37.874 577 2

B00 149.5 49.6 199.3 00–00–00 36.520 33.613 522 2

B30 148.8 49.2 199.4 30–00–30 38.601 32.811 317 2

B45 149.2 49.4 199.5 45–00–45 39.621 35.499 615 3

B60 149.6 48.8 198.8 60–00–60 36.984 35.005 938 4

B90 149.5 49.6 199.5 90–00–90 40.301 36.883 1156 4
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Figure 4: Stress–strain curves for the unfractured sample under two
loading modes.
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and penetrate the lower tip of the secondary fissure. How-
ever, as the loading progressed, the cracks initiating from
the original main crack that overlapped with the inclined
secondary cracks partially disappeared. It can be observed
that airfoil cracks were generated at the tip of the secondary
crack, and the tensile cracks generated at the tip of the main
crack gradually evolved into shear cracks. These extended to
the end of the specimen, and the upper tensile crack at the left
tip of the main crack overlapped with the upper tip of the
secondary crack to form a trough. The secondary crack of
specimen A90 was in the same direction as the loading stress.
During the loading process, the tensile crack in the middle of

the main crack penetrated the lower tip of the secondary
crack, the upper tip of the secondary crack produced vertical
cracks, and the upper and lower tensile cracks were generated
at the tip of the main crack. As the loading progressed, the
tensile cracks gradually extended and expanded. By observ-
ing the crack evolution process, it was found that the hori-
zontal main crack inhibited crack initiation of the inclined
crack. With an increase in the inclination angle, the inhibi-
tory effect became more obvious. This is reflected in the fact
that as the inclination angle increased, the distribution of
cracks on the front of the specimen decreased, and, when
the inclination angle was large, far-field cracks rarely
appeared. When the inclination angles of the secondary fis-
sures were 30°, 45°, and 60°, the stress concentration was
mainly at the two ends of the horizontal fissure and at the dis-
tal end of the secondary fissure. The propagation of airfoil
cracks generated by the inclined secondary cracks did not
lead to the ultimate failure of the specimen; when the inclina-
tion angles of the secondary cracks were 0° and 90°, the stress
was mainly concentrated at both ends of the horizontal
cracks. With an increase in the loading stress, the tensile
cracks generated at both ends evolved into shear cracks and
expanded to the side of the specimen. During the compres-
sion process of the specimens in group B, like group A, the
horizontal cracks are gradually compacted, and the second-
ary crack1 has a guiding effect on the crack initiation of the
horizontal main crack. The specific position of the crack ini-
tiation is affected by the angle of the inclined crack. As the
loading progresses, the tip of the primary fissure overlaps
with the tip of the secondary crack1, as shown in specimens
B30, B45, and B60. Airfoil cracks generated by inclined
cracks will not lead to the final broken section. Parallel dou-
ble cracks have a strengthening effect on the compressive
strength of the specimens of group B, which is not only
reflected in the final breaking strength but also reflected in
the number of observable cracks on the surface of the speci-
mens of group B than that of group A, as shown in Figure 8.
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Figure 5: Stress–strain curves for the fractured sample under two
loading modes.
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As the stress increased, cracks continued to occur, cracks
penetrated through, and irreversible deformation increased.
When the volume of the specimen began to expand, its end
and the rigid cushion block will be subjected to an end effect
owing to the frictional force. At this time, the specimen
entered the unstable fracture stage, and it spalls and squeezes
and expands at the main crack in the middle. When the failure
strength was reached, the specimen entered the complete
failure stage. At this stage, the fatigue damage of the rock spec-
imen was severe, and the cracks expanded rapidly. The macro-
scopic sliding fracture surface was formed rapidly, even when
the test block was broken and fragments collapsed, which is
reflected in the curve falling rapidly. The specimen exhibited
severe brittleness, accompanied by a “popping” sound when
it was broken.

3.4. Analysis of Hysteresis Loop Characteristics. Numerous
studies have been conducted on the shape of hysteresis loops
[28–31]. There are certain disputes regarding their specific
shapes. Rock properties affect the shape of the hysteresis
loop, and the stress amplitude of loading–unloading cycles
will also affect its shape. In this study, a rectangular parallel-
epiped specimen with prefabricated cracks was used to
conduct a uniaxial-graded cyclic loading–unloading test.
The hysteresis loop obtained in the test is neither an ellipse
nor a crescent nor a long eggplant shape, but it is similar to
a quadrilateral. Taking the stress–strain curve of the sample
B90 as an example, as shown in Figure 9, we take the first
hysteresis loop of each level cycle for comparative analysis.

During the cycle loading–unloading process, the unload-
ing and reloading curves intersect under the unloading point
to form a hysteresis loop. The relative relationship between
the loading and unloading curves determines the area and
shape of the hysteresis loop. The hysteresis loop generated

at the beginning of the first stage is relatively narrow and
long, and the upper and lower ends of the hysteresis loop
become sharp because of the hysteresis effect produced during
the closing and opening of the cracks. After entering the
second-level loading–unloading cycle, the shape of the hyster-
esis loop changes and resembles a parallelogram. It can be
observed that the second- and third-level curves are more
variable. Before the sample broke, the curve tended to be flat.
This change is related to the friction of the particles inside the
sample. Crack evolution is related to crack penetration, and
the microdamage to the specimen causes residual deformation
or irreversible deformation of the rock; consequently, the load-
ing–unloading curve exhibits nonlinear characteristics.

After each cycle of loading and unloading, the endpoint
of strain and stress on the hysteresis loop increased, and the
specimen underwent plastic deformation. According to the
stress–strain curve of sample B90, the change in strain at each
level of cyclic loading and unloading can be obtained, as
shown in Figure 10: the strain of the first cycle increased by
a factor of 1.9. The initial cracks and microcracks in the
structure of the specimen and the particle spacing were grad-
ually compacted after 300 cycles of loading and unloading at
a lower stress amplitude; therefore, the deformation of the
specimen was relatively large. After the second-level cycle,
the strain grew by a factor of 0.69. At this stage, because the
specimen was quite hard, the strain change was much lower
than that during the first stage. The amount of plastic defor-
mation of the specimen was low, indicating a more obvious
strain-hardening phenomenon. The growth in strain in the
third-level cycle was a factor of 0.865, which was higher than
that in the second-level cycle. The relatively hard specimens
began to deteriorate under the higher stress amplitude load-
ing and unloading, and obvious crack growth appeared on
the surface. After the fourth cycle was entered, the highest

A00 A30 A45 A60 A90

B00 B30 B45 B60 B90

Figure 8: Crack propagation in the samples.
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stress reached 95% of the peak stress, and the fatigue defor-
mation of the specimen increased sharply and eventually
failed. The strain grew by a factor of 3.215, and the larger
the value, the greater was the degree of damage to the rock.

4. Analysis of Energy Dissipation, Dynamic
Elastic Modulus, and Damping Ratio

Figure 11 shows that the hysteresis loop of cyclic loading and
unloading is a closed loop. The area integral under the load-
ing curve is the total work done by the external force on the
rock sample, and the area integral under the unloading curve
is the elastic strain energy of the rock. The total work minus
the elastic strain energy is the energy dissipated in the rock,
which is the area of the hysteresis loop. At each level of the

loop curve, a part of the hysteresis loop is selected and
applied to the calculation.

The damping ratio γ and dynamic elastic modulus Ed of a
single cycle are defined as [32]

γ = A/ 4πAsð Þ, ð1Þ

and

Ed = σmax − σminð Þ/ εmax − εminð Þ, ð2Þ

where A is the area of the hysteresis loop ABCDA; As is the
area of the triangle AOE; Ed is the elastic modulus; σmax
and σmin are the corresponding maximum and minimum
stresses in the hysteresis loop, respectively; and εmax and
εmin are the corresponding maximum and minimum strains
in the hysteretic loop, respectively.

4.1. Energy Dissipation. The size of the hysteresis loop area
indicates the amount of energy dissipation during the
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loading–unloading cycle. During cyclic loading and unload-
ing, the initiation and expansion of microcracks and the pen-
etration between prefabricated cracks consume part of the
energy; the remaining energy is used to overcome the damp-
ing force and perform work. As shown in Figure 12, at each
level of cyclic loading before the specimen was damaged,
the hysteresis loop area curve was relatively flat, indicating
that plastic deformation inside the specimen did not change
significantly during the loading–unloading process at the
same level and that energy dissipation was relatively stable.
During the failure stage, the area of the hysteresis loop
increased sharply, indicating that the energy of the specimen
was unstable and that plastic deformation was more signifi-
cant. Changing the upper limit of the stress changes the
energy distribution. As the stress amplitude increased, the
energy dissipation also increased. By combining these results
with the observation of the stress–strain curve during the
loading process, it is found that the hysteresis loops of some
test blocks appear to change shape, overlap, and become off-
set during the loading process. These effects are related to the
change in the crack inclination angle of the test specimen and
the dispersion of internal particles. The shape of the hystere-
sis loop and the formation rate of the stress–strain curve were
relatively constant. As the upper limit stress amplitude
increased, the area of the hysteresis loop increased slightly.

4.2. Elastic Modulus. As shown in Figure 13, the sizes of the
hysteresis loop areas of specimens A00 and A30 were essen-
tially the same. As the number of cycles increased, the elastic
modulus fluctuated slightly. Specimens A30, A60, and A90
exhibited obvious strengthening when entering the failure
level cycle, B group specimens entering the second cycle
exhibited an increase in their dynamic elastic moduli com-
pared with their initial values, and specimens B30, B60, and
B90 exhibited obvious strengthening in the first cycle. As

the loading progressed, the elastic modulus exhibited a
downward trend in the failure level cycle, indicating that,
when the macroscopic crack is at a higher stress level, the ini-
tiation, propagation, and penetration of the cracks will atten-
uate the elastic modulus of the specimen. The change in
elastic modulus corresponds to the complicated change in
the stress–strain relationship curve of the specimen. During
the loading process, it can be found that the stress–strain
curve exhibited a large lateral shift and hysteresis loop
coverage.

4.3. Evolution of the Damping Ratio.The evolution of the damp-
ing ratio curve is affected by the area of the hysteresis loop and
the dynamic elastic modulus. As shown in Figure 14, in the
same cycle, the damping ratio of the group A specimens does
not change significantly, while that of group B group specimens
fluctuates relatively more. During the initial cycle, the damping
ratios are all ~0.15, and the damping ratios are all concentrated
at ~0.4 at the final failure stage. After 300 cycles of loading and
unloading under the first-level stress amplitude, the damping
ratio increased after increasing the stress amplitude. Among
them, the energy dissipation of specimens A00 and A30 was
relatively stable during the loading process; consequently, the
damping ratio was basically unchanged. Sample B45 exhibited
complex changes during the second cycle, which may be due
to damage leading to a greater deterioration of performance
and unstable energy dissipation to overcome the damping force.
Combined with the failure process, these findings also indicate
that, when the crack inclination angle was 45°, the cracks in
the specimen with three cracks evolved until the end of
tensile–shear mixed penetration, which caused the specimen
to exhibit different curve characteristics.

4.4. Damage Variable Analysis. If the initial damage caused
by the prefabricated cracks is ignored, and we assume that
the strength of the microelement of the rocklike specimen
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Figure 12: Hysteresis loop area curves for group A and B samples.
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satisfies theWeibull distribution, then the probability density
function is [33]

p εð Þ = m
ε0

ε

ε0

� �m−1
exp −

ε

ε0

� �m� �
, ð3Þ

where pðεÞ is the microelement strength distribution func-
tion of the rocklike specimen, ε is the strain, and m and ε0
are the distribution parameters.

Let us introduce the damage variableD, which is defined as

D = n
N
, ð4Þ

where n is the number of microelements damaged under a
certain level of cyclic loading and unloading and N is the total
number of microelements of rocklike specimens.

When cyclic loading and unloading reaches a certain
strain ε, the number of broken cells is

n =
ðε
0
NP εð Þdε =N 1 − exp −

ε

ε0

� �m� �� �
: ð5Þ

Then, the damage variable is

D = 1 − exp −
ε

ε0

� �m� �
: ð6Þ
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Figure 13: Dynamic elastic modulus curves for groups A and B.
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WhenD = 0, the rocklike specimen is not damaged; when
0 <D < 1, the rocklike specimen has different degrees of
damage; when D = 1, the rocklike specimen is damaged.

From the rock damage constitutive model [34–37], under
uniaxial compression, assuming that the microelement of the
rocklike specimen satisfies the generalized Hooke’s law
before failure, we can obtain

σ = Eε 1 −Dð Þ, ð7Þ

where E is the average dynamic elastic modulus of each num-
ber cycle and ε is the strain.

By substituting Equation (6) into Equation (7), the dam-
age constitutive relation of the rocklike cyclic loading–
unloading stage in the one-dimensional state can be obtained
as

σ = Eε exp −
ε

ε0

� �m� �
: ð8Þ

The function sðeÞ is derived as follows:

σ′ εð Þ = E exp −
ε

ε0

� �m� �
1 −m

ε

ε0

� �m� �
: ð9Þ

Because the stress–strain relationship curve satisfies
σmax ′ðεmaxÞ = 0, then

m = 1
ln Eεmaxð Þ − ln σmax

, ð10Þ

ε0 = εmax
ffiffiffiffi
mm

p
: ð11Þ

In Equations (10) and (11), σmax and εmax are the peak
stress and strain values of each level cycle of the rocklike
specimen, respectively.

By taking specimen B00 as an example, three hysteresis
loops were selected in the curve of each level. The distribu-
tion parametersm and ε0 of the rocklike sample can be calcu-
lated according to Equations (10) and (11), and the results
are listed in Table 2.

The average values of the distribution parameters m and
ε0 in Table 2 were used to calculate Equation (8), and the the-
oretical values obtained were compared with the experimen-
tal data to construct Figure 15. It can be found that the
experimental values and the theoretical values basically coin-
cide, indicating that the selection of the distribution parame-
ters is relatively reasonable. Substituting the distribution
parameters into Equation (6) to calculate the damage variable
gives the fitting curve of the resulting damage evolution
shown in Figure 16. The damage evolution curve reflects
the change in damage to the specimen during the entire load-
ing process. During the linear loading and the first cycle
stage, the prefabricated cracks gradually compacted and
cracks began to grow, but the stress on the specimen was at
a lower amplitude and so the damage increased relatively
steadily. As the loading progressed, microcracks within the
specimen continued to develop, and the cracks expanded
and combined. When the secondary cyclic loading stage
was entered, the damage value rose sharply to 0.8. At this
stage, there was a slight fluctuation in the damage value,
and the surface of the specimen began to partially peel off
and the crack extended to the side of the end of the specimen.
When the damage accumulated to 0.89, the specimen was
destroyed instantaneously, demonstrating its obvious brittle-
ness, but the specimen still had a certain residual strength
after it was destroyed. Owing to the existence of prefabricated
cracks, the specimen had initial damage; therefore, the dam-
age value D did not reach 1 during the failure.

Based on the Weibull probability distribution function,
the fitting curve of the damage variable of the specimen was
obtained. As shown in Figure 17, the evolution curve can well
reflect the damage variation trend of the rock-like specimen
under various cycles. It can be found that the damage variable
value of each specimen did not reach 1 after the failure. Due
to the difference in the crack inclination of each specimen,
the elastic modulus varies in the process of cyclic loading
and unloading, which leads to the different amplitude of

Table 2: Distribution parameters.

Cyclic loading–unloading series m ε0

First step cycle

1.365 5.376

1.223 5.494

1.195 5.514

Second step cycle

0.530 1.784

0.507 1.689

0.470 1.511
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Figure 15: Comparison between experimental data and theoretical
values.
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the fluctuation of the damage variable of the specimen. For
example, the elastic modulus of samples B30 and B90
increases sharply in the first-stage cyclic loading and unload-
ing process, leading to a particularly large damage variable
value, which is close to the value of failure.

5. Conclusions

(1) Under staged cyclic loading and unloading, the
fatigue failure deformation of a noncoplanar inter-
mittent fractured rock mass and an intact rock mass
are basically the same as the deformation corre-
sponding to the intersection point of the postpeak
area under a static load, and with an increase in the
stress amplitude, the fracture plastic deformation
characteristics of the specimen become obvious.
The trajectory distance of the loading–unloading
curves increased, the shape of the hysteresis loop
changed, and the area also increased

(2) The fatigue failure of a rock mass with noncoplanar
discontinuous fractures is affected by the distribution
of fractures and penetration mode. Both ends of the
horizontal main fractures are the main stress concen-
tration areas, and they inhibited the initiation of
cracks in the inclined fractures. As the inclination
angle increased, the inhibitory effect became more
obvious. Parallel double cracks have a certain
strengthening effect on the failure strength of the
specimen, and the failure of the specimen indicates
significant brittleness

(3) When the lower stress limit was constant, energy dis-
sipation in the specimen increased with the increase
in the upper limit stress, but the energy dissipation
was relatively stable in each step cycle. As the inclina-
tion angle of the secondary crack increased, the
increase in energy dissipation value decreased, the
internal microstructure was adjusted because the pre-
fabricated cracks were gradually compacted, and the
cracks expanded and penetrated, resulting in greater
fluctuations in the dynamic elastic modulus of the
specimen. As the loading progressed, the dynamic
elastic modulus exhibited a downward trend, and
the change in the damping ratio was greatly affected
by the dynamic elastic modulus and the area of the
hysteresis loop. These factors overcome the energy
dissipation of the damping force, and, along with
changes in the degree of damage to the specimen,
they determine the evolution form of the damping
ratio curve

(4) Based on the Weibull probability distribution func-
tion, the evolution curve of the damage variable of
the specimen was obtained. The evolution curve
reflects the damaged trend of the rocklike specimen
under various cycles. However, the influence of the
number of cycles and the amount of initial damage
and the brittle–plastic transition of the specimen
under staged cycle loading and unloading were not
fully considered. This is also a problem to be
addressed in future studies
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The macro-micro mining response of the surrounding rock and overlying strata towards the transformation from open-pit to
underground mining is examined in the present study, based on the engineering background of the Jinning phosphate mine
(Yunnan Phosphate Chemical Group Co., Ltd.) via simulations involving similar materials, digital photographic measurement
technology, and numerical simulation. The mining deformation of the surrounding rock underground, and of the overlying
strata, is shown to develop in three stages, namely: (1) small and local deformation, (2) continuous linear increase, and (3) the
violent nonlinear collapse of the entire system. The internal distribution of stress in the surrounding rock and adjacent overlying
strata of the inclined mined-out area is complicated. The degrees of pressure increase and pressure relief have an important
relationship with the size of the mining space. The pressure relief is more complete close to the mined area, and the stress
reduction decreases with increasing distance. The cracks propagate in arc shapes and have a tendency to penetrate into the
upper and lower ends of the stope. The size of the excavation space plays a key role in the generation, propagation, and
penetration of the cracks. Due to the disturbance of the first mining level and the increase in excavation depth, the rate of
damage to the surrounding and overlying rock increases in the second mining level. This process generates more cracks, which
accelerate the instability of the surrounding rock and overlying strata.

1. Introduction

Most of China’s open-pit mines were built in the 1950s.
After several decades of continuous high-intensity mining,
the vast majority of open-pit mines have entered the deep
open-pit mining stage and even underground mining. The
transition from open-pit to underground mining is a com-
plex systems engineering problem, and the resulting defor-
mation mechanism of the rock mass is highly complicated
due to the effects of numerous stress fields. The process pre-
sents typical sudden and nonlinear characteristics and poses
a serious challenge to the open-pit to underground mining
project [1–5].

Research on the transition from open-pit to underground
mining in China began around the 1990s, with many
researchers conducting bottom friction modeling experi-
ments [6, 7], physical modeling tests [8–10], numerical
simulations [11–14], combined numerical and physical sim-
ulations [15–18], and field measurements [19–22]. Recently,
a mathematical model was established to describe the atten-
uation of peak particle velocity (PPV) in the open-pit slope,
which is used to evaluate the influence of underground mine
blasting on the slope stability [23]. Cheng et al. used the Uni-
versal Distinct Element Code (UDEC) numerical method to
simulate the movement of strata in the footwall caused by
underground mining [24]. In addition, the discontinuous
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deformation analysis (DDA) method has been used to study
the process of slope instability induced by the caving method
in rock structures of various mass during mining from open-
pit to underground [25–27]. Regassa et al. used the equiva-
lent discontinuity modeling method (EDMM) to simulate
the rock movement and failure caused by mining under the
end slope of the Western open pit of the Yanqianshan iron
mine [28]. With advances in technology, researchers have
used micro seismic monitoring, in situ monitoring, and true
triaxial modeling [29–32] to investigate the deformation
characteristics and failure mechanisms of the slope rock mass
and the surrounding rock of the underground stope after the
transition from open-pit to underground mining.

Nevertheless, few studies have examined the changes in
the surrounding rock and overlying strata of the under-
ground stope due to influences in slope and mining coupled.
Due to major differences in the conditions, mining tech-
niques, mining methods, and complexity of the open-pit
slope and underground mining environments, it is necessary
to study the macro-micro response characteristics of the sur-
rounding rock and overlying strata to the transition from
open-pit to underground mining. Therefore, taking the
open-pit to underground mining project of the Jinning phos-
phate mine belonging to the Yunlin Group as an example,
experiments on similar materials, numerical simulations,
and theoretical analyses are used in the present study to
investigate the mining response characteristics of the sur-
rounding rock and overlying strata during such a transition.

2. Engineering Background

After more than 30 years of mining, part of the no. 2 pit in the
Jinning phosphate mine belonging to the Yunnan Phosphate
Chemical Group Co., Ltd. has formed a high and steep slope.
Figure 1(a) is the second pithead of the Jinning phosphate
mine. The mining area is low in the north and high in the
south and inclined to the east and west. The highest point
is 2320m, and the general elevation is between +2200 and
+2320m. The average dip angle of the ore body is 36°. The
thickness of the ore body is generally 3–15m, with an average
thickness of 6.8m, and the firmness coefficient of the deposit
is 7-9. The roof is composed of dolomite with argillaceous
rock (firmness coefficient: 6-10), and the floor is composed
of argillaceous dolomite with a thin layer of chert (firmness
coefficient: 14-16). There are few weak interlayers in the rock
layer of the open-pit slope; thus, the influence of faults and
joints is small. At present, the total mining depth of pit 2 is
over 120m. The top slope angle is 45°, and the bottom slope
angle is equal to the dip angle. Since only a small amount of
geological reserves (above +2270m) are available for open-
pit mining, the levels below this will be transferred to the
underground mining stage. The representative section of
exploration line 59 has been selected as the test section for
the present study, and Figure 1(b) is the engineering geolog-
ical section of exploration line 59. According to the actual
mining process, one mining level per 50m is selected for
the study. The underground ore body is mined at a level of
10m in each mining level.

3. Macro Mining Response Characteristics:
Similar Material Experiments

3.1. Simulated Excavation. Experiment is the most traditional
method in the field of geotechnical engineering [33–48]. In
order to simulate the excavation from the open pit to under-
ground, the two middle sections were selected; Figure 2
shows the two middle sections. In the actual mine, mining
extended only to the +2120m level, and the maximum sur-
face elevation was +2320m (see Figure 1(b)). In the present
study, the simulated maximum mining depth and width are
200 and 300m, respectively. The overlying strata in the mon-
itoring scheme area is uniformly divided into sixteen dis-
placement observation lines at horizontal intervals of 0.1m,
with the initial observation line positioned at +2270m at a
horizontal distance of 0.116m from the slope. In the vertical
direction, the lowest observation point in each line is 0.1m
from the ore body, and the height of successive observation
points increased in steps of 0.1m. In total, 128 deformation
observation points are arranged in this experiment, Figure 2
is the simulation monitoring scheme.

Mining is performed via the sublevel caving method,
Figure 3 shows the mining method and steps. The ore blocks
are arranged along the strike and divided into two middle
sections, each with a height of 0.5m. Both of the two middle
sections are mined in 5 steps from bottom to top, with
subsection heights of 0.1m. And the mining process is com-
pleted in 10 steps.

3.2. Model Design. The ore body is chiefly phosphate rock,
with a footwall consisting primarily of boundary phosphate
rock, mud-bearing dolomite, and layered dolomite. The
upper section consists mainly of mudstone-bearing quartz
sandstone, dolomite, and a quaternary clay layer. Table 1
shows the rock mechanical parameters measured by labora-
tory physical tests after field sampling, which reflects the
mechanical properties of rock, and the similar physical
model experiment material ratio is also based on the
mechanical parameters.

Based on the principle of similar material simulation, the
similarity parameters for each simulation test are as follows:
geometry similarity ratio = 1 : 100, bulk density similarity
ratio = 0:81 : 1, stress similarity ratio = 1 : 123:50, and time
similarity ratio = 1 : 10. A plane stress model was used in
the present work to simulate similar materials along the dip
of the phosphate rock. The main components of the model
materials were sand, gypsum, calcium carbonate, mica pow-
der, soft glue, engine oil, fine wood chips, and water. The
appropriate material ratios were selected via the orthogonal
test method and the use of a material testing machine, and
the dimensions of the plane model were 3:00 × 0:30 × 2:00
m (length × width × height).

3.3. Physical Modeling Result Analysis. The vertical displace-
ment of the surrounding rock and overlying strata at various
stages of the model excavation was measured using a digital
camera system. Figures 4(a)–4(f) are the subsidence displace-
ments after the first, third, fifth, sixth, eighth, and tenth exca-
vation steps of the similar material model, respectively. Here,
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the distance from the beginning of the ore body and the
extent of subsidence are plotted as negative values.

These experimental results indicate that the deformation
of the surrounding rock underground and the overlying
strata during mining occurs in the following three stages:

(i) small and local deformations occur during the initial exca-
vation steps (steps 1-3, see Figures 4(a) and 4(b)), (ii) a con-
tinuous linear increase in deformation occurs during the
intermediate excavation stages (steps 4-8, see Figures 4(c)–
4(e)), and (iii) a violent nonlinear collapse of the entire
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structure occurs during the final excavation stages (steps 9-
10, see Figure 4(f)).

In detail, an examination of Figure 4(a) indicates that
only 10 observation points on lines 1-3 in the vicinity of the
mined-out area are deformed, with a maximum subsidence
of 5mm in the central area of the stope. After steps 1-3 (see
Figure 4(b)), small degrees of separation and caving have
occurred in the rock mass, while it still remains intact and
stable. As the mining process is continued (see Figure 4(c)),
the underground mining space increases. The effects extend
to line 5 on the right-hand side of the underground stope,
and the disturbance becomes more serious. At this time, the
maximum subsidence increases to 20.5mm, and the defor-
mation of the surrounding rock and overlying strata of the
stope becomes intense in the area of stopes 2 and 3. The max-
imum vertical displacement has increased to 25.5mm. After
the eighth excavation step (see Figure 4(e)), the affected area
extends to observation line 6, and the severe deformation is

mainly distributed along observation lines 1–2 on the upper
left and lines 3–4 on the upper right. At this time, the maxi-
mum vertical subsidence has increased to 31.5mm. After the
tenth excavation step (see Figure 4(f)), the mined area of the
two middle sections is connected, the old mined area is “acti-
vated,” and large numbers of macro through-cracks and
large-scale pull-through microcracks are produced. At this
time, the area affected by mining activity is seen to have
increased sharply to 130 cm, the maximum displacement
has increased to 33.2mm, and the surface of the local area
has collapsed.

In total, a gently inclined and thin- to medium-thick
phosphate deposit was shown to transfer from the open pit
to underground by the sublevel caving method, and the cor-
responding global subsidence curve (see Figure 4, the mea-
sure line 10m and 20m away from the stope) evolves from
the irregular shape of a ladle to the final shape of a half-
bowl. The results of the similar material model indicate that,
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+2270 m

+2220 m

+2170 m

+2120 m

Observation points Observation lines

Open-pit mining

First section of
underground mining

Second section of
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Figure 2: Simulation monitoring scheme.
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Figure 3: Mining method and steps.
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near the mined-out area, the surrounding rock and overlying
strata of a gently inclined, thin- to medium-thick phosphate
deposit begin to deform and break after 1-10 excavation
steps. During this process, the rock will bend and sink under
the influence of the gravity and mining stress, to finally col-
lapse when the internal stress exceeds the limiting strength
of the rock stratum. The failure modes of sinking, bending,
and breaking are identical for the upper and lower strata,
and failure of the surrounding and overlying rock gradually
progresses from the bottom to the top.

4. Micro Mining Response Characteristics:
Numerical Simulation

4.1. Model Geometry and Boundary Conditions. In recent
years, computer technology has developed rapidly, and
numerical simulation has become an important research
method [49–70]. Based on the specific geological conditions
and mechanical parameters of the deep inclined medium-
thick phosphate ore body in the northern area of pit 2 (Jin-
ning County phosphate mine), a particle flow code (PFC)
numerical model was run with the same size as that of the
similar material model, i.e., height × width = 300 cm × 200
cm; Figure 5(a) shows the particle flow code (PFC) model
diagram, and Figure 5(b) shows the initial state of the model.

4.2. Physical and Mechanical Parameters of the Rock. The
mesomechanical parameters of the PFC model were based
on the measured mechanical properties of rock samples
obtained on site. They account for the size effect and similar-
ity ratio via repeated adjustments to make the simulated
settlement close to that of the similar material model.
Figure 6(a) shows the comparative picture of the experiment
and simulation, Figure 6(b) shows the subsidence curve of
the experiment and simulation, and Figure 6 shows the total
comparative results of the similar material model and the
PFC numerical model, the results illustrated the effectiveness
of this simulation method, and this method can be used to
analyze the mechanical behavior of surrounding rock and
overlying strata during the mining process. Table 2 shows
the final PFC mesoparameters of the rock samples, and the

PFC calculated results are consistent with the similar mate-
rial model experiment.

4.3. Model Measuring Circle Layout. According to the mine
pressure theory, after the underground mining, the sur-
rounding rock and overlying strata are affected by mining
stress and mined-out areas, and the in situ stress will redis-
tribute. Figure 7 shows the in situ stress distribution after
excavation step 1, step 2, step 5, and step 10, which illustrate
the pressure increase and pressure relief zone of the sur-
rounding rock and overlying strata near the goaf.

To analyze the stress changes in the surrounding rock
and overlying strata at various locations after the first and
second excavation steps, measuring circles were laid out in
the surrounding rock, roof corner, and floor corner of the
mined-out area, respectively. Figures 8(a) and 8(b) show
the layout of survey points on the surrounding rock and
overlying strata in the PFCmodel for the first excavation step
and the second excavation step, respectively. The left measur-
ing circles (5 and 51) and the right measuring circles (2 and
21) were 0.03m away from the rock surrounding the excava-
tion. The measuring line was arranged at an angle bisecting
the roof and floor corner, with each measuring circle posi-
tioned 0.03m away from the mined area (circles 1, 3, 4, and
6 and 11, 31, 41, and 61). Another six measurement circles
(1, 7, and 8 and 11, 71, and 81) were set at vertical intervals
of 0.09m on the right-hand corner of the roof in order to
analyze the changes in the internal stress of the overlying
strata. All measuring circles had a radius of 0.03m.

4.4. PFC Simulation Results and Analysis

4.4.1. Stress Characteristics of the Surrounding Rock and
Overlying Strata after Each Excavation Step. Figures 9(a)
and 9(b) show the stress evolution in the overlying strata at
the upper right-hand corner of the roof and the lower left-
hand corner of the floor after the first excavation step (mea-
surement circles 1 and 4, respectively) and after the second
excavation step (measurement circles 11 and 41, respec-
tively). The stress evolution curves at the end of each excava-
tion step indicate that the surrounding rocks experience three
stress evolution stages: (i) unloading, (ii) fluctuation, and (iii)

Table 1: Rock mechanical properties.

Lithology
Bulk density
(γ) (kN·m-3)

Modulus of elasticity
(E) (GPa)

Compressive strength
(σc) (MPa)

Poisson ratio (μ)
Tensile strength

(σt) (MPa)

Quaternary clay 18.00 3.28 5.12 0.46 0

Gray dolomite 25.80 9.93 29.10 0.31 0.71

Off-white coarse-grained dolomite 25.28 9.99 31.50 0.29 0.78

Dark gray cryptocrystalline dolomite 25.80 9.93 29.10 0.31 0.89

Layered muddy dolomite 26.20 9.14 24.78 0.28 0.92

Muddy dolomite 24.79 6.06 17.10 0.34 0.67

Phosphatic bed 19.50 8.10 22.87 0.39 0.88

Boundary phosphate rock 26.60 13.80 37.96 0.30 1.46

Off-white layered dolomite 26.24 14.60 48.13 0.28 1.66

Charcoal gray layered dolomite 25.00 15.80 39.35 0.33 1.40
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Figure 4: Continued.
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Figure 4: Subsidence displacements after each excavation step of the similar material model.
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stabilization. The larger the mining space, the longer the fluc-
tuation time. In detail, the curves in Figure 9(a) reveal that
the internal stress in the surrounding rocks at the upper
right-hand corner of the roof (measurement circle 1,
Figure 8(a)) and the lower left-hand corner of the floor (mea-
surement circle 4, Figure 8(a)) decreases after the first exca-
vation step, thus indicating a process of unloading. After
the second excavation step (Figure 8(b)), the internal stress

in the surrounding rock at the upper right-hand corner of
the roof (measurement circle 11, Figure 8(b)) and the bottom
left-hand corner (measurement circle 41, Figure 8(b)) con-
tinues to decrease, but the situation is no longer identical at
the two locations. Thus, the amplitude of unloading of mea-
surement circle 11 is 8 kPa, while the circle 41 is about 3 kPa.
The final absolute stress value of measurement circle 11 after
the second excavation step is about 0 kPa. This indicates that
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Figure 6: Comparative results of the similar material model and the PFC numerical model.

Table 2: The final PFC mesoparameters of the rock samples.

Rock type
Parallel bond modulus

(gPa)
Cohesion
(kPa)

Tension
(kPa)

Friction
(°)

Stiffness
ratio

Density
(kg/cm3)

Quaternary clay 0.17 7.37 7.37 18.2 2.1 1458

Dark gray cryptocrystalline
dolomite

0.19 8.42 8.42 30.20 2.1 2089

Off-white coarse-grained dolomite 0.21 7.04 7.04 29.66 2.1 2090

Muddy quartz sandstone 0.16 7.04 7.04 29.52 2.1 2122

Phosphate strata 0.23 10.14 10.14 30.53 2.1 2155

Layered muddy dolomite 0.24 13.44 13.44 30.17 2.1 2122

Muddy dolomite 0.25 11.32 11.32 33.23 2.1 2065

Boundary phosphate strata 0.26 11.81 11.81 30.89 2.1 2078

Off-white layered dolomite 0.29 21.86 21.86 47.23 2.1 2025

Dark gray layered dolomite 0.26 22.67 22.67 30.17 2.1 2125

Note: the minimum particle radius is 4e − 3m, and the particle size ratio is 1.5.
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Figure 7: Continued.

9Geofluids



the surrounding rocks at this location are now in a state of
stress balance. However, as the excavation space increases
during subsequent excavation steps, the unloading area will
continue to increase. Hence, due to gravity, this part of the
surrounding rock could be placed under tension accompa-
nied by internal bonds breaking and cracks appearing.

Figures 10(a) and 10(b) show the stress evolution in the
overlying strata on the right-hand side of the roof and the
left-hand side of the floor after the first excavation step (mea-
surement circles 2 and 5, respectively) and after the second
excavation step (measurement circles 21 and 51, respec-
tively). An examination of Figure 10(a) indicates that the
internal stress of the surrounding rocks on the left and right
sides is increased at the end of the first excavation step. In
addition, the increase in stress on the left side of the floor

(measurement circle 5, Figure 8(a)) is more pronounced with
a maximum amplitude of ~3 kPa, whereas that on the right
(measurement circle 2, Figure 8(a)) increases slightly. As
the mining space is increased during the second excavation
step (Figure 10(b)), the pressure on measurement circle 21
continues to increase, whereas that on measurement circle
51 is significantly decreased, because the surrounding rock
on the left side of the floor is continuously unloaded during
the second excavation step. The absolute stress on the sur-
rounding rocks on the right and left sides at the end of the
second excavation step is about 8 kPa and 10 kPa, respec-
tively, thus indicating that the rock mass was not damaged
or moved. The above analysis indicates that the internal
stress in the surrounding rocks on the left and right sides
changes in a complicated manner as the excavation space is
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(d) Tenth excavation step

Figure 7: Stress distribution after underground excavation.
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Figure 8: The layout of survey points on the surrounding rock and overlying strata in the PFC model for the first excavation step and the
second excavation step.
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increased. Hence, the scope of the mining space is a key fac-
tor affecting the increase in internal stress or the relief of the
surrounding rocks.

Figures 11(a) and 11(b) show the stress evolution in the
overlying strata at the upper left-hand corner of the roof
and the lower right-hand corner of the floor after the first
excavation step (measurement circles 3 and 6, respectively)
and after the second excavation step (measurement circles
31 and 61, respectively). The results in Figure 11(a) show that

the internal stress in the surrounding rock at the upper left-
hand corner of the roof (measurement circle 3, Figure 8(a))
and the lower right-hand corner of the floor (measurement
circle 6, Figure 8(a)) increases during the first excavation
step, thus indicating a concentration of stress at the two loca-
tions. During the second excavation step (Figure 11(b)), the
internal stress in the surrounding rock at measurement circle
31 and circle 61 continues to increase with implementation of
the excavation space. However, the increase in pressure is
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Figure 9: Stress evolution in the overlying strata at the upper right-hand corner of the roof and the lower left-hand corner of the floor after the
first excavation step (measurement circles 1 and 4, respectively) and after the second excavation step (measurement circles 11 and 41,
respectively).
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Figure 10: Stress evolution in the overlying strata on the right-hand side of the roof and the left-hand side of the floor after the first excavation
step (measurement circles 2 and 5, respectively) and after the second excavation step (measurement circles 21 and 51, respectively).
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more marked on the lower right, reaching about 6.5 kPa. In
Figure 9(b), the unloading amplitude of the surrounding rock
at the upper right-hand corner of the roof is greater during
the second excavation. Hence, due to gravity, the roof has a
tendency to move downwards and the stress concentrated
in the upper left-hand corner. By contrast, the stress on the
surrounding rock on the right-hand side is alleviated by the
unloading of the overlying rock in the roof, thus limiting

the increase in the internal stress at the lower right-hand cor-
ner of the floor.

Figures 12(a) and 12(b) show the stress evolution in the
overlying strata at vertical intervals of 0.09m on the upper
right-hand corner of the roof after the first excavation step
(measurement circles 1, 7, and 8) and after the second exca-
vation step (measurement circles 11, 71, and 81). During
the first excavation step, the results in Figure 12(a) indicate
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Figure 11: Stress evolution in the overlying strata at the upper left-hand corner of the roof and the lower right-hand corner of the floor after
the first excavation step (measurement circles 3 and 6, respectively) and after the second excavation step (measurement circles 31 and 61,
respectively).
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Figure 12: Stress evolution in the overlying strata at vertical intervals of 0.09m on the upper right-hand corner of the roof after the first
excavation step (measurement circles 1, 7, and 8) and after the second excavation step (measurement circles 11, 71, and 81).
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that the decrease in the internal stress on the overlying strata
varies according to the vertical depth. Specifically, the degree
of stress reduction deceases with increasing depth so that the
original rock level of stress maintains at a certain depth. After
the second excavation step (Figure 12(b)), the pattern of
pressure relief with depth is like that at the end of the first
excavation step. It is evident that the increase in the mined-
out area results in a longer fluctuation time for the internal
stress in the overlying strata; i.e., the larger the mining space,
the longer the overlying rock stress stabilizes.

In brief, the stress evolution curves of overlying strata
after various excavation steps (see Figures 8–11) demon-
strate that a complicated pattern of internal stress distribu-
tion occurs in the adjacent overlying strata during the
process of converting from open-pit to underground min-
ing. Thus, both pressure-increasing and pressure-relieving
zones exist and are exactly opposite for the roof and the
floor. Moreover, the pressure-increasing and pressure-
releasing zones in the roof are more severe than those at
the floor. In addition, the surrounding rocks on each side
form opposite pressure-increasing and pressure-relieving
zones during the mining process, with that on the right side
being more obvious. Thus, there is an important relation-
ship between the size of the mining space and the pattern
of pressure-increasing and pressure-relieving zones. The
degree of stress reduction becomes weaken as the distance
from the mined-out area increased, and, conversely, the
pressure relief becomes more complete closer to the
mined-out area, with the stress release being gradually com-
pleted towards the deeper parts.

4.4.2. Crack Propagation Behavior of the Surrounding Rock
and Overlying Strata after Each Excavation Step. To investi-
gate the mesomechanical characteristics of the surrounding
rock and adjacent overlying strata after stepwise excavation,
mesoscale distribution of contact forces between particles of
binding force F and patterns of crack propagation around
the mined-out area are diagrammed in Figures 13–15.

Figures 13(a)–13(c) show the mesoscale force field
distribution and crack propagation during the first, second,
and third excavation steps, respectively. During step 1,
Figure 13(a) reveals the presence of concentrated areas of
adhesion at the left-hand corner of the roof and the right-
hand of the floor, whereas areas of weak adhesion (i.e.,
pressure-relieving areas) are indicated at the other two cor-
ners of the stope. As the excavation space increases during
step 2 (see Figure 13(b)), the increase in pressure on the sur-
rounding rocks becomes more marked. At the same time, the
pressure-relieving areas become larger and the pressure relief
is greater. As mining continues into step 3 (see Figure 13(c)),
the internal tensile stress eventually exceeds the bonding ten-
sile strength. The bonds break and microcracks appear in the
pressure-relieving area. This result is consistent with the
analyses in Figures 8–11 (physical modeling). Note that a
few microcracks also appear in the surrounding rock on the
bottom right-hand side of the mined-out area due to gravity.
Since the mining space is small, there are no large-scale inter-
nal cracks, and the surrounding rock and adjacent overlying
rocks remain stable after pressure relief.

Figures 14(a)–14(c) show the mesoscale force field distri-
bution and crack propagation during the fourth, fifth, and

bonding force
concentration

area

First excavation step

(a) First excavation step

unloading
area

Second excavation step

(b) Second excavation step

fracture

Third excavation step

F max

F min

(c) Third excavation step

Figure 13: Mesoscale force field distribution and crack propagation during the first, second, and third excavation steps.
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sixth excavation steps, respectively. With further progress in
mining and further increase in the mined-out area during
steps 4-6, the cracks expand more noticeably (see
Figure 14). During steps 4 and 5, the cracks become arc-
shaped and tend to penetrate and connect the upper and
lower ends of the stope (labelled 1 in Figure 14). As the sur-
rounding rock on the right ruptures and falls, the area of con-
centrated cohesive force at the bottom of the surrounding
rock moves towards right (area 2 in Figure 14). As the roof
of the excavation is close to the ground surface, unloading
during mining causes the cracks in the roof, which firstly
extend to the ground surface (the area labelled 3 in
Figure 14(e)). After the lower part of the surrounding rock
on the right-hand side falls and collapses, the cracks gradu-
ally expand upwards (area 4). When the next mining level
is excavated during step 6 (see Figure 14(f)), the cracks
between the upper and lower mining levels penetrated (area
5). Due to the greater depth of the next mining level, the orig-
inal rock stress is correspondingly greater and, hence, more
cracks form at the bottom of the surrounding rock on the
right-hand side. Thus, it leads to faster destruction of the
rock mass (area 6).

Figures 15(a)–15(c) show the mesoscale force field distri-
bution and crack propagation during the seventh, eighth, and
tenth excavation steps, respectively. During the process of
mining the next level, the crack propagation behavior is
roughly the same as that under the previous mining level;
i.e., the cracks extend in arc shapes and penetrate the upper
and lower ends of the stope (area 2 in Figure 15). Due to
the increase in mining depth, the crack propagation rate is
higher than that of the previous mining level such that the fis-
sures around the two mining levels penetrate each other (area
1, see Figure 15) and subsequently propagate to the surface
(areas 3 and 4, see Figure 15). At the end of the final excava-
tion step, the relatively independent mined-out area has dis-
appeared (see Figure 15(c)), causing the number of cracks to
increase rapidly and propagate to the surface, thus resulting
in overall instability of the mined-out area.

In brief, the crack propagation behavior is characterized
by expansion in arc shapes and a tendency to penetrate the
upper and lower ends of the stope. Moreover, the size of
the excavation space is seen to play a key role in the genera-
tion, propagation, and penetration of the cracks. Thus, due to
the disturbance of the first mining level and the increase in
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Figure 15: Mesoscale force field distribution and crack propagation during the seventh, eighth, and tenth excavation steps.
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Figure 14: Mesoscale force field distribution and crack propagation during the fourth, fifth, and sixth excavation steps.
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excavation depth, the damage rate of the surrounding rock
and overlying rock in the second mining level is greater and
more cracks are generated, thus accelerating the instability
of the surrounding rock and overlying strata.

5. Conclusions

The open-pit end slope, the surrounding rock of the pit
bottom, and the underground mine constitute a compound
mining system after the transfer from open-pit mining to
underground mining. During the period of open-pit mining,
the rock around the end of slope and the pit bottom is dis-
turbed and, on this basis, the underground excavation leads
to secondary disturbance. With the advancement of the exca-
vation space, the dynamic superposition of this secondary
disturbance influences the state of the underground sur-
rounding rock and the overlying strata.

The present study has used similar material models and
numerical simulation methods to analyze the settlement
curves, stress changes, and crack propagation behavior of
the surrounding rock and overlying strata during the process
of converting from open-pit to underground mining. The fit
of the settlement curve from the model experiment with the
numerical calculation illustrated the effectiveness of this sim-
ulation method enabling an analysis of the internal stress
changes and crack propagation behavior of the surrounding
rock and overlying strata during the mining process, and
the results can be concluded as follows:

(1) When a gently inclined thin- to medium-thick phos-
phate deposit was transferred from open-pit to
underground mining via a sublevel caving method,
the surrounding rock and overlying strata gradually
evolved from a stable state through a continuous lin-
ear failure state to a final large-scale nonlinear col-
lapse state. The corresponding global subsidence
curve was shown to evolve from an irregular ladle
shape to a final half-bowl shape

(2) The internal stress distribution of the surrounding
rock and adjacent overlying rock in the inclined
mined-out area during the process of converting
from open-pit to underground mining was shown
to be complicated. The degrees of pressure increase
and pressure relief on the internal stress of the sur-
rounding rock and the adjacent overlying strata in
the mined-out area were shown to have an important
relationship with the size of the mining space. Specif-
ically, the degree of stress reduction was weakened
with increasing distance, and, conversely, the relief
of pressure and the release of stress became gradually
more complete towards the deeper part closer to the
mined-out area

(3) The cracks were shown to expand in an arc shape and
had a tendency to penetrate the upper and lower ends
of the stope. The size of the excavation space was
found to play a key role in the generation, propaga-
tion, and penetration of the cracks. Due to the
disturbance of the first mining level and the increase

in excavation depth, the rate of damage to the sur-
rounding and overlying rock in the second mining
level was greater and more cracks were generated,
thus accelerating the instability of the surrounding
rock and overlying strata

(4) Many factors were shown to influence the evolution
and dynamic characteristics of rock mass deforma-
tion and failure after the transition from open-pit to
underground mining. It is therefore necessary to
study the time-effect and space-time evolution of
the mining response characteristics of the rock mass
and the effects of various underground mining
methods
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The mechanical behavior of rock materials is critically affected by water and temperature. To comprehensively study the coupled
effects of water saturation and low temperature on the mechanical properties of sandstone, both quasistatic and dynamic
compressive tests were performed on dry and water-saturated specimens under room temperature and -60°C. The results indicated
that under the same strain rate, at room temperature, the compression strength and elastic modulus of the sandstone specimen are
significantly reduced when the specimen becomes water-saturated. However, at -60°C, the compression strength and elastic
modulus of the dry specimen notably increase compared to that at room temperature. Interestingly, these mechanical parameters
of the saturated-frozen specimen are lower than that of the dry one but slightly higher than that of the saturated specimen under
room temperature. Moreover, regardless of temperature, the saturated specimens have a higher strain rate dependence in terms of
strength. The dual effects of water and subzero temperature of the mechanical behavior of rock are discussed.

1. Introduction

In China, a growing number of rock engineering projects
(such as mining, tunneling, and railway) are constructed
and proceeded in cold regions due to demands for resources
and national strategies. The air temperature regularly falls
below zero degrees Celsius in cold regions, where the rocks
on the ground are frozen [1]. Furthermore, in some severe
cold regions, such as Tibet plateau, Great Khingan moun-
tains, the north Xinjiang area, and Inner Mongolian plateau,
the lowest air temperature even can be below 60°C [2–4]. The
extremely low temperature will lead to the changes of
mechanical properties of rock especially with the presence
of water [5, 6]. Therefore, an in-depth understanding of the
freezing effects on rock performance is crucial for the security
and stability of rock engineering projects in cold regimes.

In recent years, the mechanical and deformation proper-
ties of frozen rocks have been extensively studied. For
instance, Winkler [7] conducted a lot of tests on rock at sub-
zero temperature. He found that the lower the temperature,
the greater the frost heave force generated by the pore ice.
Inada and Yokota [8] carried out uniaxial compression and
tension tests on granite and andesite specimens after being

frozen up to -160°C. They reported that at -160°C, the UCS
and tensile strength of two tested rocks increase compared
to that tested at room temperature. Aoki et al. [9] performed
similar tests on five kinds of rock types. They however dis-
covered that the mechanical properties of five rocks decrease
in different extents after freezing. The UCS loss of rocks
ranges from 20% to 70%, the loss in indirect tensile strength
from 50% to 100%, and the loss in Young’s modulus is about
20%. Yamabe and Neaupane [10] found that the UCS and
Young’s modulus decrease with the decline of temperature
from 20°C to −10°C, while the UCS increases in temperature
from -10°C to -20°C and Young’s modulus further decreases.
Moreover, Dwivedi et al. [11] conducted cracked chevron-
notched Brazilian disc tests on eight kinds of rocks in
temperature from -10°C to -50°C to study the temperature
dependence of fracture toughness. They suggested that the
fracture toughness of all tested rock types shows the negative
linear relationship with temperature. Tang et al. [12] carried
out triaxial compressive tests on granite specimens under
-10°C to -50°C. Their test results showed that the compres-
sive strength and cohesion of the granite are inversely pro-
portional to temperature. The temperature of -40°C is the
critical temperature below which the strength and cohesion
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become stable. It is universally accepted that the mechanical
behavior of rock materials tested under wet conditions is
more sensitive to low temperature than that tested under
dry condition [9]. For the wet rock under subzero tempera-
tures, it can be considered as a water-ice-rock mixture [13].
Prior studies indicate that the mechanical response of frozen
rock is very complicated, and the mechanical characteristics
are controlled by the coupled effects of water weakening
and ice enhancing. To be specific, the presence of water has
weakening effects on rock strength and stiffness [14–18],
whereas the ice can resist the rock deformation to enhance
the rock integrity [19–21].

The abovementioned works mainly focus on the mechan-
ical properties of rock under subzero temperatures tested in
quasistatic loading conditions, in which the strain rate of
rock specimen is very low around the magnitude of 10-4 s-1.
However, in some particular engineering projects con-
structed in cold regions, rock masses inevitably suffer from
low-temperature weathering and dynamic disturbances
concurrently [22]. The dynamic disturbances probably
come from mining, drilling tunneling, or seismic activities
[14, 15, 23–25]. As evidenced by previous studies [26, 27],
the mechanical behavior of rocks under dynamic loadings
is remarkably different from that under static ones [28].
Hence, it is necessary to study the dynamic mechanical
properties of rocks at extremely low temperature.

The objective of the present study is to investigate the
effects of low temperature on the dynamic mechanical behav-
ior of rock. Series of high strain rate tests were conducted on
dry and water-saturated sandstone specimens under room
temperature and -60°C by using a split Hopkinson pressure
bar apparatus. Quasistatic compressive tests were also per-
formed for comparison. The effects of temperature and strain
rate on dynamic strength, Young’s modulus, failure strain, and
energy dissipation were obtained. The water-weakening and
ice-enhancing mechanisms for mechanical properties of
water-saturated sandstone specimens at -60°C were discussed.

2. Experimental Material and Methodology

2.1. Description of Rock Material. The rock material used in
this study is a sandstone collected from the southwest area
of Sichuan province, China. Figure 1 presents microscopic

images of the sandstone using optical microscopy. The
sandstone is fine-grained, and its cementation type is pore
cementation. The mineral compositions of this sandstone

Figure 1: Optical microscopy analysis of the sandstone.

Table 1: Mineral composition of sandstone specimen.

Mineral composition Content (%)

Quartz 46

Potash feldspar 18

Calcite 18

Plagioclase 8

Hematite 5

Chlorite 2

Sericite 2

Figure 2: MTS-322 used for quasistatic tests.
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and corresponding percentage were determined by the X-ray
diffraction (XRD) technique. As listed in Table 1, the sand-
stone consists mainly of five minerals, including quartz
(46%), potash feldspar (18%), calcite (18%), plagioclase
(8%), and hematite (5%). The chlorite and sericite contents
are less than 2% by weight. Crucial physical parameters of
the sandstone were also measured as density of 2410 kg/m3,
P-wave velocity of 3499m/s, and water absorption of 3.37%.

2.2. Specimen Preparation. All specimens were manufactured
in accordance with standards of the International Society for
Rock Mechanics and Rock Engineering (ISRM) [29, 30]. To
minimize the variation in properties across the specimens
and reduce the dispersion of tested data, all cores in 50mm
diameter were first drilled from the same rock in the same
direction. After which, rock cores were cut into the specified
lengths. For quasistatic tests, the aspect ratio of specimens is
about 2.0 while that for dynamic tests is 1.0. Then, the ends of
all specimens were polished with a grinder to make the
surface roughness less than 0.05mm, and the end face was

Nitrogen container

Launching mechanism
Oscilloscope

Incident bar

Computer

Dynamic stain meter Rock specimen
Transmitted bar

Absorption bar

Momentum trap

Figure 3: Photographic view of SHPB setup.
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vertical to the axis of the specimen with a deviation less
than 0.25°.

All specimens were placed in an oven set at the 105°C
constant temperature for more than 48h to remove the mois-
ture in specimens. After that, they were taken out and placed
in laboratory for air-cooling. Then, half of them were sub-
merged in distilled water for at least 48 h for free soaking such
that specimens can reach a water-saturation state [16, 31]. To
prepare frozen specimens, half specimens were chosen from
each dry and saturated set of specimens. They were put
in a refrigerator at a constant temperature of -60°C for
more than 48h.

2.3. Experimental Apparatus

2.3.1. Quasistatic Test. Quasistatic uniaxial compression tests
were conducted on an electrohydraulic servo material testing
machine (MTS-322) housed in Advance Research Center of
Central South University, China, as shown in Figure 2. The
maximum vertical load of the device is up to 500 kN, and
the overall stiffness is 1370 kN/mm. The machine can suc-

cessfully reproduce the failure process of rock under low
strain rates and has been extensively used in the testing of
rock mechanics [32–34]. In this study, the loading speed
was maintained at 0.24mm/min, i.e., the strain rate of speci-
mens in quasistatic tests was 4 × 10−5 s−1.

2.3.2. Split Hopkinson Pressure Bar System. A split Hopkin-
son pressure bar (SHPB) device is used to conduct dynamic
compressive tests [35]. It can realize the dynamic testing on
rock materials within the range of strain rate from 100 to
102 s-1 [15, 36]. As shown in Figure 3, the SHPB system
consists of a gas gun, a striker, three 50mm diameter bars
(called incident bar, transmitted bar, and absorption bar),
and a momentum trap. The cone-shaped striker invented
by Li et al. [37, 38] is applied to generate a half-sine wave
for achieving stress equilibrium and avoiding premature
failure of rock material. All of the bars and striker are made
of high-strength 40 chromium alloy with a density of
7821 kg/m3, an elastic modulus of 233GPa, and a longitudi-
nal wave velocity is 5462m/s. In tests, the specimen is sand-
wiched between the incident and transmitted bars. The
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Figure 6: The (a) UCS, (b) E, and (c) failure strain values of specimens under uniaxial compression.
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interfaces are smeared with sufficient lubricant to eliminate
the end friction effect [27, 39, 40].

The cone-shaped striker is shot from the gas gun with a
high velocity and impacts the end of the incident bar.
Meanwhile, a slow-rising half-sine wave is produced and
propagates along the incident bar (called incident wave).
When the wave arrives in the interface between the incident
bar and the specimen, a portion of it will be reflected to the
incident bar (called reflected wave) due to the difference in
wave impedance, and the other portion will pass through
the specimen and transmitted into the transmitted bar (called
transmitted wave). The three waves are monitored by strain
gages glued on the middle of the incident and transmitted
bars and then recorded by a digital oscilloscope.

2.4. Data Processing

2.4.1. Dynamic Stress Equilibrium. In SHPB tests, one of the
prerequisites for test validity is the specimen reaching the
stress equilibrium before failure. Herein, the dynamic stress
equilibrium of the specimen is strictly examined by compar-
ing the dynamic stress on both sides of the specimen. Figure 4
depicts the stress history on both sides of the specimen in a
typical dynamic SHPB test. The time zeros of the incident
wave and reflected wave are moved to the specimen/incident
bar interface, and the time zero of the transmitted wave is
shift to the specimen/transmitted bar interface. From
Figure 4, the sum of the incident and the reflected stresses
is almost equal to the value of transmitted stress during the

0.000 0.005 0.010 0.015 0.020
0

30

60

90

120

150

180
St

re
ss

 (M
Pa

)

Strain

114.0s–1

149.0s–1
145.3s–1

170.2s–1

180.7s–1

193.0s–1

(a)

0 0.005 0.010 0.015 0.020
0

30

60

90

120

150

180

St
re

ss
 (M

Pa
)

Strain

119.2s–1

125.9s–1

152.8s–1

174.8s–1

183.5s–1

197.3s–1

(b)

0 0.005 0.010 0.015 0.020
0

30

60

90

120

150

180

St
re

ss
 (M

Pa
)

Strain

111.4s–1

130.6s–1

144.8s–1

150.8s–1

160.0s–1

188.7s–1

(c)

0 0.005 0.010 0.015 0.020
0

30

60

90

120

150

180
St

re
ss

 (M
Pa

)

Strain

113.0s–1

154.7s–1

177.9s–1

161.3s–1

188.6s–1

191.3s–1

(d)
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whole loading process. In this case, the axial inertial effect can
be ignored due to the fact that there is no overall force differ-
ence in the specimen to cause inertial force. Therefore, the
SHPB test is valid.

2.4.2. Determination of Stress, Strain, and Strain Rate.
According to the theory of one-dimensional wave, the histo-
ries of stress, strain rate, and strain in the specimen subjected
to dynamic loading can be calculated by the three-wave
method as [29, 41].

σd tð Þ = AbEb

2As
εi tð Þ + εr tð Þ + εt tð Þ½ �,

ε tð Þ = Cb

Ls

ðt
0
εi tð Þ − εr tð Þ − εt tð Þ½ �dt,

_ε tð Þ = Cb

Ls
εi tð Þ − εr tð Þ − εt tð Þ½ �,

8>>>>>>>><
>>>>>>>>:

ð1Þ

where σd , ε, and _ε are the dynamic compressive stress, strain,
and strain rate of the specimen, respectively; Ab, Eb, and Cb
are the cross-sectional area, elastic modulus, and P-wave
velocity of elastic bars; As and Ls are the cross-sectional area
and length of the specimen; and εi, εr , and εt are incident,
reflected, and transmitted wave signals. The strain rates of

specimens are controlled by the impact velocity of the striker,
which can be adjusted to the actuating gas pressure in the
gas gun.

3. Experimental Results

3.1. Quasistatic Mechanical Behavior of Dry and Water-
Saturated Sandstone. Figure 5 presents the typical stress-
strain curves of dry and water-saturated specimens tested
under room temperature and -60°C. Apparent changes in
the shape of the curve can be observed between dry and
saturated specimens at the same temperature but not found
between frozen and unfrozen specimens in the same water
condition. This means that in quasistatic condition, the
dominant factor controlling the rock properties is water
rather than temperature. Average values of uniaxial compres-
sive strength (UCS), Young’s modulus (E), and failure strain
of specimens are depicted in Figure 6. As shown in
Figure 6(a), it can be clearly seen that the presence of water
significantly weakens the UCS of sandstone specimens. At
room temperature and -60°C, the water-induced loss per-
centage in UCS is 45.0% and 42.4%, respectively. However,
for dry and water-saturated specimens, the UCS tested at
-60°C is 8.97%, 13.1% higher than that tested at room tem-
perature, respectively. The possible reason is that the frozen
pore water can enhance the rock strength to some extent.

Table 2: Parameters and test results of the specimens in SHPB tests.

SN Length (mm) Diameter (mm) P-wave (m/s) Mass (g) Strain rate (s-1) UCSd (MPa) Ed (GPa)

DU-1 50.21 49.18 3536.15 230.07 114.01 133.54 13.56

DU-2 50.25 49.15 3513.99 230.98 145.28 139.16 13.32

DU-3 50.27 49.16 3490.74 229.54 149.05 140.75 13.62

DU-4 50.20 49.14 3510.26 228.76 170.18 145.68 13.65

DU-5 50.19 49.14 3509.56 229.83 180.68 151.18 13.93

DU-6 50.07 49.17 3525.82 228.56 193.00 153.43 14.02

SU-1 50.21 49.22 3511.19 229.52 119.20 78.19 9.71

SU-2 50.21 49.17 3487.04 229.55 125.90 82.66 9.98

SU-3 50.27 49.21 3490.97 229.80 152.80 86.57 10.23

SU-4 50.29 49.18 3541.55 230.51 174.80 92.26 9.95

SU-5 50.27 49.12 3442.92 231.11 183.50 96.98 10.56

SU-6 50.14 49.15 3434.47 229.03 197.30 100.01 10.79

DF-1 50.31 49.17 3493.75 230.88 111.39 136.76 15.62

DF-2 50.23 49.18 3613.43 229.90 130.57 161.07 16.30

DF-3 50.28 49.18 3516.32 229.36 144.82 156.86 16.00

DF-4 50.23 49.14 3587.86 231.13 150.76 164.07 16.02

DF-5 50.29 49.19 3492.13 231.08 159.97 154.04 15.70

DF-6 50.29 49.26 3468.51 229.98 188.68 160.69 16.33

SF-1 50.27 49.27 3490.97 228.97 113.03 84.72 10.26

SF-2 50.36 49.21 3571.63 229.64 154.69 95.02 9.98

SF-3 50.24 49.18 3513.05 230.14 177.85 98.98 11.09

SF-4 50.21 49.17 3438.81 229.04 161.33 100.75 10.78

SF-5 50.22 49.14 3416.33 229.28 188.63 102.04 11.05

SF-6 50.25 49.16 3514.22 230.05 191.26 110.10 11.22

Note: DU: dry unfrozen specimen; SU: saturated unfrozen specimen; DF: dry frozen specimen; SF: saturated frozen specimen; UCSd : dynamic uniaxial
compressive strength; Ed : dynamic elastic modulus.
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From Figures 6(b) and 6(c), Young’s modulus and failure
strain follow a similar changing pattern as for UCS. This
indicates that the water plays dual effects at subzero
temperature.

3.2. Dynamic Mechanical Behavior of Dry and
Water-Saturated Sandstone

3.2.1. Dynamic Stress-Strain Curves of Dry and Water-
Saturated Specimens under Room Temperature and -60°C.
Figure 7 presents the dynamic stress-strain curves of dry
and saturated specimens tested at room temperature and
-60°C. In each case, stress-strain curves obtained from six
different strain rates are plotted. Before peak stress, the
dynamic stress-strain curves show a similar pattern. How-
ever, the postpeak stress-strain curves are very different, indi-
cating different final pattern. The apparent rebounding of
postpeak curve means that the specimen is unbroken when
subjected to dynamic loading, such as in Figure 7(a) curve
with a strain rate of 114 s-1. This is due to the fact that the
incident energy is not enough to break the rock specimen
[14]. The other curves in postpeak regime show strain soften-
ing, i.e., the stress decreases as the strain increases, leaving a
large residual strain, such as Figure 7(a) curve with a strain
rate of 193 s-1. This indicates the specimen is fractured and
loses its cohesion.

3.2.2. Dynamic Strength of Dry and Water-Saturated
Specimens under Room Temperature and -60°C. According
to dynamic stress-strain curves, dynamic parameters of each
specimen are obtained as listed in Table 2.

The variations of peak stress versus strain rate for dry and
water-saturated specimens under room temperature and
-60°C are plotted in Figure 8. It can be seen that regardless
of temperature and water conditions, the peak stress
increases with the rise of the strain rate. Both low tempera-
ture and water saturation play crucial factors in controlling
the peak stress of the specimen. When tested at the same

temperature, the peak stress of water-saturated specimen is
much lower than that of dry ones at similar strain rates. This
is caused by water-weakening effects.

The strength changes of these four types of rocks can be
fitted with the exponential fitting relationship as follows:

UCSd = a ∗ _εb, ð2Þ

where a and b are the fitting parameters, b is the regression
coefficient. The larger the absolute value of b, the higher the
growth rate of the UCSd . The specific fitting relationship is
shown in Table 3.

A dynamic increasing factor (η), defined as the ratio of
dynamic strength to quasi-static one (η = σd/σs), is intro-
duced to quantify the strain rate effect on rock strength. From
Figure 9, it can be seen that η apparently increases as the
strain rate rises. Interestingly, η under different moisture
and temperature conditions is very distinct. At the same
strain rate, the saturated-unfrozen specimen has the largest
value of η, followed by saturated frozen, dry frozen, and dry
unfrozen specimens in descending order. This indicates that
the presence of water plays a more important role in control-
ling the rate dependence of rock strength compared to low
temperature.

Table 3: Fitting parameters of the relationship between dynamic
strength and strain rate.

Fitting relationship

Dry unfrozen UCSd = 35:6140_ε0:276

Saturated unfrozen UCSd = 8:8165_ε0:458

Dry frozen UCSd = 49:797_ε0:229

Saturated frozen UCSd = 11:388_ε0:423
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Figure 8: Variations in UCSd against strain rate under four conditions.
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3.2.3. Changes in Ed of Dry and Saturated Specimens at Room
and Subzero Temperatures. Figure 10 shows the variation in
the dynamic elastic modulus of sandstone under different
conditions versus strain rate. Unlike the dynamic strength,
the dynamic elastic modulus nearly keeps constant in the
testing range of strain rate for each condition. This implies
that the dynamic elastic modulus is not sensitive to strain
rate, which agrees with prior test results on other rock-like
materials, such as concrete [41], sandstone [14], marble
[42], limestone [43], and granite [44]. This is possibly due
to the fact that the initial elastic modulus under dynamic
loads is not affected by strain rate since no significant micro-
crack creates during the initial loading stage, as shown in
Figure 7.

From Figure 10, it can be also seen that, under each con-
dition, the average dynamic elastic modulus is greater than
the quasistatic value (see Figure 6(b)) probably due to the
inertial effect. Moreover, no matter on frozen or unfrozen
condition, the water-saturated specimen has the lower
dynamic modulus than the dry one. The observation is con-
trary to many previous studies [14, 41], in which the dynamic
elastic modulus will increase when the rock becomes water-
saturated.

3.2.4. The Energy Absorption of Dry and Saturated Specimens
at Room and Subzero Temperatures. To characterize the
prepeak (ef ) and total absorbed (et) energy, the shadow areas
under stress-strain curves before peak stress and during the
whole loading process are calculated [45], as shown in
Figure 11.

Figure 12 gives the results of energy absorbed in dynamic
tests. It can be found that, for each condition, both of prepeak
and total energy absorption rise with the increasing strain
rate. There is no obvious difference in energy absorption
between dry-frozen and dry-unfrozen specimens exposed to
the same strain rate also between saturated-frozen and

saturated-unfrozen specimens. In addition, regardless of
temperature, dry specimens consume much more energy
than saturated ones. These phenomena indicate that the
water significantly lowers the energy needed to break the rock
but the tested temperature has negligible effect.

4. Discussion

4.1. Effects of Water Saturation on Rock Strength

4.1.1. Water-Weakening Effects. At room temperature, water
weakens rock strength in quasistatic tests [18]. Prior
researchers proposed several mechanisms to reveal this
phenomenon, such as (1) the reduction of fracture energy
[17], (2) quartz hydrolysis [46–48], (3) friction reduction,
and [31, 49] (4) chemical and physical deterioration [50, 51].
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For the sandstone, the friction reduction can be
ignored because of the absence of minerals. Coupled
effects of fracture energy reduction, quartz hydrolysis,
and chemical and physical deterioration result in the loss
of strength. Possible chemical reactions are listed in
Table 4.

4.1.2. Water-Enhancing Effects. When the rock specimen is
subjected to dynamic loading, free water in rock defects will
hinder crack initiation and propagation through the follow-
ing aspects: (1) the increase of inertia [15], (2) the reduction
of local damage [52], (3) meniscus effect [53, 54], and (4) vis-
cous effects [53]. These will increase the dynamic strength of
rock to some extent and enhance the rate dependence of rock
strength.

4.2. Effects of Subzero Temperature on Rock Strength

4.2.1. Subzero Temperature Enhancing Effects.Under subzero
temperature condition, water in rock will be frozen. As a
solid, ice can support external force with rock skeleton [6].
Also, ice can connect and tighten neighbouring grains and
particles like binding agent [20]. In addition, subzero tem-
perature makes the matrix group of mineral particles more
compact and enhances the ability to resist deformation
[20]. These are beneficial for rock strength.

4.2.2. Subzero Temperature Weakening Effects. When rock is
completely saturated, water is filled with all connected pores.
When the rock is exposed to subzero temperature, the
dilation of frozen water will exert pore pressure to cause pore
damage [20].
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4.3. Coupled Effects of Water Saturation and Subzero
Temperature on the Compressive Strength of Sandstone. Test
results show that the sandstone under dry frozen condition
has the maximumUCS, followed by that under dry unfrozen,
saturated frozen, and saturated unfrozen conditions. For the
dry frozen specimen, the subzero temperature enhancing
effects dominates the increase of UCS. While for the satu-
rated unfrozen specimen, water-weakening effects are
responsible for the dramatic drop in UCS. When the satu-
rated specimen is exposed to subzero temperature, the
affecting mechanisms of rock strength are very complicated.
On the one hand, water-weakening effects and subzero tem-
perature weakening effects deteriorate rock skeleton and
make serious damage in rock. On the other hand, the concre-
tion and connection effects of ice can strengthen the rock. For
the tested sandstone, the water-weakening effects are very
significant. The subzero temperature enhancing effects are
not enough to fully compensate for the UCS loss induced
by water weakening. This leads to that the UCS of the satu-
rated frozen specimen is evidently lower than that of the
dry specimen but slightly greater than that of saturated
unfrozen one.

In fact, when subjected to dynamic loading, the enhanc-
ing effects of free water work to rise the UCS. The rate depen-
dence of UCS is primarily controlled by the content of liquid
water in rock. Water will freeze under subzero temperature
such that the content of liquid water decreases. Therefore,
the saturated unfrozen specimen holds the maximum rate
dependence of UCS while the UCS rate dependence of
saturated frozen specimen, dry unfrozen specimen, and dry
frozen specimen decreases in the cited order.

5. Conclusions

In this paper, quasistatic and dynamic compressive tests were
performed on dry and water-saturated sandstone specimens
under room and -60°C temperatures. The mechanical prop-
erties of specimens under different conditions were obtained.
The coupled effects of water and low temperature on rock
behavior were revealed. The following conclusions can be
drawn:

(1) At room temperature, in both quasistatic and dynamic
loading condition, when the rock specimen becomes
water-saturated from dry condition, its strength and
elastic modulus are significantly decreased

(2) The subzero temperature enhances the compressive
strength and elastic modulus of dry and water-

saturated specimens, such that these mechanical
parameters at subzero temperature are notably
greater than that at room temperature. However,
due to the water-weakening effects, the strength and
elastic modulus of the saturated-frozen specimen
are still lower than that of the dry-frozen and dry-
unfrozen specimens

(3) The compressive strength of sandstone is rate-
dependent. The saturated unfrozen specimen has
the highest rate dependence of strength, followed by
the saturated frozen, dry unfrozen, and dry frozen
specimens in degressive order. Contrarily, the elastic
modulus of sandstone seems to be not sensitive to
strain rate
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During the pretreatment construction of blasting in shield tunnel bedrock, in order to reduce the impact of blasting vibration on the
surrounding environment and improve the effect of rock blasting, the method of creating an artificial free surface is proposed. From
the point of creating an artificial free surface, this paper numerically studies the function mechanism and parameter optimization of
artificial free faces in shield tunnel bedrock blasting construction. The propagation characteristics of explosion stress waves at the
interface between the rock and the artificial free face and the effect of the artificial free face on the shield tunnel bedrock blasting
were analyzed. The results indicate that, as the explosion stress wave transmits to the artificial free face, a part of the stress wave
is reflected back to the bedrock, increasing the energy in the bedrock that needs blasting and improving the blasting effect and
utilization rate of the blasting energy. The reduction degree of the peak velocity of the surface particle is more than 50%, and the
reduction degree of the peak velocity of the particle near the artificial free face is more than 77%. The existence of the artificial
free face reflects the stress wave and superimposes with the original stress waves, increasing the effective stress in the blasting
area, and the effective stress can be increased by 5MPa or more. The peak vibration velocity of the surface particle decreases
with an increasing diameter of the empty holes and the distance between the empty holes and the blasting holes. The parameter
design value of the artificial free face is put forward: the diameter of the hole is 200mm, the distance between the empty holes
and the center of the blasting holes is 60 cm, and the depth of the empty hole is the same as the blasting hole.

1. Introduction

With the continuous improvement of the urbanization level,
urban transportation construction has developed rapidly,
gradually developing in a multilevel and three-dimensional
direction [1, 2]. Among them, the subway has been devel-
oped vigorously because it can effectively relieve the traffic
pressure and reduce the road mileage to a certain place.
The subway has become the main project of urban transpor-
tation construction [3]. Subway projects are characterized by
long lines, variable geological conditions, and complex sur-
rounding environments [4, 5], and along with the maturing
of the shield construction technology, more and more

subway projects adopt shield construction to improve the
construction efficiency and safety of subway projects [6].
Boulder groups and bedrock intrusion are the most represen-
tative cases in composite strata. This kind of rock mass is
usually granite, and its strength is far greater than the
strongly weathered surrounding rock mass, resulting in great
security risks to shield engineering, which needs to be pre-
treated [7]. For the treatment of this situation, the blasting
pretreatment technology of “ground drilling, millisecond
blasting in the hole” is mainly used. Before the shield con-
struction, a geological drilling machine is used to drill a hole
vertically on the ground. A special charge is made to pretreat
the boulder or bedrock intrusion in the composite stratum by
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blasting. The blasting pretreatment technology meets the
requirements of the fragmentation in shield tunneling,
which largely solves the difficulties encountered in shield
construction and promotes the development of tunnel
construction [8–11].

In actual engineering blasting, the vibration induced by
the blast of the explosive is always a problem [12–15]; it
can damage the buildings near the blasting resources [16,
17]. The artificial free surface is one of the important factors
that affect the blasting effect, which has been widely studied
by scholars all over the world [18–20]. In Ref. [21], it was
found that empty holes between the blasting holes can con-
trol the expansion direction of the blasting lines. In Ref.
[22], the authors investigated the influence of different
intervals between blasting holes on crack propagation with
a dynamic caustic test and numerical simulation. With the
increase of intervals between the holes, the explosion cracks
show no direct penetration anymore; rather, the deflection
of cracks occurs in a “hand in hand” shape. In Ref. [23], the
authors conducted a numerical study on deep-hole blasting
and found that the explosion gas pressure has a significant
impact on the formation and development of cracks in deep
rocks without free faces. In Ref. [24], the authors found that a
satisfactory blasting effect could be obtained when a free face
exists and blasting efficiency could be improved to a large
extent through field tests. In Ref. [25], the authors found that
the existence of a free face could effectively improve the utili-
zation rate of the explosion energy by studying the model test
of single-hole blasting. In Ref. [26], the author believes that
the charging hole should be as close to the free face as possi-
ble. If the free face is not flat and parallel to the gun hole, the
effective utilization of the explosion energy can be improved,
and similarly, the blasting effect can also be improved.
Through numerical analysis, it was found that the free face
has a strong control effect on the blasting vibration near it
[27]. According to a similar law obtained in Ref. [28], the
distance between the blasting source and the free face has a
certain influence on the vibration velocity of the surface
particles.

These previous researches provide good theoretical basis
and research methods for the study of the mechanisms of an
artificial free face in shield tunnel bedrock blasting. However,
at present, the research on the mechanism of a rock burst
mainly focuses on the construction of tunnel blasting and
excavation. Research on the pretreatment technology of rock
blasting in shield tunnels is still in its infancy. Besides,
research on free faces mainly focuses on existing surfaces,

and research on the action mechanisms of an artificial free
face is relatively scarce. As the buildings around the blasting
area become denser and the construction conditions become
more complicated, the artificial free face will play an impor-
tant role in any future construction.

This article takes the blasting construction of the shield
tunnel in the Binhu section at Line 6 of the Fuzhou Metro
as the engineering background to numerically analyze the
propagation characteristics of the explosion stress waves in
the rock mass and the effect of the artificial free face on the
blasting of the shield tunnel bedrock. According to the actual
engineering background, a series of numerical simulations
were carried out to reveal the function mechanisms of the
artificial free faces in the shield tunnel bedrock blasting,
and the simulation results with and without a free face were
compared. Then, based on the data and rules, the parameters
of the artificial free face are studied, including the diameter of
the empty holes and the distance between the empty holes
and the blasting holes. The influence of different parameters
on the effect of controlling the artificial free face is investi-
gated. Finally, parameter optimization of the artificial free
face was conducted.

2. Testing and Analysis of the Mechanical
Properties of Granite

During the construction process of shield tunnel bedrock
blasting pretreatment, the target objects are the bedrock
and solitary stone groups in the stratum where the granite
is the main lithology. There are dynamic loads such as explo-
sion and shock impacts on granites in the process of ground
drilling, bedrock blasting, and explosion stress wave propa-
gation. Therefore, it is necessary to understand the mechan-
ical properties of granites to fully grasp the fracture
mechanism of granite under impact load and the stress wave
propagation law to provide corresponding parameters for the
numerical simulation.

Figure 1: Rock sample preparation and the testing system.

Table 1: Uniaxial compressive strength and axial strain of granites.

Sample
no.

UCS
(MPa)

Average UCS
(MPa)

Axial failure
strain

Average axial
failure strain

DY1 117.21

114.01

0.0053

0.0055
DY2 112.41 0.0057

DY3 123.67 0.0061

DY4 102.72 0.0048
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2.1. Uniaxial Compressive Results of Granites. The rock sam-
ples used in this paper were obtained from field drilling in the
Binhu section at Line 6 of the Fuzhou Metro. Samples with
relatively good integrity and homogeneity were selected.
According to the suggested method of the International Soci-
ety of Rock Mechanics (ISRM), uniaxial compression tests
were conducted on granite samples with a diameter of
50mm and a height of 100mm (length diameter ratio of
2.0), and Split Hopkinson Pressure Bar (SHPB) tests were
conducted on samples with a diameter of 50mm and a height
of 25mm (length diameter ratio of 0.5). The error of nonpar-
allelism and nonperpendicularity of the end surfaces for the
samples should be controlled within 0.02mm. Through the
process of coring, cutting, and grinding, the rock samples
were prepared, as shown in Figure 1.

Before the experiment, the prepared granite samples were
first inspected, and the samples, which were smooth and flat,
with parallelism, straightness, and perpendicularity all meet-
ing the requirements, and with no obvious joints, cracks, and
other defects, were finally selected. The uniaxial compression
tests were conducted using the MTS-815 electrohydraulic
servo rock testing system (Figure 1). The experimental
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Figure 4: Stress-strain curves in the SHPB tests.

Figure 2: Failure patterns of granite samples after uniaxial compression tests.
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Figure 3: The SHPB testing system.

Table 2: Deformation characteristics of granite samples.

Sample no.
Secant Young’s modulus (MPa) Tangent elasticity modulus (MPa) Poisson’s ratio
Single value Average value Single value Average value Single value Average value

DY1 19493.8

18959.6

25023.9

24713.3

0.26

0.26
DY2 17478.5 26075.2 0.25

DY3 17698.4 26302.5 0.31

DY4 21167.7 21451.6 0.21
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results, including the uniaxial compressive strength (UCS),
axial failure strain, secant Young’s modulus, tangent elastic-
ity modulus, and Poisson’s ratio are, respectively, listed in
Tables 1 and 2. The average UCS is 114.01MPa, and the
average axial failure strain is 0.0055. The average secant
Young’s modulus and average tangent elasticity modulus
are 18959.6MPa and 24713.3MPa, respectively, with the
average Poisson’s ratio of 0.26. Ultimate failure modes of
rock samples after uniaxial compression are displayed in
Figure 2, which are characterized by typical splitting failure
modes with tensile cracks along the loading direction.

2.2. Dynamic Mechanical Properties of Granites. The
dynamic compression tests of granites were conducted using
the SHPB device, which is composed of six units, including
the dynamic system, bar system, supporting parts and guide
rails, damper, velocimeter, and the data acquisition and pro-
cessing systems, as shown in Figure 3. Due to the strain rate
dependence and properties of the applied equipment, 6 sets

Table 3: Results of uniaxial impact compression tests of granites.

Excitation pressure (MPa) Sample no.
Average strain rate (s-1) Peak stress (MPa) Peak strain

Single value The average Single value The average Single value The average

0.15

A-1 80.991

76.137

70.974

64.78

0.0021

0.0023

A-2 63.173 68.236 0.0032

A-3 83.269 60.498 0.0018

A-4 82.367 58.867 0.0025

A-5 70.236 65.324 0.0017

0.2

B-1 115.596

99.594

99.497

89.685

0.0031

0.003

B-2 135.123 91.573 0.003

B-3 110.829 75.323 0.0026

B-4 131.671 89.989 0.0025

B-5 120.346 92.043 0.0035

0.25

C-1 142.131

141.25

130.748

141.055

0.0041

0.0042

C-2 152.041 140.079 0.0039

C-3 144.572 144.217 0.0046

C-4 138.201 149.461 0.0035

C-5 129.311 140.771 0.0049

0.3

D-1 159.509

160.62

166.638

158.961

0.0049

0.0053

D-2 175.639 176.693 0.0051

D-3 160.438 138.864 0.0046

D-4 158.268 152.368 0.0057

D-5 149.235 160.235 0.0062

0.35

E-1 203.609

198.9

157.269

178.105

0.0058

0.0062

E-2 196.089 201.446 0.0065

E-3 207.223 183.247 0.0063

E-4 189.324 170.236 0.0057

E-5 198.235 178.327 0.0067

0.4

F-1 251.935

245.13

200.583

203.599

0.0091

0.0083

F-2 247.507 215.491 0.0078

F-3 237.496 193.679 0.0073

F-4 226.157 208.623 0.0083

F-5 262.548 199.623 0.0087
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Figure 5: Relations between dynamic compressive strength and the
average strain rate.
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of impact compression tests with various excitation pressures
of 0.15MPa, 0.20MPa, 0.25MPa, 0.30MPa, 0.35MPa, and
0.40MPa were, respectively, performed. Each set of tests
was repeated for 5 times, with the stress-strain curves dis-
played in Figure 4.

From Figure 4, the shape of stress-strain curves under
various impact loads is similar, which includes the follow-
ing 4 steps: the initial compaction stage, the elastic defor-
mation stage, the nonlinear deformation stage, and the
failure stage. When the strain rate is low, the proportion
of the initial compaction stage in the prepeak curves is
larger, mainly because when the strain rate is low, there is
less energy obtained by the sample and the initial micro-
crack closure is slower. With the increase of the strain rate,
the proportion of the elastic stage in the prepeak curves
gradually increases, more cracks are closed, and the closure
speed is faster. After entering the nonlinear stage, the peak
stress of the sample increases obviously, which shows that
the granite has obvious strain rate characteristics under
dynamic loads.

The average peak stress and peak strain under different
impact loads of granite samples were calculated, as listed in
Table 3.

Dynamic compressive strength and the strain rate are
important parameters for analyzing the rock mechanical
properties. According to the stress-strain time history curves,
the relations between the two factors can be obtained, as
shown in Figure 5.

Generally, the dynamic peak compressive strength of
granites increases with the increase of the average strain rate.

Curve fitting is performed to obtain the functional relation-
ship between the two factors, as follows:

σd = 118:61 ln ε
:
− 450:32,

R2 = 0:9324:
ð1Þ

With the increase of the average strain rate, the dynamic
compressive strength of granites gradually increases, indicat-
ing that the ultimate bearing capacity of granites increases
correspondingly. However, at higher strain rates, the increased
extent of the peak dynamic compressive strength gradually
slows down.

After the dynamic compression tests, the ultimate fail-
ure modes of granites under different impact pressures are
shown in Figure 6. Obviously, with an increasing excitation
pressure, the fragmentation size of the sample decreases
gradually and the number of fragments and the crushing
degree increase gradually, indicating a strong strain rate
effect.

(a) 0.15MPa (b) 0.20MPa

(c) 0.25MPa (d) 0.30MPa

(e) 0.35MPa (f) 0.40MPa

Figure 6: Granite crushing degree and crushing form with various excitation pressures.

Table 4: Classification of intervals of intrusion bedrock.

Classification of intrusive bedrock Length (m) Proportion

Small-volume bedrock 76 20.70%

Medium-volume bedrock 218 66.80%

Large-volume bedrock 40 12.50%
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3. Numerical Simulation of Bedrock Blasting in
Shield Tunnels with Artificial Surfaces

3.1. Engineering Background. The Binhai Xincheng Station~-
Hujing Station of Fuzhou Rail Transit Line 6, referred to as
the Binhu interval, is taken as the engineering background.
The shield tunneling method was used to construct the tun-
nel. The diameter of the interval shield tunnel is 6.2m, and
the tunnel is covered with soil with a thickness of about
8.51m~15.21m. Detailed survey data show that there are
large areas of moderately weathered granites and slightly
weathered granites along the shield line. The uplift of bed-
rock (soft rock on top and hard rock at the bottom) can easily
cause damage to the main bearing and cutter head of the
shield tunneling machine, producing serious effects on the
process of shielding and resulting in ground subsidence
beyond the tolerated limit and in eventual collapse.

The intruded bedrock in the section is classified accord-
ing to the thickness of the intrusive rock (i.e., the distance
between the top surface of the bedrock and the bottom sur-
face of the tunnel). The bedrock thickness below 2m is called
the small-volume bedrock, the bedrock thickness between
2m and 4m is called the medium-volume bedrock, and the
bedrock thickness between 4m and 6m is called the large-
volume bedrock. The statistics of bedrock in the section are

shown in Table 4, in which the medium-volume bedrock is
the most prominent.

In order to ensure safe passage of the shield machine and
meet the requirements of mucking out, it is necessary to blast
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Figure 7: Layout diagram of the blasting holes.

Table 5: Bedrock blasting parameters.

Thickness of the bedrock
(m)

Depth
(m)

Pitch row
(m)

Row spacing
(m)

Hole depth
(m)

Unit consumption
(kg/m3)

Charging mass
(kg)

Charge
structure

2 0.8 0.8 0.8 2.8 1.8 4.3 Continuous

3 1 0.8 0.8 4 1.9 7.6 Interval

5 1.5 0.8 0.8 6.5 2.1 10.3 Interval

Ground

Bedrock

The bottom
of tunnel 

Subdrilling part

50

Gravel
filling
section

Explosive

50
50

40
0

80
80

90

Figure 8: Schematic diagram of bedrock charge structures.
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the bedrock into fragments with a maximum length of less
than 30 cm on one side. At the same time, it is also necessary
to ensure that the buildings around the blasting area are not
influenced by the construction. Combined with the corre-
sponding provisions of the blasting safety regulations, the
vibration velocity of the building foundation particles caused
by the blasting pretreatment construction of the shield tunnel
in the Binhu section should not be greater than 3 cm/s, and
the vibration velocity of the building foundation particles
directly above the right line should not be greater than
2.5 cm/s.

The diameter of the shield tunnel is 6.2m, and both
sides of the tunnel need to be expanded by 30 cm during
the blasting treatment. The depth of the borehole is
0.8m~1.5m, and the charging depth is about 0.8m~1m
deeper than the bottom of the tunnel. The blast holes
are arranged in a rectangular layout, and the row spacing
between the holes is 0:8m × 0:8m. Borehole blasting is
carried out by blasting division, with 2 rows of blasting
holes and an interval of about 3m. The layout diagram
of the blasting holes is shown in Figure 7. When the con-
struction is near the building directly above the right line,
it is necessary to add a row of empty holes near the charg-
ing hole at the side of the buildings to ensure the safety of
the building structures.

According to actual construction experience, it is sug-
gested that the shield machine should grind the rock directly
when the bedrock thickness is more than 6m. By calculating
unit consumption, the charging parameters of different bed-
rock thicknesses are shown in Table 5.

It can be seen from Table 4 that the intrusive bedrock in
the shield tunnel section is mainly medium-volume bedrock.
Thus, the treatment depth of the bedrock is 4m, as shown in
Figure 8.

3.2. The Establishment of Model

3.2.1. Establishment of Numerical 3D Model. The main pur-
pose of creating a free face is to reduce the damage caused
by blasting vibration and improve the crushing effects of
rock. According to actual construction experience, the artifi-
cial free holes should be arranged near the charging holes,
and the artificial free face should be arranged on the side of
the building that needs to be protected. In order to facilitate
the actual construction, the empty holes are generally
arranged in parallel with the charging holes, and the number
of empty holes is the same as the number of charging holes.
The diameter of the artificial empty holes should be larger
than the diameter of the blast holes, and the distance between
artificial empty holes and blast holes should be smaller than
the row spacing of the blasting holes.

Combined with the engineering background of bedrock
blasting pretreatment in the shield tunnel section, and con-
sidering the drilling diameter of the geological drill, the diam-
eter of the artificial empty holes is selected as 200mm, with
the vertical distance from the blast holes of 60 cm. The depth
of the empty hole is the same as the depth of the blasting hole.
The numerical simulation includes two groups: one group

The boundary of
the treatment

The center of tunnel

68
0

60
0

12
00

1000

80 60

80

720

10 20

A
rt

ifi
ca

l f
re

e f
ac

e

Blasting holes

The boundary
of tunnel 

The boundary
of tunnel 

The boundary of
the treatment 

(a) With a free face

68
0

60
0

12
00

1000

80

780

80

10

Blasting holes

The center of tunnel

The boundary
of tunnel 

The boundary
of tunnel 

The boundary of
the treatment 

The boundary of
the treatment 

(b) Without a free face

Figure 9: The numerical model plan (unit: cm).
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Figure 10: Bedrock blasting model.
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with and the other group without artificial empty holes. The
group with empty holes is taken as the control group, and the
improvement of the blasting effect is obtained by analyzing
the numerical results. The plan of the numerical model test
is shown in Figure 9.

The software applied in this numerical simulation is LS-
DYNA. According to the above engineering background
and the diagram of bedrock explosion structures, a three-
dimensional model of bedrock blasting is established, as
shown in Figure 10. The vertical dimensions and charging
structures of the bedrock model are shown in Figure 11.

According to Table 4, the medium-volume bedrocks were
mainly distributed in this project, so medium-volume rocks
were used as the bedrock in the simulation process. As shown
in Figure 11, the thickness of bedrock intrusion into the tun-
nel is 3m and the ultradeep drilling holes need to be 1m
below the tunnel bottom. Therefore, the actual thickness of
the bedrock that needs to be treated is 4m. Two rows of blast-
ing holes are arranged according to the actual construction
situation. The diameter of the shield tunnels is 6.2m, and
the actual treatment range is 6.8m, based on the outward
expansion of 30 cm on both sides. Nine blasting holes are
set in each row, with a diameter of 100mm and a spacing
of 80 cm.

The arrangement of explosives is shown in Figure 11. The
diameter of the charge is 60mm. The uncoupled interval
charge is adopted, and the initiation point is located at the
1/3 position above the bottom of the charge. When the bed-
rock thickness is 4m, according to the blasting scheme, the
charge is divided into three stages. The upper two explosive
packages are 0.8m, and the lower one is 0.9m. The bedrock
in the blasting interval near the buildings is located about
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Figure 11: The vertical dimension and charging structures of the bedrock model.

Table 6: Explosive parameters.

Name ρ (g/cm3) D (m/s) Pcj (GPa) A (GPa) B (GPa) R1 R2 ω E (GPa)

Explosive 0.95 3400 5.3 162.7 10.82 5.4 1.8 0.25 4.1

Table 7: Material parameters of granites.

Rock types Young’s modulus E Bulk modulus K Shear modulus Ks Lamme coefficient λ Poisson’s ratio λp Density ρ

Granite 25GPa 17GPa 10GPa 3.5 0.26 2.71 g/cm3

Table 8: Air parameters.

ρ (kg/m3) C0 C1 C2 C3 C4 C5 C6 E0 V0

1.290 0 0 0 0 0.4 0.4 0 2:5 × 105 1

Table 9: Correlated parameters of the soil.

Name ρ (cm3) E (MPa) μ

Plain fill 1.8 20 0.26

Medium sand 2.05 37 0.25

Silty clay 1.95 15 0.35

Coarse sand 1.95 40 0.27

Gravelly sand 1.9 33 0.31
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13m below the surface, so the established bedrock in the
numerical model is located 13m below the surface, with the
model height, width, and length of 20m, 10m, and 12m,
respectively.

Considering that the size of the numerical model is lim-
ited to a certain extent, the nonreflection boundary is applied
to all the five boundaries except the surface of the model to
prevent the reflection of explosion stress waves at the model
boundaries. In the numerical calculation, if the grid size is too
large, the calculation accuracy will decline. If the grid is too
dense, the calculation time will be prolonged and the calcula-
tion efficiency will be affected. Generally, the minimum size
of the unit should be less than 1/10 of the wave length, so

the maximum size of the grid in this model is 20 cm. At the
same time, the explosive, bedrock, and air parts are refined
and densified.

3.2.2. Constitutive Model and Parameter Selection. The explo-
sive constitutive model provided by LS-DYNA was adopted,
and the JWL state equation was used to simulate the detona-
tion process of explosives, in the following form:

P = A 1 − ω

R1V

� �
e−R1V + B 1 − ω

R2V

� �
e−R2V + ωE0

V
, ð2Þ

where P is pressure; V is the relative volume; E0 is the initial
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Figure 12: Bedrock model composition.
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Figure 13: Comparison of bedrock stress clouds.
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specific internal energy; A, B, R1, R2, and ω are undetermined
parameters. According to the actual situation of using explo-
sives onsite, the selected parameters are shown in Table 6.

Under the action of dynamic loads such as impact and
explosion, the mechanical properties of rock materials are
much more complex than those under static loads, so the
material constitutive model is selected as an isotropic bilinear
elastoplastic model. The selected parameters according to the
previous dynamic loading experimental results of granites
are shown in Table 7.

Air, which is also a kind of medium, exists in the artificial
empty holes, so the parameters of air in the software need to
be defined. In this test, MAT_NULL is used to simulate the

air material in the empty holes, and its polynomial state
equation is as follows:

P = C0 + C1μ + C2μ
2 + C3μ

3� �
+ C4 + C5μ + C6μ

2� �
E0, ð3Þ

where C0 ~ C6 are constants; μ is the volume parameter; E0 is
the ratio of internal energy to initial volume, and the specific
parameters are shown in Table 8 as follows:

In order to improve the accuracy of the numerical tests,
the elastoplastic model is also used for the analysis and calcu-
lation of the constitutive model of the soil layer, and its
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Figure 14: Surface velocity cloud images of the vibration (unit: ms).
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Figure 15: Schematic diagram of the selected surface particles.
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Figure 16: Time history curves of three-dimensional vibration velocity of particles.
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parameters refer to the geological prospecting data of the
project, as shown in Table 9.

In blasting construction, each hole needs to be detonated
at a certain time interval to ensure good construction effects.
Langefors obtained a reasonable time interval formula to

improve the crushing effect by analyzing the field measured
data, and it is shown as follows:

Δt = 3:3 kW, ð4Þ

Table 10: Peak values of the particle vibration velocity in the Z direction.

Free face Particle no.
Distance from the center

of the hole (cm)
Peak vibration velocity of a particle in the Z direction (cm/s)

Group A Group B Group C Group D Group E

With

1 40 1.31 1.16 0.82 0.51 0.32

2 80 0.65 0.57 0.41 0.26 0.21

3 130 1.27 1.13 0.81 0.54 0.38

4 180 1.13 1.01 0.76 0.59 0.46

5 230 0.86 0.78 0.58 0.5 0.41

6 280 0.73 0.65 0.47 0.39 0.37

Without

1 40 2.96 2.84 2.48 1.79 1.11

2 80 2.85 2.73 2.34 1.65 1.03

3 130 2.76 2.64 2.21 1.55 0.99

4 180 2.64 2.51 2.05 1.44 0.95

5 230 2.45 2.31 1.86 1.35 0.94

6 280 2.2 2.06 1.69 1.27 0.93
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Figure 17: The peak vibration velocity curves of particles.

Table 11: Decreasing degree of the peak vibration velocity of particles.

Particle no.
Distance from the center

of the hole (cm)
Reduction degree of the peak vibration velocity (%)

Group A Group B Group C Group D Group E

1 40 55.72 59.24 66.97 71.39 71.45

2 80 77.13 79.01 82.54 84.24 80.26

3 130 54.03 57.13 63.25 65.42 61.56

4 180 57.15 59.66 62.92 58.89 52.19

5 230 64.86 66.06 68.61 63.22 57.19

6 280 67.01 68.36 71.84 69.52 59.93
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where k can be taken as 1 ~ 2, considering the influences of
site factors, and W is the minimum resistance line, which
equals 0.6m in this study. From the formula calculation,
the time interval is Δt = 1:98 ~ 3:96ms, and in the numerical
simulation, the time interval of 2ms is selected.

3.3. Numerical Simulation Results and Analysis. In order to
facilitate a comparative analysis, the bedrock part of the
numerical model is divided into two parts by taking the arti-
ficial free face boundary as the interface, as shown by part 7
and part 9 in Figure 12. Part 7 is the bedrock needed to be
treated by blasting, and this is where the explosive is buried.

Figure 13 shows the generation and propagation of
explosion stress waves. After the explosive in the first row
of holes is detonated, the explosion stress wave propagates
outward in the shape approximately similar to a cylinder,

and the explosion stress waves formed by each section are
superimposed. When t = 300 μs, the explosion stress wave
propagates to the interface of part 7 and part 9, and there is
not much difference between the two models. When the time
is larger than 600μs, it can be seen that in the model with an
artificial free face, the explosion stress wave presents a con-
centrated reflection at the position of the free face. Most
explosion stress waves are reflected back to part 7, and only
a small part of the explosion stress waves are transmitted to
part 9 through the hole and the interval between holes. The
action range of the stress waves in part 9 is relatively small,
and stress waves decay with a fast speed. The artificial free
surface hinders and weakens the propagation of explosion
stress waves, and more energy is reflected back to part 7
and continues to act on the bedrock that needs blasting
treatment.
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Figure 18: The difference between peak vibration velocities for cases with/without free faces.
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In the model without a free surface, there is no concen-
trated reflection, and the propagation speed of explosion
stress waves in part 9 is relatively faster, with a larger action
range. It shows that the existence of the artificial free face
reflects more explosion stress waves back and continue to
act on the bedrock that needs blasting treatment, which
improves the utilization rate of explosion energy.

Studies have indicated that there is a good correlation
between the vibration response law of building structures
and the peak vibration velocity of particles. Therefore, the
distribution of a vibration velocity field on the surface is qual-
itatively analyzed from the surface vibration velocity cloud
images. The peak value of the particle vibration velocity is
used as the judgment basis of the vibration control.

Figure 14 presents the vibration velocity cloud images of
each particle on the surface obtained by the software. After
the explosive in the bedrock is detonated, the explosion seis-
mic wave reaches the surface at 94.5ms, and the vibration
intensity reaches its maximum at 95.5ms. The explosion seis-
mic wave propagates to the two sides from the center of the
blasting holes. In the model without an artificial free face,
the seismic wave diffusion is more uniform, and the vibration
velocity on both sides of the hole is similar, with an axisym-
metric distribution. In the model with an artificial free face,
it can be found that when the explosion wave propagates
towards the free face side, it is hindered by the free face,

and only a small part of the blast wave passes through the free
face. The vibration velocity on the right side of the free face
decreases significantly compared with the model without a
free face. Most of the seismic waves are reflected back by
the free face, resulting in the vibration velocity on the left side
of the artificial face being significantly greater than that on
the right side. Therefore, the existence of free faces hinders
the propagation of seismic waves and significantly reduces
the explosion vibration intensity in the areas that do not need
to be blasted.

By recording the peak velocity of the selected surface par-
ticles, the weakening effect of the artificial free face on the
explosion vibration intensity is quantitatively analyzed. Since
the model is symmetric, half of the model is used for analysis.
The buildings that need to be protected by the explosion are
all on the right side. Six measuring points are taken from the
right side, as shown in Figure 15. The horizontal distances
between the blasting holes and the measuring points are
40 cm, 80 cm, 130 cm, 180 cm, 230 cm, and 280 cm, respec-
tively, with group A to group E from bottom to top, and point
1 to point 6 from left to right, respectively.

According to the relevant provisions of blasting safety,
three components of particle vibration perpendicular to each
other should be measured simultaneously during blasting
vibration monitoring. The direction of the maximum veloc-
ity is the principal vibration direction, and the vibration
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Figure 20: Effective stress cloud images of cross section A-A in the bedrock.
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frequency is the principal vibration frequency. The principal
vibration velocity and the principal vibration frequency
should be considered comprehensively. From the simulation
results, it is found that the peak vibration velocity in the Z
direction is much larger than that in the X and Y directions
(Figure 16); thus, the peak vibration velocity value in the Z
direction of the selected particle is mainly analyzed.

From Figure 16, the shapes of the three-dimensional
vibration velocity curves of the particles are relatively similar.
After the explosive in the bedrock is detonated, the explosion
seismic wave is transmitted to the surface at 80ms, and the
surface blasting vibration intensity reaches the maximum at
95ms, and then gradually decreases. When the time reaches
120ms, the surface blasting vibration intensity is very small.

The peak vibration velocity of the selected particle in the
Z direction is counted, as shown in Table 10, with the varia-
tion curves plotted in Figure 17.

From Table 10 and Figure 17, it can be found that the
peak vibration velocity at each particle with a free face is
lower than that without a free face. The peak value of the par-
ticle vibration is 2.96 cm/s without an artificial free face, but it
is only 1.31 cm/s with an artificial free face. Obviously, the
existence of a free face has a significant effect on reducing
the blasting vibration intensity.

For the case without a free face, the peak vibration veloc-
ity values of the six points in each group decrease with an

increase in distance, and the decreasing range is smaller as
the distance is closer to the boundary. The peak vibration
velocity values of groups A and B, which are close to the axis
of symmetry, are the closest, and are much larger than those
of the other groups. This is because at the position of symme-
try axis, the explosion effect is more concentrated, but to the
direction of both sides, the vibration intensity declines
gradually.

For the case with a free face, it can be found that the
peak vibration velocity at midpoint #1 of each group is
large. As the distance gets further, the peak velocity value
decreases, which corresponds to the attenuation phenome-
non of seismic waves in the case without a free face. It is
worth noting that the peak vibration velocity of the five
groups undergoes a sudden drop at point #2, because this
point is the first point which is located at the right side of
the empty holes and closest to the free face. The existence
of the empty holes hinders the propagation of seismic stress
waves, causing most of the stress waves to be reflected. It is
found that the peak velocity at point #3 climbs significantly,
because this is the part of the stress wave which propagates
through the interval of the empty holes that causes vibra-
tion at point #3.

The reduction degree of the peak vibration velocity of
each particle among the cases with/without a free face is
calculated and listed in Table 11 and Figure 18.

t = 2.175 ms t = 2.475 ms

4.044e-04

3.035e-04
2.530e-04
2.025e-04
1.521e-04
1.016e-04
5.115e-05
6.805e-07

3.539e-04
3.844e-04

2.884e-04
2.405e-04
1.925e-04
1.445e-04
9.655e-05
4.858e-05
6.079e-07

3.364e-04

LS-DYNA user input
Time = 2174
Contours of effective stress (v-m)
min = 6.80534e-07, at elem# 698029
max = 0.00117, at elem# 521821 

LS-DYNA user input
Time = 2174
Contours of effective stress (v-m)
min = 4.07852e-07, at elem# 605465
max = 0.00117, at elem# 542964 Fringe levels

1.010e-03
9.595e-04
9.091e-04
8.586e-04
8.081e-04
7.577e-04
7.072e-04
6.567e-04
6.063e-04
5.558e-04
5.053e-04
4.549e-04

Fringe levels

9.600e-04
9.120e-04
8.641e-04
8.161e-04
7.681e-04
7.202e-04
6.722e-04
6.242e-04
5.762e-04
5.283e-04
4.803e-04
4.323e-04

(a) Without a free face

t = 2.475 mt = 2.175 ms

LS-DYNA user input 
Time = 2474.9
Contours of effective stress (v-m)
min = 3.23537e-07, at elem# 594530
max = 0.00116966, at elem# 682637 

LS-DYNA user input
Time = 2474.9
Contours of effective stress (v-m)
min = 4.37293e-07, at elem# 463393
max = 0.00116816, at elem# 768353 Fringe levels

8.000e-04
7.600e-04
7.200e-04
6.800e-04
6.401e-04
6.001e-04
5.601e-04

4.401e-04
4.002e-04
3.602e-04
3.202e-04

2.402e-04
2.002e-04
1.603e-04
1.203e-04
8.029e-05
4.031e-05
3.235e-07

2.802e-04

Fringe levels

7.774e-04
7.405e-04
7.035e-04
6.665e-04
6.295e-04
5.925e-04
5.555e-04

4.445e-04
4.075e-04
3.705e-04
3.335e-04

2.595e-04
2.225e-04
1.855e-04
1.485e-04
1.116e-04
7.456e-05
3.757e-05

2.965e-04

5.201e-04
4.801e-04

5.185e-04
4.815e-04

(b) With a free face

Figure 21: Effective stress cloud images of the cross section B-B in the bedrock.
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From Table 11 and Figure 18, the artificial free face has a
weakening effect on the peak values of the vibration velocity
for each point, and the overall reduction degree is over 55%,
among which, the reduction value of point #2 and the corre-
sponding reduction degree are the largest. This is because the
position of point #2 is closest to the empty holes at the right
side, and an empty hole blocks and reflects most of the seis-
mic stress waves; thus, the peak vibration velocity value of
point #2 reduces greatly. With the increase of the distance
between the empty holes and the measure points, the peak
value reduction of the particle vibration velocity drops down
and then stays at a relatively stable level, but the reduction
degree of the peak vibration increases gradually; the reason
is that the free face hinders the propagation of part of the
explosion stress wave, so that the peak value of the latter 4
particles stays at a relatively stable level, while the peak veloc-
ity itself decreases with the increase of the distance, thus lead-
ing to the increase of the reduction degree.

The stress state of granites under blasting loads is very
complicated—it is a three-dimensional stress state of a

tension-compression mixture. The Mises yield criterion is
selected to analyze the stress state and failure characteristics
of granites under an explosion load.

The effective stress at any point in the rock can be
expressed as follows:

σe =
1ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ1 − σ2ð Þ2 + σ1 − σ3ð Þ2 + σ2 − σ3ð Þ2

q
: ð5Þ

To judge whether rock failure occurs, the following for-
mula is used:

σe ≥ σ0: ð6Þ

According to the different values of σ0, the rock has dif-
ferent failure modes:

σ0 =
σcd crushing circleð Þ,
σtd crack circleð Þ,

(
ð7Þ
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Figure 22: Peak effective stress values of the units.
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where σ0 is the uniaxial failure strength, σcd and σtd are the
dynamic uniaxial compressive strength and tensile strength,
respectively. The dynamic tensile strength of rock changes
little with the loading strain rate; thus, we can take both σtd
and σt as equal to the tensile strength of rock. The tensile
strength of the rock in this study is 18MPa from the experi-
mental results.

Because the volume of bedrock is too large, it is impossi-
ble to measure the effective stress state throughout the
bedrock. Therefore, two cross sections (A-A and B-B) are,
respectively, selected, as shown in Figure 19(a). Both sections
are 40 cm away from the nearest blasting hole. The A-A sec-
tion is located at one side of the first row of blasting holes and
is mainly affected by the explosion of the first row of blasting
holes; thus, the effective stress cloud images at 150μs and
450μs are selected (Figure 20).

From Figure 20, after the blast of the first row of bore-
holes, the stress wave is transmitted to the section at
150ms, and the peak effective stress value reaches the maxi-
mum. Afterwards, the peak effective stress value begins to
decline. It can be found that the peak stress near the explosive
section is higher, while the peak stress near the gravel filling
section and the gap area of the blast holes is relatively lower,
due to the fact that the closer the blasting area is, the greater
the intensity of the explosive stress waves and the greater the
effective stress. Compared with the stress cloud images at the
same time, the distribution of the effective stress field is
roughly similar, while there is a certain difference between
the maximum effective stress, with a difference of 4MPa at
150ms and a difference of 3MPa at 450ms. In the case with-
out a free face, the effective stress value is smaller and the dis-
tribution range of the minimum value is larger, which
indicate that the free face reflects a part of the stress waves
back to the blasting area and enhances the explosion effects.

The B-B section is mainly affected by the second row of
holes. The second row of holes is detonated 2ms after the
explosion of the first row of holes. The effective stress cloud
maps at 2.175ms and 2.475ms are selected, respectively, as
shown in Figure 21. The effective stress distribution of the
B-B section is relatively similar to that of the A-A section.
However, at the same time, it can be seen that the maximum
effective stress of the B-B section is larger than that of the A-
A section, because the stress waves generated by the second
row of explosives overlaps with the stress waves generated
by the first row of explosives.

To better analyze the distribution of the peak effective
stress of bedrock, three positions of A, B, and C are, respec-
tively, selected on the cross section. A and B are near the sym-
metry axis, and C is near the boundary, as shown in
Figure 19(b). A total of 40 units from the bottom to the top
of the bedrock, with a unit spacing of 10 cm, were selected.
From the bottom to the top surface, the units were named
No. 1~No. 40, respectively. The peak effective stress values
of the units were calculated, as shown in Figure 22.

From Figure 22, all of the peak effective stress values of
the units exceed the dynamic tensile strength of granites,
which lead to the yielding and failing of the units. The peak
effective stress for the case with an artificial free face is
basically around or above 35MPa, while the peak value of

the case without an artificial free face is concentrated around
or above 30MPa, which is lower than the case with a free
face. It has been verified that the free face can reflect a part
of the explosion stress waves, which increases the blasting
peak stress value and improves the blasting effect. In the area
perpendicular to the blasting interval, the effective stress of
the unit is relatively larger, while in the area perpendicular
to the blockage interval of the blasting holes, the effective
stress is relatively small.

3.4. Parameter Optimization of the Artificial Free Face. The
distance between the artificial free face and the center of
blasting holes, and the size of the free face are the main fac-
tors affecting the effect of the artificial free face. According
to construction experience, the row distance between the
empty holes and blasting holes should be smaller than the
row distance between the blasting holes, and the diameter
of the empty holes should be larger than that of the blasting
holes. Thus, two factors, including the row distance between
empty holes and blasting holes, and the diameter of the empty
holes, are selected in the simulation to analyze the influence of
different artificial free face parameters on the blasting effects.
The row distances are 60 cm, 65 cm, 70 cm, 75 cm, and
80 cm, respectively, and the diameters of the empty holes are
100mm, 160mm, 200mm, 250mm, and 300mm, respec-
tively. Five measuring points on the surface are selected to
record the data, with the distances from the center of the first
row of the blasting holes of 150 cm, 200 cm, 250 cm, 300 cm,
and 350 cm, respectively (Figure 23). The peak vibration data
in the Z direction of each point are recorded.

Using the postprocessing software LS-PrePost [29], the
vibration velocity in the Z direction of each point without
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Figure 23: Particle selection diagram on the model surface.
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and with an artificial free face is obtained. The average reduc-
tion degree of the peak stress values of particles is taken as the
evaluation index, calculated using equation (8), and the cal-
culated values are summarized in Tables 12 and 13.

�P = 1
n
〠
n

1
Pi, ð8Þ

where Pi is the reduction degree of the peak vibration velocity
for the particle i, and n is the number of measuring points.

From Tables 12 and 13, the peak vibration velocity values
of particles in the Z direction with a free face decreases signif-
icantly compared with the case without a free face, which is
consistent with the previous conclusions. The average reduc-
tion degree is basically more than 50%, reflecting that the
artificial free face significantly hinders the propagation of
explosion stress waves. In order to further quantitatively rep-
resent the influence of a free face on the peak vibration veloc-

ity of each point, the peak vibration velocity and the
reduction degree of peak values are drawn in Figures 24
and 25.

Figures 24 and 25 show that the peak value of particle
vibration velocity generally presents a downward trend with
the increasing diameter of the empty holes. As the diameter
is increased from 100mm to 200mm, the curve is relatively
steep, and then the downward trend of the curve gradually
slows down in the diameter range of 200mm to 300mm.
The decrease extent of the peak velocity is getting smaller
and smaller, with the total decrease amplitude of less than
0.1 cm/s. However, the average decrease degree of the peak
velocity shows an opposite trend, indicating a significant
increase in the diameter range from 100mm to 200mm,
and then a gentle increase trend as the diameter increases
from 200mm to 300mm. This is because with the increase
of the hole diameter, the effective area of the free surface will
inevitably increase, which will hinder and weaken the stress
waves more obviously, leading to the decrease of the particle

Table 13: Peak values and average reduction degree of the vibration velocity in the Z direction.

Distance (cm) Diameter (mm)
Peak vibration velocity of particle in Z direction (cm/s) �P (%)

No. 1 No. 2 No. 3 No. 4 No. 5

60

100 1.27 0.96 0.88 0.91 1.01 54.8

160 1.19 0.92 0.78 0.73 0.85 50.2

200 1.13 0.81 0.63 0.74 0.79 63.2

250 1.08 0.81 0.61 0.72 0.75 64.7

300 1.05 0.78 0.59 0.72 0.76 65.2

65

100 1.39 0.98 1.01 0.86 0.95 53.9

160 1.2 0.87 0.78 0.87 0.85 59.2

200 1.15 0.88 0.75 0.71 0.76 62.3

250 1.11 0.86 0.72 0.68 0.72 63.7

300 1.06 0.88 0.69 0.65 0.71 64.6

70

100 1.54 1.12 0.95 0.95 1.04 50.2

160 1.29 0.91 0.8 0.85 0.91 57.6

200 1.18 0.89 0.72 0.79 0.83 60.6

250 1.13 0.87 0.67 0.67 0.81 63.1

300 1.09 0.85 0.71 0.66 0.78 63.5

75

100 1.67 1.18 1.08 1.01 1.09 46.4

160 1.35 0.97 0.96 0.89 0.93 54.6

200 1.24 0.91 0.76 0.79 0.85 59.5

250 1.18 0.87 0.69 0.76 0.82 61.6

300 1.14 0.86 0.72 0.77 0.79 61.9

80

100 1.76 1.18 1.06 1.05 1.08 46.1

160 1.43 1.05 1.01 0.88 0.85 53.8

200 1.32 0.94 0.83 0.79 0.77 58.9

250 1.25 0.94 0.81 0.73 0.69 61.1

300 1.19 0.91 0.83 0.72 0.68 62.2

Table 12: Peak values of the vibration velocity in the Z direction without a free surface.

Particle no. No. 1 No. 2 No. 3 No. 4 No. 5

Peak velocity in the Z direction (cm/s) 2.64 2.45 2.16 2.08 1.89
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vibration velocity. When the hole diameter increases to a cer-
tain extent, the increase extent of the effective area of the free
surface will slow down, which will lead to a reduction in the
decrease extent of the peak vibration velocity.

When the distance between the artificial free faces and
the blasting holes increases from 60mm to 65mm, the
increase in the peak velocity is relatively small, while the
increase extent of the peak velocity is large in the distance
range of 65mm to 80mm. Variations in the average decrease
degree present an opposite trend, which at first declines
slowly in the distance range of 60mm to 65mm and then
declines quickly in the range of 65mm to 80mm. This is
mainly because when the distance between the artificial free
face and the blasting holes is small, the energy carried by
the explosion stress waves from the blasting holes to the free
surface is correspondingly high. The artificial free face has a
strong blocking and weakening effect on the explosion stress
wave. However, when the distance between the free face and
the blast holes is large, a considerable part of the explosion
stress wave propagates around the free face. Therefore, the
control effect on the blasting vibration intensity will be
reduced to a certain extent.

The free face has a significant effect on the obstruction of
the explosion stress waves, with an average reduction degree
of 50% or more, which can greatly reduce the peak vibration
velocity and play a protective role for the buildings. The
larger the hole diameter, the better the blocking effect will
be. However, considering the labor cost and the obtained
blocking effect, 200mm is the best diameter of the hole,
and 60 cm is the best distance between the artificial free face
and the blasting holes.

4. Conclusions

Through the numerical simulation method, the principle and
influence of the artificial free face that hinder the propagation
of explosive stress waves were explored. Two groups, one
with artificial free faces and the other without, were set for
comparison tests, and the effective stress on the bedrock
and the peak vibration velocity of the measuring points were
studied. Based on the numerical results, the influences of the
diameter of the empty holes and distance between the empty
holes to the blasting holes on the blasting effects of the
bedrock were studied. The parameter optimization of the
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Figure 25: The influence of diameter and distance on the average decrease of peak velocities.
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artificial free surfaces in rock blasting are carried out. The
main conclusions are drawn as follows:

(1) Under an applied axial load, the granites are charac-
terized by a typical splitting failure mode with ten-
sile cracks along the loading direction. The average
UCS, axial failure strain, secant Young’s modulus,
tangent elasticity modulus, and Poisson’s ratio
are 114.01MPa, 0.0055, 18959.6MPa, 24713.3MPa,
and 0.26, respectively. The dynamic peak compressive
strength increases with the increasing strain rate. With
an increasing excitation pressure, the number of frag-
ments increases, and the failure degree increases
gradually

(2) Due to the reflection effect of the artificial free face, it
can control the vibration intensity of the surface, and
the reduction degree of the peak velocity of the sur-
face particle can reach more than 50% and the reduc-
tion degree of the peak velocity of the particle near
the artificial free face can reach more than 77%

(3) The distribution of the effective stress field in the bed-
rock has a close relationship with the charging struc-
ture. The peak value of the effective stress near the
charge area is larger than that near the gravel block-
age area. The existence of the artificial free face makes
the stress wave reflect and superimpose with the orig-
inal stress waves, increasing the effective stress in the
blasting area, and the effective stress can be increased
by 5MPa or more

(4) The increase of the diameter of the empty holes can
decrease the peak vibration velocity of the surface par-
ticle and improve the blasting effect. When the diam-
eter of empty holes is 200mm and 250mm, the
control effect is the most significant. The increase of
the distance between the empty holes and the blasting
holes can cause the decrease of the control effect

(5) Based on the comprehensive consideration of blasting
effects and construction cost, the parameter design
value of the artificial free face is put forward, the diam-
eter of the hole is 200mm, the distance between the
empty holes and the center of the blasting holes is
60 cm, and the depth of the empty hole is the same as
the blasting hole. Two rows of blasting holes and one
row of empty holes are adopted in the construction
condition, and the artificial free face is located on the
side of the building structure that needs to be protected
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Crack is one of the important factors affecting the engineering characteristics of expansive rock and soil. In order to study the
evolution characteristics and cracking mechanism of red beds in Central Sichuan during seepage and swelling, multiple groups
of cracking tests are conducted under different initial states with a self-made device. In addition, combining swelling-softening
mechanism of expansive rock and numerical analysis, the swelling-cracking mechanism is studied. The following research
results are obtained. (1) The evolution process of swelling cracks is divided into three stages: the generation stage, the rapid
development stage, and the stabilization stage. In the rapid development stage, the increase in the crack degree accounts for 90%
of the whole process. (2) The final crack degree of the sample is related to the initial water content, water absorption method,
and clay mineral content. The lower the initial water content, the greater the final crack degree of the sample. The final crack
degree under the soaking water absorption method is greater than that under the capillary water absorption method, and the
final crack degree of mudstone is greater than that of argillaceous sandstone and sandstone. (3) The development of swelling
cracks is controlled by three significant values of water absorption, which are w1, w2, and w3, respectively, representing the
beginning of cracking, the starting of the rapid development stage, and the starting of the stabilization stage. Among them, w2 is
of great significance in engineering practice. It shows that the development of cracks has entered a stage of rapid development,
and the crack degree in this stage will increase exponentially with water absorption. (4) Uneven water absorption and uneven
distribution of clay minerals lead to uneven swelling of expansive rock, which in turn generates swelling stress. Under the
combined action of swelling stress and water swelling-softening, the internal structure of the rock is destroyed, leading to the
generation and development of the cracks. Due to the different causes of uneven expansion, the mechanical mechanism of
cracking and the shape of the resulting cracks will be different.

1. Introduction

Crack is one of the important factors affecting the engineer-
ing properties of rock and soil. Previous studies have shown
that cracks generate and expand under external stress,
freeze-thaw, and dry-wet cycles, causing structural damage
and strength attenuation of rock and soil, and changing the
seepage characteristics of rock and soil [1–6]. Especially in
expansive rock and soil engineering, fissures will cause seri-
ous deterioration of the engineering properties of the rock
and soil mass, which will cause serious geological disasters
and damage to engineering buildings and structures [7, 8].

Therefore, relevant geotechnical practitioners have con-
ducted a large number of systematic studies on the expansive
rock or soil cracks. These researches involve crack develop-
ment characteristics and quantitative index analysis, influ-
ence factors of the development and expansion of cracks,
and cracking mechanisms.

At present, there are a lot of research results on the crack
development characteristics and quantitative description of
expansive rock/soil. Chen [9] and Lu et al. [10] conducted
CT test research on the crack evolution of expansive soil
cracks. The research results show the process of crack devel-
opment, new cracks connecting, and the formation of a crack
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network. Yi et al. [11] studied the fractal characteristics of the
fractured structure of expansive soils based on the fractal
theory. Wang et al. [12] based on the numerical processing
technology of image grayscale and binarization proposed
the concept and quantitative description method of fissures
in expansive rock. Li et al. [13] optimized and improved the
image processing method of shrinkage cracks in expansive
soil and the method of extracting crack features. Wei et al.
[14] conducted a quantitative analysis of the cracks on the
surface of expansive soil samples through indoor dry-wet
cycle tests, and studied the variation of the geometric struc-
ture and morphological characteristics of the crack network
with the number of cycles.

The evolution of cracks is greatly affected by the external
environment. Tang et al. [15] studied the effect of tempera-
ture on the shrinkage cracks of expansive soil and found that
the shrinkage cracks have obvious temperature effects. Mao
et al. [16] studied the effects of different initial damage
degrees, different numbers of dry-wet cycles, and coupled
conditions of the two on the development and evolution of
pores and fissures in expansive soils, as well as the corre-
sponding soil deformation and mechanical behavior. Hu
et al. [17] conducted a CT scan test on the undisturbed
expansive soil through the dry-wet cycle, and studied the
relationship between the three-dimensional space cracks
and the dry-wet cycle from both qualitative and quantitative
aspects. Lou et al. [18, 19] studied the influence of size and
temperature on the evolution of cracks in expansive soils,
and combined with the tensile failure theory of soil cracking
and the shrinkage and evaporation of the sample, the crack-
ing mechanism of soil under the influence of thickness is
theoretically analyzed.

On the generation and propagation mechanism of cracks,
many researchers have conducted considerable in-depth
researches from the aspects of experiment, theory, and
numerical model. Konrad and Ayad [20] established a theo-
retical model of clay cracking under the condition of surface
evaporation through the field test results of clay dry cracking;
Yao et al. [21] used elastic theory and fracture mechanics
principle to put forward the mathematical expression of
crack propagation depth, which basically determined the
approximate depth of crack development. Ma et al. [22]
studied the process of crack generation, propagation, and

expansion under the condition of dehumidification, and
summarized the laws of crack generation, propagation, and
expansion. Wu et al. [23] studied the development mecha-
nism of initial cracks in expansive soil when water content
changes, and established a theoretical model. Yin et al. [8]
proposed that high shrinkage and low permeability are the
basic reasons for the multicracks of expansive soils, and fur-
ther discussed the generation mechanism and development
process of cracks in expansive soils.

The above studies are mainly aimed at the shrinkage
cracks of the expansive rock/soil under the condition of water
loss. However, under the condition of water absorption, the
expansive soil generally does not develop cracks, but the
expansive rock will develop and expand cracks. Many
scholars have observed the development and expansion of
cracks in the expansion test and disintegration test of expan-
sive rock [24–26]. In response to this phenomenon, the
researchers only carried out some qualitative descriptions
and analyses, and believed that the evolution of fissures was
one of the reasons for the volume expansion and the disinte-
gration of expansive rock. However, these studies did not
quantitatively analyze the evolution characteristics of swell-
ing cracks nor did they in-depth study of the mechanism of
swelling cracks.

This work takes the red-bed mudstone in Central
Sichuan as the research object. Through the self-made soft
rock water absorption and cracking test device, multiple sets
of unconfined swelling-cracking tests under different initial
conditions were carried out. The crack field information is
visualized through image recognition and interpretation
technology. Combined with the analysis of fissure quantita-
tive indicators, the evolution law and influencing factors of
swelling cracks in red-bed mudstone are studied, and the
relationship curve between the crack degree and water
absorption is established. Finally, combining the swelling
mechanism and numerical analysis, cracking mechanism of
expansive rock under water swelling condition is studied.

2. Experimental Material and Methodology

2.1. Rock Material and Its Basic Physical Properties. The
expansive rock materials studied in this work were acquired
from red beds in Central Sichuan (Figure 1). The red bed is

Mudstone

Cracks in mudstone 

Sandstone

Mudstone

Figure 1: The red bed in Central Sichuan.

2 Geofluids



the Middle Jurassic Upper Shaximiao Formation (J2s) mud-
stone intercalated with sandstone. The mudstone is purple-
red, argillaceous cemented, with well-developed fissures,
contains more hydrophilic minerals, and is easy to disinte-
grate. Laboratory swelling test research shows that the
average swelling force of the original rock is 700 kPa, and
the average free expansion rate of rock powder is 27.9%,
which has a large expansibility [27, 28]. The sandstone is
gray-green/gray-white, mostly feldspar quartz sandstone,
with medium-fine grain structure, argillaceous cement, hard
texture, and nonswelling.

Table 1 shows the X-ray diffraction results of the test
samples. From the results, mudstone contains 20% montmo-
rillonite and 15% illite, argillaceous sandstone contains just
5% montmorillonite and 13% illite, and sandstone contains
only 11% illite. According to SEM imaging analysis of mud-
stone sample in Figure 2, microcracks are developed, and clay
minerals are stacked in flakes with no obvious orientation
arrangement. In addition, there are some large pores and
many small pores that can be observed.

2.2. Test Method. In the process of water swelling of
mudstone, cracks must generate and develop in three-
dimensional space. However, due to limited conditions, the
sample cannot be scanned by three-dimensional CT (com-

puted tomography) during the test. Therefore, the test
mainly focuses on the observation and quantitative analy-
sis of surface cracks on the sample. The sample is a rock
cake obtained by cutting the core (Figure 3), and its size
is ϕ × h = 64:0mm × 24:0mm. The selection of the thickness

Figure 3: Rock sample.

Table 1: X-ray diffraction results (unit: %).

Lithology Montmorillonite Illite Chlorite Kaolinite Calcite Hematite Quartz Albite Plagioclase

Mudstone 20 15 5 1 38 21

Argillaceous sandstone 5 13 5 2 3 37 27 8

Sandstone 11 4 12 3 31 27 12

× 800

Crack

Crack

Crack

Large pores 

× 800

× 2000 × 2000

Figure 2: SEM results of mudstone.
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takes into account the need for surface crack observation (the
thinner the sample, the easier the cracks to develop and the
easier the observation) and the difficulty of sample prepara-
tion (the thinner the sample, the more difficult it is to prepare
the sample).

A total of 8 samples were selected for this test, including 5
mudstone samples, 2 argillaceous sandstone samples, and 1
sandstone sample. The basic parameters of each sample are
shown in Table 2, and the clay mineral composition is shown
in Table 1.

There are many factors influencing the swelling-cracking
of expansive rock. The external factors include environmen-
tal conditions (temperature and humidity) and water absorp-
tion methods (capillary water absorption, soaking water
absorption, and pressure). The internal factors include sam-
ple size and initial water content, density, clay mineral com-
position, and internal initial cracks. This test mainly analyzes
the influence of initial water content, clay mineral content
(different lithology), and different water absorption methods
on the characteristics of swelling cracks under no confining
condition.

Different initial water content is obtained by controlling
the sample to air-dry at 45°C. Capillary absorption means
that the sample absorbs water from the saturated permeable
stone through capillary action. Soaking absorption means
that the bottom and sides of the sample are immersed in
water, and the top surface is left as observation surface with-
out being immersed in water. The samples with the same
lithology are all taken from the same rock core to ensure that
the samples with the same lithology are uniform.

2.3. Test Device and Process. The soft rock water absorption
and cracking test device is shown in Figure 4. The water tank
provides the water source to the sample dish, and the sample
gains weight by absorbing water. Then, the weight of the
water absorbed is measured by the electronic balance, and
the photo of swelling cracks on the surface of the sample
is obtained with the camera. All collected photos and
water absorption data are input to the computer via a data
collector.

The main processes of the test are as follows:

(1) Before the test, fix the position of the camera to
ensure that the focus direction of the camera is

perpendicular to the surface of the sample. At the
same time, adjust the LED light sources on both
sides to keep the vertical projection as much as
possible to reduce the impact of shadows on photo
quality

(2) Set the shooting interval of the camera and the
recording interval of the electronic balance at the
specified time interval

(3) In the capillary moisture absorption mode, pour
distilled water into the water tank, and set the sample
when the water level in the sample cuvette just
surpasses the permeable stone

(4) In the soaking water absorption mode, wrap the
surface of the sample with plastic wrap and place it

1 – Sample

2 – Permeable 

3 – Electronic balance

4 – Sample dish

5 – LED lamp

6 – Sealing cover

7 – Digital camera

11

10

5

7

4
6

9
8

1
2
3

8 – Water tank

9 – Control valve

10 – Data collector

11 – Computer 

Figure 4: Test device of soft rock water absorption and cracking.

Table 2: Basic physical properties of samples.

Sample number Lithology Method of water absorption
Initial water content

(%)
Thickness
(mm)

Diameter
(mm)

Natural density
(g/cm3)

1#

Mudstone

Capillary absorption

4.01 23.82 65.51 2.49

2# 2.95 24.23 63.17 2.51

3# 1.56 23.92 64.35 2.51

4#
Soaking absorption

4.01 23.94 64.35 2.51

5# 2.90 24.06 64.50 2.51

6#
Argillaceous sandstone

Soaking absorption

3.37 24.00 64.10 2.49

7# 2.56 24.30 64.66 2.49

8# Sandstone 3.34 24.20 64.42 2.46
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t = 30 min 
w = 3.37 % 
Sr = 0.20 %

t = 53 min 
w = 7.24 % 
Sr= 3.68 % 

t = 360 min 
w = 8.47 % 
Sr = 8.06 % 

(a) 1# sample

t = 30 min 
w = 13.02 % 
Sr = 0.20 % 

t = 340 min 
w = 22.02 % 
Sr = 12.8 % 

t = 143 min 
w = 17.29 % 
Sr = 3.90 % 

(b) 2# sample

t = 78 min 
w = 10.37 % 
S
r
 = 0.17 % 

t = 141 min 
w = 18.43 % 
S
r
 = 3.45 % 

t = 300 min 
w = 22.17 % 
S
r
 = 17.17 % 

(c) 3# sample

t = 7 min 
w = 0.26 % 
S
r
 = 0.24 % 

t = 21 min 
w = 1.76 % 
S
r
 = 4.72 % 

t = 62 min 
w = 6.68 % 
S
r
 = 13.13 %

(d) 4# sample

t = 32 min 
w = 5.20 % 
Sr = 1.10 % 

t = 123 min 
w = 10.67 % 
Sr = 5.20 % 

t = 157 min 
w = 20.26 % 
Sr = 11.63 % 

(e) 5# sample

t = 46 min 
w = 2.12 % 
Sr = 0.07 % 

t = 106 min 
w = 5.20 
Sr = 1.22 % 

t = 260 min 
w = 7.61 % 
Sr = 7.00 % 

(f) 6# sample

Figure 5: Continued.
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on the permeable stone, and then pour water into the
water tank so that the liquid level in the water absorp-
tion dish is just under the upper surface of the sam-
ple. Close the control valve and remove the sample.
Take it out and install the sample after removing
the cling film, and open the control valve at the same
time

(5) Start collecting test data and observe the test process.
When the water absorption does not increase and the
cracks no longer change within 1 hour, the test is
complete

3. Experimental Results and Analysis

3.1. Quantitative Indexes of Crack Field. By taking photos of
the surface of the sample during the test, the spatial distri-
bution and temporal changes of the cracks are recorded.
Then use image processing technology to get the relevant
crack indexes. There are many ways to implement crack
image processing. However, considering that the cracks
in this test are affected by the background environment
(caused by water absorption), it is difficult to perform
batch processing in accordance with conventional process-
ing methods [8]. Therefore, the cracks in the photos of
this experiment are all manually drawn by CAD. Due to
the large amount of photos during the entire experiment,
only the images with large fissure changes were processed.
In addition, there are many small cracks on the surface of
the sample, but due to the influence of swelling and mud-
ding on the mudstone surface, it is difficult to count the
small cracks. Therefore, only the cracks with larger width
or later development are drawn.

Currently, the more commonly used crack indexes are
total length of cracks, average width of cracks, maximum
width of cracks, and the proportion of the area of cracks. In
this test, the crack degree index was used to quantitatively
analyze the evolution of the swelling cracks. This index com-
prehensively considers the degree of crack development

(length and width), and the calculation method is shown in
Equation (1).

Sr =
∑Si
S0

, ð1Þ

where Sr is the crack degree (%), Si is the area of the i-th crack
(mm2), and S0 is the initial upper surface area of the sample
(mm2).

3.2. Analysis of Crack Evolution Process. A large number of
crack development photos were obtained from the experi-
ment, and crack diagrams at different stages were drawn
through CAD. Figure 4 shows the typical photos and crack
diagrams of samples 1#~7# at different stages, and lists the
state of the sample at each stage, including time t, the water
absorption w, and the crack degree Sr . Since the 8# sample
did not appear cracks during the water absorption process,
it was not analyzed.

It can be seen from Figure 5 that the cracks of the speci-
mens basically developed from the outside to the inside,
gradually connected, and developed into a crack network.
Each crack network is basically composed of 2 to 4 main frac-
tures and several fine cracks. The basic morphology of the
cracks is mainly arc or chord shape which develops circularly
and short-line shape which develops radially.

In order to quantitatively analyze the swelling-cracking
process of red-bed mudstone, taking the 2# sample as an
example, the curve of the crack degree over time is shown
in Figure 6. It can be seen from Figure 6 that the evolution
process of the cracks can be divided into three stages, namely,
the generation stage, the rapid development stage, and the
stabilization stage.

Figure 7 shows the generation stage. During this stage,
the sample begins to absorb water, and the surface becomes
muddy and uplifted due to swelling and softening. A small
amount of fine cracks are generated, but these cracks are

t = 75 min 
w = 3.57 % 
Sr = 0.16 % 

t = 176 min 
w = 6.81 % 
Sr = 3.22 % 

t = 314 min 
w = 7.67 %
Sr = 8.36 % 

(g) 7# sample

Figure 5: Cracking pictures of samples.
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short and local, independent and not connected to each
other. The overall crack degree is small.

Figure 8 shows the rapid development stage of the cracks.
In this stage, the old small cracks quickly grow and expand
with new cracks forming. The old and new cracks are inter-
twined and connected with each other. In this stage, the crack
degree has increased significantly.

Figure 9 shows the crack stabilization stage. During this
stage, cracks grow slowly and the crack degree increases
slowly to be constant.

3.3. Influencing Factors of Crack Evolution Characteristics. In
order to analyze the influence of the initial state of the sample
on the evolution characteristics of swelling cracks, plotting
the time history curve of crack degree of different water
absorption methods and different lithology samples is shown
in Figures 10 and 11.

The following points can be obtained from Figures 10
and 11:

(1) The three-stage characteristics of crack development
are obvious. In the first stage, the crack degree did
not increase. In the second stage, the crack degree
increased rapidly. The duration of this stage was
short, but the increased crack degree accounted for
90% of the whole process. In the third stage, the crack
degree increased slowly, but eventually stabilized

(2) Lithology, initial water content, and water absorption
methods have a significant impact on the initial
cracking time (as shown in Figure 12). Under capil-
lary water absorption, the higher the initial water
content of the sample, the earlier the cracks will
appear. Under the same initial water content, the
initial cracking time of soaking water absorption is
significantly earlier than capillary water absorption.
Under soaking water absorption conditions, mud-
stone started to crack earlier than argillaceous
sandstone. This phenomenon may be related to the
process of water swelling and softening. The initial
water content is high, and the initial softening degree
of the sample is large; in addition, the content of
clay minerals such as montmorillonite is high, the
greater the expansion and softening during the water

Figure 8: Rapid development stage.

Figure 9: Stabilization stage.

Figure 7: Generation stage.
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Figure 6: Curve of crack degree over time of 2# sample.
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Figure 12: Curves between initial cracking time and initial water content
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Figure 10: Time history curves of crack degree of 1#~5# samples.
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Figure 11: Time history curves of crack degree of 6#~7# samples.
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absorption process; finally, the water migration is
faster under soaking water absorption. These three
reasons work together to make the cracking occurred
earlier

(3) Lithology, initial water content, and water absorption
methods also have a significant impact on the final
crack degree. Table 3 shows the statistical results of
the final crack degree after the test, and Figure 13
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Figure 13: Curves of final fissure ratio and initial water content.
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Figure 14: Curves of crack degree and water absorption over time of 2# sample.

Table 3: Final crack degree of samples.

Sample number Lithology Method of water absorption Initial water content (%) Final crack degree (%)

1#

Mudstone

Capillary absorption

4.01 8.06

2# 2.95 12.81

3# 1.56 17.18

4#
Soaking absorption

4.01 14.50

5# 2.90 28.20

6#
Argillaceous sandstone

Soaking absorption

3.37 7.25

7# 2.56 8.36

8# Sandstone 3.34 0
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Figure 15: Continued.
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shows the relationship between the final crack degree
and the initial water content

It can be seen from Figure 13 that the lower the initial
water content, the greater the final crack degree of the sam-
ple, and the final crack degree under the soaking water
absorption method is greater than the capillary water absorp-
tion. The final crack degree of mudstone is greater than that
of argillaceous sandstone and sandstone.

The main reason for the development and expansion of
swelling cracks is the uneven expansion of the sample during
water absorption. The degree of this uneven expansion is
controlled by the swelling potential of expansive rock.

The greater the swelling potential of the expansive rock
is, the greater the internal stress caused by the uneven
swelling deformation, and the resulting crack development
and expansion will be more intense. The mudstone sample
contains 20% montmorillonite, and its expansion potential
is much greater than that of argillaceous sandstone, while
sandstone has no montmorillonite mineral and has no
obvious expansibility. Therefore, the swelling crack degree
is generally larger than that of sandy mudstone. Due to the
small expansibility of sandstone, the uneven expansion stress
generated is not enough to cause the damage of the rock
material, so no cracks are generated.

Even with the same expansion potential (such as 1~3#
samples, 4~5# samples, and 6~7# samples), the initial water
content of the sample is different, and the expansion energy

released under the condition of complete water absorption
is also different. The lower the initial water content is, the
greater the released expansion energy is, and the greater the
swelling deformation and swelling stress are. Therefore, as
the initial water content decreases, the final crack degree
increases.

The water absorption method also affects the crack
development of the sample. Compared with the capillary
method, the sample absorbs water faster under the soaking
method. Thus, the faster the water absorption is, the larger
the internal water content gradient is, resulting more seri-
ous uneven expansion and softening. Therefore, the final
crack degree under soaking method is higher than capil-
lary method.

In summary, the degree of development of swelling
cracks in expansive rocks is controlled by the swelling
potential, and the basic material condition for swelling and
cracking is swelling clay minerals.

3.4. Analysis of the Relationship between Crack Degree and
Water Absorption. The swelling and cracking of red-bed
mudstone is a process in which water absorption gradually
increases, expansion occurs continuously, and cracks con-
tinue to develop. In order to analyze the time history change
relationship between the crack degree and the water absorp-
tion in this process, the time history change curve of the 2#
sample crack degree and water absorption was drawn in the
same coordinate, as shown in Figure 14.
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Figure 15: Relationship curves of crack degree and water absorption of 1#~7# samples.

Table 4: Characteristic values of water absorptions and fitting results.

Sample number
Characteristic value of water absorptions (%) Fitting results (Sr = aebw) (Sr (%), w (%))
w1 w2 w3 a b R2

1# 3.08 3.97 8.29 0.0791 0.5683 0.98

2# 13.15 15.12 22.02 0.0119 0.3207 0.97

3# 11.10 16.94 21.86 0.0009 0.4468 0.95

4# 0.26 0.91 3.76 0.8509 0.8527 0.95

5# 1.54 18.38 23.71 0.0517 0.2687 0.98

6# 2.64 4.59 7.61 0.043 0.6509 0.99

7# 3.56 4.87 7.67 0.0283 0.7253 0.96
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It can be seen from Figure 14 that the crack degree is
basically unchanged in the early stage of the test, while
the water absorption increases rapidly. When the water
absorption reaches a certain level, the cracks and the water
absorption increase simultaneously. After the growth of
water absorption gradually slows to stability, the cracks still
grow, but eventually tend to stabilize. In general, the
growth of the crack degree lags behind the increase of water
absorption.

In order to further analyze the relationship between the
crack degree and water absorption, the relationship curves
of 1#~7# samples are plotted in Figure 15. It can be seen from
Figure 15 that the crack degree of the seven samples changes
with the water absorption basically similar, and there are
three characteristic values of water absorption that control
the development of the cracks. At the beginning of the test,
the water absorption continued to increase, but the crack
degree was always zero. When the water absorption increases
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Figure 16: Displacement vector graph in different times of 2# sample.

12 Geofluids



to the first characteristic value w1, cracks begin to occur, and
the crack degree slowly increases with the water absorption.
As the water absorption increases to the second characteristic
value w2, the crack degree begins to increase sharply with the
water absorption. The growth trend is close to the exponen-
tial type, and the fitting correlation is good (R2 > 0:9). When
the water absorption is close to or reaches the third charac-
teristic water absorptionw3, the crack degree increases slowly
to a stable value. Table 4 lists the characteristic values of

water absorption of each sample and the fitting results of
the rapid development stage.

Among the three characteristics of water absorption, w2
has a relatively large engineering significance. Under rainfall
conditions, with the infiltration of water, the water absorp-
tion of swelling rock/soil slopes gradually increases. When
the water absorption increases to w2, the cracks on the open
surface such as the toe or shoulder of the slope will develop
rapidly. As a result, the overall strength of the slope shoulder,

Water absorption
direction

(a) Capillary absorption

Water absorption
direction

(b) Soaking absorption

Figure 17: Numerical analysis model.

𝜎y stress cloud

𝜎z stress cloud 𝜎xy stress cloud 

𝜎x stress cloud

X

Y

Z

−442 −360 −279 −197 −161 −34.4 47.0 128 210 291 −328 −285 −242 −199 −156 −113 −70.0 −26.5 16.5 59.5

−435 −355 −274 −193 −112 −31.5 49.3 130 211 292 −61.6 −44.6 −27.6 −10.6 6.37 23.3 40.4 57.4 74.4 91.4

Figure 18: Stress cloud diagrams under capillary water absorption (unit: kPa).
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especially the slope toe, is significantly reduced, leading to
instability and failure of the slope.

4. Discussion on the
Swelling-Cracking Mechanism

In the process of water loss and shrinkage of expansive
rock/soil, tensile stress is generated on the surface due to
the different evaporation degrees of the external and internal
surfaces. When the tensile stress exceeds the tensile strength
of the soil, tensile cracks will occur. The tensile stress caused
by this inconsistent water loss of internal and external will
make the cracks continue to develop in depth, and the cracks
will develop and expand horizontally with the overall water
loss and shrinkage of the soil. However, different from
shrinkage cracks, swelling cracks of expansive rock are gener-
ated in the process of water absorption and swelling. In this
process, on the one hand, the uneven expansion deformation
leads to the internal swelling stress; on the other hand, the
water swelling and softening decrease the bond strength
between clay particles. From these two aspects, the
swelling-cracking mechanism is completely different from
the shrinkage cracking mechanism, so the mechanical mech-
anism of the swelling and cracking needs to be further
studied.

4.1. Reasons for Uneven Expansion of Swelling Rock. In order
to intuitively reflect the uneven expansion of the swelling
rock during the water absorption process, the displacement
of the black grid points in the 2# sample was calculated,
and the displacement vector diagram is drawn in Figure 16.

It can be seen from Figure 16 that during the process of
water absorption, the sample continuously expands out-
wards, and there is always a point in each vector diagram that
does not shift, which is regarded as the center of expansion.
As time changes, the center of expansion is constantly chang-
ing and it is not near the center of the sample. This shows that
the water swelling process is an uneven expansion, and this
uneven expansion is constantly changing over time.

The swelling potential of expansive rock is directly
related to its clay mineral content, and the release of swelling
potential is controlled by its water absorption. Therefore,
from these two aspects, the uneven expansion of the sample
may be caused by uneven water absorption and uneven
distribution of swelling clay minerals.

4.2. Uneven Water Absorption Process. The process of water
migration inside the sample inevitably determines the
unevenness of water absorption. In the process of water
absorption for a uniform and crack-free sample, the outer
material preferentially absorbs water and expands. With the
migration of water, the inner material expands later, so there
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Figure 19: Stress cloud diagrams under soaking water absorption (unit: kPa).
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is a sequential expansion difference in time. At the same time,
the external has larger water absorption than the internal,
meaning the released expansion energy of the external is
greater than that of the internal. Therefore, there is an
uneven expansion in space. In general, due to uneven water
absorption, there is a humidity gradient field in the sample
space, and the humidity gradient field changes with time.

In order to analyze the distribution law of the expansion
stress caused by the humidity gradient field, an axisymmetric
numerical analysis model was established using ANSYS soft-
ware, as shown in Figure 17. The material parameters
involved in the model refer to Dai et al. [29], and the calcu-
lated stress cloud diagrams are shown in Figures 18 and 19
(the X-axis is the radial direction, the Y-axis is the axial
direction, and the Z-axis is the circular direction).

It can be seen from Figures 17 and 18 that the stress
distribution law is basically similar in the two cases of soak-
ing and capillary water absorption. The radial stress and the
circular stress σz have similar distributions, and both change
more uniformly along the radial direction. The outer area is
compressive stress; the middle area is tensile stress. Axial
stress σy changes from compressive stress to tensile stress
from outside to inside in the radial direction, with obvious
concentrated stress area. The shear stress σxy has an obvious
concentration area in the outer edge, and the whole internal
shear stress is much smaller than other stresses.

Since the internal area of the sample has not been soft-
ened by water, the horizontal tensile stress σx and σz needs
to destroy the bond strength to produce vertical cracks. This
is difficult when there is no internal water swelling and soft-
ening, and no structural defects (such as microcracks). The
concentrated area of axial stress σy is on the outer surface,
and prone to water softening. Therefore, this area is easier
to damage and crack from the perspective of fracture
mechanics. In addition, from the principal stress vector
diagram of the XOY section (Figure 20), there are principal
tensile stresses in the inner area and corner area of the
specimen, which may provide mechanical conditions for
the propagation of the cracks.

According to the above analysis, the sample swells during
the process of water absorption, and compressive stress con-
centration area appears in the middle part of the side (see
Figure 21). Due to compressive stress concentration σy and
water softening of the rock material, shear failure is very

likely to occur in this area, and the crack will form a certain
angle (rupture angle φ) with the side face. Under capillary
action, water will migrate to the tip of the crack, causing
the tip to absorb water and soften. At the same time, under
the action of the principal tensile stress in the corner area,
the crack will continue to expand along the vertical direction
of the principal tensile stress until it penetrates the upper
surface of the sample, forming a crack surface as shown in
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Figure 21. It is worth noting that, theoretically, this kind of
crack can develop on the upper and lower surfaces, and the
degree of softening and crack development on the lower sur-
face should be more serious. But in fact, due to the friction
between the bottom surface and the permeable stone and
the action of gravity, the degree of development of cracks
on the bottom surface is much lower than that on the upper
surface.

The development mode of this crack will gradually move
to the inside of the sample as the crack penetrates and softens
by water absorption. In this way, during the whole test pro-
cess, the sample will produce layer after layer of “wrapped”
crack surface, which is a layer of arc-shaped cracks when
observed on the surface of the sample. This type of arc-
shaped cracks appears more often in the rapid development
stage (Figure 22).

Finally, the model considers the case where the material
is uniform and has no internal microcracks. In fact, accord-
ing to the SEM results (Figure 2), it can be seen that there
are obvious microcracks in the sample. These microcracks
are fast passages for water swelling, aggravating the uneven
degree of swelling and deformation. In addition, the cracks
are also the locations of poor cementation inside the rock
mass. Under the action of internal horizontal tensile stress
and water softening, the microcracks will stretch and expand
in the vertical direction, and the tendency of the cracks to
develop is perpendicular to the direction of the horizontal
principal tensile stress. After the microcracks expand to pen-
etrate the surface, a visible chord-like macrocrack is formed,
as shown in Figure 23.

4.3. Uneven Distribution of Swelling Clay Minerals. During
the test, the surface of mudstone and argillaceous sandstone
showed obvious mudding and uneven uplift (Figure 24). This
indicates that the clay minerals in the sample are not evenly
distributed. The degree of unevenness may be related to the
size and distribution of clay particles and the composition
of clay minerals during mudstone deposition.

The content of clay minerals in different areas of the sam-
ple is different, and the final water content of different areas
will also be different under the condition of sufficient water

supply. Therefore, the sample after the test is divided into
the upper layer and the bottom layer. The upper layer is
divided into different areas with the cracks as the boundary
to measure the water content, as shown in Figure 25 (take
2# sample as an example). Table 5 records the results of final
water content in different areas of 1#~7# samples. The crack
network of each sample is different, and the number (5~6)
and size of the regions divided by the cracks are also different.
It can be seen from Table 4 that the water content of different
areas of the same sample is different. 1#, 3#, and 4# samples
have relatively small differences in water content of different
areas, while 2# and 6# have great differences. 2# is the differ-
ence between the upper and lower layers, while 6# is the over-
all difference, and its range is the largest, reaching 34.4%.

The uneven distribution of clay minerals on the one hand
leads to differences in the degree of water absorption; on the
other hand, it also leads to differences in swelling potential.
Therefore, it is more likely to cause uneven expansion of
the rock and aggravate the development and expansion of
cracks. Especially when the internal clay mineral content of
the sample is greater than the external one, the internal water
swelling pressure is greater than the external one, resulting in
external tension. And the outside is an easy-softening zone,
which makes it easier to produce vertical tension cracks.
With water absorption and softening, the cracks gradually
develop inward along the radial direction.

Internal defect area 

A chord-like
crack

Figure 23: Surface chord cracks of 3# sample.

Arc-shaped cracks
on the surface Cracks on

the side 

Crack
surface

Figure 22: Cracks of 4# sample.
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Based on the above analysis, the swelling rock absorbs
water and expands unevenly, causing internal swelling stress.
Under the effect of structural defects such as internal micro-
cracks and water softening, the expansion stress will destroy
the internal structure, resulting in the generation and expan-
sion of cracks. This uneven expansion is mainly caused by
uneven water absorption and uneven distribution of clay
minerals. Due to the different causes of uneven expansion,
the mechanical mechanism of cracking and the shape of the
resulting cracks will be different. When the material is uni-
form and has no internal structural defects, the cracks grad-
ually develop from the outside to the inside, showing a
“wrapped” shape. In the case of microcracks inside, it will
cause vertical chord-like tension cracks. The uneven distribu-
tion of clay minerals will result in different degrees of water
swelling. When the content of clay minerals inside is greater

than that of the outside, vertical tension cracks will be gener-
ated from the outside to the inside.

5. Conclusion

Through the swelling-cracking test of the expansive
mudstone in the Central Sichuan red beds, the evolution
characteristics of the swelling cracks were studied. The rela-
tionship between the water absorption and the crack degree
during the evolution of the cracks was analyzed. Combined
with a numerical analysis, the cracking mechanism of expan-
sive rock is studied. The main conclusions are summarized as
below:

(1) The swelling-cracking process has obvious three-
stage characteristics: the generation stage, the rapid

Table 5: Water content in different areas (unit: %).

Sample number
Distribution area

Bottom layer Average value Range
1 2 3 4 5 6

1# 11.20 11.86 12.43 12.29 13.00 12.69 15.21 14.51 4.01

2# 25.78 24.26 34.89 33.23 29.02 14.40 24.96 25.70 20.5

3# 32.70 31.35 29.74 27.34 29.67 — 27.35 28.60 5.36

4# 16.70 14.08 15.63 14.81 17.14 — 15.25 15.36 3.06

5# 27.40 26.49 35.20 32.03 31.60 — 31.62 31.46 8.71

6# 28.40 8.53 20.74 29.14 27.16 39.73 5.35 9.70 34.4

7# 12.97 11.33 9.14 11.49 11.78 10.62 8.69 9.32 4.28

1

2
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5

4

6

Upper layer

Bottom layer

Figure 25: Measuring water content of 2# sample.

Sandy area 

Sandy 
area 

Sandy 
area 

Figure 24: Uneven expansion on the surface of 6# sample.
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development stage, and the stabilization stage. Among
them, the increase in the crack degree during the rapid
development stage accounts for 90% of the total
process

(2) The final crack degree of swelling and cracking is
related to the initial water content, water absorption
method, and clay mineral content

(3) The development of swelling cracks of expansive rock
is controlled by three characteristic values of water
absorption. The first characteristic value w1 is the
water absorption at the beginning of cracks; the
second characteristic value w2 is the initial water
absorption at the rapid development stage of cracks;
the third characteristic value w3 is the water absorp-
tion when crack development reaches a stable level.
The second characteristic value w2 is of great signifi-
cance in engineering practice. It indicates that the
development of cracks has entered a stage of rapid
development, in which the crack degree increases
exponentially with water absorption. This has a cer-
tain reference for the study of swelling rock slope
instability under rainfall conditions

(4) Swelling and cracking of expansive rock is caused by
uneven expansion, which is constantly changing over
time. The main cause of uneven swelling is uneven
water absorption and uneven distribution of swelling
clay minerals. Due to the different causes of uneven
expansion, the mechanical mechanism of cracking
and the shape of the resulting cracks will be different
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There are many factors affecting the characteristics of cement-fly ash slurry in practical engineering. Thus, this paper studies the
influence of multifactors on the fluid properties of cement-fly ash slurry based on water-cement ratio (w/c) (0.75, 1, 1.25, and
1.5), fly ash content (0%, 10%, 20%, 30%, 40%, and 50%) and temperature (20°C, 40°C, 60°C, and 80°C). The bleeding ratio,
initial setting time, final setting time, and viscosity were analyzed under coupling conditions. It is found that the water-cement
ratio (w/c) is the main factor that affects the rheological properties and bleeding rate of slurry. The temperature affects the
stability of the slurry in terms that the bleeding ratio of the slurry decreases as the temperature increases. The addition of fly ash
enhances the stability of the slurry under different temperature conditions.

1. Introduction

Since the wide-scale combustion of coal for power genera-
tion, millions of tons of ash and related by-products have
been produced. The current annual production of coal ash
worldwide is estimated around 600 million tons, with fly
ash constituting about 500 million tons at 75–80% of the total
ash produced [1]. Therefore, the amount of fly ash released
by factories and thermal power plants has been increasing
worldwide, and the disposal of large amounts of fly ash has
become a serious problem. Fly ash is a resource yet to be fully
utilized. The geotechnical properties of fly ash (e.g., specific
gravity, permeability, internal angular friction, and consoli-
dation characteristics) make it suitable for use in construc-
tion of roads, embankments, and structural fill. The
pozzolanic properties of the ash, including its lime-binding
capacity, make it useful for the manufacture of cement and
building material concrete and concrete-admixed products.
Nowadays, fly ash has been used in many fields successfully
[1–7]. Fly ash has many advantages to cement slurry, for
example, reducing the cost and the rate of water separation
[8]; the fly ash has been commonly used as a blending agent

to enhance various properties of slurry. At the same time, the
slurry will be affected by many factors, resulting in changes of
the characteristics of the slurry.

It is found that the viscosity of the slurry, as well as thick-
ening time, rheology, and setting time, varied significantly
with temperature [9, 10]. Thus, it is necessary to find how
the temperature affects the characteristics of the slurry, which
is important for the real projects. Du et al. [11] pointed that
high temperature is the key factor in the formation of fly
ash activity. Fly ash with activity and cement forms a stable
cement body. Lee et al. [12] presented that the increase of
temperature resulted in lower shear stress of the slurry mix-
tures. At the same time, the differences of shear stresses
showed less sensitivity at high temperatures, indicating that
the high temperature accelerated the hydration of fly ash.
Alexandersson and Wallevik [13] analyzed the effect of pres-
sure and temperature on cement slurry and found that tem-
perature had a much larger effect on the loss of cement
slurries than pressure, which revealed that elevated tempera-
ture accelerated the hydration reaction.

The flow behavior of slurry is controlled by the concen-
tration and flocculating extent of the particles. The viscosity
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increases with the increase of volume fraction of solids and
degree of flocculation [14]. Bentz et al. [15] also pointed
out that the rheological properties of cement-based slurry
depend strongly on mixture proportions and the characteris-
tics of the components. Thus, the concentration of particles
which is usually represented by w/c is important for under-
standing the characteristics of the cement-fly ash slurry.
The addition of fly ash can change the characteristics of the
cement slurry; for example, the proper content of fly ash
can reduce the yield stress and plastic viscosity of the slurry
[16, 17]. Mirza et al. [18] indicated that the cement grout
with fly ash reduced the flow time and drying shrinkage,
improved the stability, and attained similar compressive
and shear bond strengths as pure cement grouts. Lee et al.
[19] investigated the effect of particle size distribution
(PSD) of cement-fly ash on the fluidity of the slurry and
found that the fluidity increases as the PSD becomes wider.
A. Kashani et al. [4] obtained the similar results and found
that a small addition of fly ash had a significant effect on
workability because of its broad PSD. Xie et al. [20] analyzed
the effects of fly ash on shearing thinning and thickening of
cement slurry. It was presented that at the shear thinning
stage, when fly ash content was less than 50%, the rheological
parameters decreased with the increase of fly ash content,
while the rheological parameters increased with increasing
fly ash content when fly ash content was beyond 50%. At
the shear thickening stage, the rheological parameters
increased with increasing fly ash content.

In this paper, the properties of cement-fly ash slurry sub-
jected to multiple factors were tested, which were aimed at
providing references for underground engineering under
complex conditions.

2. Materials and Methods

Portland cement (P.C 32.5R) and fly ash (class II) were pre-
pared in this study, which are presented in Figures 1 and 2.
The particle size distribution curves of cement and cement
with different contents of fly ash are shown in Figures 3–8.

In this study, the cement with the fly ash content of 0%,
10%, 20%, 30%, 40%, and 50% was made into slurries with
different w/c (w/c = 1:5, 1.25, 1, and 0.75, respectively) for
24 kinds of slurry samples. The physical composition of the
slurries in this study is shown in Table 1. The slurries were
prepared by using WT-2000C frequency conversion high-
speed mixer, whose maximum speed was 13,000 rpm. The
mixing procedure was 10-minute mixing at low speed, 5-
minute rest, and another 10-minute mixing at high speed to
avoid false set.

In order to analyze the effect of temperature on slurry, the
slurries were heated to 20°C, 40°C, 60°C, and 80°C, respec-
tively, by constant temperature water baths. At constant tem-
perature, pipettes were used to suck out bleeding once every
10 minutes and once every 20 minutes after 60 minutes, until
there is no bleeding for three consecutive times. Bleeding rate
measurement was completed. The bleeding rate test is shown
in Figure 9. The slurries of standard consistency were pre-
pared according to the specifications and cured at the set
temperature. The initial setting time and final setting time

of the slurry were measured with a Vicat apparatus. The set-
ting time test is shown in Figure 10.

After heating the slurries to the set temperature, a six-
speed rotary viscometer (ZNN-D6B) was used to measure
the rheological properties of the slurries quickly. The slurries
were measured from high speed to low speed (from
600 r/min to 3 r/min). The slurry viscosity test is shown in
Figure 11.

3. Results and Discussion

3.1. Bleeding Ratio. Experiments were carried out to analyze
the effect of different factors on bleeding ratio. The slurry
was injected into the beakers with 200ml volume, and then,
the top of the beakers was sealed to prevent evaporation.
The results of bleeding ratio are shown in Figures 12–17.

Figures 12–17 indicated that the bleeding ratio of all
slurry samples decreased as the temperature increased. The
magnitude curves of cement slurries without fly ash showed
larger variation than that with fly ash. The bleeding rate curve
of cement slurries with low fly ash content decreased greatly
at 40°C and became relatively flat with the increase of fly ash
content. At the same temperature, the bleeding ratio was pos-
itively correlated to the w/c. With the increase of fly ash con-
tent, the differences of bleeding ratio under each temperature
condition gradually decreased, especially at the fly ash con-
tent of 40% and 50%. In addition, fly ash content had signif-
icantly larger influence on bleeding rate of high w/c than that

Figure 1: Portland cement.

Figure 2: Fly ash.
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Figure 4: PSD of cement with 10% fly ash.

0.01

0

20

40

60

80

Co
nt

en
t (

%
)

100
0.000-0.036 0.00

Particle (𝜇m) Content (%)

0.036-0.085 0.90

0.085-0.204 0.00

0.204-0.485 0.15

0.485-1.156 2.24

1.156-2.753 3.46

2.753-6.556 9.96

6.556-15.600 19.65

15.600-37.160 41.92

37.160-88.480 21.72

0.1 1 10
Particle size (𝜇m)

100 1000

Figure 5: PSD of cement with 20% fly ash.
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Figure 6: PSD of cement with 30% fly ash.
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Figure 7: PSD of cement with 40% fly ash.

0.01

0

20

40

60

80

Co
nt

en
t (

%
)

100
0.000-1.906 0.00

Particle (𝜇m) Content (%)

1.906-3.471 0.39

3.471-6.323 1.21

6.323-11.510 1.43

11.510-20.970 2.73

20.970-38.210 7.80

38.210-69.600 6.11

69.600-126.700 3.96

126.700-230.900 37.06

230.900-420.600 39.31

0.1 1 10
Particle size (𝜇m)

100 1000

Figure 8: PSD of cement with 50% fly ash.
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of low water-cement ratio slurry. Before the slurry solidifies,
water appeared on the surface, which was a kind of water
seepage realization. When the water and cement cannot

mix completely and the substance is in a fluid-solid disper-
sion state, water seepage will occur. The above description
shows that cement cannot maintain a stable mixing state with
water under low-temperature conditions. It can mix well
under high-temperature conditions without separating,
resulting in low bleeding rate. Fly ash can mix well with water
under all temperature conditions. Thus, temperature is a key
factor affecting the bleeding rate of the slurry, and fly ash is a
very effective seepage reducer.

Figures 18–21 showed that under the condition of the
same w/c, the bleeding ratio of the slurries had the largest
change amplitude at 20°C in different fly ash content condi-
tions. Compared to the slurries with fly ash, the bleeding rate

Table 1: Slurry materials and their notation in this study.

Water-cement
ratio

Cement/fly ash content Number

0.75

100% cement (571 g)/0% fly ash
(0 g)

A1

90% cement (514 g)/10% fly ash
(57 g)

A2

80% cement (457 g)/20% fly ash
(114 g)

A3

70% cement (400 g)/30% fly ash
(171 g)

A4

60% cement (343 g)/40% fly ash
(228 g)

A5

50% cement (286 g)/50% fly ash
(285 g)

A6

1.00

100% cement (500 g)/0% fly ash
(0 g)

B1

90% cement (450 g)/10% fly ash
(50 g)

B2

80% cement (400 g)/20% fly ash
(100 g)

B3

70% cement (350 g)/30% fly ash
(150 g)

B4

60% cement (300 g)/40% fly ash
(200 g)

B5

50% cement (250 g)/50% fly ash
(250 g)

B6

1.25

100% cement (444 g)/0% fly ash
(0 g)

C1

90% cement (400 g)/10% fly ash
(44 g)

C2

80% cement (356 g)/20% fly ash
(88 g)

C3

70% cement (312 g)/30% fly ash
(132 g)

C4

60% cement (267 g)/40% fly ash
(177 g)

C5

50% cement (222 g)/50% fly ash
(222 g)

C6

1.50

100% cement (400 g)/0% fly ash
(0 g)

D1

90% cement (360 g)/10% fly ash
(40g)

D2

80% cement (320 g)/20% fly ash
(80g)

D3

70% cement (280g)/30% fly ash
(120 g)

D4

60% cement (240g)/40% fly ash
(160 g)

D5

50% cement (200 g)/50% fly ash
(200 g)

D6

Figure 9: The bleeding rate test.

Figure 10: The setting time test.

Figure 11: The slurry viscosity test.
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Figure 12: Relationship of bleeding ratio and temperature (0%
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Figure 13: Relationship of bleeding ratio and temperature (10%
fly ash).
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Figure 14: Relationship of bleeding ratio and temperature (20%
fly ash).
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Figure 15: Relationship of bleeding ratio and temperature (30%
fly ash).
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Figure 16: Relationship of bleeding ratio and temperature (40%
fly ash).
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Figure 18: Relationship of bleeding ratio and fly ash content
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Figure 19: Relationship of bleeding ratio and fly ash content
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ðw/c = 1:5Þ.

30

40

50

60

Bl
ee

di
ng

 ra
tio

 (%
)

0 10 20 30 40 50

Temperature (°C)

20
60

40
80

Cement of fly ash (%)

Figure 21: Relationship of bleeding ratio and fly ash content
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presented greater variation range for cement slurries without
fly ash. When the w/c was 0.75 or 1.0, at 20°C and 40°C, the
bleeding rate of the slurries decreased with the increase of
the content of fly ash. At 60°C and 80°C, the bleeding rate
of the slurries increased with the increase of the content of
fly ash. When the w/c was 1.25 or 1.5, at 20°C, 40°C, and
60°C, the bleeding rate of slurries decreased with the increase
of fly ash content. The bleeding rate of slurry increased with
the increase of fly ash content at 80°C. It can be seen from
Figure 21 that under highw/c, the difference of slurries at dif-
ferent temperatures was obvious. Water and cement could
not mix completely and were in a fluid-solid dispersion state.
This phenomenon was more pronounced under high water-
cement ratio. Under the condition of 20°C~60°C, the content
of fly ash in the slurry increased, which greatly improved the

degree of mixing with water, and the bleeding rate dropped
rapidly. At 80°C, cement and water were fully mixed, and
the mixing degree was higher than fly ash. Meanwhile, the
bleeding rate increased. This indicates that under low-
temperature conditions, the cement with high fly ash content
can maintain a low bleeding rate. Under high-temperature
conditions, the mixing degree of fly ash and water is lower
than that of ordinary cement, so cement with low fly ash con-
tent can maintain a low bleeding rate.

3.2. Setting Time. The initial and final setting times are basic
parameters to evaluate the rheological stage. The setting time
has been analyzed under different temperature and fly ash
content conditions. The relationship between setting time
and temperature is shown in Figures 22–27.
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Figure 24: Relationship of setting time and temperature (20%
fly ash).
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Figure 25: Relationship of setting time and temperature (30%
fly ash).
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Figure 26: Relationship of setting time and temperature (40%
fly ash).
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It can be obtained that both the initial setting time and the
final setting time decrease as temperature increases. Setting
time decreased rapidly from 20°C to 40°C; the setting time
decreased slowly from 40°C to 80°C. At the same temperature,
the interval between the initial setting time and the final set-
ting time also increased with the increase of the content of
fly ash. At the same time, the initial setting time and the final
setting time increased as the content of fly ash increased. The
results show that the setting time depends on the speed of the
hydration reaction between the particles and water. The
hydration reaction of cement and water is active while fly
ash is inert. The setting time of cement with a high content
of fly ash is longer. Temperature has a great influence on the
hydration reaction. Under high-temperature conditions, the
hydration reaction activity of cement and fly ash increases.

3.3. Viscosity. Viscosity is one of the most important param-
eters in analyzing characteristics of slurry. The viscosity of
slurry under different conditions was studied and presented
in Figures 28–51. In fitting equations, τ represents the shear
stress, and γ represents the shear rate. The relationship of
shear stress and shear rate of cement slurry without fly ash
is shown in Figures 28–31. The fitting line parameters of
cement slurry are shown in Tables 2–5.

It can be seen that as w/c decreased, the shear stresses of
the slurry gradually increased. The cement slurry was typi-
cally in Bingham type, except that under conditions of 1.5
of w/c, 20°C and 40°C, the slurries were Newtonian which
is shown in Figure 28. At the temperature of 80°C, the shear
stress was greater than that in other conditions, especially at
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Figure 28: Viscosity of cement slurry with a w/c of 1.5.
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Figure 29: Viscosity of cement slurry with a w/c of 1.25.
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Figure 30: Viscosity of cement slurry with a w/c of 1.0.
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Figure 31: Viscosity of cement slurry with a w/c of 0.75.
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0.75 of w/c, which is shown in Figure 31. Thus, it can be seen
that the rheological properties of the cement slurries were
significantly affected by high temperature. Except for the
condition of 80°C, the shear stresses did not show significant
difference at 20°C, 40°C, and 60°C. The slope of the fitting
lines indicated the viscosity of the slurries. At high water-
cement ratio, the viscosity of the slurries at different temper-
atures was approximately the same. At low water-cement
ratio, the viscosity of high-temperature slurries was much
greater than that of low-temperature slurries. The results
show that the w/c affects the viscosity of the slurry. A
decrease in the w/c means a high solid concentration, which
directly leads to an increase in the number of particle-particle
contacts, thereby increasing the gel formation rate. At the

same time, temperature also affects the viscosity of the slurry.
Under high-temperature conditions, the hydration reaction
accelerates, resulting in a large number of gel products, which
increases the shear stress of the slurry.

The relationship of shear stress and shear rate of the
slurry with w/c of 1.5 and different fly ash contents is shown
in Figures 32–36. The fitting line parameters of cement slurry
with a w/c of 1.5 are shown in Tables 6–10.

The slurries with a w/c of 1.5 were Bingham fluid under
various temperature conditions regardless of fly ash content.
When the slurries contained 10%, 20%, and 30% fly ash, the
shear stress at 80°C was larger than that in other tempera-
tures. The shear stress increased with the increase of temper-
ature. However, when the slurries contained 40% or 50% fly
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Figure 32: Viscosity of cement slurry with aw/c of 1.5 (10% fly ash).

0
0

2

4

6

8

200 400 600
Shear rate (1/s)

Sh
ea

r s
tre

ss
 (P

a)

800 1000

20°C
40°C

60°C
80°C

Figure 33: Viscosity of cement slurry with aw/c of 1.5 (20% fly ash).
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Figure 34: Viscosity of cement slurry with aw/c of 1.5 (30% fly ash).
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Figure 35: Viscosity of cement slurry with aw/c of 1.5 (40% fly ash).
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ash, the change of shear stress was not obvious with temper-
ature. It can be seen from the slope of the fitting lines that the
viscosity of high-temperature slurries was much greater than
that of low-temperature slurries at low fly ash content. With
high fly ash content, the viscosity of high-temperature slurries
was very close to that of low-temperature slurries. It is summa-
rized that in slurries with high fly ash content, a large amount
of fly ash is adsorbed on the surface of the cement particles,
which acts as a lubrication for the mixed slurry. At the same
time, steric hindrance forms between cement particles, which
increases the distance between the particles, resulting in an
insignificant effect of temperature on the slurry.

The relationship of shear stress and shear rate of the
slurry with a w/c of 1.25 and different fly ash contents is
shown in Figures 37–41. The fitting line parameters of
cement slurry with a w/c of 1.25 are shown in Tables 11–15.

The slurries with a w/c of 1.25 were Bingham fluid under
all temperature conditions regardless of fly ash content. With
the increase of fly ash content, the influence of temperature
on the shear stress of slurry became smaller. According to
the fitting lines of slurries containing 40% or 50% fly ash,
the shear stress and viscosity of slurry at 60°C were higher
than those of other temperatures. This shows that under
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Figure 36: Viscosity of cement slurry with aw/c of 1.5 (50% fly ash).

0
0

2

4

6

8

10

200 400 600

Sh
ea

r s
tre

ss
 (P

a)

800 1000
Shear rate (1/s)

20°C
40°C

60°C
80°C

Figure 37: Viscosity of cement slurry with a w/c of 1.25 (10%
fly ash).
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Figure 38: Viscosity of cement slurry with a w/c of 1.25 (20%
fly ash).

0
0

2

4

6

8

10

200 400 600

Sh
ea

r s
tre

ss
 (P

a)

800 1000
Shear rate (1/s)

20°C
40°C

60°C
80°C

Figure 39: Viscosity of cement slurry with a w/c of 1.25 (30%
fly ash).
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Figure 40: Viscosity of cement slurry with a w/c of 1.25 (40%
fly ash).
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Figure 41: Viscosity of cement slurry with a w/c of 1.25 (50%
fly ash).
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Figure 42: Viscosity of cement slurry with aw/c of 1.0 (10% fly ash).
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Figure 43: Viscosity of cement slurry with aw/c of 1.0 (20% fly ash).
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Figure 44: Viscosity of cement slurry with aw/c of 1.0 (30% fly ash).
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Figure 45: Viscosity of cement slurry with aw/c of 1.0 (40% fly ash).
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Figure 46: Viscosity of cement slurry with aw/c of 1.0 (50% fly ash).
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Figure 47: Viscosity of cement slurry with a w/c of 0.75 (10%
fly ash).
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Figure 50: Viscosity of cement slurry with a w/c of 0.75 (40%
fly ash).
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Figure 51: Viscosity of cement slurry with a w/c of 0.75 (50%
fly ash).
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Figure 48: Viscosity of cement slurry with a w/c of 0.75 (20%
fly ash).
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Figure 49: Viscosity of cement slurry with a w/c of 0.75 (30%
fly ash).
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the conditions of high temperature and high fly ash con-
tent, the viscosity reduction effect caused by the lubricating
effect of fly ash on the slurries is greater than the viscosity
increase effect formed by the accelerated hydration at high
temperature.

Table 2: Fitting line parameters of cement slurry with a w/c of 1.5.

Fitting lines Fitting equations R2

20°C line τ = 0:00538γ + 0:28635 0.95476

40°C line τ = 0:00559γ + 0:41617 0.94752

60°C line τ = 0:00552γ + 0:57185 0.97529

80°C line τ = 0:00588γ + 1:56598 0.95505

Table 3: Fitting line parameters of cement slurry with a w/c of 1.25.

Fitting lines Fitting equations R2

20°C line τ = 0:00554γ + 0:33160 0.95006

40°C line τ = 0:00566γ + 0:25790 0.92251

60°C line τ = 0:00523γ + 1:14035 0.98817

80°C line τ = 0:00626γ + 2:26900 0.87904

Table 4: Fitting line parameters of cement slurry with a w/c of 1.0.

Fitting lines Fitting equations R2

20°C line τ = 0:00812γ + 2:18322 0.94968

40°C line τ = 0:00702γ + 2:57572 0.88841

60°C line τ = 0:01289γ + 4:02923 0.85417

80°C line τ = 0:02359γ + 5:37658 0.91821

Table 5: Fitting line parameters of cement slurry with a w/c of 0.75.

Fitting lines Fitting equations R2

20°C line τ = 0:02023γ + 2:81153 0.99473

40°C line τ = 0:02317γ + 4:05143 0.93401

60°C line τ = 0:02656γ + 7:88834 0.92246

80°C line τ = 0:05422γ + 13:56824 0.87535

Table 6: Fitting line parameters of cement slurry with a w/c of 1.5
(10% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00179γ + 1:10208 0.64749

40°C line τ = 0:00184γ + 1:13701 0.67400

60°C line τ = 0:00563γ + 1:38457 0.92246

80°C line τ = 0:00577γ + 1:72187 0.87535

Table 7: Fitting line parameters of cement slurry with a w/c of 1.5
(20% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00231γ + 1:00712 0.71350

40°C line τ = 0:00256γ + 0:98716 0.83594

60°C line τ = 0:00608γ + 0:99677 0.89206

80°C line τ = 0:00588γ + 1:26649 0.91687

Table 8: Fitting line parameters of cement slurry with a w/c of 1.5
(30% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00290γ + 1:08761 0.81126

40°C line τ = 0:00334γ + 1:02191 0.84168

60°C line τ = 0:00434γ + 1:09564 0.91004

80°C line τ = 0:00488γ + 1:10883 0.93151

Table 9: Fitting line parameters of cement slurry with a w/c of 1.5
(40% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00361γ + 0:89554 0.88311

40°C line τ = 0:00391γ + 0:94384 0.91420

60°C line τ = 0:00479γ + 0:88938 0.95390

80°C line τ = 0:00443γ + 1:09727 0.93335

Table 10: Fitting line parameters of cement slurry with a w/c of 1.5
(50% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00352γ + 1:14304 0.88672

40°C line τ = 0:00393γ + 1:26980 0.88245

60°C line τ = 0:00445γ + 1:10675 0.91255

80°C line τ = 0:00420γ + 1:29237 0.90046

Table 12: Fitting line parameters of cement slurry with aw/c of 1.25
(10% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00311γ + 1:18156 0.89933

40°C line τ = 0:00595γ + 0:65804 0.96231

60°C line τ = 0:00636γ + 1:28504 0.98034

80°C line τ = 0:00761γ + 1:63880 0.96079

Table 11: Fitting line parameters of cement slurry with aw/c of 1.25
(10% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00195γ + 1:28122 0.69199

40°C line τ = 0:00320γ + 1:38678 0.81746

60°C line τ = 0:00641γ + 1:30169 0.98364

80°C line τ = 0:00775γ + 1:75856 0.95716
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The relationship of shear stress and shear rate of the
slurry with aw/c of 1.0 and different fly ash contents is shown
in Figures 42–46. The fitting line parameters of cement slurry
with a w/c of 1.0 are shown in Tables 16–20.

Under the condition of low fly ash content, the viscosity
of the slurries increased obviously with the increase of tem-
perature. Under the condition of high fly ash content, the vis-

cosity of the slurries at each temperature was almost the
same. As the w/c of the slurries reduced, the viscosity of the
slurries at different temperatures varied greatly when the fly
ash content was 10%. The reduction of water-cement ratio
resulted in a greater influence of physical composition and
temperature on the viscosity of the slurries.

Table 13: Fitting line parameters of cement slurry with aw/c of 1.25
(30% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00400γ + 1:29423 0.92171

40°C line τ = 0:00593γ + 1:50078 0.88866

60°C line τ = 0:00534γ + 1:71827 0.94231

80°C line τ = 0:00706γ + 1:89435 0.91920

Table 14: Fitting line parameters of cement slurry with aw/c of 1.25
(40% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00490γ + 1:43442 0.87305

40°C line τ = 0:00613γ + 1:56328 0.93552

60°C line τ = 0:00523γ + 2:08916 0.88609

80°C line τ = 0:00558γ + 2:06852 0.83975

Table 15: Fitting line parameters of cement slurry with aw/c of 1.25
(50% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00486γ + 1:38172 0.93241

40°C line τ = 0:00567γ + 1:92097 0.85749

60°C line τ = 0:00595γ + 1:92628 0.87013

80°C line τ = 0:00552γ + 2:08999 0.88634

Table 16: Fitting line parameters of cement slurry with a w/c of 1.0
(10% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:00873γ + 1:97281 0.82542

40°C line τ = 0:00935γ + 2:90982 0.65097

60°C line τ = 0:01390γ + 3:13150 0.84570

80°C line τ = 0:02261γ + 4:61141 0.82100

Table 17: Fitting line parameters of cement slurry with a w/c of 1.0
(20% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01024γ + 1:77198 0.93237

40°C line τ = 0:01087γ + 2:98772 0.76588

60°C line τ = 0:01727γ + 3:20856 0.75302

80°C line τ = 0:02335γ + 4:84051 0.78841

Table 18: Fitting line parameters of cement slurry with a w/c of 1.0
(30% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01280γ + 2:44399 0.90944

40°C line τ = 0:01187γ + 2:87701 0.81806

60°C line τ = 0:01877γ + 3:06304 0.89622

80°C line τ = 0:02073γ + 3:48845 0.88291

Table 19: Fitting line parameters of cement slurry with a w/c of 1.0
(40% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01392γ + 2:87708 0.93204

40°C line τ = 0:01682γ + 2:67974 0.95163

60°C line τ = 0:01466γ + 2:67027 0.92301

80°C line τ = 0:02078γ + 3:22255 0.95975

Table 21: Fitting line parameters of cement slurry with aw/c of 0.75
(10% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01887γ + 2:37889 0.95104

40°C line τ = 0:02297γ + 3:68915 0.91672

60°C line τ = 0:02344γ + 6:54228 0.84237

80°C line τ = 0:04796γ + 12:45081 0.89334

Table 22: Fitting line parameters of cement slurry with aw/c of 0.75
(20% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01724γ + 2:40494 0.94987

40°C line τ = 0:02296γ + 3:75665 0.91150

60°C line τ = 0:02409γ + 7:70212 0.78470

80°C line τ = 0:03448γ + 8:55536 0.88627

Table 20: Fitting line parameters of cement slurry with a w/c of 1.0
(50% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01624γ + 2:26215 0.97222

40°C line τ = 0:01662γ + 2:58418 0.91850

60°C line τ = 0:01768γ + 2:86857 0.89714

80°C line τ = 0:01734γ + 3:16830 0.92767
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The relationship of shear stress and shear rate of the
slurry with a w/c of 0.75 and different fly ash contents
is shown in Figures 47–51. The fitting line parameters
of cement slurry with a w/c of 0.75 are shown in
Tables 21–25.

When w/c is 0.75, the slurries were also Bingham fluid.
The shear stresses of the slurries with 10% fly ash at 80°C were
much larger than those of the slurry at lower temperature,
which was similar to the rheological behavior of the cement
slurries without fly ash. With the increase of fly ash content,
the shear stress of slurries at 80°C decreased rapidly. When
the slurries contained 30%, 40%, and 50% fly ash, the shear
stress of slurries was almost the same at each temperature.
The steric hindrance, which was formed by the adsorption of
fly ash particles on the surface of cement particles, makes the
slurry insensitive to temperature.

The slurries were Newtonian fluid only with a w/c of 1.5,
no fly ash, at a temperature of 20 °C and 40°C. The slurries in
all other cases were Bingham fluid. The w/c, slurry tempera-
ture, and fly ash content are the main factors affecting the
rheological properties of the slurries. The w/c determines
the solid concentration in the slurry, and the number of con-
tacts between particles affects the rate of gel formation. The
slurry temperature controls the rate of cement hydration
reaction, thereby affecting the rate of gel product formation.
Fly ash can be adsorbed on the surface of cement particles
to lubricate the mixed slurry. At the same time, steric hin-

drance is formed between the cement particles, which
increases the distance between the particles, resulting in
insignificant influence of temperature on the slurry. The
flowability is an important parameter relative to grout design.
The slurry with high water-cement ratio and high fly ash con-
tent has good fluidity and low viscosity and is preferably
injected into small cracks or increases the distance of pene-
tration into the cracks. The slurry with a low water-cement
ratio and a low fly ash content with a higher viscosity might
be preferred to limit penetration or fill wider fractures.

4. Conclusions

This work considers the influence of multifactors on fluid
properties of cement-fly ash slurry. The bleeding rate, setting
time, and viscosity of slurry were tested and analyzed. The
following conclusions can be drawn:

(1) The water-cement ratio is a key factor affecting the rhe-
ology of the slurry. A low water-cement ratio means a
high solid concentration and a large amount of particle
contact, which is conducive to gel formation. In the case
of low water-cement ratio, the slurry was Bingham
fluid, and in the case of high water-cement ratio
(water-cement ratio of 1.5), it was Newtonian fluid

(2) The temperature affects the stability of the slurry. High
temperature can increase the hydration reaction
speed, leading to a rapid increase in gelling compo-
nents, which can greatly shorten the initial setting time
and final setting time, and increase the viscosity of the
slurry. Therefore, the setting time of the cement slurry
can be adjusted by the temperature and the fluidity of
the slurry can be improved by the temperature

(3) Fly ash can mix well with water under any tempera-
ture conditions. Fly ash can prolong the solidification
time of the slurry. In addition, fly ash can be adsorbed
on the surface of cement particles, increasing the ste-
ric hindrance between cement particles and reducing
the influence of temperature on the rheological prop-
erties of the slurry
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Table 23: Fitting line parameters of cement slurry with aw/c of 0.75
(30% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:02052γ + 5:34630 0.86686

40°C line τ = 0:02366γ + 6:75101 0.82060

60°C line τ = 0:02322γ + 7:16873 0.84023

80°C line τ = 0:02203γ + 8:15868 0.74869

Table 24: Fitting line parameters of cement slurry with aw/c of 0.75
(40% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:02104γ + 5:64867 0.79386

40°C line τ = 0:02210γ + 5:98633 0.82143

60°C line τ = 0:02167γ + 6:91662 0.73942

80°C line τ = 0:02001γ + 7:48812 0.70589

Table 25: Fitting line parameters of cement slurry with aw/c of 0.75
(50% fly ash).

Fitting lines Fitting equations R2

20°C line τ = 0:01694γ + 5:07298 0.82282

40°C line τ = 0:01831γ + 5:25300 0.84752

60°C line τ = 0:01915γ + 5:59929 0.82224

80°C line τ = 0:01755γ + 6:03016 0.80373
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Water inrush and mud outburst are one of the crucial engineering disasters commonly encountered during the construction of
many railways and tunnels in karst areas. In this paper, based on fluid dynamics theory and discrete element method, we
established a fractured rock mass mud inflow model using particle flow PFC3D numerical software, simulated the whole process
of fractured rock mass mud inflow, and discussed the effect of particle size and flow velocity on the change of pressure gradient.
The numerical simulation results show that the movement of particles at the corner of the wall when the water pressure is first
applied occurs similar to the vortex phenomenon, with the running time increases, the flow direction of particles changes, the
vortex phenomenon disappears, and the flow direction of particles at the corner points to the fracture; in the initial stage, the
slope of the particle flows rate curves increases in time, and the quadratic function is used for fitting. After the percolation
velocity of particles reaches stability, the slope of the curve remains constant, and the primary function is used for fitting; the
particle flow rate and pressure gradient are influenced by a variety of factors, and they approximately satisfy the exponential
function of an “S” curve.

1. Introduction

Engineering construction under karst geological conditions
often causes various disasters, such as water inrush, water
gushing, and collapse. Among them, the problems of water
inrush and mud outburst are particularly significant in frac-
tured rock masses [1, 2]. Due to the complex dynamic process
of water inrush and water gushing formation and time, the
audience is influenced by many factors, such as formation
lithology, hydrogeological conditions, construction methods,
and change of mechanical behavior of rock mass [3]. The ero-
sion of fluid reduces the strength and stability of engineering
rock masses and brings serious threats to project construction
and operation.

For underground engineering, the rock mass excavation
not only involves the formation of a new equilibrium state
after the original equilibrium state is broken [4] but also the
rock masses in a certain range around the cavern will become
loose under the influence of joints, fractures, and other struc-
tural surfaces slip and collapse. For this case, the particle
discrete element PFC can be better simulated [5–9]. Yang
et al. [10] performed a discrete element simulation of the
fractured red sandstone under uniaxial compression and
revealed the failure mechanism of the fractured red sand-
stone; Fan and Cao [11] established a numerical calculation
model containing two fractures based on the particle contact
adhesion model in the discrete element numerical analysis
software PFC3D and discussed the effect of rock bridge angle
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on the mechanical properties of defective rock; Liu et al. [12]
studied the crack expansion of indented rock specimens
numerically; Potyondy and Cundall [13] proposed a rock
bonded particles numerical model (BPM) and used the dis-
crete element numerical analysis software PFC to simulate;
Zhu and Xu [14] considered the effects of blasting distur-
bance, geological conditions of surrounding rock, and tunnel
cross-section form on tunnel collapse and carried out a series
of numerical simulation calculations, and a series of numer-
ical simulation calculations were carried out, the calculated
tunnel collapse amount was compared with the commonly
used loose load calculation results, and the closest calculation
value was obtained. Furthermore, many scholars [15–17]
conducted a great deal of research using PFC particle discrete
elements in fluid-solid coupling calculations; Zhou et al. [18,
19] based on particle flow theory using the FISHTANK func-
tion library of the PFC software calculation program built-in
FISH language successfully simulated the seepage and piping
of sand and cohesive soil materials and obtained the variation
law of pressure and flow velocity in the seepage process; Luo
et al. [20] used the PFC particle flow platform and the built-
in FISH language to compile a program to simulate the law
of particles falling freely in the fluid and the change law of
seepage gradient and flow rate under different pressure
differences, and the results basically conform to Darcy’s law;
Bai [21] simulates the whole process of foundation pit water
inrush through PFC2D; Wang et al. [22] used PFC3D numer-
ical software to study and explore the influence of factors such
as fault water pressure and rock fracture properties on the
water inrush from tunnel and mud inrush.

Due to the complex nature of mud inflow seepage and the
uncertainty of boundary conditions often make the numerical
calculation of seepage impact far from the actual test results,
and different numerical software has different scope of applica-
tion, such as finite difference software for continuous nonlinear
multifield coupling problems (FLAC3D), discrete element
software has unique advantages in solving structural surface
control problems (3DEC), and particle flow software is partic-
ularly suitable for brittle material fracture development and
bulk flow deformation problems (PFC3D). Considering that
the rock mass is a discontinuous medium to simulate the
problem of large deformation of rock mass in underground
engineering, PFC numerical software has the advantages of
reasonable treatment of permeability boundary and effective
application of multiple flow-solid coupling models. This paper
uses the discrete element method, using particle flow software
(PFC3D), combined with fluid dynamics theory, establishes a
fractured rock mass mud inflow model, simulates the whole
process of fractured rock mud inflow, and discusses the impact
of particle size and flow rate on the change of pressure gradient,
which provides positive guidance significance for underground
engineering construction in karst areas.

2. Mud Inflow Theory

2.1. Basic Assumptions. Since there is no real fluid in the
PFC3D program, a fluid unit containing a certain number
of particles is used instead of a fluid for the calculation. The
flow process and law of the particles in the fracture and the

indicators of pressure, velocity vector, and flow velocity on
the fluid unit are obtained by the action of the particles roll-
ing or flowing in the fracture. To facilitate the modeling of
mud inflow in a single fracture rock, the following assump-
tions are proposed:

(1) The force generated by fluid flow acts on the particle
in the form of physical force and is applied to the
fluid in the same magnitude

(2) Particle units in the model are considered as rigid
bodies, and the contact between particles occurs only
in a small area, approximating point contact

(3) The contact behavior is flexible, allowing a certain
amount of superposition between the rigid particles
at the contact, but the value is much smaller than
the radius of the particles, and the contact force is
linked to the superposition between the particles
through the force-displacement law

(4) The walls are parallel to each other, smooth and the
width of the fracture can be adjusted by changing
the distance between thin walls

2.2. Mud Inflow Theory and Its Implementation

2.2.1. The Force on the Particle. Figure 1 shows a fixed control
volume, where ΔV = Δx × Δy × Δz, and the number of parti-
cles in the fluid unit is np.

Assuming that the fluid flows only in the x-direction and
there is a pressure gradient dp/dx in that direction, so that the
forces on the particles inside the fluid element in the seepage
direction are balanced, the total permeability on the particles
is expressed as [23–25]:

f dsum = 〠
np

i=1
f dix = −f int xΔV −

dp
dx

π

6〠
np

i=1
d3pi , ð1Þ

where f int x is the interaction force between the fluid and
solid phases in the unit volume, dpi is the particle diameter,
p is the seepage pressure, the negative sign of the first term
on the right side of the equation indicates that the force act-
ing on the fluid is positive, and the negative sign of the second
term indicates that the pressure is gradually decreasing along
the x-positive direction. i = 1, 2, 3,⋯, np, j = x, y, z.

Considering the porosity, it can be expressed as:

n = 1 − 1
ΔV

π

6〠
np

i=1
d3pi : ð2Þ

Substituting Eq. (2) into Eq. (1) yields:

f dsum = 〠
np

i=1
f dix = −

f int x
1 − n

+ dp
dx

� �
π

6〠
np

i=1
d3pi : ð3Þ
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Thus, the total force acting on the particle is

f dij = −
f int j
1 − n

+∇pj
� �

π

6 d
3
pi
: ð4Þ

The interaction force between the particle and fluid
under fluid-solid coupling can be expressed as:

f int j = n ⋅ ∇pj: ð5Þ

Substituting Eq. (5) into Eq. (4), the total force on the
particle under the action of fluid-solid coupling can be
obtained as:

f dij = −
∇pj
1 − n

π

6 d
3
pi
: ð6Þ

2.2.2. Pressure Gradient in Pore Media. The pressure gradient
is used in pore media to represent the fluid-solid coupling
interaction, which can usually be calculated by empirical
equations. Darcy’s law is widely used in the fluid phase of
porous media, and the pressure gradient in the expression
of Darcy’s law is proportional to the apparent relative veloc-
ity as follows.

dp
dx

= −
ρf g
K

ux0 = −
νf ρf

k
ux0, ð7Þ

where νf , ρf is the kinematic viscosity and density of the
fluid, respectively, ux0is the apparent relative velocity, K is
the permeability coefficient, and k is the permeability.

According to the Kozeny-Carman equation, the perme-
ability of the pore medium can be expressed as:

k = c ⋅
dp

2
n3

1 − nð Þ2 , ð8Þ

where c is the Kozeny-Carman constant, generally taken
between 0.003 and 0.0055; dp is the average diameter of the
particles.

Darcy’s law applies to laminar flows with Reynolds coef-
ficients of 1~ 10. For relatively large Reynolds coefficients
and nonlinear equations, the following equation can be used.

dp
dx

= − 150 ⋅ 1 − nð Þ2
n3dp

2 νf ρf ux0 + 1:75 ⋅ 1 − nð Þ
n3dp

ρf u
2
x0

0
@

1
A:

ð9Þ

By substituting nux = ux0 into Eq. (9) yields:

dp
dx

= − 150 ⋅ 1 − nð Þ2
n2dp

2 νf ρf ux + 1:75 ⋅ 1 − nð Þ
ndp

ρf u
2
x

0
@

1
A:

ð10Þ

Since the particle forces are generated by relative fluid
flow, the relative velocity urx = �υx − ux (where �υx is the aver-
age velocity of particles in a given control area) is replaced
by the absolute fluid velocity, which following formula can
be obtained:

dp
dx

= 150 ⋅ 1 − nð Þ2
n2dp

2 νf ρf ux + 1:75 ⋅ 1 − nð Þ
ndp

ρf �υx − uxj j
0
@

1
A ⋅ �υx − uxð Þ:

ð11Þ

Equation (11) can be expressed as:

∇pj = 150 ⋅ 1 − nð Þ2
n2dp

2 νf ρf ux + 1:75 ⋅ 1 − nð Þ
ndp

ρf �υj − uj

�� ��
0
@

1
A ⋅ �υj − uj

� �
:

ð12Þ

For large porosity (n ≥ 0:8), the pressure gradient can be
calculated by the following equation.

∇pj =
3
4 ρf Cd

1 − nð Þ ⋅ n−2:7
�dp

�υj − uj

�� �� ⋅ �υj − uj

� �
, ð13Þ

where Cd is the drag coefficient of the sphere, which is a func-
tion related to the Reynolds coefficient Rep:

Cd =
24
Rep

1 + 0:15 ⋅ Rep
0:687� �

Rep ≤ 1000,

0:44 Rep ≥ 1000,

8><
>:

Rep =
n �υj − uj

�� ���dp
υf

:

ð14Þ

2.2.3. Navier-Stokes Equation and Continuity Equation. The
Navier-stokes equation for a fluid in liquid-phase [24], non-
turbulent, viscous incompressible fluid-solid two-phase, can
be expressed as

∂n
∂t

= − ∇ ⋅ nuð Þ, ð15Þ

∂ nuð Þ
∂t

= − ∇ ⋅ nuuð Þ − n
ρf

∇p −
n
ρf

∇ ⋅ τ + ng + f int
ρf

, ð16Þ

ΔZ

ΔY

ΔX

Flow

Figure 1: Fluid through the particle assemble.
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where u is the flow velocity vector, τ is the viscous stress
tensor, g is the acceleration of gravity, f int is the interaction
force between the particle and the fluid in a unit volume,
and ρf is the fluid density, where the viscous stress tensor τ
can be expressed as:

τ = μ ⋅ e
• dð Þ, ð17Þ

where μ and e•ðdÞ are the viscosity and the stress deflection
tensor, respectively.

Expanding Eqs. (15) and (16) in the Cartesian coordinate
system, we obtain:

∂n
∂t

+ ∂ nuxð Þ
∂x

+
∂ nuy
� �
∂y

+ ∂ nuzð Þ
∂z

= 0, ð18Þ

∂ nuxð Þ
∂t

+ ∂ nu2x
� �
∂x

+
∂ nuxuy
� �
∂y

+ ∂ nuxuzð Þ
∂z

= −
n
ρf

∂p
∂x

−
1
ρf

∂ nτxxð Þ
∂x

+
∂ nτyx
� �
∂y

+ ∂ nτzxð Þ
∂z

 !

+ ngx +
f int x
ρf

,

ð19Þ

∂ nuy
� �
∂t

+
∂ nuyux
� �
∂x

+
∂ nu2y
� �
∂y

+
∂ nuyuz
� �
∂z

= −
n
ρf

∂p
∂y

−
1
ρf

∂ nτxy
� �
∂x

+
∂ nτyy
� �
∂y

+
∂ nτzy
� �
∂z

 !

+ ngy +
f int y
ρf

,

ð20Þ

∂ nuzð Þ
∂t

+ ∂ nuzuxð Þ
∂x

+ ∂ nu2z
� �
∂y

+ ∂ nu2z
� �
∂z

= −
n
ρf

∂p
∂z

−
1
ρf

∂ nτxzð Þ
∂x

+
∂ nτyz
� �
∂y

+ ∂ nτzzð Þ
∂z

 !

+ ngz +
f int z
ρf

:

ð21Þ

The unit volume solid-liquid interaction force can be
expressed as:

f int j = βint j �υj − uj

� �
, ð22Þ

where the solid-liquid friction coefficient can be calculated by
the following equation

βint j =
150 ⋅ 1 − nð Þ2

n ⋅ dp
2 uf + 1:75 ⋅ 1 − nð Þ

dp
⋅ ρf ⋅ �υj − uj

�� �� n ≤ 0:8,

3
4 ⋅ ρf ⋅ CD ⋅

1 − nð Þ ⋅ n−1:7
dp

⋅ �υj − uj

�� �� n > 0:8,

8>>>>><
>>>>>:

ð23Þ

where βint j friction coefficient is defined as fluid, combining
Eqs. (21) and (22), we can obtain that:

f dij = −
βint j
1 − n

�υj − uj

� �
+∇pj

� �
π

6 d
3
pi
: ð24Þ

3. Numerical Analysis of Mud Inflow in
Fractured Rock Masses

3.1. Establishment of a Numerical Model of Mud Inflow. The
mud inflow model consists of walls and balls, where the

Table 1: Mesoscopic parameters of numerical simulation materials.

Kinds
Particle size

(mm)
Density
(kg·m-3)

Normal stiffness
(N·m-1)

Tangential stiffness
(N·m-1)

Coefficient
of friction

Viscosity (MPa·s)

Ball 0.1~ 2.0 2300 1:0 × 104 1:0 × 104 0.5

Fluid 1000
Functions related to

runtime

Wall 1:0 × 107 1:0 × 107 0.3

Table 2: Design of numerical experiment.

Water pressure
(MPa)

Crack width
(mm)

Number
particles

Model size
(mm)

0.5 8

116586 100 × 100 × 200
155448 100 × 100 × 250
174879 100 × 100 × 300

0.8 8

116586 100 × 100 × 200
155448 100 × 100 × 250
174879 100 × 100 × 300

1 8

116586 100 × 100 × 200
155448 100 × 100 × 250
174879 100 × 100 × 300

1.2 8

116586 100 × 100 × 200
155448 100 × 100 × 250
174879 100 × 100 × 300
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particles are simulated by small balls with certain dimen-
sions, the fractures are realized by setting the distance
between the walls, and the fluid is simulated by fluid units.
Since the particles in the model are not directly assigned to
the macroscopic parameters of the material, as shown in
Table 1. It is necessary to calibrate the parameters of the par-
ticles to simulate four different groups of water pressure, with
water pressure of 0.5MPa, 0.8MPa, 1.0MPa, 1.2MPa, and
three different model sizes, 100 × 100 × 200mm, 100 × 100
× 250mm, and 100 × 100 × 300mm, as shown in Table 2.

3.1.1. Generated Particles. Since the model generation
sequence and method are the same, only one example is used
for illustration here. First, 6 walls are generated as faces, and
the right-hand rule is used in PFC3D to determine the effective
face of the wall (four fingers surround the 4 coordinate points
of the wall, and the direction pointed by the thumb is the
effective face); the 6 walls generated that are composed of
dimensions is 0:3 × 0:1 × 0:1m (Length ×Width × Height),
as shown in Figure 2.

Then, the particles are generated in the hollow cuboid,
the radius distribution of particles in PFC3D has normal
distribution, uniform distribution, Gaussian distribution,
etc. In order to better simulate the inhomogeneity of particle
distribution, this numerical simulation adopts uniform
distribution in random distribution, the distribution of parti-
cle radius R adopts from Rmin to Rmax uniform distribution,
and the average radius of particles is �R = ðRmin + RmaxÞ/2.
Considering the calculation accuracy and calculation time,
the minimum radius of particles Rmin = 0:05mm, the maxi-
mum radius Rmax = 1mm, and the number N of particles is
determined by the porosity n.

N = 1 − nð Þ ⋅ V

4/3 ⋅ π ⋅ �R3 , ð25Þ

where n is the porosity; V is the cuboid volume, m3; and �R is
the average particle radius, m.

In order to make the particles randomly generated in the
cuboid with a given porosity, ensure the uniformity of the
particle distribution, and make the generated particles reach
the initial equilibrium state in a short time, the particles are
randomly generated by the expanding radius method, and
the gravity method was used to make the particles reach equi-
librium, as shown in Figure 3.

3.1.2. Generate Fractures. Delete one wall in the x-direction,
while establishing multiple walls on that side to form a group,
the gap width between the wall, and the wall d = 6Rmax, and
the gap width is not less than 6 mm that a fracture; according
to the fracture width d = 6Rmax to establish the wall perpen-
dicular to the wall group, the fracture width used in this
paper are 8 mm, as shown in Figure 4.

3.1.3. Set up Fluid Unit. A total of 250 fluid units are set in
this model, and the unit size is 2 × 1 × 1mm. The boundary
condition of the side wall is smooth, and the fluid flow veloc-
ity parallel to the wall surface is not equal to 0. The water
pressure P is applied at x = 0, and the water pressure P is

equal to 0 at x = 0:3, forming a water pressure difference △
P. For computational simplicity and rapid convergence, the
fluid time step is set to 5:0 × 10−4 s, as shown in Figure 5.

L
 = 30

0 m
m

H
 =

 1
00

 m
m

W = 100 mm

Figure 2: A hollow cuboid.

Figure 3: Particle assemble.

Fracture

Figure 4: Numerical model of the fracture.

Figure 5: Schematic diagram of fluid unit model.
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3.2. Initial Model Balance. The viscous damping coefficient is
set at the solid connection for the energy consumption at the
connection between the particles, and the ratio of the normal
and tangential damping constants to the critical damping

constant is 0.1. The friction coefficient between the particles
and the particles is 0.5, and the friction coefficient between
the particles and the wall is 0.3. Numerically simulated mate-
rial fine views parameters are shown in Table 1. The particles
reach the equilibrium state under the action of gravity, and
then the fracture is generated by deleting the wall and estab-
lishing the wall, the width of the fracture should exceed 6
times the radius of the largest particle, and water and parti-
cles are discharged from this fracture. The changes of water
velocity, porosity, particle loss, and other parameters are also
tracked and recorded. The specimen at a moment of particle
equilibrium disruption is shown in Figure 6, where yellow
represents clay, green represents the magnitude of the parti-
cle normal contact force, and red arrows represent the direc-
tion of fluid flow.

3.3. Solution Method. During the calculation of fluid circula-
tion, Newton’s second law and force-displacement law are

Figure 6: Model diagram of a moment of particle equilibrium disruption.

Newton’s second law

Force Displacement
Force boundary

conditions
Displacement

boundary conditions

Force-displacement
relationship 

Figure 7: Schematic diagram of PFC iterative process.

Fracture

Vortex flow

The particles
move in the
middle of the
model

Figure 8: The vortex phenomenon and particle movement trend in the initial stage.

Fracture

Figure 9: The change of the particle flow direction.
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applied repeatedly to the particles. Newton’s second law is
used to update the position of the particles and the wall to
readjust the contact relationship between the particles, while
the force-displacement law is used to update the contact
forces in the contacting parts. The two alternate, iterating,
and traversing the entire particle set in time steps until
equilibrium is reached or damage occurs, and the pressure
and velocity vectors within each fluid unit are calculated by
the semi-implicit PLE algorithm. The calculation process is
shown in Figure 7. The conditions for convergence are set
as follows.

ratiosum = sumof average unbalanced forces of all particles
sum of average contact forces of all particles ,

ratiomax =
maximumunbalanced force of particles
maximum contact force of particles ,

ð26Þ

when ratiosum and ratiomax are both less than 0.0001, stop
calculation.

3.4. Analysis of Numerical Simulation Results

3.4.1. Analysis of Flow Law of Particle Seepage. According to
the numerical simulation results, it can be found that most of
the particles move to the middle of the model when the water
pressure is first applied, and a very small number of particles
immediately enter the fracture, meanwhile, the movement of
particles at the corner of the wall will produce a phenomenon
similar to vortex flow (Figure 8). As the numerical simulation
calculation continues to advance, the particles gradually
enter the fracture, the fluid viscosity keeps decreasing, the
flow direction of the particles will change, the vortex flow
phenomenon disappears, the particles at the corner of the
wall flow toward the fracture, and the rest of the particles
flow along the vertical direction (Figure 9). In addition, the
outflow of particles, at the position x = 0 at the bottom of
the model, is found to rise as a whole, which is the result of
activating the buoyancy factor command during the simula-
tion and setting the density of the fluid to be comparable to
the density of the particles. Using the PFC3D program, com-

piled in the FISH language, the volume of flowing particles in
the fracture was recorded in real time at different pressure,
and the results of the numerical simulation are shown in
Figure 10.

According to Figure 11, it can be found that the seepage
flow of particles under different water pressure all increase
with time, such as model size 100 × 100 × 300mm; with the
increase of pressure gradient, the percolation volume of
particles after 0.45 s are 4:4 × 10−4 m3, 6:9 × 10−4 m3, 9:2 ×
10−4 m3, and 1:2 × 10−3 m3, and its adjacent two pressure
gradient the percolation volume of particles under the differ-
ence increased by 56%, 33%, and 30%, respectively, with the
model size of 100 × 100 × 250mm; and the percolation vol-
ume of particles after 0.35 s was 4:7 × 10−4 m3, 6:9 × 10−4
m3, 8:5 × 10−4 m3, and 1:4 × 10−3 m3 with the increase of
pressure gradient, and the percolation volume of particles
under the difference of its two adjacent pressure gradients
were increased by 47%, 23%, 64%, and the model size of
100× 100× 200 mm; with the increase of pressure gradient,
the percolation volume of particles after 0.25 s was 3:7 ×
10−4 m3, 6:9 × 10−4 m3, 9:2 × 10−4 m3, and 1:3 × 10−3 m3,
and the percolation volume of particles under the difference
of its two adjacent pressure gradients increased by 86%,
33%, and 42%. In addition, the model size and running time
will increase the seepage volume of particles; in the case of the
model size is large enough and the running time is relatively
short, the seepage volume of particles increases and decreases
with the increase of pressure gradient, which is due to the fact
that when the particles enter the fracture, the width of the
fracture remains the same, and the increase of the number
of particles will make the crowding and friction between
the particles and the friction between the particles and the
wall, causing a certain degree of fracture. In the case of small
model size and long running time, most of the particles enter
the fracture in that running time, and the increase of seepage
volume of particles will decrease first and then increase with
the increase of pressure gradient, which indicates that the
blocked particles in the fracture decrease, the porosity of
the model increases, and the mobility of particles is
enhanced, so the faster the speed of entering the fracture,
the greater the increase of seepage volume of particles.

Fracture

Figure 10: The overall increase in the process of particle flow.
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Figure 11: Continued.
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Figure 11: The relationship curve between seepage flow of particles and time under different water pressures for particle size of 100 × 100 ×
300mm at (a) P = 0:5MPa, (b) P = 0:8MPa, (c) P = 1:0MPa, and (d) P = 1:2MPa; and particle size of 100 × 100 × 250mm at (e) P = 0:5
MPa, (f) P = 0:8MPa, (g) P = 1:0MPa, and (h) P = 1:2MPa; and particle size of 100 × 100 × 200mm at (i) P = 0:5MPa, (j) P = 0:8MPa, (k)
P = 1:0MPa, and (l) P = 1:2MPa.
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Figure 12: Continued.
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Figure 12: Continued.
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Figure 12: Continued.
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Figure 12: Continued.
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3.4.2. Analysis of Particle Seepage Rate. The particle percola-
tion problem in the fracture is not really a water percolation
problem in the fracture, and water is a continuous medium
flowing in the fracture that almost satisfies Darcy’s law, while
the motion of particles is approximately regarded as the
motion between small balls, which collide with each other
and there is friction; in addition to the characteristics of the
flow, the small ball itself also has the nature of rotation.
Therefore, the most fundamental difference between water
and particle flow in a single fracture is that water is a contin-
uum and particle is a discrete body, by compiling the FISH
language program and using the Hist command to record
the amount of particle percolation in the fracture at different
running times, and using Origin software for fitting, the fit-
ting results are shown in Figure 12.

Figure 12 shows that in the initial stage, the particle flow
rate increases with the increase of running time, and the slope
of the curve increases; consider fitting with a quadratic func-
tion, the fitting correlation coefficientR2is above 0.92, and the
slope of the curve remains unchanged after the percolation
rate of particles reaches stability; consider fitting with a pri-
mary function, the fitting coefficientR2is mostly above 0.90;
and when the running time is long enough, the model after
all the particles in the model are seeped out by the fracture,
the particle flow rate is kept constant, and the slope is 0, as
shown in Figure 12(l).

To analyze the relationship between pressure gradient
and seepage velocity, the slope of the primary function (seep-
age velocity) was fitted for each model with different pressure
gradients, and Figure 13 shows the fitted curves of pressure
gradient and particle speed.

Figure 13 shows that the flow velocity is not exactly pro-
portional to the pressure gradient (data points), and it does
not conform to Darcy’s law. There are various reasons for

this, such as changes in fluid viscosity, changes in model
porosity, and collisions between particles and between parti-
cles and fracture walls or even the clogging effect of particles
on fractures. When the pressure gradient is small, the flow
velocity increases slowly with the increase of pressure gradient,
after the pressure gradient exceeds a certain value, the flow
velocity increases rapidly with the increase of gradient, and
finally the region increases slowly, and the whole shows an
“S” curve of growth. By further fitting the data (see the red
curve in Figure 13), the pressure gradient and flow velocity
approximately satisfy an exponential function relationship,
and the fitted correlation coefficient R2 equal to 0.9312, and
the fitting formula is as follows:
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Figure 12: Simulated fitting curves for particle size is 100 × 100 × 300mm (a) P = 0:5MPa, (b) P = 0:8MPa, (c) P = 1:0MPa, and (d)
P = 1:2MPa; and particle size is 100 × 100 × 250mm (e) P = 0:5MPa, (f) P = 0:8MPa, (g) P = 1:0MPa, and (h) P = 1:2MPa; and
particle size is 100 × 100 × 200mm (i) P = 0:5MPa, (j) P = 0:8MPa, (k) P = 1:0MPa, and (l) P = 1:2MPa.
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Figure 13: The relationship between pressure gradient and the
particle speed.
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v = 1:328 × 10−2 − 1:156 × 10−2
1 + exp Δp − 4:42 × 106/3:54 × 105

� � :
ð27Þ

4. Conclusion

(1) When the water pressure is first applied, the flow
direction of the particles will show different, a small
number of particles immediately into the fracture,
the vast majority of particles are flowing toward the
middle of the model, the movement of particles at
the corners of the wall occurs similar to the phenom-
enon of vortex, with the increase in running time, the
vortex phenomenon disappears, the flow direction of
the particles at the corners point to the fracture, the
rest of the particles flow along the vertical direction

(2) In the initial stage, the flow rate of particles increases
with time, the slope of the curve increases, and the
quadratic function is used for fitting. After the perco-
lation rate of particles reaches stability, the slope of
the curve remains the same, and the primary function
is used for fitting

(3) In the beginning stage, the particle flow velocity
increases with the increase of the pressure gradient.
In addition, the particle flow rate and pressure gradi-
ent are influenced by many factors, such as the
change of fluid viscosity, the change of model poros-
ity, and the collision between particles, particles and
fracture wall, so that they approximately satisfy an
exponential function of “S” curve
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The deep underground roadways are widely used in the mining industries at present, but the relevant theoretical bases are not fully
understood. In this paper, the numerical solutions for strain-softening surrounding rock under the generalized three-dimensional
(3D) Hoek-Brown (GZZ) strength criterion are developed incorporating the confinement-dependent characteristics of ψ and η∗

and their influences on the stress and displacement of equivalent circular roadway. On the basic of a finite difference, method
for the strain-softening model is proposed to consider the variation of ψ and η∗ in analyzing the strain-softening behavior of
rock masses. Combining the equilibrium equation and strength criterion, the stress conditions for each annulus are calculated
analytically. The displacement for each step is obtained analytically by solving the differential equation through invoking flow
rule and Hooke’s law. The accuracy of the proposed method is verified through the comparison between the results and the
previous studies. The effect of intermediate principal stress of GZZ strength criterion is considered; the rationality of the proposed
method is verified by two aspects. First, by comparing with the two-dimensional narrow and generalized H-B strength criterion,
the advantage of GZZ strength criterion that considers the effect intermediate main stress is highlighted. On the other hand,
compared with the three-dimensional linear D-P criterion, the advantage of GZZ strength criterion in the theoretical research of
deep underground roadway in coal mine is highlighted. The results show that the strain-softening of the surrounding rock in the
plastic zone of the roadway can reduce the pressure of the surrounding rock, but it will greatly increase its deformation. In the
high field stress areas, the strain-softening of surrounding rock is the key reason for the destruction of the roadway. It is suggested
that in the design and calculation of the support system of the roadway, the strain-softening characteristics of the surrounding
rock should be considered, which is very important to avoid large deformation and damage of roadway.

1. Introduction

The deformation of rock mass is related to geological con-
ditions, in situ stress, support technologies, and excavation
disturbance. The prediction of rock mass deformation
behavior is very useful for deep coal mining [1]. At great

depth with strong deep structural activity or high deformabil-
ity, rock squeezing may occur, and the repair rate of large
deformed roadways can reach 70% [2, 3]. In the deep coal
mining, due to the influences of “three high and one distur-
bance” (high geo-stress, high ground temperature, high
permeable pressure, and the disturbance of mining activities),
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the unique stress characteristic and plastic yielding were
engendered by the mechanics of roadway [4–6].

For deep underground engineering, the elasto-plastic
[7–10], elasto-brittle-plastic [11–13], and strain-softening
models [14–16] were established to finish off the issue of
tunnel based on elasto-plastic approaches [17–19] in the past
period. For the first two methods mentioned above, analyti-
cal solutions are available accounting to a simple point of
view. However, experimental and field observation show
that the deformation and failure mechanism of rock mass
in the postpeak stage of rock was revealed by the strain-
softening model [19–24]. Hence, lots of scholars have stud-
ied the strain-softening model in detail, especially for Brown
et al. [17], Carranza-Torres [18], Alonso [7], and Lee and
Pietruszczak [25]. There are two pivotal parameters, which
are the critical softening parameter η∗ and the dilatancy
angle ψ, to research the features of strain-softening of deep
underground engineering. It is worth noting that the confin-
ing stress acts on the above two parameters according to the
existing findings [7, 8, 20, 26, 27]. In addition, the dilatancy
angle was only deemed to a constant to research the features
of strain-softening [7, 8, 25, 26]. Nevertheless, the variation
of the critical softening parameter η∗ and the dilatancy
angle ψ should be seemed reasonable [20, 27, 28].

The above scholars mainly study the related problems of
circular tunnel, but for deep underground engineering, there
are similar problems in roadway in coal mine. Above all, five
kinds of cross-section shape of roadway are commonly used
in mining design, including rectangular, straight wall arch,
trapezoidal, round, and oval [29]. The straight-wall semicir-
cular arch roadway is widely used as the cross-section shape
of underground roadway in coal mine because of its fast
forming and high stability [30]. The impact of straight wall
arch roadway on the surrounding rock was equal to the outer
round with the same diameter of the circular roadway section
[31]. In conclusion, for the convenience of analysis and
calculation, the typical arched cross-section shape of the coal
mine roadway with straight wall is equivalent to the outer
circular cross-section roadway with the same diameter for
the following specific analysis (as shown in Figure 1).

What is more, the elasto-plastic, elasto-brittle-plastic,
and strain-softening models have been built based on
Mohr-Coulomb (M-C) and Hoek-Brown (H-B) criteria
[6–25, 32–36]. The Mohr-Coulomb criterion is linear which
is relatively convenient to use, but the criterion does not
reflect the nonlinear destruction characteristics of rock bod-
ies. Since the Hoek-Brown strength criterion has been widely
used in rock engineering, its prediction of rock behavior is
sufficient and can be easily applied to a series of rock engi-
neering problems. However, although many evidences show
that in many cases, the intermediate principal stress does
affect the strength of the rock, the H-B strength standard
does not consider the influence of the intermediate principal
stress. In order to overcome this shortcoming, the criterion
proposed by Zhu [37] and Zhang [38] can predict the same
strength as the original H-B strength criterion under triaxial
compression and extension and is regarded as a true 3D ver-
sion of the original H-B strength criterion. 3D Hoek-Brown
strength criterion (GZZ strength criterion) was the strength

criterion suggested by International Society for Rock
Mechanics (ISRM). Therefore, the GZZ strength criterion
can be used as a failure criterion for constructing rock quality
constitutive models and can be implemented in 3D finite
element (FE) codes to perform 3D numerical analysis of rock
engineering problems. The main objective of this study is to
compare results considering the effect of a variable η∗ and
ψ on the strain-softening behavior of rock masses in equiva-
lent circular roadways to select the correct combinative
models under the GZZ strength criterion.

2. Description of Problem

For the convenience of analysis and calculation, the typical
arched cross-section shape of the coal mine roadway with
straight wall is equivalent to the outer circular cross-section
roadway with the same diameter for the following specific
analysis.

Based on the above analysis of roadway, for the sake of
further study on the properties of surrounding rock stress,
the following assumptions are required:

(1) The roadway is equivalent circular

(2) The rock mass is characterised as isotropic, continu-
ous, infinite, and initially elastic, and its mechanical
properties obey the GZZ strength criterion

As shown in Figure 2, the excavation radius of the equiv-
alent circular roadway is R0. Here, the hydrostatic stress field
σ0 is applied to the whole area before excavation. At the areas
where the magnitude of the internal support strength pi is no
larger than the critical value pc, a plastic zone is assumed to
be formed around the equivalent circular roadway. When
pi < pc

∗∗, pc
∗∗ is deemed to the pivotal support pressures;

the equivalent circular roadwaywas got into the plastic soften-
ing zone. When pi < pc

∗, pc
∗ is deemed to the pivotal support

pressures, the equivalent circular roadway was got into the
plastic residual zone. In the case of elastic-plastic behavior,

Elastic zone

Elastic-plastic boundary

R0
Rr

Rs

𝜎R

𝜎0

𝜎0

𝜎0

𝜎0

𝜎θ

pi

Figure 1: Plastic zone formed around equivalent circular roadway.
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the explicit expression of plastic radius Rp can be derived
[9, 11]. Additionally, when consider the strain-softening
behavior, the plastic zone can be separated by softening and
residual zones through the application of an interface with
radius Rs (as displayed in Figure 2). At the boundary of the
elasto-plastic zones, σθp and σrp are the tangential stress
and the radial stress, respectively. Additionally, at the bound-
ary of the softening residual zones, σθs and σrs are the tangen-
tial and the radial stress. According to the stress equilibrium
at the boundary of the elasto-plastic and the softening-
residual zones, pc

∗∗ and pc
∗ are equal to σrp and σrs, while

the Rp and Rs are the radii of plastic and plastic residual zone.

2.1. GZZ Strength Criterion. The standard Hoek Brown
strength criterion can be used to calculate the three-
dimensional stress state [33]. But the effects of intermediate
principal stress is not considered in the initial form, which
does influence the rock strength [39, 40]. Therefore, it is
believed that the 3D Hoek-Brown strength criterion is more
suitable for describing yield state of rockmass under 3D stress
states. As is shown in Figure 3, the 3D Hoek-Brown strength
criterion is established by Zhang and Zhu [37]. It is also the
strength criterion suggested by International Society for Rock
Mechanics (ISRM) and can be expressed as follows.

9
2σc

τ2oct +
3

2
ffiffiffi
2

p mbτoct −mbσm = sσc: ð1Þ

In Equation (1), mb, a, and s are all empirical parameters
reflecting rock mass characteristics. a is rock mass character-
istic parameter. mb is the empirical parameter of the rock,
which can be determined by experiment or rock types. s
reflects the degree of rock fragmentation. σc is the uniaxial
compression strength. τoct is the octahedral shear stress, and

σm is the average value of main stress. τoct and σm can be
calculated by the Equations (2) and (3), respectively.

τoct =
1
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ1 − σ2ð Þ2 + σ2 − σ3ð Þ2 + σ3 − σ1ð Þ2

q
, ð2Þ

σm = σ1 + σ2 + σ3
3 : ð3Þ

In Equations (2) and (3), σ1 is the maximum principal
stress, σ2 is the intermediate principal stress, and σ3 is the
minimum principal stress. Where σ2 = ½ð1 + sin ψÞσ1 + ð1 −
sin ψÞσ3�/2, ψ is the dilatancy angle.

Where mb =mi and s = 1 for intact rock, these quantities
can be calculated by the geological strength index GSI and a
factor D,

mb = exp GSI − 100
28 − 14D

� �
mi,

s = exp GSI − 100
9 − 3D

� �
,

ð4Þ

where the value of D varies from 0 to 1. GSI is a factor that is
related to the degree of disturbance caused by blast damage
and stress relaxation, which varies between 10 and 100. mi
is determined by mechanical properties of rock mass. The
values of mi varies from 2 to 32, which is related to the com-
positions and mineralogical properties of rock mass.

2.2. Strain-Softening Behaviour. The strain softening is usu-
ally a transitional yield process or plastic potential, and its
behaviour is dominated by a softening parameter η which
can be described as follows:

η = εp1 − εp3, ð5Þ

where ε1
p and ε3

p represent the major and minor principal
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Figure 2: Partition diagram of an equivalent circular roadway after
excavation.
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Figure 3: The yield surface of 3D strength criterion [37, 41].
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plastic strain, which are equal to the tangential εθ
p and radial

strains εr
p. η is the plastic shear strain.

As displayed in Figure 4, the mechanical properties
including the strength and deformation parameters is differ-
ent when the deviatoric plastic strain change. This relation-
ship can be described by a bilinear function with the
application softening parameter η as follows:

ω ηð Þ =
ωp − ωp − ωrð Þ η

η∗
0 < η < η∗ð Þ,

ωr η ≥ η∗ð Þ,

8<
: ð6Þ

where ω is one of the strength parameters and η∗ represent
the critical plastic softening parameter as shown in
Figure 4. When η reaches critical plastic deviator strain, it
begins to enter the residual state. Provided that the experi-
ment data are available, the η∗ may be assigned for each
parameter. Here, for the purpose of the clarity, the single value
η∗ is assigned for each medium. The superscripts “p” and “r”
represent the peak and residual strength. As displayed in
Equation (6), at the stage of the plastic softening, the strength
parameters has the negative linearly relationship with the η∗.
Once the parameter increases to the value higher than the
critical value η∗, the strength parameters remain stable.

The peak and residual values of mb, s, and a can be
obtained through the application of the geological strength
index (GSI) [23]. The residual value of GSI is able to be
obtained from the peak value of GSI [21, 22].

GSIr = 17:25 exp 0:0107GSIpð Þ: ð7Þ

The nonassociated flow regulation is described as follows:

Δεpr = −KψΔε
p
θ, ð8Þ

where Kψ is the dilatancy coefficient, Kψ = ð1 + sin ψÞ/ð1 −
sin ψÞ, and ψ is the angle of dilatancy, which are different
with the change of the confining stress and mechanical prop-
erties of the rock [20].

2.3. Variable Path of σr . As described in the previous studies
[7], the process of roadway excavation is simulated as the
process of roof confining pressure decreasing gradually from
σ0 to pi. Figure 5 shows the excavation stress path and yield
criterion from the original hydrostatic stress to the state of
the final support. Point A is defined as the state of the initial
hydrostatic. At the stage of the excavation process, σr
decreases gradually to the state of the elasto-plastic boundary
(point B) where the confining stress σrp (referring to p

∗∗) can
be calculated by the elastic solution. Then, the status of the
rock mass reaches the plastic softening area. During the pro-
cess between point B and point C, since the strength param-
eters varies at the area of plastic softening, the GZZ function
change with η (0 < η < η∗). Once the value of η reaches η∗, σr
decreases to the values of σrs which refers to p

∗. At this point,
the state of the rock mass is transferred from the softening to
the residual. During the process between point C and point
D, the residual failure criterion can be employed with the

application of the parameter of residual strength ωr. Then,
if pi is lower than the σrs, σr decreases from σrs at the bound-
ary of the softening-residual to pi on the surface of the exca-
vation, which is imposed by the supporting systems. The
results indicate with the application of the support systems,
the σr deceases from σrp to pi at the plastic zones.

For the soft rock masses after the excavation of the equiv-
alent circular roadway, at the plastic zone, the values of the σr
decrease from the boundary of the elasto-plastic to the of
boundary excavation along the path of stress that displayed
in Figure 5. The stress evolution in the equivalent circular
roadway is different from that in the compression test. In
the compression test, the confining pressure stress remains
unchanged, while the axial stress increases until the occur-
rence of the failure. Therefore, if not conder the effects of
the variable confining stress, the accuracy and practicability
of the assumption that the critical plastic parameter η∗ and
dilatancy angle ψ remain unchanged should be taken with
caution. Due to the variable property of σr in the plastic zone
of strain softening behavior, the parameters related to the
confining stress such as the η∗ and ψ are also variable.

2.4. The Dilatancy Angle Model. The experimental results
[26] show the angle of dilatancy angle is directly related to
the failure of rock mass. Therefore, the dilatancy model is
of great significance in the calculation of mine excavation
displacement. In essence, in rock excavation engineering, in
order to better reflect the mechanism evolution in the process
of rock failure and study the potential dilatancy process in the
process of rock plastic deformation, it is necessary to estab-
lish an appropriate dilatancy model.

Previous studies have described the dilatancy angle of
rock mass is not constant, but decreases with the increase
of confining pressure [42–45]. In addition, the dilatancy
decreases gradually until it become constant at the residual
strength during the failure process. If the plastic deformation
is large enough, the dilatancy will gradually decrease to zero.
The maximum values of the dilatancy angle appear near the
peak strength at the elastoplastic boundary of plastic zone.
Then, the angle of dilatancy decreases in the strain softening
stage until it become stable at the residual strength.

Plastic softening zone Plastic residual zone

𝜔

𝜔 p

𝜔r

𝜂 < 𝜂⁎ 𝜂
⁎

𝜂𝜂 ≥ 𝜂⁎

Figure 4: The relationship between strength parameters ω and η in
plastic zone versus.

4 Geofluids



In order to improve the understanding and calculation
formula of rock dilatancy, many attempts have been made.
Alejano and Alonso [20] described a feasible function of peak
dilatancy angle of rock according to the equation of peak
dilatancy angle of joint that obtained by Barton and Bandis
[46]. The proposed function for the peak dilatancy angle of
rock mass is described as follows:

ψp = φp

1 + lg σc
lg σc

σ3 + 0:1 , ð9Þ

where ψp represents the angle of the peak dilatancy, φp repre-
sent the angle of the peak friction, and σ3 represents the con-
fining stress which refers to σr in underground roadways.

Based on the GZZ strength criterion, the peak friction
angle variation with confining pressure can be obtained by
using the derivative of peak failure criterion function to
confining pressure [20]. In order to get the friction angle,
the derivative of peak failure criterion function to confining
pressure σ3 can be described as follows:

Kφp = dσ1
dσ3

= 2
ffiffiffi
2

p
spσ2c − 9

ffiffiffi
2

p
τ2oct − 3mp

bτoctσcffiffiffi
2

p
mp

bσcσ3
−
σ2
σ3

− 1,

ð10Þ

Kφp =
1 + sin φp

1 − sin φp
: ð11Þ

When combining Equations (10) and (11), the function
of peak friction angle is obtained as follows:

φp = arcsin Q − 2
Q

,

Q = 2
ffiffiffi
2

p
spσ2c − 9

ffiffiffi
2

p
τ2oct − 3mp

bτoctσcffiffiffi
2

p
mp

bσcσ3
−
σ2
σ3

:

ð12Þ

While incorporating Equation (12) into Equation (9), the
function of peak dilatancy angle is reobtained as follows:

ψp = arcsin Q − 2ð Þ/Qð Þ
1 + lg σc

lg σc
σ3 + 0:1 : ð13Þ

From the equation, it can be seen that ψp is directly
related to σ3 as well as the mechanical properties of the rock.

In addition, based on the function of peak dilatancy angle
as well as the results obtained by Detournay’s [27], the coef-
ficient of the decayed dilatancy is described as follows:

Kψ = 1 + Kp
ψ − 1

� �
e− η/η∗ð Þ, ð14Þ

where Kψ
p is the original dilatancy coefficient.

Equations (9)–(14) indicate that the dilatancy coefficient
Kψ changes with the change of η, η∗, and σ3, and the coeffi-
cient decays from the initial peak Kψ

p, which also depends
on σ3 as well as the mechanical properties of the rock.
Generally, the dilatancy model is nonlinear in the plastic
region. Due to the complex dilatancy characteristics of rock
mass, Hoek and Brown recommend that the dilatancy angles
are ϕ/4, ϕ/8, and 0 are related to the rockmass with good qual-
ity, fair quality, and poor quality [19]. According to the rec-
ommendation, a more reasonable constant dilatancy model
is proposed byAlejano et al. which can be applied to rockmass
with different quality [8]. The equation is described as follows:

ψ = 5GSIp − 125
1000 φ,

25 < GSIp < 75:
ð15Þ

whereφ is the friction angle.GSIp is the peak ofGSI. Given the
strength parameters of GZZ strength criterion, the optimal
curve that is suitable for the GZZ strength criterion with

pi
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Figure 5: Variation path of the stress state modified [7].
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confining pressure from 0 to σrp can be carried out and thus
obtained the value of φ [19, 23].

2.5. The Variable Critical Plastic Parameter. Through a large
number of triaxial compression tests under different confin-
ing pressures, the deformation capacity of rock mass after
failure is studied. Considering the strain softening character-
istics, the strength parameters of rock mass are decreased (as
shown in Figure 6). Figure 6 displays the geometry of the
strain softening model with confining stress for the estima-
tion of η∗, which can be calculated based on the equation
described as follows:

η∗ = 1
E
+ 1
M

� �
σp
1 − σr

1
� �

1 +
Kψ

2

� �
, ð16Þ

where E represent Young’s modulus; M represent the drop
modulus of the postpeak behaviour of rock mass; Kψ is the
coefficient of dilatancy.

Previous indoor and field test results show that the drop
modulus M is directly related to the quality of rock mass
quality [19, 22] as well as the confining pressure stress [24,
48]. Additionally, Alonso et al. [49] propose the function
related to M as follows:

M =
E 0:0046e0:00768GSIp
� � σ3

2
ffiffiffiffi
sp

p
σc

+ 0:05
� �−1

,

E 0:0046e0:00768GSIp
� � σ3ffiffiffiffi

sp
p

σc

� �−1
:

8>>>><
>>>>:

ð17Þ

3. The Existing Model’s Extension

3.1. Stress and Displacement Properties in the Elastic Zone.
Based on the assumption of plane strain axial symmetry as
well as the elastoplastic mechanics, the mechanical properties
of the surrounding rock such as the stress-strain and
displacement in elastic zone (r ≥ Rp) is obtained using the
function described as follows:

σer = σ0 − σ0 − σrp
� �R2

p

r2
,

σeθ = σ0 + σ0 − σrp
� �R2

p

r2
,

ue = 1 + v
E

σ0 − σrp

� �R2
p

r2
:

ð18Þ

In Equation (18), r is the distance between the calculated
points and the median of the equivalent circular roadway. R0
is the radius of the equivalent circular laneway, and σ0 is the
original rock stress. E and ν represent the Young’s modulus
and Poisson ratio, respectively.

3.2. Stress and Deformation Properties in the Plastic Zone.
Based on the plane strain axial symmetry assumption for

the equivalent circular roadway, the equilibrium equation is
described as follows:

dσr
dr

+ σr − σθ
r

= 0: ð19Þ

In Equation (19), σr and σθ represent radial and circum-
ferential stress, respectively.

For the deep equivalent circular roadway, based on
Hook’s regulation, the tangential strain can be estimated by
the stress conditions of the rock mass with the function
provided as follows:

dur
dr

= εr ,
ur
r
= εθ:

ð20Þ

Since the variable strength parameters and the variables
ψ and η∗ caused by the change of σ3 in the plastic softening
area cannot be solved in closed form, especially for the rock
mass that fails in the nonlinear failure patterns. Previous
researchers use the methods of finite difference that is devel-
oped by Brown et al. [17] to identify the solution to the prob-
lem of strain softening in plastic zone [25, 50]. In the
proposed method, the plastic zone is separated into a finite
number of concentric rings, which is shown in Figure 7. In
the process of the plastic deformation, the tangential strain
εθ gradually increases while the radial strain increases in a
nonflow manner with ψ. As shown in Figure 7, the plastic
zone is separated into a finite number of the concentric rings
as regards the radial stress [25]. The characteristic of adjacent
rings is that the stress increment is very small.

The plastic zone is assumed to be formed by the concen-
tric annuli n which is displayed in Figure 7. The ring of the
number of i is defined by two circles of normalized radii
ρði—1Þ = rði—1Þ/Rp and ρðiÞ = rðiÞ/Rp. It should be noted that
to satisfy the equilibrium conditions, the thickness of each

M
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⁎
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ɳ
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3

Kψ/2 = f (σ3, ɳ)

Figure 6: Geometrical diagram for estimating the value of η∗

[8, 47].
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annulus is automatically defined in the numerical process,
and its thickness is not equal.

For the convenience of calculation, all radius divided by
the radius RP of plastic zone are normalized (as shown in
Equation (21)).

ρ = r
Rp

: ð21Þ

Then, the radius of the inner and outer boundary of the
number i ring are ρðiÞ andρði−1Þ, respectively. At the outermost
side of the plastic zone (which is the interface of the elastoplas-
tic zone), ρð0Þ is equal to 1. At the tunnel wall, ρðnÞ = R0/Rp. It
should be noted that the difference between the radial stresses
on the inner and outer sides of each ring ðΔσr = σrðiÞ − σrði−1ÞÞ
is defined as a constant value. In the study, the equivalent
increment of confining pressure is applied for each annulus.
This increment is described as follows:

Δσr ið Þ =
pi − σrp

n
: ð22Þ

According to the calculation of increment of confining
pressure using Equation (22), the redial pressure of the ith
annulus is obtained using the function described as follows:

σr ið Þ = σr i−1ð Þ + Δσr ið Þ: ð23Þ

Based on the equilibrium differential function (Equation
(10)), when n is large enough, the tangential stress σθðiÞ in
the plastic zone is estimated with the equation described as
follows:

σθ ið Þ =
σr ið Þ − σr i−1ð Þ
ρ ið Þ − ρ i−1ð Þ

ρ ið Þ + σr ið Þ: ð24Þ

If the number of annuli n is sufficiently large enough, the
equilibrium equation can be related to the normalized radius
ρ = r/Rp. For the convenience of calculation, all radius divided
by the radius RP of plastic zone are normalized. Then, the
radius of the inner and outer boundary of the number i ring
isρðiÞ andρði−1Þ, respectively. At the outermost side of the plas-
tic zone (the interface of the elasto-plastic zone) ρð0Þ = 1. At
the roadway wall, ρðnÞ = R0/Rp. Therefore, the stress and
strains at the boundary of the elasto-plastic can be obtained
based on Brown et al. [17], which is described as follows:

σr 0ð Þ

σθ 0ð Þ

( )
=

σrp

2σ0 − σrp

( )
, ð25Þ

εr 0ð Þ

εθ 0ð Þ

( )
= 1 + ν

E

σrp − σ0

σ0 − σrp

( )
: ð26Þ

Once the stress components are obtained, the strain
parameters can be calculated according to the physical equa-
tion. The strain parameters including the elastic and plastic
parts can be described as follows:

εr ið Þ

εθ ið Þ

( )
=

εr i−1ð Þ

εθ i−1ð Þ

( )
+

Δεer ið Þ

Δεeθ ið Þ

( )
+

Δεpr ið Þ

Δεpθ ið Þ

8<
:

9=
;, ð27Þ

where εrðiÞ, εθðiÞ, εrði−1Þ, and εθði−1Þ represent the radial strains
and tangential strains at the ith and ði − 1Þth radius. ΔεerðiÞ
and ΔεeθðiÞ represent the increments of the elastic radial and
tangential strain at the ith radius. ΔεprðiÞ and Δε

p
θðiÞ represent

the increment of the plastic radial and tangential strain at the i
th radius, respectively.

According to the Hooke’s Law, the increments of the
elastic strain can be calculated by the increments of the stress
using the function as follows:

Δεer ið Þ

Δεeθ ið Þ

( )
= 1
2G

1 − v −v

−v 1 − v

 !
Δσr ið Þ

Δσθ ið Þ

( )
, ð28Þ

where ΔσθðiÞ represent the increment of the tangential stress,
ΔσθðiÞ = σθðiÞ − σθði−1Þ.

The increments of the plastic strain obey the nonassoci-
ated flow regulation as follows:

Δεpr ið Þ = −Kψ ið ÞΔε
p
θ ið Þ: ð29Þ

When both Kψ and η∗ are related to σrðiÞ, KψðiÞ can be
calculated using the equation described as follows:

Kψ ið Þ = 1 + Kp
ψ ið Þ − 1

� �
exp −

η i−1ð Þ
η∗i−1ð Þ

 !
: ð30Þ
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Figure 7: Radial stress distribution and plastic zone of equivalent
circular roadway with finite number of annuli.
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Combining Equations (27) and (29), the following equa-
tion can be obtained:

εr ið Þ + Kψ ið Þεθ ið Þ = εr i−1ð Þ + Kψ ið Þεθ i−1ð Þ + Δεer ið Þ + Kψ ið ÞΔε
e
θ ið Þ:

ð31Þ

Then, the finite difference form of the equilibrium func-
tion (Equation (19)) can be expressed as follows:

σr ið Þ − σr i−1ð Þ
r ið Þ − r i−1ð Þ

+
σr ið Þ + σr i−1ð Þ − σθ ið Þ − σθ i−1ð Þ

r ið Þ + r i−1ð Þ
: ð32Þ

By combining Equation (18) and Equation (29), the rela-

tionship between rðiÞ and rði−1Þ can be obtained as follows:

r ið Þ
r i−1ð Þ

=
σθ ið Þ + σθ i−1ð Þ − 2σr i−1ð Þ
σθ ið Þ + σθ i−1ð Þ − 2σr ið Þ

: ð33Þ

For the purpose of solving the problem of the strain com-
ponents, Equation (20) can be rewritten as follows:

εr ið Þ =
Δu ið Þ
Δr ið Þ

,

εθ ið Þ =
u ið Þ
r ið Þ

:

ð34Þ

When combining Equations (28), (31), and (34), the
radial displacement uðiÞ is obtained using the function
described as:

4. Calibration Examples

In order to verify and confirm the accuracy of the proposed
methodologies, the results obtained from the proposed
method are compared to that obtained using other methods.
The verification of the proposed methods in this study is
separated into three parts. The mechanical properties of rock
mass used in the study are assumed tomeet the strength crite-
rion with strain-softening behavior. The first part focuses on
showing the advantages of three-dimensional H-B strength
criterion (GZZ), compared with two-dimensional H-B
strength criterion (narrow H-B criterion and generalized H-
B criterion). On the other hand, it focuses on the comparison
of the current three-dimensional D-P criteria to show its
correctness and rationality of the theoretical derivation.

Firstly, the differences between the three-dimensional H-
B criterion and the two-dimensional H-B criterion (narrow
H-B criterion and broad H-B criterion) are discussed. A
series of data are selected from the publication by Sharan
[51], which are R0 = 5m, σ0 = 30MPa, pi = 5MPa, E = 5:5
GPa, ν = 0:25, σc = 30MPa, mp = 1:7, sp = 0:0039, mr = 1:0,
sr = 0:0, a = 0:5, ψ = 30°, n = 500. The comparison between
the three-dimensional H-B criterion and the two-
dimensional narrow H-B criterion is carried out, and the spe-
cific change rule is shown in Figure 8. In addition, when a
≠ 0:5, the difference between the three-dimensional H-B cri-
terion and the two-dimensional generalized H-B criterion is
compared and verified under the condition that the above
data are kept unchanged. The specific change rule is shown
in Figure 9.

It could be shown from Figures 8 and 9 with the increase
of the ratio value of radius at a certain point to the radius of
the equivalent circular roadways increases, the radial stress
increases approximately linearly, while the circumferential
stress increases approximately linearly first and then
decreases gradually. As shown in Figures 8(a) and 9(a), the
radial stress of GZZ criterion is generally lower than that of
2D H-B criterion obtained by Sharan [51], but the linear
growth rate of GZZ criterion is higher, which highlights the
role of intermediate main stress. As shown in Figures 8(b)
and 9(b), the tangential stress of GZZ criterion is generally
lower than that of 2D H-B criterion obtained by Sharan
[51]. On one hand, the turning point of GZZ criterion is
relatively later than that of 2D H-B criterion. On the other
hand, the subsequent decreasing trend range of 2D H-B
criterion is very small, which also shows the role of interme-
diate main stress. As shown in Figure 10, the three-
dimensional H-B criterion and the three-dimensional D-P
criterion were compared. Both of the calculation results
produce the plastic zone, as shown in the dotted line part
in the figure. The three-dimensional solution enters the
state of elastic stress at the shallow depth of roadway, which
is beneficial to the stability of roadway. This is mainly due
to the favorable mechanical action of the intermediate main
stress. With the decrease of the plastic zone’s radius, the
stress gradient in plastic zone and the stress value at the
same depth are increased. In the plastic zone, the intermedi-
ate main stress increases with the increase of surrounding
rock depth and converges to the original rock stress at the
elastic-plastic interface.

u ið Þ =
εr i−1ð Þ + Kψ ið Þεθ i−1ð Þ + 1 + νð Þ/Eð Þ Δσr ið Þ 1 − ν − Kψν

� �
+ σr ið Þ − σθ i−1ð Þ
� �

Kψ − Kψν − ν
� �n oD E

r ið Þ r ið Þ − r i−1ð Þ
� �

r ið Þ + Kψ r ið Þ − r i−1ð Þ
� � +

u i−1ð Þr ið Þ

r ið Þ + Kψ r ið Þ − r i−1ð Þ
� � :

ð35Þ
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In order to better verify the theoretical derivation, the
calculation results based on this derivation are compared
with the existing research results. Li et al. [52] deduced the
analytical solution of circular tunnel based on GZZ strength
criterion, but it did not consider the strain softening charac-
teristics of surrounding rock. If ωp in Equation (6) is equal to
ωr , the solution in this paper can be reduced to the solution
without considering the strain softening characteristics of
surrounding rock. In order to study the accuracy of the
theoretical derivation, this solution is compared with the
solution provided by Li et al. [52]. Figure 11 shows the
comparison of radial and circumferential stress curves of sur-
rounding rock under different uniaxial compressive strength.

Table 1 shows the comparison of plastic zone radius of sur-
rounding rock under different uniaxial compressive strength.
The uniaxial compressive strengths are 20, 30, 50, and
70MPa, respectively. It can be seen that the calculation
results in this paper almost coincide with the results given
by Li et al. [52], and the radius of plastic zone is the same.
Therefore, the correctness and rationality of the theoretical
derivation are verified.

5. Discussion

Three-dimensional nonlinear GZZ strength criterion consid-
ered the influence of intermediate main stress. In this part,
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Figure 8: Comparison of stresses curves of GZZ criterion stress with narrow H-B criterion ((a) radial stress; (b) tangential stress).
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Figure 9: Comparison of stresses curves of GZZ criterion stress with generalized H-B criterion ((a) radial stress; (b) tangential stress).
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sensitivity analysis of intermediate main stress and the dila-
tion angle are carried out on the stress, strain, and displace-
ment of the surrounding rock.

According to the analysis of Xia et al. [53], the softening
law of the surrounding rock strength parameters with strain
involved in the GZZ guidelines is described as follows. The
value a is increased with the increase of the tangential strain.
When the tangential strain is between 0 and 0.001, the value a
remains at 0.5; then, with the increase of strain, the value a
increases linearly to 0.6, and the tangential strain is 0.003.
After that, the value a remains constant with the increase of

the tangential strain; the s value is increased with the increase
of the tangential strain. When the tangential strain is between
0 and 0.001, the value s remains at 0.0004. With the increase
of strain, the s value decreases linearly until it is 0, and the
tangential strain is 0.003. After that, the s value remains con-
stant with the increase of the tangential strain; themb value is
increased with the increase of the tangential strain. When the
tangential strain is between 0 and 0.001, themb value remains
at 0.5. Then, with the increase of strain, the mb value
decreases linearly to 0.25, and the tangential strain value is
0.003. After that, the mb value remains constant with the
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Figure 10: Stress distributions of surrounding rock under different strength criteria ((a) radial stress; (b) axial stress; (c) tangential stress).
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Figure 11: Curves of stresses under different uniaxial compressive strengths.

Table 1: Comparison for plastic zone radii of surrounding rock under different uniaxial compressive strengths.

Plastic zone radii/m
σc = 20MPa σc = 30MPa σc = 40MPa σc = 50MPa

This paper 8.92 6.69 5.06 4.39

Li et al. [52] 8.92 6.74 5.10 4.42
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increase of the tangential strain; the ψ value is increased with
the increase of the tangential strain. The softening law is that
when the tangential strain is between 0 and 0.001, the ψ value
is kept at 15°. With the increase of strain, the ψ value
decreases linearly to 5°, and the tangential strain is 0.003.
After that, the ψ value remains constant with the increase
of the tangential strain.

In the sensitivity analysis, it is determined that the rele-
vant parameters of the deep equivalent circular roadway are
the original rock stress is p0 = 15MPa, the excavation radius
of the equivalent circular roadway is R0 = 5m, E = 20Gpa,
μ = 0:35, the strength parametermi = 6, the surrounding rock
uniaxial compressive strength σc is 20MPa, the initial value
of the geological strength index GSIp is 50, and the residual
valuesGSIr are 10, 20, 30, 40, and 50, respectively [53]. When
GSIr is 50, surrounding rock softening is not considered
which is as the control group. Assuming the support reaction
pi is 1.5MPa, the critical plastic deviator strain η∗ of sur-
rounding rock is 0.5%.

5.1. Impact of Rock Dilation. Dilatancy plays an important
role in the deformation of the rock boundary of roadway
excavation [54]. Previous studies described that the expan-
sion of surrounding rock of the roadway has little impact
on the stress distribution [55, 56]. However, the yield process
of surrounding rock is accompanied by the expansion behav-
ior. The volume of plastic zone keeping constant during the
yield process is not consistent with the actual situation of
rock mass [57]. In this paper, different dilatancy angles are
introduced into the proposed theoretical calculation equa-
tion, and the influences of expansion on stress distribution
are studied.

In addition, the main focuses of this paper are on the
stability analysis of the roadway excavation process, and the
rock mass involved is basically weak rock formations. Previ-
ous studies have divided rocks into soft rocks and hard rocks
[58]. Since the mechanical characteristics of each rock are
similar, the mechanical parameters of mudstone samples are
selected to calculate the difference of stress and radius of plas-
tic zone under different dilation angles. Compared with the
change of main stress with dilation angle in Table 2, the sensi-
tivity of stress distribution to dilation angle is weak. Consider-
ing the three-dimensional case of intermediate main stress,
the dilation angle has little effect on the plastic zone of mud-
stone. It also verifies the conclusion that the dilation angle
has little effect on the plastic zone stress [55, 56]. The results
indicate the influence of the intermediate main stress and
the strength potential of rock materials. The self-bearing
capacity of materials is also considered to make sure that the
analysis of the stability of the surrounding rock is reliable.

Figure 12 shows the distribution curve of displacement in
plastic zone along the depth of surrounding rock under
different dilatancy angles. It can be seen from Figure 12 that
the displacement in the plastic zone of soft rock increases
with the increase of dilation angle, which is consistent with
the engineering practice. For soft rock, within 3 times of
excavation radius, the expansion is very significant. When
the dilatancy angle is large, the distribution of displacement
in plastic zone along the depth of surrounding rock presents

prominent nonlinear characteristics. The surrounding rock
around the inner wall of the roadway is disturbed by the
roadway excavation, and the strain energy stored in rock
mass is also released along the disturbed area. As a result,
the displacement distribution in plastic zone increases nonli-
nearly with the decrease of surrounding rock depth. The dis-
placement of the inner wall of the tunnel develops the most.
Therefore, for soft rocks such as mudstone, the plastic zone’s
displacement was affected by the increasing dilation angle, so
attentions are needed to be paid to the influence of rock dila-
tion in the calculation of stress distribution.

5.2. Effect of Softening Degree. Figure 13 shows the stress dis-
tribution of surrounding rock under different softening
degree. For the radial stress (σr), under the same support
pressure (pi), the higher the softening degree of surrounding
rock, the smaller the radial stress. However, due to the influ-
ence of the size of the plastic zone, the distribution of the tan-
gential stress σθ in the elastic and plastic zone is not the same.
In the inner wall of the roadway, the higher the softening
degree of the surrounding rock, the smaller the tangential
stress. It can be seen from Figure 13(b) that the softening
degree of surrounding rock has a great influence on the scope
of plastic area. The higher the softening degree, the greater
the plastic zone of surrounding rock. However, regardless
of the degree of softening, the maximum value of tangential
stress is the same under various conditions. In other words,
under the same support pressure (pi), the strain softening
of surrounding rock can change the stress distribution of

Table 2: Parameters under different dilatancy angles for mudstone.

Lithology ψ/° σR/MPa Rp/m β

Mudstone

0 9.21 8.92 1.00

10 8.99 8.84 1.42

20 8.85 8.92 2.04

30 8.76 9.15 3.00
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Figure 12: Effect of dilation angle on plastic zone of roadway
surrounding rock displacement of the soft rock.
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surrounding rock, but cannot change the values of maximum
stress. For the surrounding rock with high softening degree,
the stress changes slowly due to the large radius of plastic
zone. However, regardless of the degree of softening, the
stress of surrounding rock at the boundary of plastic zone
is constant.

In terms of the strain of surrounding rock, it can be seen
from Figure 13 that the strain softening of surrounding rock
has a great influence on its strain, and the strain of surround-
ing rock in plastic zone is particularly sensitive to softening.
Under the same support pressure (pi), when GSIres are 40,
30, and 20, the radial strain at the inner wall of the tunnel
is 1.2, 1.6, and 3.4 times of that without strain softening,
respectively. When GSIres is 10, the radial strain at the inner
wall of the tunnel is 18.6 times larger than that under the con-
dition of without strain softening. The change regulation of
tangential strain is similar to that of radial strain. It can be
seen that after the surrounding rock softens, although the
stress in the plastic zone is relatively smaller, its strain
increases exponentially, resulting in a large increase in the
deformation of the surrounding rock.

Figure 14 shows the characteristic curve of surrounding
rock under different softening degree. As can be seen from
Figure 14, when the support pressure is large, the softening
effect can be ignored due to the small deformation of road-
way. However, with the decrease of support pressure, the
deformation of surrounding rock changes significantly with
the degree of softening. Under the same support pressure,
the deformation of surrounding rock is several times or even
dozens of times. For example, when the support pressure (pi)
is 1.5MPa, the displacement of the inner wall of the roadway
is 78mm without considering the softening of surrounding
rock. When GSIres are 40, 30, and 20, the radial displacement
at the inner wall of the roadway is 110mm, 180mm, and
500mm, respectively. When GSIres is less than 20, the dis-
placement of the inner wall of the roadway is more than a
few meters, which means the roadway lose its stability. In
the same way, under the condition of the same deformation

of roadway in the inner wall of the roadways, the support
pressure required for the surrounding rock with different
softening degree varies several times.

6. Conclusions

In this paper, based onGZZ strength criterion considering the
impact of intermediate main stress, an equivalent circular
roadway solution method which can reflect the strain-
softening and dilatancy properties of surrounding rock is
proposed. The stress, strain, and deformation of surrounding
rock after the excavation of underground roadways are
obtained by numerical method. The influence of the interme-
diate main stress on the mechanical behavior of the plastic
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Figure 13: Stress curves with different GSIres ((a) radial stress; (b) tangential stress).
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zone of the surrounding rock and the relationship between the
mechanical properties of the surrounding rock and the soften-
ing parameters are studied. Then, the failure mechanism of
roadway with soft rock is analyzed, and the main conclusions
are as follows:

(1) Compared with the traditional H-B strength crite-
rion, the value of surrounding rock stress calculated
by GZZ strength criterion considering the effect of
intermediate main stress is smaller, while the radius
of plastic zone, softening zone, and surrounding rock
strain are larger. Therefore, it is more conservative to
use the GZZ strength criterion for calculation

(2) Under the same support pressure, the strain-softening
of surrounding rock can change the stress distribution,
but cannot change the value of the maximum stress. In
other words, regardless of the degree of strain-soften-
ing, the stress of surrounding rock at the boundary of
plastic zone is constant. But for the surrounding rock
with high strain-softening degree, because of its large
plastic zone radius, the surrounding rock stress near
the inner wall of the tunnel is relatively small, and the
displacement is large. When the support pressure is
small, the deformation of surrounding rock changes
significantly with the degree of strain-softening. Under
the same support pressure, the deformation of sur-
rounding rock is several times or even dozens of times.
Similarly, under the condition of the same deformation
of the surrounding rock in the inner wall of the road-
ways, the required supporting reaction force may
increase several times or evendozensof times consider-
ing the soften of the surrounding rock

(3) The dilatancy properties of rock have significant
effects on the displacement of the plastic zone of the
surrounding rock mass. Under the effects of dilatancy,
the displacement of the plastic zone is obviously larger
than that without considering the effects of dilatancy.
The displacements of the plastic zone of the rock mass
increase with the increase of the dilatancy angle

(4) The stress of surrounding rock is redistributed due to
the excavation and unloading of roadway. Shear slip
failure of rock structure occurs under high ground
stress, and the self-supporting capacity of the sur-
rounding rock is greatly reduced. The deformation
of surrounding rock of roadway increases rapidly
when the support effect is enough. It is the main
reason of large deformation and failure of deep
underground roadway with soft rock. Therefore, in
the design and calculation of roadway supporting
system, the strain softening characteristics of
surrounding rock should be properly considered to
avoid large deformation and failure of roadway
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This paper investigates the influence of the structured property of loess on its compressive behaviour and proposes a new method
for determining the preconsolidation pressure of structured loess soil. A series of oedometer tests were carried out on undisturbed
and remoulded loess samples prepared at various moisture contents. The effects of moisture content on the structured yield stress,
the preconsolidation pressure, and the structural strength were also captured. It was found that the influence of the structured
property of loess on the compression behaviour is divergent between undisturbed and remoulded loess samples. The
discrepancy before and after structural yielding is more remarkable for the undisturbed soil. The Casagrande method realized
through the MATLAB program can effectively eliminate human factors and accurately calculate the corresponding
preconsolidation pressure for undisturbed soil. The effects of moisture content on the method for determining the
preconsolidation pressure considering the structured property of loess were discussed. The determination method can accurately
evaluate the loess consolidation state in loess regions. The influencing rules which the moisture content exerts on the structured
yield stress, the preconsolidation pressure, and the structural strength all conform to exponential functions. The study is of great
significance to correctly differentiating the foundation consolidation states and calculating the ground settlement in loess regions.

1. Introduction

An accurate determination of the consolidation state of soil is
significant for the calculation of foundation settlement and
analysis of stability problems [1–4]. Moreover, the project
quality, construction period, and cost are also affected by
the accuracy of determination of the soil consolidation state
[5–8]. Nevertheless, the soil consolidation state falls into
three categories, i.e., the overconsolidation state, normal con-
solidation state, and underconsolidation state, according to
the magnitude of the current pressure applied on soil com-
pared to the preconsolidation pressure. Therefore, the core
question of determining the consolidation state of the soil

layer is to accurately determine the preconsolidation pressure
of soil.

Many investigations have been carried out into the deter-
mination of soil preconsolidation pressure. As to how to
reasonably determine the preconsolidation pressure, many
scholars at home and abroad have proposed various
methods. These are such as the Casagrande method, Burmis-
ter method, Joes method, Mikasa method, “f” method,
graphic method, and densitometric method [9, 10]. However,
the calculated preconsolidation pressures using these
methods are diverse and the structural effect of structured
soil has not been well accounted for [11, 12]. The inflection
point on the compression curve of soil was defined by Liu
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[13] as the critical average pressure, which varied depending
on the physical and mechanical properties of the loess and
the age of its origin. Gong et al. [14] believed that the pressure
corresponding to the inflection point on the compression
curve of undisturbed soil can be regarded as the structured
yield stress, which should be the sum of the preconsolidation
pressure and the structural strength. By performing tests on
old and red clays, Wang et al. [15] found that the preconso-
lidation pressure is related not only to the loading history
of the soil but also to the material composition and the struc-
tural characteristics of the soil. Shi et al. [16] performed a
research on the characteristics of engineering geological envi-
ronment at Lingdingyang. Chen et al. [17] analyzed the influ-
ence of the structure on the compressive properties of
compacted loess with different initial moisture contents. Li
et al. [18] conducted a study on the soil-water and shear
strength characteristics of unsaturated red clay. Li et al. [19]
determined the preconsolidation pressure using quick direct
shear tests. Jia and Lei [20] studied the anisotropic consolida-
tion properties of Ariake clay in Japan by the constant rate of
strain (CRS) consolidation test using vertically and horizon-
tally cut specimens. Wang et al. [21] analyzed the law of
stress-strain under different strain rates based on Lanzhou
loess compressive tests. Zhang et al. [22] carried out
compression-rebound tests and oedometer tests on speci-
mens prepared at different moisture contents. Xu [23]
performed an experimental investigation into the one-
dimensional disturbed evolution law of Q3 loess. Jiang et al.
[24] researched the consolidation and shear properties of
seabed soft soil by means of the one-dimensional odometer
and conventional triaxial compressive tests.

Unfortunately, none of these methods take into account
the structural properties of the soil. Therefore, if these
methods were used to determine the preconsolidation pres-
sure of structured soil, the accuracy of the determined pre-
consolidation pressure may be not satisfactory. As is known
to all, most of the geomaterial has some certain structural
properties, especially for the loess [25–29]. Due to the fact
that the loess has the overhead or inlaid granular structural
type which is formed under the special geological condition
and in the special natural environment, the structure of the
loess is particularly prominent. The preconsolidation pres-
sure refers to the maximum effective stress which the natural
soil has ever suffered in history. However, the soil is a special
natural product, which has a strong “memorizing” function
for its stress history. Its “memorizing” function can reflect
or express, in the mechanical properties of the natural soil,
the influence exerted by the factors, such as the generating
environment, the geological history changes, and external
forces. Therefore, proposing a method for determining the
preconsolidation pressure of the structural soil is of great the-
oretical significance for and has far-reaching influence on
correctly judging which consolidation state the soil layer
belongs to, the settlement calculation, studying the structure
of the soil, and constructing the constitutive model.

In order to explore the effects of the structural properties
on the compression curves of the undisturbed and
remoulded loess soil, a series of oedometer tests were per-
formed on the undisturbed and remoulded loess soil speci-

mens prepared at several moisture moistures. Secondly,
according to the analysis of the compression test results, an
investigation was made into the structured yield stress of
the undisturbed soil, the preconsolidation pressure of the
remoulded soil, and the influence of moisture content on
the structured yield stress and the preconsolidation pressure.
Finally, the determination of the preconsolidation pressure of
the structural loess was carried out. The MATLAB program
was used to implement the Casagrande method, which deter-
mined the preconsolidation pressure and the structured yield
stress. On the basis of the reduction method and the concept
of eliminating structural strength, the true preconsolidation
pressure of the undisturbed loess can be determined with
the help of the compression curve of the remoulded soil sam-
ples. The influence of moisture content on the preconsolida-
tion pressure, the structured yield pressure, and the structural
strength was further analyzed, and the influencing rules were
studied.

2. Materials and Methods

2.1. Structured Loess Soil. The loess soil used in the tests was
taken from a construction site in the suburb of Xi’an city with
the overlying soil depth being 4.0–5.0 meters. The soil sample
was yellowish-brown in colour and was in the plastic state
which corresponds to a liquidity index ranging between 0
and 1. According to the Chinese standard for engineering
classification of soil [30], the tested soil samples in this study
were categorized as the typical Q3 loess. The physical and
mechanical properties of the soil sample are shown in
Table 1.

According to the test requirements, five different initial
moisture contents, namely, 8%, 16%, 22%, 28%, and 46.5%,
were adopted. The undisturbed loess sample with different
initial moisture contents was prepared through the air sea-
soning method and the water dripping method and then
was placed in a moisturizing cylinder for more than 24 hours
so that the water was evenly distributed in the sample.

When the remoulded loess sample was prepared, the soil
generated during the trimming of the undisturbed loess sam-
ple was crushed through a sieve of 1mm in the aperture
diameter. The remoulded loess sample was made using the
method of stratified sample pressing. The saturated sample
was prepared through the air pumping saturation method.

Table 1: Material parameters of the loess.

Parameter Magnitude

Specific gravity, Gs 2.71

Natural moisture content, w (%) 22%

Natural density, ρ (g/cm3) 1.48

Dry density, ρd (g/cm
3) 1.20

Liquid limit, wL (%) 31.30

Plastic limit, wP (%) 18.90

Optimum moisture content, wopt (%) 27.2

Maximum dry density, ρmdd (g/cm
3) 1.69
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2.2. Oedometer Tests. To explore the effect of the structural
properties on the compression curves of the undisturbed
and remoulded loess soil and to study the influence of the
structural property on the compressive behaviour, different
oedometer tests were performed in accordance with the Chi-
nese standard for geotechnical testing method [31]. These
oedometer tests are as follows.

(1) The oedometer tests on the undisturbed and
remoulded loess soil

(2) The loading-unloading oedometer tests on the undis-
turbed and remoulded soil samples

(3) The loading-unloading-reloading oedometer tests on
the undisturbed and remoulded soil samples with the
load being 400 kPa and 800 kPa, respectively

(4) The loading-unloading-reloading oedometer tests on
the undisturbed soil samples with the load being
50 kPa, 100 kPa, 400 kPa, and 800 kPa

3. Preconsolidation Pressure Determination

3.1. Conceptualization and Formulation. The viewpoint
proposed by Gong et al. [14] holds the opinion that the cor-
responding value of the inflection point of the compression
curve of the undisturbed soil is the structured yield stress,
which is the sum of the preconsolidation pressure and the
structural strength, and that the corresponding value of the
compression curve of the remoulded soil is the preconsolida-
tion pressure. As is known to all, the traditional Casagrande
method has the problem that human factors have great influ-
ence on it. The mathematical method which is used to realize
the calculating process of this method can eliminate human
factors to improve the accuracy of the method. On the basis
of the basic theory of the Casagrande method, the MATLAB
software was used to realize the Casagrande method, so that
the problems caused by the traditional Casagrande method
can be eliminated. For example, the maximum value of K
can be obtained by the fminbnd function of the MATLAB

software. Note that K is the minimum radius of curvature
for a curve and fminbnd is a MATLAB function for finding
the local optimized solution for a function. According to
the form of the compression curve, the appropriate function
can form the fitting curve and then select the appropriate
function to solve or program to solve combined with the
specific function form, which not only gets rid of human
factors but also can carry out reasonable value according to
the compression curve of specific soil samples. As to the dis-
turbance caused by the sampling of the soil, Wei [32] had
studied the influence of the disturbance on the strength and
the compression characteristics of the soil sample. Some
scholars have put forward different methods for deducing
the preconsolidation pressure, such as on the basis of the
concept of the reference state line through three
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Figure 1: Schematic of compression lines obtained in the laboratory and in situ for (a) normally consolidated soil and (b) overconsolidated
soil.
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corresponding test curves as the reference lines. There are
also some domestic scholars, such as Li and Qian [33] who
put forward the reduction method, Zou et al. [34] who put
forward the iteration method, Wang [35] who put forward
the four-stage or three-stage polygonal line analysis method,
and Wang et al. [36] who put forward the ameliorating
method for the mathematical model proposed by Li and Qian
[33]. Umar and Sadrekarimi [37] proposed a method of
determining the preconsolidation pressure on the basis of a
lot of laboratory tests. Hammam et al. [38] presented the
evaluation of preconsolidation pressure of undisturbed satu-
rated clays.

Due to the unloading effect caused by sampling, the
laboratory oedometer tests are equivalent to a process of
recompression. Therefore, according to the conception of
the reduction method and eliminating the structural
strength, the real preconsolidation pressure of the structural
loess can be determined through reducing the compression
curve of the remoulded soil sample. As to this problem, Yang
andWei [39] also pointed out in the analysis of the compres-
sion deformation calculation that if the initial pressure which
the soil layer bears, namely, the self-weight pressure of the
overlying soil layer, falls within the bending section of the
curve, the compression index of the straight-line section,
must be relatively higher.

As is known to all, from the beginning of the soil sam-
pling to the subsequent preparing and then to the specific
tests, every section may have some disturbance of different
degrees in the soil, resulting in some changes in its internal
structure and stress. In addition, there are the human factors
and the factors of test instruments in the process of testing.
Therefore, the stress state of the current soil sample is not
the stress state of the real in situ soil and it is also called the
disturbed soil sample. It is inappropriate and inaccurate to
deduce the preconsolidation pressure of the in situ soil by
using the results of the oedometer tests at this time to judge

which consolidation state the in situ soil belongs to. At the
same time, compared with the in situ soil, the sample in the
laboratory test truly undergoes a process of unloading and
reloading, which is also a disturbance to the original structure
of the soil. Generally speaking, the in situ compression curve
of the soil and the laboratory compression curve of the soil
are shown in Figure 1. In Figure 1, “1” denotes the horizontal
line from the inflection point on the compression line, “3”
denotes the tangential line at the inflection point, and “2”
denotes the angular bisector between “1” and “3.”

In addition, in the process of reduction, the influence
exerted by the self-weight unloading of overlying soil and
exerted by the recompression should be subtracted and
should not pass for the influence exerted by the structural
strength. Especially when the soil unloading depth is differ-
ent, the disparity, which is caused by the self-weight of over-
lying soil that covers the soil, of this phase between the
compression curves of the undisturbed soil sample and the
remoulded soil sample will be also enormous, but in fact, it
is not caused by the structure.

Particularly for the loess, the confined compression test
results indicate that with the changing of the moisture con-
tent, the disparity between the compression curves of the
undisturbed soil and the remoulded soil increases gradually.
To solve this problem, this paper proposes the ameliorating
model below:

e = e1 − Cr lg pLð Þ1−A lg pð ÞA + Cc ′ − Cs ′
� �

lg p0, ð1Þ

A = 1 + lg Cs/Crð Þ
lg lg p0/lg pLð Þ , ð2Þ

where p0 is the overburden self-weight pressure, e1 can be
commonly replaced by the initial void ratio of the soil e0,
Cr is the compression index of the remoulded soil, Cs is the
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Figure 3: Compression lines at different moisture contents for (a) undisturbed loess and (b) remoulded loess.
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unloading index of the remoulded soil, PL is the correspond-
ing pressure value at the intersection point L, Cc ′ is the com-
pression index corresponding to the overburden self-weight
pressure, and Cs ′ is the unloading index corresponding to
the overburden self-weight pressure.

3.2. Verification. In this paper, the preconsolidation pressure
of the undisturbed loess soil is deduced and calculated on the
basis of the compression curve of the remoulded soil sample.
The moisture moisture considered in the determination of
the preconsolidation pressure is 22%.

According to the test results, the following parameters
were derived: the compression index = 0:419, the unloading
index = 0:0302, the intersection point L = 12800 (which can
be obtained by extending the compression curves of the
undisturbed soil and the remoulded soil), the initial void
ratio of the soil sample = 1:258, and the overburden self-
weight pressure = 59:2 kPa. Due to the proportion problem
of the test load rate, here, p0 was taken as 50 kPa, Cc ′ as

0.00343, and Cs ′ as 0.000416. All of the parameters above
were substituted into equation (1), which yields

e = 1:258 − 0:00623472 lg pð Þ3:9786 + 0:005121: ð3Þ

Figure 2 compares the compression lines obtained by
tests and model prediction using equation (3). From the
comparison, it can be indicated that the determination of
the preconsolidation pressure is affected by the sampling
process which alters the structural effect of loess. Moreover,
it is shown that the compression line of the undisturbed loess
can be well predicted by the proposed formulation using the
test data for remoulded loess.

4. Results and Discussion

4.1. Test Results. The compression lines at different moisture
contents are presented in Figure 3 for the undisturbed and
disturbed loess samples. It is found that the compression
lines are composed of two stages: the flat stage and the sharp
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Figure 4: Loading-unloading compression lines for undisturbed loess with the first unloading excursion originating at (a) p = 50 kPa, (b) p
= 100 kPa, (c) p = 400 kPa, and (d) p = 800 kPa.

5Geofluids



drop stage. The first stage corresponds to a pressure lower
than the structured yield stress. At this stage, the soil com-
pressibility is relatively small and the deformation is domi-
nated by the elastic deformation. The second stage
corresponds to a pressure greater than the structured yield
stress. At this stage, the structural strength, composed of
the cementation effect between soil particles and the specific
arrangement of soil particles, is incapable of resisting the
external load. Therefore, the soil deformation increases
greatly because of the internal collapse and the slippage of
soil particles. Moreover, the proportion of the plastic defor-
mation in the overall soil deformation is increasing as an
increase in the external load.

Figure 3(a) indicates that the influence of moisture con-
tent on the compression line is relatively remarkable, espe-
cially for the evolution of the two stages. At a relatively low
moisture content, the transition from the flat stage to the
sharp drop stage is obvious. However, this transition
becomes less obvious with an increase in the moisture con-
tent. This phenomenon demonstrates that water is the main
factor affecting the bonding strength between soil particles
and that the structured property of the undisturbed soil has
been damaged by water.

From Figure 3(b), it can be indicated that the influence of
moisture content on the compression line of remoulded loess
soil is relatively small compared to that for the undisturbed
loess soil. At a relatively low moisture content (i.e., 8% and
16%), the transition from the flat stage to the sharp drop
stage is obvious for the compression line due to the effect of
the secondary structure of loess. At other moisture contents,
the compression lines are nearly linear without any inflection
point. This also indicates that for the remoulded loess soil,
the original structured property has been fully damaged by
the compaction and sieving during sampling. Furthermore,
the effect of moisture content on the compressibility of the
remoulded loess soil where soil particles have been rear-
ranged is relatively small.

A comparison of Figures 3(a) and 3(b) indicates that the
compressive deformation of undisturbed loess is less than
that for remoulded loess at some moisture content and pres-
sure. Therefore, under this pressure, the compression line of
undisturbed loess is more gradual than that of remoulded
loess. When the loess structure has been fully damaged, the
mechanical behaviour of loess is no longer affected by the
structured property of loess. In this case, the compression
line of undisturbed loess becomes similar to the compression
line of remoulded loess. Consequently, a greater moisture
content corresponds to a more similar compression line for
the undisturbed and remoulded loess.

Figure 4 presents the loading-unloading compression
lines for undisturbed loess with the first unloading excursion
originating at various pressures. From this figure, it can be
indicated that the difference between the slopes of the initial
compression line and the unloading-reloading compression
line is obvious when the first unloading excursion is originat-
ing at 50 kPa. This also demonstrates that the structured
property of loess has a significant effect on the shape of com-
pression line before the occurrence of damage to the struc-
tured property of loess. For undisturbed loess, when the

unloading-reloading occurs at a pressure lower than the
structured yield stress, the slope of the reloading line is
approximately equal to that of the initial loading line. This
means that the swelling index is the same as that of the initial
loading line. However, when the pressure becomes greater
than the structured yield stress, the slope of the unloading
line (i.e., the swelling index) decreases with an increase in
the pressure at which the unloading excursion originates,
while it increases with an increase in the structured yield
stress. This indicates that when the pressure is lower than
the structured yield stress, the structured strength of undis-
turbed loess can resist a certain amount of pressure. In the
meantime, the elastic deformation dominates and the plastic
deformation is relatively small. Because of this, the swelling
index of the unloading line is almost identical to that of the
initial loading line. When the pressure is greater than the
structured yield stress, with an increase in the pressure, the
structured property of loess is gradually damaged by the
increased pressure. Finally, the structure of loess is fully dam-
aged, and thus, the slope of the compression line increases
while the swelling ability decreases. In other words, the
greater the pressure, the less the swelling line.

4.2. Discussion on Effects of Moisture Content. The relation
between the moisture content and the structured yield pres-
sure of the undisturbed soil samples is shown in Figure 5
As can be seen in Figure 5, the relationship between the
structured yield pressure and moisture content can be well
fitted by an exponential function. The function is expressed
in equation (4). As can be seen in Figure 5, with an increase
in moisture content, the structured yield stress decreases
gradually. Nevertheless, the increase in moisture content,
when the moisture content is relatively low, obviously has a
greater influence on the decreasing extent of the structured
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Figure 5: Relation between structural yield stress and moisture
content for undisturbed loess.
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yield stress than that when the moisture content is relatively
high.

σk = ak exp bkwð Þ: ð4Þ

The relation between moisture content and the preconso-
lidation pressures of remoulded and undisturbed soil sam-
ples is presented in Figure 6. As can be seen in Figure 6, the
relationship between the preconsolidation pressure of the
remoulded soil and undisturbed soil and the moisture con-
tent can be expressed by an exponential function as presented
in equation (5).

pc = ac exp bcwð Þ: ð5Þ

As to the influence exerted by the moisture moisture on
the structural strength, different scholars have obtained dif-
ferent research results, due to the fact that different scholars
give diverse definitions for structural strength. For instance,
Dang [40] defined the structural strength as the stress differ-
ence between the undisturbed loess and the corresponding
remoulded loess when the natural structure was destroyed.
It was found by him that there was an exponential relation-
ship between the structural strength of the unsaturated loess
and the moisture content. Tian et al. [41] made a research
and found that the changing curve of the structural strength
of the undisturbed loess with the initial degree of saturation
of the sample conforms to the relationship of a power func-
tion. Xie et al. [42] pointed out that there was the relationship
of an exponential function between the structural strength of
the Q2 loess and the moisture content. Chen et al. [43] stated
that there was a relationship of the linear correlation between
the structural strength and the structured yield pressure.

Based on the tests above, the values of the structural
strength of the undisturbed soil under different moisture

contents are obtained. The influence which the moisture
content exerts on the structural strength is shown in
Figure 7. As can be seen in Figure 7, the relationship between
the structural strength of the undisturbed soil and the mois-
ture content can be fitted through an exponential function.
The expression is expressed in equation (6).

qk = aq exp bqw
� �

: ð6Þ

It can be seen from the above that due to the structure of
loess formed in the special climatic conditions and geological
environment, the microstructure of loess is characterized by
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macrospores and high strength. However, it contains a lot of
mineral components of soluble salts in the loess, which form
cementation in the particles. At the same time, due to the
different geological history, the particle arrangement shows
strong structural strength. However, with the increase of
water content, the cementation strength formed by various
cementitious substances and water molecules at the contact
point of coarse particles is gradually lost and the adsorption
cohesion is also partially lost, so the structural strength
between particles will rapidly decrease until it is completely
lost. The remolded soil sample had adjusted the cementation
and arrangement of the particles completely, which does not
have the cementation effect on the initial geological environ-
ment. In addition, the effect of the arrangement of particles
on the whole structure is weaker than that of cementation,
so the change of water content has a weaker impact on it.
Therefore, the change of water content has an overall impact
on the structural strength, structural yield pressure, and
preconsolidation pressure of the undisturbed soil sample.

5. Conclusions

Confined oedometer tests were performed on undisturbed
and remoulded loess soil samples prepared at different mois-
ture contents to investigate the compressive behaviour of
structural loess soil. A method of determining the preconso-
lidation pressure of structural loess soil was proposed. This
method combines the MATLAB-based Casagrande method
with the reduction method. Moreover, the influence of mois-
ture content on the preconsolidation pressure of structural
loess soil was analyzed. The conclusions drawn from this
study can be summarized as follows:

(1) The experimental results indicate that the influence
of the structure of loess on the compression curves
of undisturbed and remoulded loess soil is significant,
especially for the range surrounding the structural
yielding point on the compression curve

(2) The proposed method for determining the preconso-
lidation pressure of structural loess soil is more accu-
rate than the traditional Casagrande method as it
considers the structural behaviour and eliminates
the personal error

(3) With an increase in the moisture content, the struc-
tured yield stress, the preconsolidation pressure,
and the structural strength of the loess all decrease
gradually, conforming to an exponential function
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Hydraulic fracturing with multiple clusters has been a significant way to improve fracture complexity and achieve high utilization of
shale formation. This technology has been widely applied in the main shale area of North America. In Changning shale block of
China, it, as a promising treatment technology, is being used in horizontal well now. Due to the anisotropy of mechanical
property and the stress shadowing effect between multiclusters, fractures would extend nonuniformly and even some clusters
are invalid, leading to a poor treatment performance. In this work, based on the geology and engineering characteristics of
Changning shale block, different cluster number, cluster spacing, perforation distribution, and flow rate were discussed by the
numerical simulation method to clarify multifracture propagation. It is implied that with the reduction of cluster number and
the growth of cluster spacing and flow rate, the length and average width of interior fractures are inclined to increase due to the
mitigation of stress shadowing effect, contributing to the lower standard deviation (SD) of fracture length, but too small cluster
number or too large cluster spacing is not recommended. Besides, the perforation distribution with more perforations in interior
fractures can get larger length and average width of interior fractures compared with another two perforation distributions
because of more fractional flow rates obtained, which results in more even fracture propagations. In Changning shale block,
multicluster hydraulic fracturing with 4-6 clusters in a stage has been employed in 300-400m well spacing, and diversion
technology, limited-entry perforation (36-48 perforations per stage), high flow rate (16m3/min), and small-sized ceramic
proppant (100 mesh) are used to get better shale gas production. To promote the even propagation of fractures further,
nonuniform perforation distribution should be introduced in the target shale area.

1. Introduction

Multistage hydraulic fracturing in horizontal well has been
proved to be an efficient technology to stimulate shale forma-
tion with extremely low porosity and permeability [1–3]. To
enhance production and realize beneficial development, mul-
ticluster hydraulic fracturing within a stage has been exten-
sively employed in the main shale area of North America so
far. Compared with conventional hydraulic fracturing, this
technology can provide more flow paths by perforating more
clusters, and takes advantage of induced stress during frac-
ture propagation to increase the fracture complexity between

clusters and shorten the distance of gas flow from shale reser-
voir matrix to hydraulic fractures, improving the utilization
of reservoir [4–7], which is shown in Figure 1. However,
based on the data from production log and distributed acous-
tic sensor, one-third of perforation clusters do not extend and
cluster efficiency is low, leading to undesirable shale gas pro-
duction [8, 9].

Uneven extension of hydraulic fractures in multicluster
fracturing has been investigated by many scholars. Germano-
vich and Astakhow and Olson pointed out that the flow rate
was dynamically distributed in fractures, and the length and
width of interior fractures were restricted during parallel
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fracture extension [10, 11]. Morrill studied the stress field
around fracture tip and hydraulic fracture morphology by
numerical simulation [12]. Afterwards, a 2D model setup
through the displacement discontinuity method (DDM)
was used by Bunger et al. and Cheng to discuss stress field
distribution and fracture geometry [5, 13]. Peirce and Bunger
developed a full coupling model and noted that nonuniform
cluster spacing could decrease the uneven propagation of
multiple fractures [14]. Shin and Sharma simulated the pro-
cess of fracture extension by the finite element method and
researched on the length and height of hydraulic fracture
[15]. Then, Wu and Olson employed the DDM to build
pseudo 3D model and demonstrated that fracture geometry
was influenced by not only the stress shadowing effect but
also the dynamic flow rate [16]. Zhao et al. established a mul-
tifracture simultaneous propagation model which coupled
elastic deformation of rock, stress interaction, fluid flow,
and flow distribution in fractures to optimize cluster spacing
based on the sweep area of fractures [17]. Furthermore, a
nonplanar 3D hydraulic fracturing simulator was developed
by Wu et al. to study fracture width and fracture geometry
due to induced stress among clusters [18]. In recent year,
Lin et al. applied the DDM to calculate formation stress
change and the finite difference method (FDM) to compute
reservoir pressure rise, simulating nonplanar propagation of
multiple hydraulic fractures [19]. And Wang et al. also stud-
ied fracture extension and evolution under different stress
conditions [20–23]. As well, a phase-field modeling was used
by Alotaibi et al. to study hydraulic fracture in heterogeneous
formation with layers [24].

In multicluster hydraulic fracturing, though stress sha-
dowing effect can improve the degree of fracture complexity
due to fracture diversion, it restrains the propagation of inte-
rior fractures forward. Besides, mechanical properties and in
situ stress of shale formation can also lead to uneven fracture
extension [25, 26]. In the main shale area of North America,
such as Haynesville, Permian Basin, Eagle Ford, and Bakken,
multicluster hydraulic fracturing has now developed into a
mature and reliable technology [25, 27–29]. And some effec-
tive measures, like limited-entry perforation, have been taken
to increase perforation cluster efficiency and promote even
propagation of fractures. In Changning shale block, one of
the most promising shale gas production areas located in
Sichuan Basin, China, multicluster hydraulic fracturing as
an advanced treatment technology is being used in shale hor-
izontal well. However, there are some different properties of

shale formation between two areas which are shown in
Table 1, so the extension of multifracture and fracture geom-
etry in the reservoir is likely to exhibit diversely. Additionally,
few studies focus on the fracture extension in Changning
shale block except Xie et al. who mostly discussed hydraulic
fractures in only 3 clusters’ perforation within one stage
[30]. Therefore, based on the geology and engineering char-
acteristics of Changning shale block, investigation of the
effects of cluster number, cluster spacing, perforation distri-
bution, and flow rate on fracture propagation in multicluster
hydraulic fracturing by the numerical simulation method is
indispensable.

2. Assumptions and Methodology

Hydraulic fracturing is a complex process with multifield
coupling, showed in Figure 2. In this study, some assump-
tions are made to improve computational efficiency: (1)
injection fluid is the incompressible Newtonian fluid; (2)
the fluid is one-dimensional flow in the fractures, which is
effected by Carter filtration; and (3) the formation rock is
homogeneous, and it is the liner elastic material. [31, 32].
When multifracture is extended, the balance of flow pressure
obeys Kirchhoff’s second law, including perforation friction,
pressure drop in fractures, and wellbore friction [32]. Based
on flow conservation in the clusters, the relationship of pres-
sure and flow is expressed as follows [33, 34]:

Pi = pperf ,i + Δpfrac,1 + 〠
i

j=1
pf ,j − Pg i ∈ 1 − nð Þ, ð1Þ

Pn+1 =Q − 〠
n

i=1
qi, ð2Þ

where Pperf ,i stands for the perforation friction, Pfrac,1 is the
pressure of fracture inlet in cluster i, Pf ,j is the wellbore fric-
tion of segment j, Pg is the pressure in well heel, Q is the total
flow, and qi represents the flow of cluster i.

According to the principle of material balance, the injec-
tion flow equals fracture volume increment and fluid filtra-
tion [31]:

ðt
0
Qdt = 〠

N

1

ðLf ,i tð Þ
0

π

4 hfwfds + 〠
N

1

ðLf ,i tð Þ
0

ðt
0
qv s:tð Þdtds, ð3Þ
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Figure 1: Mechanism schematic diagram of multistage hydraulic fracturing in shale.
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where Lf ,i stands for the fracture length in cluster i, N is the
number of fractures, qv is the viscosity of fluid filtration, hf
is the fracture height, wf is the fracture width, s is the fracture
element, and t is the fracturing time.

The induced stress is caused between clusters during
multifracture propagation, and fracture elements are
effected mutually. The equation of induced stress field is
as follows [32]:

σin = 〠
N

j=1
GijCij

nnD
j
n + 〠

N

j=1
MijCij

nsD
j
s, ð4Þ

σis = 〠
N

j=1
GijCij

ssD
j
s + 〠

N

j=1
MijCij

snD
j
n, ð5Þ

where σi
n and σis stand for the normal stress and shear

stress, respectively, Gij is the 3D correction factor, Cij is
the stress of fracture element, Dj

n and Dj
s are the strains of

fracture element, and the value of i and j is 1 −N .
The stress intensity factor of fracture tip is calculated

firstly when the fracture is extended. Fracture tip increases
an element if meeting the condition of fracture propagation.
The maximum circumferential stress criterion is expressed
by the equivalent intensity factor [35, 36]:

Ke =
1
2 K I 1 + cos θð Þ cos θf

2 − 3K II sin θf

� �
≥ K IC: ð6Þ

Based on the DDM, the stress intensity factor of K I and
K II can be calculated as follows [28, 29]:

K I =
ffiffiffiffiffiffi
2π

p
G

4 ffiffiffi
a

p 1 − νð ÞDn, ð7Þ

KП =
ffiffiffiffiffiffi
2π

p
G

4 ffiffiffi
a

p 1 − νð ÞDs, ð8Þ

where G stands for the shear modulus of formation rock, ν is
the Poisson ratio, a is the half length of discrete fracture ele-
ment, Dn and Ds represent the normal and shearing displace-
ment discontinuities, respectively.

The normal and shearing displacements are calculated by
the induced stress field, and nonlinear equations of stress-
and flow pressure-coupled fields are calculated by the
Levenberg-Marquardt iteration method.

3. Simulation Results

3.1. Basic Characteristics of Changning Shale. High-quality
shale, belonging to the Upper Ordovician Wufeng
Formation-Lower Silurian Longmaxi Formations, is well
developed in Changning block. Its total organic carbon is
2.5~4.8%, the porosity is 3.4~7.9%, the gas content is
3.1~6.8%, and the brittle mineral content is 50~80%. And
its Young’s modulus is 34~47GPa and Poisson’s ratio is
0.21~0.3. The horizontal stress difference of shale formation
in Changning is 9~20MP, which is higher than that of North
America area. Multicluster hydraulic fracturing technology is

Table 1: Comparison of the main reservoir geological parameters in Changning and North America shale area.

Shale area Depth (m)
Total organic carbon

(%)
Porosity
(%)

Brittle mineral
(%)

Pressure
coefficient

Horizontal stress difference
(MPa)

Changning 2000~4500 2.5~4.8 3.4~7.9 50~80 1.2~2.1 9~20
Haynesville 3000~4700 2.0~7.0 5.0~11.0 65~75 1.6~2.1 3~6
Eagle Ford 1300~3600 2.0~6.5 3.4~14.6 67~87 1.3~2.0 /

Duvernay 3000~4200 2.0~6.0 3.0~6.0 ﹥40 1.8~2.1 /

Q

q1q2q3q4qi

pf1pf2pf3pf4pf,i

pfrac1pfrac2pfrac3pfrac4pfrac,i
pg

Fracturing length

…

Cluster i Cluster 1Cluster 2Cluster 3Cluster 4

Figure 2: Schematic of multifracture propagation.
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being used to improve the efficiency of development in
Changning shale block. Based on the geological characteris-
tics and engineering parameters of target shale area in
Changning, multifracture extension model was established
to study the effects of clusters, cluster spacing, perforation
distribution, and flow rate on fracture extension. The main
basic model parameters are listed in Table 2.

3.2. Effects of Cluster Number on Fracture Propagation. Clus-
ter number and cluster spacing are two vital parameters in
the optimization design of multicluster hydraulic fracturing.
In this part, effects of cluster number on fracture extension
are discussed first. The cluster number is from 3 to 6 within
a stage which is consistent with the completion design in
Changning shale block. Cluster spacing (5m), total injection
rate (14m3/min), and time are kept constant. The fracture
geometries of various clusters simulated are showed in
Figure 3.

Based on the stimulation results above, it is implied that the
propagation of interior fractures is restricted compared with
the exterior fractures. And with the increase in cluster number,
the degree of restriction is inclined to heighten. Besides, the
length and average width of interior fractures are smaller than
those of the exterior fractures (Figure 4). It is likely that stress
shadowing effect and stress superposition increase the flow
resistance of interior fractures and less fracturing fluid flows
into them, inhibiting the interior fracture extension.

3.3. Effects of Cluster Spacing on Fracture Propagation. In this
section, effects of cluster spacing on fracture extension are
investigated under the 6 clusters. In Changning shale block,
the cluster spacing is decreasing in recent years, and the aver-
age cluster spacing is less than 20m. In multifracture propa-
gation model, the cluster spacing are 5m, 10m, and 15m,
respectively. Cluster number (6 clusters), total injection rate
(14m3/min), and time are kept constant. The fracture geom-
etries of various cluster spacing are showed in Figure 5.

The fracture geometry is significantly influenced by cluster
spacing according to Figure 5. With the decrease in cluster
spacing, the restriction degree of interior factures tends to
strengthen remarkably. And the length and average width of
two interior factures are shorten compared with those of two
exterior fractures in the case of cluster spacing 5m (Figure 6).
The main reasons are that when cluster spacing declines to
5m, stress shadowing effect between clusters becomes stronger,
inhibiting fracturing fluid entering into the interior factures.
Moreover, the interior factures are squeezed intensively by
the induced stress. Recently, cluster number has been grow-
ingly increasing and cluster spacing has been decreasing obvi-
ously in shale hydraulic fracturing at field, so the optimization
design of construction parameter is particularly important for
fracture extension and fracture propping.

3.4. Effects of Perforation Distribution on Fracture
Propagation. Perforation parameters, including perforation
number, perforation distribution, and phase angle, have a
crucial influence on fracture extension in multicluster
hydraulic fracturing. In order to promote fracture initiation
and consider proper pumping pressure, 48 and 36 perfora-

tions per stage with uniform perforation distribution are
widely used in Changning shale block. In these cases, 48 per-
forations with uniform and nonuniform perforation distri-
bution are designed to study fracture extension in a stage
with 6 clusters (Table 3). Cluster number (6 clusters), cluster
spacing (10m), total injection rate (14m3/min), and time are
kept constant. The fracture geometries of different perfora-
tion distributions are showed in Figure 7.

From Figure 7, it is clear that compared with the uniform
perforation distribution (Case 1), the two interior fractures of
Case 2 extend more evenly. But in Case 3, the two interior
fractures are inhibited and cannot extend forward. Obvi-
ously, the length and average width of the two interior frac-
tures of Case 2 are bigger than those of other two cases
(Figure 8). The main reason is that under the same flow rate
and total perforation number, the cluster with more perfora-
tions can get more fractional flow rates, minimizing the stress
shadowing effect, so the fracture expands more easily com-
pared with the fracture in cluster with less perforations.

3.5. Effects of Flow Rate on Fracture Propagation. In Changn-
ing shale block, flow rate is usually 10-16m3/min. Under the
same other parameters, various flow rates (9m3/min,
12m3/min, and 15m3/min) are set to research on fracture
extension in a stage with multicluster. Cluster number (6
clusters), cluster spacing (10m), and total injection volume
(1200m3) are kept constant. The fracture geometries of dif-
ferent flow rates are showed in Figure 9.

It is obvious that the propagation of interior fractures is
restricted severely at the small flow rate. With the growth of
flow rate, interior fractures tend to expand forward with the
exterior fractures. Furthermore, from Figure 10, the length
and average width of interior fractures get larger as the flow
rate becomes higher. Based on Equation (4), it is found that
perforation friction pressure gets higher due to the increase
in flow rate, contributing to higher bottom hole pressure
and mitigating stress shadowing effect between clusters,
which is beneficial for the even propagation of fractures.

4. Discussion

In multicluster hydraulic fracturing, cluster number, cluster
spacing, perforation distribution, and flow rate are significant

Table 2: The main basic model parameters.

Parameters Value

Average maximum horizontal stress (MPa) 88

Average minimum horizontal stress (MPa) 72

Young’s modulus (GPa) 41

Poisson’s ratio 0.26

Fracture height (m) 15

Total injection rate (m3/min) 9-15

Cluster number 3-6

Cluster spacing (m) 5-15

Perforation number per stage 48

Fluid viscosity (mPa s) 2
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impact factors for fracture extension [18, 37–39]. Based on
the simulation results above, standard deviation (SD) is
employed to quantitatively evaluate the degree of fracture
even extension. A high SD shows that data points distribute
over a wider range of the average data value, while a low
SD indicates the opposite situation [40].

SD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N − 1〠
N

i=1
Xi − Xð Þ2:

vuut ð9Þ

In this work, SD represents the standard deviation of
fracture length and N stands for the number of fractures,
and Xi is the length of each fracture and X is the average
length of fractures. A lower SD means that fractures extend
more evenly. Figure 11 shows the fracture length SD of differ-
ent impact factors.

According to Figures 11(a) and 11(b), it is indicated that
with the decrease in cluster number and the increase in clus-
ter spacing, the SD of fracture length tends to be lower, which
means the stress shadowing effect is mitigated and fracturing
fluid entered into each cluster is more uniform, so the degree
of fracture even propagation increases gradually. Similar
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Figure 3: Effects of different numbers of clusters on fracture geometry: (a) 3 clusters, (b) 4 clusters, (c) 5 clusters, and (d) 6 clusters.
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Figure 4: Length (a) and average width (b) of multifracture in a stage with different cluster numbers.
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stimulation results can be found by Lecampion et al. and Wu
and Olson [16, 41]. However, it is not wise to design too small
cluster number or too large cluster spacing which could lead

to low utilization of shale formation between clusters.
Besides, Cheng et al. and Li et al. [42, 43] have discussed
the effects of perforation distribution on fracture propagation
and their study results are consistent with ours, which is that
reducing the perforation number of exterior clusters and
increasing the perforation number of interior clusters prop-
erly are beneficial for the even propagation of fractures
(Figure 11(c)). For the flow rate, the lower SD of fracture
length can be obtained with larger flow rate which is showed
in Figure 11(d). At the smaller flow rate, the bottom hole
pressure is lower relatively, which has a negative effect on
fracture propagation. In the researches of Green et al. and

Table 3: Perforations of each cluster.

Case
number

Cluster
1

Cluster
2

Cluster
3

Cluster
4

Cluster
5

Cluster
6

Case 1 8 8 8 8 8 8

Case 2 7 7 10 10 7 7

Case 3 9 9 6 6 9 9
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Figure 5: Effects of different cluster spacing on fracture geometry: (a) cluster spacing 5m, (b) cluster spacing 10m, and (c) cluster spacing
15m.
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Figure 6: Length (a) and average width (b) of multifracture in a stage with different cluster spacing.
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Xie et al. [30, 39], larger flow rate in multicluster hydraulic
fracturing is recommended as well.

In the main shale area of North America, the well spacing
is mostly about 100-300m. The cluster spacing has shortened
to less than 5m, and the cluster number has increased to
more than 15 clusters in a stage to obtain proper fracture
length to match the small well spacing [44, 45]. In terms of
fracture nonpropagation and fracture uneven propagation
due to the mechanical property of shale formation and small
cluster spacing, limited-entry perforation and diversion tech-
nology are introduced to enhance the cluster efficiency and
fracture complexity. And through adopting multistep flow
rate, original state of stress is unbalanced to promote fracture

propagation further [25, 46, 47]. However, due to the small
well spacing and extreme limited-entry perforation, the flow
rate is not usually expected to be high in some shale areas.

Compared with the North America area, the well spacing
is larger in Changning shale block which is 300-400m. With
the growth of cluster number and the decline of cluster spac-
ing, the average fracture length tends to be shorter. Under the
conditions of the larger well spacing, multicluster hydraulic
fracturing with 4-6 clusters in a stage has been employed to
meet the demands for the well spacing and improve the uti-
lization of shale formation in Changning block.

Also, when the 6 clusters within a stage are designed,
diversion technology at the fracture inlet is widely used to
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Figure 7: Effects of different perforation distributions on fracture geometry.
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Figure 8: Length (a) and average width (b) of multifracture in a stage with different perforation distributions.
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improve the cluster efficiency, promoting fracture propaga-
tion uniformly. The 15-19mm diversion balls are used due
to perforation hole erosion during hydraulic fracturing. Con-
sidering well extension of fractures, diversion balls are
injected at the time of 50-60% total fracturing fluid within a
stage to block the dominant fractures, facilitating recessive
fractures to expand. Besides, in a certain stage, when the clus-
ter spacing decreases to 10m with the increase in cluster
number, the width of interior fractures becomes smaller
compared with exterior fractures based on the study above.
In order to effectively prop fractures, small-sized ceramic

proppant (100 mesh) is introduced in field, which is benefi-
cial to increase fracture conductivity. Additionally, flow rate
is the significant influence factor for hydraulic fracturing
effectiveness in this target area, so it should be as high as pos-
sible under the normal fracturing treatment at the large well
spacing, contributing to the relatively even propagation of
multifracture as the study result above shown.

The perforation number per stage decreases to 36 or 48 to
enhance the cluster efficiency. Though extreme limited-entry
perforation helps fracture to extend simultaneously, reducing
perforations further would cause the high wellbore friction
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Figure 9: Effects of different flow rates on fracture geometry: (a) flow rate 9m3/min, (b) flow rate 12m3/min, and (c) flow rate 15m3/min.
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Figure 10: Length (a) and average width (b) of multifracture in a stage with different flow rates.
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pressure Pper, increasing the pumping pressure which is not
conductive to field operation in Changning shale block
(Equation (10)).

Pper = 0:807 q2ρ

NperDperC
2
per

, ð10Þ

where ρ represents the fluid density, Nper is the number of
perforations, Dper is the perforation diameter, q is the flow
rate, and Cper is the discharge coefficient.

Furthermore, nonuniform perforation distribution could
not only promote cluster initiation simultaneously under dif-
ferent mechanical properties of shale formation but also
render fractures extend more evenly. Therefore, a field test
should be taken in target shale area to obtain better fracturing
effectiveness and higher production.

5. Conclusion

There are many factors influencing the fracture propaga-
tion in multicluster hydraulic fracturing. Based on the geol-
ogy and engineering characteristics of Changning shale
block, cluster number, cluster spacing, perforation distribu-
tion, and flow rate were discussed to clarify the extension
and geometry of multifracture by the numerical simulation

method. The main conclusions can be summarized as
follows:

(1) The fracture geometry is influenced by cluster
number, cluster spacing, perforation distribution,
and flow rate diversely. With the reduction of cluster
number and the growth of cluster spacing and flow
rate, the length and average width of interior frac-
tures are inclined to increase due to the mitigation
of stress shadowing effect between clusters. In the
perforation distribution with more perforations in
interior fractures, the length and average width of
interior fractures are larger than those of another per-
foration distributions

(2) The SD of fracture length is introduced to evaluate
the degree of fracture even extension quantitatively.
Employing small cluster number, large cluster spac-
ing, nonuniform perforation distribution, and high
flow rate can obtain the low SD of fracture length,
which indicates that multifracture propagates more
evenly. But too small cluster number or too large
cluster spacing is not recommended in a stage
because of the low utilization of shale formation
between clusters

(3) Multicluster hydraulic fracturing has now developed
into a mature and advanced technology in the main
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Figure 11: Standard deviation of fracture length: (a) cluster number, (b) cluster spacing, (c) perforation distribution, and (d) flow rate.

9Geofluids



shale area of North America. In Changning shale
block, multicluster hydraulic fracturing with 4-6 clus-
ters in a stage has been in use based on its own geol-
ogy and engineering characteristics, and diversion
technology, limited-entry perforation, high flow rate,
and small-sized ceramic proppant are employed to
get better shale gas production. To promote fracture
even extension further, nonuniform perforation dis-
tribution should be introduced
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This paper proposes a new method for predicting the displacement and internal force of constructed tunnels induced by adjacent
excavation with dewatering. In this method, the total excavation-induced additional stress on the constructed tunnel is derived by
superposing the additional stresses induced by excavation unloading and dewatering effects. The additional stress induced by
unloading effect is calculated using Mindlin’s solution. The additional stress induced by dewatering effect is calculated using the
principle of effective stress and the Dupuit precipitation funnel curve. With the beam on elastic foundation method, the total
additional stress is then used for calculating the tunnel displacement and internal force caused by adjacent excavation with
dewatering. Based on three well-documented case histories, the performance of the proposed method is verified. Moreover, a
parametric analysis is also performed to capture the effects of excavation depth, tunnel-to-excavation distance, initial water level,
excavation plan view size, and specific yield on the responses of the constructed tunnels. The results indicate that the effect of
excavation depth on the tunnel maximum vertical displacement, maximum bending moment, and maximum shear force is
more significant at an excavation depth greater than the cover depth of the constructed tunnel. The tunnel maximum vertical
displacement, maximum bending moment, and maximum shear force decrease nonlinearly with an increase in the tunnel-to-
excavation distance and the initial water level. Among the investigated parameters, the excavation dimension in the tunnel
longitudinal direction affects most the tunnel responses. The effect of specific yield on the tunnel displacement and internal
force induced by adjacent excavation with dewatering becomes more obvious as increasing the initial water level and excavation
depth.

1. Introduction

The rapid development of urban rail traffic provides conve-
nience of getting around for people. The development advan-
tage along an urban rail traffic line has been stimulating the
construction of high-rise buildings adjacent to the urban rail
traffic line. Therefore, it is not rare to find an excavation that
is adjacent to preexisting subway tunnels, piles, pipelines, or
other shallowly buried facilities [1–5]. Inevitably, the adja-

cent excavation has an adverse effect on the constructed
structures or facilities, and many studies have focused on this
issue in recent decades [6–8]. It has been found that the
excavation-induced redistribution of ground stress can lead
to the generation of additional stress and deformation in
the tunnel structure. If the induced tunnel deformation is
excessive, the safe operation of the subway or other facilities
will be affected [9–12]. As a result, an investigation into the
excavation-induced internal force and deformation
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characteristics of a constructed subway tunnel has great sig-
nificance to the safe operation of the subway tunnel [13–15].

Many analysis methods for excavation-induced internal
force and deformation in a subway tunnel have been pro-
posed, which can be classified into the numerical analysis
method [16–19], field monitoring method [20–23], and the-
oretical analysis method [24–26]. The numerical analysis
method can simulate the complex process of excavation
and is therefore a favored choice for engineers and
researchers. However, this method suffers from several dis-
advantages such as cumbersome modelling, time-
consuming computation, large discrepancy between the
computed results using different numerical analysis software,
and low reliability of the computed results. The field moni-
toring method can directly obtain the excavation-induced
deformation behavior of the constructed tunnel during the
whole excavation phase. However, this method is susceptible
to the workers’ operating skill and the quality of monitoring
equipment. Moreover, the field monitoring method corre-
sponds to only a specific engineering project and does not
involve a discussion of the deformational mechanism and
therefore has a limited guiding significance for the excava-
tions in other areas.

The theoretical analysis method for excavation-induced
internal force and deformation characteristics in a subway
tunnel has been extensively investigated by many scholars.
At the present time, the most common-adopted theoretical
analysis method is the two-stage method [27, 28]. This
method divides the considered problem into two separate
stages: the excavation unloading stage and the tunnel
responding stage. Depending on the concept of predicting
the excavation-induced response of the constructed tunnel,
the method for calculating the excavation-induced internal
force in the constructed tunnel can be categorized into the
additional load method and the additional displacement
method [29–31]. The additional load method is performed
in two steps. First, apply the excavation-induced additional
stress in the tunnel position calculated by Mindlin’s solution
to the constructed subway tunnel. Second, calculate the inter-
nal force and deformation in the constructed tunnel under
the effect of the applied excavation-induced additional stress,
by adopting the beam on elastic foundation theory [32, 33].
The additional displacement method is also performed in
two steps. First, calculate the excavation-induced ground dis-
placement in the tunnel position by using Peck’s formula
[34]. Second, impose the calculated displacement in the first
step on the constructed tunnel to predict the internal force
and deformation in the constructed tunnel [35, 36].

The change of the initial stress field in the ground
induced by an excavation is a rather complex phenomenon.
This phenomenon is associated with not only the excavation
unloading effect but also the excavation dewatering effect.
Previous research has indicated that excavation dewatering
affects significantly the internal force and deformation char-
acteristics of the constructed facilities adjacent to the excava-
tion [37–40]. Based on the effective stress principle, Ou et al.
[41] proposed an analytical method for predicting the influ-
ence of excavation with dewatering on the response of the
constructed tunnel underlying the excavation. This method

takes account of the excavation dewatering effect but is not
applicable to the condition where the excavation is adjacent
laterally to the constructed tunnel. In addition, based on
Darcy’s law and the Dupuit approximation, Anderson [42]
derived a formula describing the steady flow of groundwater
and determined the precipitation funnel curve using the
groundwater surfaces on the external and internal
boundaries.

In this paper, the excavation unloading effect and the
excavation dewatering effect are modelled separately. Mind-
lin’s solution is used to calculate the additional stress in the
constructed tunnel induced by the excavation unloading
effect. Based on the Dupuit precipitation funnel curve, the
effective stress in the constructed tunnel induced by the exca-
vation dewatering effect is obtained. The additional stress
and the effective stress obtained above are then superimposed
to derive the total additional stress in the constructed tunnel.
After this, the additional load method is adopted to predict
the internal force and displacement characteristics for the
constructed tunnel adjacent to an excavation with dewater-
ing. The innovation of this study lies in that the calculation
of the excavation-induced additional stress takes account of
not only the excavation unloading and dewatering effects
but also the entire region subjected to the influence of dewa-
tering by introducing the Dupuit precipitation funnel curve.

2. Total Additional Stress Induced by
Excavation with Dewatering

In calculating the additional stress in the constructed tunnel
induced by excavation with dewatering, the time effect
involved in the excavation and dewatering process is not
taken into account, and only the initial state and the final
state of the excavation with dewatering have been considered.
In general, the additional stress in the constructed tunnel
induced by excavation with dewatering is composed of two
parts: one is the effective stress effect induced by dewatering,
and the other is the unloading effect induced by excavation.

2.1. Additional Stress Induced by Dewatering. It is assumed
that the phreatic line induced by dewatering conforms to
the Dupuit approximation [42]. In detail, the assumptions
are as follows: (1) the aquifer is homogeneous, isotropic, iso-
pachous, and horizontal; (2) the flow of the groundwater is
laminar and stable and conforms to Darcy’s law; (3) the static
water level is horizontal; and (4) the contour of recharge of
the pumping well is of fixed water level and is cylindrical in
shape. A schematic of the dewatering during an excavation
is presented in Figure 1.

The adopted water level lowing curve has the form

y2 = h′2 + H2 − h′2
� � ln x − ln r

ln R − ln r
, ð1Þ

where y = elevation of the phreatic line after dewatering (m),
h′ = distance between the water level of the dewatering well
and the impermeable layer (m), H = elevation of the initial
water level (m), r = radius of the dewatering well (m), R =
radius of influence of dewatering (m), x = horizontal

2 Geofluids



distance to the axis of the dewatering well (m), and H ′ =
distance between tunnel axis and impermeable layer.

The radius of influence of dewatering can be calculated
using an empirical equation

R = 2s
ffiffiffiffiffiffiffiffi
HK

p
, ð2Þ

where s = dewatering depth of the dewatering well (m) and
K = permeability coefficient of the ground (m/d).

The change of the water level above the constructed tunnel
can thus be estimated using Equations (1) and (2). The vertical
additional stress applied on the constructed tunnel is calcu-
lated using the effective stress principle. Before dewatering,
the constructed tunnel is subjected to earth pressure and pore
water pressure, and the effective stress is calculated by

σ = h0γ0 + H − yð Þ γsat − γwð Þ, ð3Þ

where h0 = distance between ground surface and initial water
level (m), γ0 = dry unit weight of soil (kN/m3), γsat =
saturated unit weight (kN/m3), and γw = unit weight of water
(kN/m3).

After dewatering, the effective stress applied to the con-
structed tunnel is given by

σ′ = h0γ0 + H − yð Þ γsat − 1 − μð Þγwð Þ, ð4Þ

where μ = specific yield. The magnitude of μ is associated
with soil properties including the mineral composition, par-
ticle size, grain grading, degree of sorting, and void ratio.
The mineral composition affects the specific yield by the
adsorption force on the hydrone. A summary of the empiri-
cal values of the specific yield for various types of soils is pre-
sented in Table 1.

The dewatering-induced change of the vertical effective
stress applied on the constructed tunnel is calculated by

σv
w = σ′ − σ = μ H − yð Þγw = μhγw: ð5Þ

2.2. Additional Stress Induced by Unloading. The calculation
of the additional stress in the constructed tunnel induced
by excavation unloading effect is generally based on Mind-

lin’s solution [43]. A schematic of the calculation model for
the additional stress induced by unloading is presented in
Figure 2. The assumptions involved in Mindlin’s solution
are as follows: (1) the ground is a homogeneous, elastic
half-space, (2) the time and space effects involved in the exca-
vation are overlooked, and (3) the influence of the con-
structed tunnel on the excavation unloading stress is not
taken into account.

According to Mindlin’s solution, under the effect of unit
force σdξdη applied at the point ðξ, ηÞ at the excavation bot-
tom, the vertical and horizontal additional stresses at the
point (x, y, z) on the tunnel axis are calculated by

σvd = −
γd

8π 1 − νð Þ
1 − 2νð Þ z − dð Þ

R3
1

−
� 1 − 2νð Þ z − dð Þ

R3
2

+ 3 z − dð Þ3
R5
1

+ 3 3 − 4νð Þz z + dð Þ2 − 3d z + dð Þ 5z − dð Þ
R5
2

+ 30zd z + dð Þ3
R7
2

#
,

ð6Þ

σh
d = −

γd
8π 1 − vð Þ −

1 − 2νð Þ z − dð Þ
R3
1

�
+ 3 x − ξð Þ2 z − dð Þ

R5
1

−
1 − 2νð Þ 3 z − dð Þ − 4v z + dð Þ½ �

R3
2

+
3 3 − 4νð Þ x − ξð Þ2 z − dð Þ − 6d z + dð Þ 1 − 2νð Þz − 2νd½ �
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R5
2

+ 4 1 − νð Þ 1 − 2νð Þ
R2 R2 + z + dð Þ 1 − x − ξð Þ2

R2 R2 + z + dð Þ −
x − ξð Þ
R2
2
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R7
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#
,
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Figure 1: Schematic of dewatering during excavation.

Table 1: Empirical values of the specific yield for various types of
soils.

Soil type Specific yield

Clay 0.02–0.035

Loam 0.03–0.045

Sandy loam 0.035–0.06

Loess-like loam 0.02–0.05

Loess-like sandy loam 0.03–0.06

Silty sand 0.06–0.08

Silty fine sand 0.07–0.01

Fine sand 0.08–0.11

Medium-fine sand 0.085–0.12

Medium sand 0.09–0.13

Medium-coarse sand 0.10–0.15

Coarse sand 0.11–0.15

Clay cemented sandstone 0.02–0.03

Fractured limestone 0.008–0.10
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R1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z − dð Þ2

q
, ð8aÞ

R2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z + dð Þ2

q
: ð8bÞ

Similarly, under the effect of a unit force K0γτdηdτ
applied at the point ðη, τÞ on the vertical side of the excava-
tion, the vertical and horizontal additional stresses at the
point (x, y, z) on the tunnel axis are calculated by

σvc = −
K0γτS

8π 1 − νð Þ
− 1 − 2νð Þ

R3
3

�
+ 3 z − τð Þ2

R5
3

+ 1 − 2νð Þ
R3
4

+ 3 3 − 4νð Þ z + τð Þ2
R5
4

+ −6τ
R5
4

τ + 1 − 2νð Þ z + τð Þ + 5z z + τð Þ2
R2
4

 !#
,

ð9Þ

σhc = −
Κ0γτS

8π 1 − νð Þ
1 − 2νð Þ
R3
3

�
+ 3S2

R5
3
+ 1 − 2νð Þ 5 − 4vð Þ

R3
4

+ 3 3 − 4νð ÞS2
R5
4

+ 4 1 − νð Þ 1 − 2νð Þ
R4 R4 + z + τð Þ2 3 − S2 3R4 + z + τð Þ

R2
4 R4 + z + τð Þ

� �

−
6τ
R5
4

3τ − 3 − 2νð Þ z + τð Þ + 5xS2
R2
4

� ��
,

ð10Þ

R3 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z − τð Þ2

q
, ð11aÞ

R4 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z + τð Þ2

q
, ð11bÞ

where γ = unit weight of soil (kN/m3), d = excavation depth
(m), ν = Poisson’s ratio, K0 = coefficient of lateral earth
pressure at rest (K0 = 1 − sin φ, where φ is the angle of
internal friction of soil), S = distance between the vertical side
of the excavation and the axis of the constructed tunnel (m),
and τ = depth of the calculation point on the vertical side of
the excavation (m).

By integrating Equations (6) and (7) over the excavation
bottom and integrating Equations (9) and (10) over the ver-
tical side of the excavation, the excavation unloading-
induced additional stress corresponding to the excavation
bottom and to the vertical side of the excavation can be
derived, respectively. In this case, the total vertical and hori-
zontal additional stresses in the constructed tunnel induced
by excavation with dewatering, σv and σh, have the forms

σv = σv
w + σv

d + σvc , ð12aÞ

σh = σhd + σhc : ð12bÞ

3. Response of Constructed Tunnel

The internal force and displacement characteristics for the
constructed tunnel under the effect of the additional stress
induced by the adjacent excavation with dewatering are pre-
dicted in this section based on the beam on elastic foundation
theory. To achieve this, it is assumed that (1) the constructed
tunnel is equivalent to a long beam on an elastic foundation,
(2) the contact between the constructed tunnel and the
ground is perfect, and (3) compatibility of deformation is sat-
isfied. A schematic of the calculation model for the response
of the constructed tunnel under the additional stress is pre-
sented in Figure 3.

According to the Winkler foundation beam model, the
equation of deflection curve for the constructed tunnel under
the effect of the additional stress has the form

EIeq
d4w xð Þ
dx4

+Dkw xð Þ = p xð Þ, ð13Þ

where EIeq = equivalent longitudinal stiffness of the con-
structed tunnel (kN·m2), wðxÞ = displacement of the con-
structed tunnel (m), D = external diameter of the constructed
tunnel (m), k = coefficient of subgrade reaction (kN·m3), and
pðxÞ = additional stress applied on the constructed tunnel
(kPa).

In Equation (13), pðxÞ and EIeq are given by

p xð Þ = σD, ð14aÞ

EIeq = ηEI, ð14bÞ
where η = reduction coefficient and EI = actual longitudinal
stiffness of the constructed tunnel (kN·m2).

The magnitude of the reduction coefficient η varies,
depending on many factors such as the form of tunnel cir-
cumferential seam, bolt quantity, and tunnel lining thickness
[44–46]. By performing a series of experiments, Xu [47]
investigated the magnitude of the reduction coefficient η at
various forms of tunnel circumferential seam. It was found
that the magnitudes of the reduction coefficient η are, respec-
tively, 0.145, 0.13, and 0.114 at homogeneous, staggered, and
continuous forms of the tunnel circumferential seam.

A previous experimental study has indicated that the
coefficient of subgrade reaction k is related to not only the
soil strength but also the stiffness of the foundation beam

Excavation

Ground
surface

y

z

x

Unloading direction

L

D

B

d

Tunnel

Figure 2: Schematic of the calculation model for additional stress
induced by excavation unloading.
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[48, 49]. Therefore, the empirical equation proposed by Vesic
[50] and Attewell et al. [51] was adopted to estimate the coef-
ficient of subgrade reaction k:

k = 2kVesic =
1:3Es

D 1 − ν2ð Þ

ffiffiffiffiffiffiffiffiffiffi
EsD

4

EIeq

12

s
, ð15Þ

where Es = elasticmodulus of the ground (MPa).
As Equation (13) is an inhomogeneous differential equa-

tion of fourth order with a constant coefficient, it is extremely
difficult to derive directly its analytical solution. Therefore,
the form of the analytical solution was assumed to be
composed of two parts: the general solution part and the
particular solution part. Let pðxÞ = 0, one can obtain the cor-
responding homogeneous differential equation

EIeq
d4w xð Þ
dx4

+Dkw xð Þ = 0: ð16Þ

Therefore, the general solution has the form

w xð Þ = eλx C1 cos λxð Þ + C2 sin λxð Þð Þ
+ e−λx C3 cos λxð Þ + C4 sin λxð Þð Þ,

ð17aÞ

λ =
ffiffiffiffiffiffiffiffiffiffiffi
DK
4EIeq

4

s
, ð17bÞ

where C1, C2, C3, andC4 = undetermined coefficients and λ
= elastic characteristic coefficient.

Considering the symmetry of the beam on an elastic
foundation, we have

w xð Þjx→∞ = 0, ð18aÞ

dw xð Þ
dx

				
x→∞

= 0: ð18bÞ

By manipulation of Equations (17) and (18), one obtains
C1 = C2 = 0 and C3 = C4. Let C3 = C4 = C, the form of the
general solution for Equation (16) can be transformed to

w xð Þ = Ce−λx cos λxð Þ + sin λxð Þð Þ: ð19Þ

Assume that a point load P0 is applied at the central sec-
tion of the beam on an elastic foundation. Considering the
equilibrium between the subgrade reaction and the external
load, we have

2DkC
ð∞
0
e−λx cos λxð Þ + sin λxð Þð Þdx = P0: ð20Þ

Manipulation of Equation (20) leads to

C = P0λ

2Dk : ð21Þ

Substituting Equation (21) into Equation (19), the form
of the general solution becomes

w xð Þ = P0λ

2Dk e
−λx cos λxð Þ + sin λxð Þð Þ: ð22Þ

For a tunnel subjected to an additional distributed load
qðxÞ, the point load at the point ξ on the tunnel is qðξÞdξ.
Under this point load, the induced displacement at the point
x on the tunnel, dwðxÞ, is calculated, according to Equation
(22), as

dw xð Þ = P ξð Þλ
2Dk e−λ x−ξj j cos λ x − ξj jð Þ + sin λ x − ξj jð Þð Þdξ:

ð23Þ

Integrating Equation (23) over the range of the distribu-
tion of the additional distributed load, the solution for
Equation (13) is derived:

w xð Þ = λ

2Dk

ð+∞
−∞

P ξð Þe−λ x−ξj j cos λ x − ξj jð Þ + sin λ x − ξj jð Þð Þdξ:

ð24Þ

Consequently, the bending moment and shear force at
the point x on the tunnel axis are calculated, respectively,
by

M = −EIeq
d2w xð Þ
dx2

, ð25Þ

Q = dM
dx

= −EIeq
d3w xð Þ
dx3

: ð26Þ

The proposed method for predicting the response of a
constructed tunnel to an adjacent excavation with dewater-
ing treats the constructed tunnel as a long beam on an elas-
tic foundation and calculates the internal force and
deformation for the constructed tunnel by using the Wink-
ler foundation model. The required parameters for the pro-
posed method include the equivalent longitudinal stiffness
of the constructed tunnel EIeq, external diameter of the
constructed tunnel D, and coefficient of subgrade reaction
k. The advantages of the proposed method over other
models are lesser parameters and convenient calculation
process.

Tunnel
k

D

P (X)

Figure 3: Schematic of calculation model for tunnel response under
the additional stress.
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4. Verification

The performance of the proposed theoretical method for pre-
dicting the deformation and internal force characteristics of a
constructed tunnel induced by an adjacent excavation with
dewatering is challenged against three well-documented case
histories. The predicted tunnel displacement characteristics
are verified by the comparisons with the monitoring data
obtained in the field and the three-dimensional finite element
analysis results obtained in this study. The ability of the pro-
posed method in well predicting the tunnel internal force
characteristics is demonstrated by comparing it with the
three-dimensional finite element analysis results.

4.1. Shanghai Dongfang Road Interchange Project. The first
case history used for verifying the proposed method is the
Shanghai Dongfang Road Interchange (SDRI) Project
reported in Xu and Huang [52]. In this case history, the plan
view showing the relative position of the excavation and the
tunnels is presented in Figure 4. The soil parameters for this
case history are listed in Table 2. The geometry of the excava-
tion resembles a parallelogram of 26m in length and 18m in
width. The short side of the excavation is oriented at 66° rel-
ative to the x-axis of the coordinate system. The excavation
depth is approximately 6.5m. The angle between the axis of
the constructed tunnels and the y-axis of the coordinate sys-
tem is 45°. The upline of the constructed tunnels is directly
below the excavation. The minimum distance between the
tunnel crown and the excavation bottom is 2.76m, with the
tunnel cover depth being approximately 9.26m. The external
diameter and the equivalent stiffness of the constructed tun-
nels are, respectively, 6.2m and 3:93 × 107 kN·m2. In theoret-
ical calculation, it was assumed that the upline of the
constructed tunnels was parallel with the excavation, consid-
ering the relatively small angle between the upline and the
excavation.

In theoretical calculation for this case history, the hori-
zontal additional stress in the upline of the constructed tun-
nels induced by excavation can be neglected because of the
relative position of the upline and the excavation. In other
words, the predicted tunnel deformation using the proposed
method takes account of only the vertical additional stress
induced by excavation.

Figure 5 presents the excavation-induced vertical dis-
placements of the upline tunnel for the SDRI Project
obtained by finite element analysis, field measurement, and
theoretical calculation. The finite element analysis results
presented in Figure 5 were obtained by Xu and Huang [52]
using the MARC software. From Figure 5, it can be indicated
that the distribution of the tunnel vertical displacement along
the tunnel axis is similar for different methods. The distribu-
tion conforms approximately to a Gaussian distribution. The
tunnel vertical displacements reach maxima in the middle of
the upline tunnel axis intersecting with the vertical projection
of the excavation. The maximum tunnel vertical displace-
ments are, respectively, 11.5, 16, and 16.96mm correspond-
ing to the finite element analysis, field measurement, and
theoretical calculation. The maximum tunnel vertical dis-
placement calculated by the proposed method is more agree-

able to the field measurement when compared with the finite
element analysis result. Moreover, the predicted tunnel verti-
cal displacements by the proposed theoretical method are
generally greater than that by finite element analysis and field

28 m

Excavation

24 m
y

x

Up-line tunnelDown-line tunnel

18
.1

 m

Figure 4: Site plan view for the SDRI Project.

Table 2: Soil parameters for the SDRI Project [52].

Soil layer h (m) γ (kN/m3) c (kPa) μ ES (MPa)

Artificial fill 1.82 18.5 16 NA NA

Silty clay ②1 1.13 18.4 10 0.4 6.43

Silty clay ②2 0.82 17.7 13 0.3 3.71

Silty clay ③1 1.08 17.7 14 0.3 4.43

Sandy silt ③2 2.28 18.3 3 0.35 9.72

Silty clay ③3 2.46 17.2 13 0.35 3.63

Sandy silt 8.7 16.6 14 0.35 2.27

Clay ⑤1 2.41 17.9 19 0.4 4.07

Silty clay ⑤2 3.89 18.1 18 0.4 4.55

Silty clay 4.25 19.4 43 0.35 6.09

Note. h = soil thickness; γ = unit weight; c = cohesion; μ = Poisson’s ratio; ES
=modulus of compressibility; NA = not available.
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Figure 5: Excavation-induced tunnel vertical displacements for the
SDRI Project.
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Figure 6: Schematic of the relative position of the excavation and the tunnel for the HBOB Project: (a) plan view and (b) cross-section view.

Table 3: Soil parameters for the HBOB Project [53].

Soil layer h (m)
γ

(kN/m3)
c

(kPa)
ES

(MPa)
φ

(degree)

Plain fill ① 2.0–4.5 18.9 15 NA 10

Powder sticky
clay ②

2.5–4.8 19.6 32.35 6.01 13.74

Silt ③ 1.2–4.3 18.8 9.84 10.76 27.83

Silty clay ④1 2.1–5.6 18.9 17.46 6.54 13.91

Silty clay ④2 1.8–3.8 18.7 10.86 7.6 20.29

Silty clay ④3 5.8–7.0 18.9 20.58 5.18 12.26

Clay ⑤ 3.1–4.1 20.1 60.78 7.67 13.81

Silty clay ⑥ 6.0–7.2 19.1 34.59 7.53 16.65

Silty clay ⑦ 2.0–3.5 18.8 20.4 6.47 13.19

Silty clay ⑧ 8.8–9.9 18.7 15.36 6.97 20.24

Silty clay ⑨ 5.0–6.9 19.5 27.34 6.85 12.53

Silty clay ⑩
11.5–
12.1

19.4 23.22 7.31 14.07

Note. h = soil thickness; γ = unit weight; c = cohesion; ES =modulus of
compressibility; φ = internal friction angle; NA = not available. Poisson’s
ratio was taken as 0.35 in the calculation for all the soil layers.
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Figure 7: Excavation-induced tunnel horizontal displacements for
the HBOB Project.
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measurement. For this, the primary reason is that the pro-
posed theoretical method has not taken account of the influ-
ence of excavation supporting on the excavation unloading-
induced additional stress.

4.2. Hengfeng Bank Office Building Project. The second case
history used for verifying the proposed method is the Heng-
feng Bank Office Building (HBOB) Project reported by Sun
[53]. In this case history, an excavation adjacent to the
Suzhou Metro Line 1 was made for the construction of an
office building for Hengfeng Bank. The excavation geometry
is approximately a rectangle with its length and width being,
respectively, 85m and 45m. The average excavation depth is
10.6m. To ensure stability and safety, diaphragm walls and
concrete structs were used to support the excavation. The rel-
ative position of the excavation and the tunnel is depicted in
Figure 6. Table 3 summarizes the soil parameters for the
HBOB Project.

From Figure 6, it can be seen that the tunnel axis is
approximately parallel with the south side of the excavation.
The distance between the excavation side and the tunnel
periphery ranges from 10.3m to 10.9m. The cover depth of
the tunnel ranges from 9.0m to 10.7m. The minimum dis-
tance between the upline and downline tunnels is 6.8m.
The external and internal diameters and the equivalent stiff-
ness are, respectively, 6.2m, 5.5m, and 3:45 × 107 kN·m2.
Monitoring was performed at 30 cross-sections of the upline
and downline tunnels with the interval being 5 ring-lengths.
For convenience, in theoretical calculation, it was assumed
that the tunnels are parallel with the excavation and that
the excavation is rectangular in shape.

A comparison of the excavation-induced horizontal dis-
placements of the upline tunnel for the HBOB Project
between the theoretical calculation and field measurement
is made in Figure 7. It can be noted that a slight discrepancy
exists between the theoretical calculation and field measure-
ment. The maximum tunnel horizontal displacement occurs
at a position corresponding to the middle of the excavation,
both for the theoretical calculation and field measurement.
The maximum tunnel horizontal displacements predicted
by the proposed method and monitored by instrumentations
are, respectively, 6mm and 5.2mm. The overestimate of the
maximum tunnel horizontal displacement by the proposed
method is attributed to the overlook of the influence of exca-
vation supporting and stratigraphic distribution.

4.3. Hefei Metro Line 1 Yungu Road Station Project. The third
case history used for verifying the proposed method is the
Hefei Metro Line 1 Yungu Road Station (HMLYRS) Project.
An imaginary excavation is made adjacent to the HMLYRS
Project. By performing three-dimensional finite element
analysis, the excavation-induced tunnel internal force and
deformation characteristics are compared between the theo-
retical calculation and numerical analysis results.

According to the drilling data in terms of age of deposi-
tion and genetic type as well as the laboratory testing results,
the ground stratums for the HMLYRS Project are composed
of six layers: miscellaneous fill, clayey soil I, clayey soil II,
clayey soil III, highly weathered sandstone, and moderately
weathered sandstone. The parameters for these soil layers
are summarized in Table 4. The miscellaneous fill consists
of construction waste, natural fibers [54–58], and other mate-
rials. The groundwater level is about 2.5m below the ground
surface. The specific yield was taken as 0.1 in the theoretical
calculation.

In the three-dimensional finite element analysis, the plan
view size of the excavation was assumed to be 40m × 20m
× 10m. The water level within the excavation after dewater-
ing was assumed to be 0.5m below the excavation bottom.
The cover depth of the axis of the constructed tunnels for
the HMLYRS Project is 20m. The distance between the exca-
vation boundary and the tunnel axis is 10m. The external
and internal diameters of the constructed tunnels are, respec-
tively, 6.2m and 5.4m. Taking no account of the influence of
the segment joint strength, the equivalent stiffness of the con-
structed tunnels was taken as 3:45 × 107 kN·m2. In order to
ensure that the numerical analysis results are consistent with

Table 4: Soil parameters for the HMLYRS Project.

Soil layer h (m) γ (KN/m3) c (kPa) μ ES (MPa) φ (degree) k (m/d)

Miscellaneous soil 5.1 17.5 8 0.35 NA 10 0.001

Clay1 4.7 19.8 10 0.3 40 13 0.0006

Clay2 6.4 20.2 15 0.29 30 13 0.0004

Clay3 6.5 20.5 25 0.26 30 14 0.0004

SWS 1.1 21 30 0.26 70 20 NA

Weathered sandstone NA 22 40 0.24 90 25 NA

Note. h = soil thickness; γ = unit weight; c = cohesion; μ = Poisson’s ratio; ES =modulus of compressibility; φ = internal friction angle; k = permeability
coefficient; NA = not available; SWS = strongly weatherly sandstone.
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Figure 8: Meshing of numerical model for the HMLYRS Project.
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the theoretical calculation results and to mitigate the influ-
ence of tunnel dimension on the excavation unloading, the
one-dimensional beam element was used to represent the
constructed tunnel in numerical modelling. Figure 8 shows
the meshing of the numerical model for the HMLYRS Pro-
ject. It is shown that the dimensions of the numerical model
are 120m × 40m × 140m. The Modified Mohr-Coulomb
(MMC) model was used to simulate the stress-strain behav-
ior of the soils. In the MMC model adopted by the present
numerical analysis, the secant modulus by standard drained
triaxial tests was estimated by Equation (27) for the miscella-
neous fill and clay (i.e., Eref

50 ) and by Equation (28) for the

sandstone (i.e., ~E
ref
50 ); the unloading/reloading stiffness was

estimated by Equation (29) for the miscellaneous fill and clay

(i.e., Eref
ur ) and by Equation (30) for the sandstone (i.e., ~E

ref
ur ):

Eref
50 = 2Eref

oed, ð27Þ

~E
ref
50 = ~E

ref
oed, ð28Þ

Eref
ur = 5Eref

50 , ð29Þ

~E
ref
ur = 3~Eref

50 , ð30Þ

where Eref
oed = tangential stiffness in uniaxial compression tests

on miscellaneous fill or clay and ~E
ref
oed = tangential stiffness in

uniaxial compression tests on sandstone.
A comparison of the distribution of excavation-induced

tunnel vertical displacement along the tunnel axis is made
in Figure 9 between the numerical and theoretical calculation
results. It is clear that the two distributions are similar in
form. The maximum tunnel vertical displacements are,
respectively, 6.45mm and 5.70mm for the numerical and
theoretical calculation results. Moreover, both the magnitude

and incidence of the excavation-induced tunnel vertical dis-
placement obtained by numerical analysis are greater than
that obtained by theoretical calculation.

Figure 10 compares the distribution of excavation-
induced tunnel vertical bending moment along the tunnel
axis between numerical and theoretical calculation results.
Note that the numerical analysis results in Figure 10 repre-
sent the incremental change of the tunnel vertical bending
moment before and after the excavation. Clearly, a similar
distribution of the excavation-induced tunnel vertical bend-
ing moment is found between the numerical analysis and
theoretical calculation results. This distribution is almost w-
shaped and symmetrical with respect to the middle of the
tunnel axis. The maximum tunnel vertical bending moments
are achieved at the middle of the tunnel axis with the magni-
tudes being, respectively, 608 kN·m and 560.31 kN·m for the
theoretical calculation and numerical analysis results. With
an increase in the distance between a point on the tunnel axis
and the middle of the tunnel axis, the tunnel vertical bending
moments decrease gradually both for the theoretical calcula-
tion and numerical analysis results. When this distance
reaches about 20m, the tunnel vertical bending moments
reverse their direction. The negative tunnel vertical bending
moment peaks, respectively, at the distance of about 30m
with a magnitude of -272 kN·m and at the distance of about
27m with a magnitude of -302.83 kN·m for the theoretical
calculation and numerical analysis results. The tunnel verti-
cal bending moments become zero at the ends of the tunnel
axis due to the limitation of the excavation depth and length.

Figure 11 presents a comparison of the distribution of
excavation-induced tunnel vertical shear force along the tun-
nel axis between numerical analysis and theoretical calcula-
tion results. Note that the numerical analysis results in
Figure 11 represent the incremental change of the tunnel ver-
tical shear force before and after the excavation. It can be
indicated that the distributions obtained by theoretical
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Figure 9: Excavation-induced tunnel vertical displacements by numerical and theoretical calculation.
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calculation and numerical analysis are similar in form. The
distributions are nearly antisymmetric about the middle of
the tunnel axis. The excavation-induced tunnel vertical shear
force is zero in the middle of the tunnel axis and reaches the
maximum at a distance of 14m from the middle of the tunnel
axis for the theoretical calculation result and at a distance of
18m for the numerical analysis result. The maxima are,
respectively, 48.12 kN and 50.55 kN for the theoretical calcu-
lation and numerical analysis results. The shear force stabi-
lizes at a distance of approximately 50m from the middle
of the tunnel axis.

Based on the three case histories presented above, the
performance of the proposed theoretical method in well pre-
dicting the excavation-induced internal force and deforma-

tion characteristics for a constructed tunnel is validated.
Therefore, the proposed theoretical method may serve as a
tool to provide a preliminary prediction of the response of
a constructed tunnel to an adjacent excavation with
dewatering.

5. Parametric Analysis

By performing parametric analysis, this section investigates
the influence of excavation and tunnel parameters on the ver-
tical displacement and internal force characteristics of a con-
structed tunnel induced by an adjacent excavation with
dewatering. To this end, an imaginary case is considered
where the longer side of a rectangular excavation is parallel
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with the axis of the constructed tunnel. For this imaginary
case, the soil and tunnel parameters are the same as in the
HMLYRS Project described in the former section. In this
parametric analysis, the investigated parameters are the dis-
tance between excavation and tunnel, initial water level, exca-
vation depth, excavation plan view size, and specific yield.

5.1. Effect of Distance between Excavation and Tunnel. Six
different distances are considered between the side of the

excavation and the periphery of the constructed tunnel: 3.0,
6.0, 9.0, 12.0, 15.0, and 18.0m. Figure 12 presents the effects
of the distance between excavation and tunnel on tunnel
maximum vertical displacement, tunnel maximum bending
moment, and tunnel maximum shear force. It can be indi-
cated from Figure 12 that the tunnel maximum vertical dis-
placement, maximum bending moment, and maximum
shear force decrease nonlinearly with an increase in the dis-
tance between excavation and tunnel. This decreasing trend
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Figure 12: Effects of the distance between excavation and tunnel on (a) tunnel maximum vertical displacement; (b) tunnel maximum bending
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is of a lower rate at a greater distance between excavation and
tunnel. At the 18.0m distance between excavation and tun-
nel, the tunnel maximum vertical displacement, maximum
bending moment, and maximum shear force are, respec-
tively, 2.2mm, 220.0 kN·m, and 17.5 kN. When the distance
between excavation and tunnel exceeds 18.0m, the influence
of excavation with dewatering on the responses of the con-
structed tunnel can be neglected. Moreover, it can also be
indicated from Figure 12 that the tunnel maximum vertical

displacement, maximum bending moment, and maximum
shear force decrease with increasing the specific yield, irre-
spective of the distance between excavation and tunnel. At
the 3.0m distance between excavation and tunnel, an
increase in the specific yield from 0.05 to 0.35 leads to an
approximately 30% reduction in the tunnel maximum ver-
tical displacement, maximum bending moment, and maxi-
mum shear force. This reduction increases to
approximately 65% when the distance between excavation
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Figure 13: Effects of the initial water level on (a) tunnel maximum vertical displacement; (b) tunnel maximum bending moment; (c) tunnel
maximum shear force.
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and tunnel reaches 18.0m. This indicates that the specific
yield has a significant effect on the tunnel maximum verti-
cal displacement, maximum bending moment, and maxi-
mum shear force.

5.2. Effect of Initial Water Level. Six different initial water
levels are considered in the parametric analysis: 25.0, 28.0,
31.0, 34.0, 37.0, and 40.0m. The effects of the initial water

level on the tunnel maximum vertical displacement, maxi-
mum bending moment, and maximum shear force are pre-
sented in Figure 13. It can be indicated that the tunnel
maximum vertical displacement, maximum bending
moment, and maximum shear force decrease with an
increase in the initial water level. This is attributed to the
reduced vertical additional stress on the constructed tunnel
at a higher dewatering depth. Moreover, at an initial water

0

5

15

10

20

0 5 10 15 20 25 30

M
ax

im
um

 v
er

tic
al

 d
isp

la
ce

m
en

t (
m

m
)

Excavation depth (m)

Specific yield

𝜇 = 0.05
𝜇 = 0.15

𝜇 = 0.25
𝜇 = 0.35

(a)

2000

1500

1000

500

0
0 5 10 15 20 25 30

M
ax

im
um

 b
en

di
ng

 m
om

en
t (

kN
. m

)

Excavation depth (m)

Specific yield

𝜇 = 0.05
𝜇 = 0.15

𝜇 = 0.25
𝜇 = 0.35

(b)

150

120

90

60

30

0
0 5 10 15 20 25 30

M
ax

im
um

 sh
ea

r f
or

ce
 (k

N
)

Excavation depth (m)

Specific yield

𝜇 = 0.05
𝜇 = 0.15

𝜇 = 0.25
𝜇 = 0.35

(c)

Figure 14: Effects of the excavation depth on (a) tunnel maximum vertical displacement; (b) tunnel maximum bending moment; (c) tunnel
maximum shear force.
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level, the tunnel maximum vertical displacement, maximum
bending moment, and maximum shear force decrease with
an increase in the specific yield. The rate of this decrease is
higher at a greater initial water level. At the 25.0m initial
water level, an increase in the specific yield from 0.05 to
0.35 leads to, respectively, 9.6%, 24.1%, and 22.2% reductions
in the tunnel maximum vertical displacement, maximum
bending moment, and maximum shear force. The reductions
are, respectively, 70.0%, 60.1%, and 74.0% at the 40.0m ini-
tial water level. This indicates that at an excavation depth,

the influence of the specific yield on the tunnel displacement
and internal force characteristics is more significant at a
higher initial water level.

5.3. Effect of Excavation Depth. Seven different excavation
depths are considered in the parametric analysis: 6.0, 9.0,
12.0, 15.0, 18.0, 21.0, and 24.0m. Figure 14 depicts the effects
of excavation depth on the tunnel maximum vertical dis-
placement, maximum bending moment, and maximum
shear force. It is shown that the rate of increase in the tunnel
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Figure 15: Effects of the excavation plan view size on (a) tunnel maximum vertical displacement; (b) tunnel maximum bending moment; (c)
tunnel maximum shear force.
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maximum vertical displacement, maximum bending
moment, and maximum shear force as increasing the excava-
tion depth decreases until reaching the 15.0m excavation
depth and then increases after reaching this excavation
depth. At an excavation depth greater than 15.0m, a striking
increase in the tunnel maximum vertical displacement, max-
imum bending moment, and maximum shear force can be
observed with an increase in the excavation depth. This indi-
cates that the effect of excavation depth on tunnel maximum
vertical displacement, maximum bending moment, and max-
imum shear force is more significant at an excavation depth
greater than the cover depth of the constructed tunnel. In
addition, the tunnel maximum vertical displacement, maxi-
mum bending moment, and maximum shear force decrease
with increasing the specific yield. At the 6.0m excavation
depth, an increase in the specific yield from 0.05 to 0.35
causes, respectively, 28.0%, 40.8%, and 48.0% reductions in
the tunnel maximum vertical displacement, maximum bend-
ing moment, and maximum shear force. The reductions are,
respectively, 27.4%, 38.0%, and 55.0% at the 24.0 excavation
depth. This indicates that the specific yield has a significant
effect on the tunnel maximum vertical displacement, maxi-
mum bending moment, and maximum shear force.

5.4. Effect of Excavation Plan View Size. The excavation plan
view size is described with the ratio of excavation length to
excavation width (i.e., L/B). In the parametric analysis, seven
different excavation plan view sizes are considered: 0.67, 0.8,
1.0, 1.25, 1.5, 1.75, and 2.0. The excavation length is fixed at
40.0m when L/B < 1:0; otherwise, the excavation width is
fixed at 40.0m. Figure 15 presents the effects of the excava-
tion plan view size on the tunnel maximum vertical displace-
ment, maximum bending moment, and maximum shear
force. It can be indicated that at L/B < 1:0 or L/B > 1:0, the
tunnel maximum vertical displacement, maximum bending
moment, and maximum shear force increase approximately
linearly with an increase in L/B. Moreover, the rate of
increase is greater at L/B > 1:0 than at L/B < 1:0, indicating
that the effect of changing the excavation width paralleling
with the tunnel axis on the tunnel displacement and internal
force characteristics is more significant than that for the exca-
vation length perpendicular to the tunnel axis. In addition,
with an increase in the specific yield, the tunnel maximum
vertical displacement, maximum bending moment, and max-
imum shear force decrease. At an excavation depth and ini-
tial water level, the effect of specific yield on the tunnel
displacement and internal force characteristics is not signifi-
cant for all the considered excavation plan view sizes.

6. Conclusions

The safety operation of a constructed tunnel is affected by an
adjacent excavation with dewatering. It is significant for
practicing engineers to predict the displacement and internal
force characteristics of a constructed tunnel induced by an
adjacent excavation with dewatering. However, most of the
previous theoretical studies relating to this topic focus on
the excavation unloading effect and have neglected the effect
of dewatering. In view of this, this paper proposes a new

method which can account for both the excavation unloading
and excavation dewatering effects. The conclusions drawn
from this study can be summarized as follows.

(i) The proposed theoretical method taking account
of the excavation unloading and dewatering effects
is capable of predicting excavation-induced addi-
tional stress on the constructed tunnel that agrees
well with the actual engineering. By adopting the
beam on elastic foundation theory, the tunnel
displacement and internal force under the action
of the excavation-induced additional stress are
derived. This derivation is simple in calculation.
The derived results are reliable

(ii) Based on three well-documented case histories, the
predicted excavation-induced tunnel displacement
and internal force characteristics using the proposed
method are compared with the field monitoring and
numerical analysis results. The comparison verifies
the performance of the proposed method. The pro-
posed method lay the theoretical foundations for
the safety assessment and disaster prevention in sim-
ilar engineering

(iii) A parametric analysis is performed for the effects of
excavation depth, distance between excavation and
tunnel, excavation plan view size, initial water level,
and specific yield on the tunnel displacement and
internal force characteristics. It is found that the
effect of excavation depth becomes significant when
the excavation depth exceeds the cover depth of the
constructed tunnel. The influence of adjacent exca-
vation on the constructed tunnel can be overlooked
if the distance between excavation and tunnel is
greater than the tunnel cover depth. The effect of
the excavation plan view size on the side parallel
with the tunnel axis is more significant than that
on the side perpendicular to the tunnel axis. A
higher initial water level corresponds to a smaller
excavation-induced additional stress on the con-
structed tunnel. An increase in the specific yield
from 0.05 to 0.35 leads to an approximately 70%
reduction in the tunnel displacement and internal
force
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The coupling of the joint network and groundwater in rock under bias conditions has a significant impact on the deformation and
failure of the surrounding rock due to tunnel excavation. This paper studies the deformation and failure of surrounding rock after
tunnel excavation under different joint network and groundwater conditions. A finite element-based composite joint network
modeling method is proposed in this paper, and the typical parameters of the surrounding rock, such as the plastic zone size,
vertical displacement, and lateral displacement, are analyzed and compared through numerical calculations. According to the
different stratum and hydraulic conditions considered, four numerical models under four different working conditions are
established and studied. The deformation and failure laws of the surrounding rock during tunnel excavation are obtained. The
results show that with a single joint network, when there is no influence of groundwater, the surrounding rock mainly
undergoes shear failure at the arch crown after tunnel excavation. When the influence of groundwater is considered, there are
differences in the mode of damage between the left and right sides of the tunnel. The stratum approximately 1m from the invert
breaks, and the right sidewall fails approximately 1m from the measuring point. In rock with a composite joint network, when
groundwater is not considered, two kinds of failures occur in the surrounding rock near the tunnel; however, the surrounding
rock far from the tunnel is dominated by shear failure. The stratum approximately 3.5m from the arch crown fractures and the
surrounding rock within approximately 5.5m from the measurement point on the right sidewall undergoes separation failure.
Under the dual effects of joints and groundwater, soft rock deforms considerably. The total hydraulic gradient decreases from
left to right before and after tunnel excavation. The total hydraulic gradient of the composite joint network strata is generally
smaller than that of the single joint network. In the composite joint network strata, the total hydraulic gradient near the tunnel
changes dramatically. This research can provide a reference for tunnel engineering under similar conditions.

1. Introduction

In recent years, China’s transportation infrastructure has
developed rapidly. In particular, in Southwest China, the
construction scale of mountain tunnels and railway tunnels
continues to grow [1]. Because of the many mountains and
hills in Southwest China and the corresponding geological
processes, many discontinuous structures, such as joints,
cracks, and faults, are present in the strata in this area.
Boundaries between soft and hard strata also constitute a typ-
ical weak structural plane. Therefore, it is inevitable that a

tunnel built under these conditions crosses different types
of weak structural surfaces. In addition, building tunnels in
mountainous areas are often affected by bias load [2]. Under
the combined action of the bias load and discontinuous
structure, the deformation and failure laws of the rock sur-
rounding a tunnel are very different from those of homoge-
neous layers. Another issue that cannot be ignored is the
influence of groundwater. Weak structural surfaces such as
joints, cracks, and faults act as conduits for water flow, and
hydromechanical coupling has aggravated the destruction
of tunnel-surrounding rock. The deformation law of jointed
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rock surrounding a tunnel, considering the coupling of the
mechanical behavior and hydraulic processes, needs to be
further studied.

Many scholars have studied the failure modes and stabil-
ity effects of tunnel excavation on jointed rock layers.
Through orthogonal experiments, Chen et al. [3] discussed
the failure mode of shallowly buried and large-span subway
tunnels and analyzed the influence of rock mass structure
parameters on tunnel failure. The results indicate that the
failure modes of all the tested models are shear or tension
failure of the overburden strata along weak planes corre-
sponding to randomly distributed joints, which eventually
leads to the occurrence of staggered traction slip collapses
and clear slip surfaces. Based on the concept of representative
elementary volume (REV) and synthetic rock mass (SRM)
modeling technology, Wang and Cai [4] proposed a discrete
fracture network-discrete element method (DFN-DEM)
multiscale modeling approach for determining the response
of jointed rock masses to excavation. Roy et al. [5] used the
Voronoi subdivision scheme in a framework based on dis-
crete elements to simulate massive rock masses. The predic-
tion model of the convergent strain of a tunnel is
constructed by considering the uncertainty in the joint
parameters and field stress ratio. Deng et al. [6] used the
DEM method to numerically simulate the damage of an
existing circular tunnel under the action of an explosion
shock wave. The size of disturbance areas such as the destruc-
tion area, open area, and shear area around the circular tun-
nel and the peak particle velocity (PPV) on the tunnel surface
are used to analyze tunnel destruction. The direction of the
joints in the rock mass around a tunnel has a great influence
on the tunnel damage, while the initial stress around a tunnel
has relatively little influence on the tunnel failure. Wang et al.
[7, 8] studied the excavation of shield tunnels with joints in
an upper soft unit and a lower hard unit and proposed a
Bayesian network-based dynamic risk assessment method
for deep tunnel construction. The results of previous research
suggest that under these conditions, the surface settlement
caused by tunnel excavation is mainly affected by the elastic
modulus and cohesion of the surrounding rock. The above
studies mostly focus on the stability of tunnel excavation
under the influence of a single joint. Numerical methods
are mostly used to study the influence of different angles,
spacings, thicknesses, and other joint characteristics on the
stability of surrounding rocks and tunnels. However,
research on the effect of the joint network and surrounding
rock properties on tunnel excavation is not comprehensive
enough.

Many studies have been performed on the mechanical
properties of jointed rock masses. Bahrani and Kaiser [9]
used a unique particle element modeling method to simulate
jointed rock masses with various joint interlocking degrees
and studied the influence of block shape, joint strength, and
joint surface condition on the finite peak strength. The results
from this investigation confirm that strength equations based
on the geological strength index (GSI) underestimate the
confined strength of highly interlocked and nonpersistently
jointed rock masses. Zhao et al. [10] deduced a three-point
modeling method that can consider arbitrarily arranged

joints and applied it to discrete element simulation. The
influence of joints on the mechanical behavior and failure
modes of jointed rock specimens was studied. The results
show that the joint angle (considering alpha, beta, and
gamma) and resonant column apparatus (RCA) have a sig-
nificant effect on the resulting sigma(t) and failure mode,
while n has a significant effect on E − t. Changjiang et al.
[11] established a jointed rock mass model of a tunnel in bed-
ded strata. Using the finite element strength reduction
method, the influences of the joint dip and joint spacing on
the tunnel failure mode and stability were studied by assum-
ing that the surrounding rock of the tunnel is a hard rock
layer or interbedded hard rock and soft rock. After the tunnel
in bedded strata is excavated, the surrounding rock will slide
along a joint plane in the bedding direction and the sur-
rounding rock with vertical bedding will bend and break.
When the joint inclination angle changes, the damage degree
and damage and range in these two directions will change
accordingly, which affects the safety factor of the tunnel.
The safety factor reaches its peak value when the inclination
angle is 40°. The barrier function method based on the fmin-
con optimization function in MATLAB was used to deter-
mine the function of mapping the tunnel boundary to the
unit circle in the complex plane, and the structural failure cri-
terion for mapping convergence was established according to
the underground reliability theory. Wu et al. [12] approxi-
mated a joint as a crack around the tunnel, studied the
anisotropy of the stress intensity factor caused by the inclina-
tion and position of the crack, and proposed a modified lay-
ered tunnel for the classification of rock geomechanics
(RMR) joint scoring parameters. The crack with an inclina-
tion angle of 45° is the main structural surface of the jointed
rock mass around the tunnel, and the corresponding cracks
at various points around the tunnel have inconsistent effects
on the tunnel. To study the mechanical properties of jointed
rock masses, the physical and mechanical properties of pre-
fabricated jointed specimens were measured mainly through
indoor tests or numerical simulations. The previous research
focuses on the mechanical properties of the rock itself and
has little connection with engineering applications, such as
tunnel excavation.

Some scholars have also conducted research on jointed
rock tunnels by coupling the hydraulic processes and
mechanical behavior. Maleki [13] introduced a new method
for estimating the inflow of groundwater in a tunnel exca-
vated in a rocky environment. The main advantage of this
model is that it takes into account the joint conditions in
the tunnel and the direct influence of the tunnel radius, to
separate the study of the joint set and the role of the crack
system in the diversion of groundwater to the excavation
hole. The analysis and empirical methods used to estimate
the flow into the tunnel in current engineering practice can-
not fully consider the impact of groundwater level drop.
Moon and Fernandez [14] proposed an analysis method for
estimating the inflow of groundwater considering the drop
in groundwater level in a jointed rock mass. The solution of
the proposed analysis is similar to the results of field observa-
tions and numerical analysis using the unique element
method. This method can fully simulate the coupling of the
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hydraulic processes and joint behavior in the rock mass.
Aiming at the problems that the inflow of water in fractured
rock is greatly affected by the anisotropy of the rock and soil
structure and that the assumed isotropic hydraulic coefficient
is not efficient in calculating the amount of water that infil-
trates into a tunnel in a jointed rock mass, Farhadian et al.
[15] proposed a fractured rock empirical formula for describ-
ing the hydraulic conductivity in fractured rock masses. The
empirical equation can be used to accurately predict the
inflow of groundwater into a tunnel and thus the amount
of water entering the tunnel.

Discrete element numerical simulations [16–20],
mechanical tests [21–24], and model tests [25–28] have been
used to study the surrounding rock deformation laws of
jointed rock in underground engineering. As an emerging
technology, 3D printing is also used in the research of jointed
rock masses. Xia et al. [29] proposed and verified a new
method to accurately reconstruct an irregular CJRM struc-
ture using 3D printing. This method can be used in the
design of irregular CJRM in rock engineering. To overcome
the deficiency of natural joint specimens with the same sur-
face morphology for experimental studies, Jiang et al. [30]
present a technical method for replicating natural joint spec-
imens that incorporates two advanced techniques—three-
dimensional (3D) scanning and 3D printing—using a
computer-aided design (CAD) as the bridge. This method
reduces the experimental error derived from the differences
between replicate specimens containing natural joint mor-
phology. Peridynamics, as a novel numerical method, is
increasingly used in the study of rock fractures and joint
crack propagation. Wang et al. and Zhou et al. [31–33] inves-
tigated crack propagation and coalescence behaviors in rock
specimens containing preexisting open flaws under uniaxial
compression using peridynamics. Most studies are limited
to a single factor, such as the characteristic parameters of
the joints, the size of the tunnel, or the volume of the water
flow. The influence of multiple factors is commonly encoun-
tered in actual engineering. Therefore, it is necessary to study
the deformation and failure laws of tunnel excavation in dif-
ferent rocks under the influence of both the joint network
and hydromechanical processes. Compared with DEM,
FLAC, PFC, and other numerical calculation methods, the
FEM method has higher efficiency in linear solving. The
DEM method is mostly used in the calculation of rock frac-
tures. FLAC is widely used in the calculation of large defor-
mation of soft rock. PFC is widely used in fluid
calculations. The RS2 finite element software selected in this
paper has a rich built-in joint network model and can per-
form hydraulic coupling calculations. Based on an engineer-
ing example of a railway tunnel in Southwestern China, the
finite element method is used to establish a numerical model
to study the deformation and failure laws of surrounding
rock with different joint networks during tunnel excavation
under a bias load. By comparing and analyzing the tunnel
surrounding rock deformation parameters of tunnels located
in rock with a single joint network and rock with a composite
joint network, with and without hydraulic coupling, typical
parameters such as the horizontal and vertical displacements
and plastic zone size of the surrounding rock are analyzed

under different conditions. The stability of the surrounding
rock of a tunnel under the combined action of groundwater
flow and joint networks is discussed in this paper, which
can provide a reference for similar tunnel projects.

2. The Joint Network Equivalent Model

According to the equivalent model of a joint network in
strata summarized by Yabin [34] and Weihuan [35], the
one-group joint model, two-group joint model and N-group
joint model are analyzed.

2.1. The One-Group Joint Model. Suppose there is a group of
joints in a two-dimensional coordinate system; the average
distance between two joint surfaces is d, and the angle
between the normal direction of the joint surface and the
horizontal direction is φ, as shown in Figure 1.

The stress-strain relationship of the joint in the local
coordinate system is as follows:
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E is the elastic modulus of the intact rock mass, and μ is
the Poisson’s ratio of the intact rock. Kn and Ks are the stiff-
ness coefficients corresponding to the normal and tangential
directions on the joint plane in the rock, respectively.

To convert the matrix ½D′� from the local coordinate sys-
tem x-y to the global coordinate system X-Y , the global
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coordinate system ½D� can be obtained as follows:
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2.2. The Two-Group Joint Model. The two-group joint model
is shown in Figure 2.

When there are two sets of joint planes in the surround-
ing rock, to simplify the calculation process, the interaction
among joints is not considered. Instead, the contribution of
each group of joints to the rock mass is calculated and alge-
braically superposed. In this case, the elastic matrix of the
rock mass with joints can be written as follows:

D½ � = D0½ � + D1½ � − D0½ �ð Þ + D2½ � − D0½ �ð Þ

= D1½ � + D2½ � − D0½ � = 〠
2

i=1
Di½ � − D0½ �,

ð6Þ

where ½D� is the elastic matrix when the rock is intact, ½D1� is
the elastic matrix when only the first group of rock joints is
present, ½D2� is the elastic matrix when only the second group
of rock joints is present, ½D1� − ½D0� is the influence of the first
group of joints on the rock mass, and ½D2� − ½D0� is the influ-
ence of the second group of joints on the rock mass.

2.3. The N-Group Joint Model. According to the calculation
process when one and two groups of joints exist, the elastic
matrix for the N-group joint model in the X-Y coordinate

system can be calculated as follows:

D½ � = D0½ � + D1½ � − D0½ �ð Þ + D2½ � − D0½ �ð Þ = D1½ �

+ D2½ � − D0½ �+⋯+ Dn½ � − D0½ � = 〠
N

i=1
Di½ � − n − 1ð Þ D0½ �,

ð7Þ

where ½Di� = ½Li�½Di′�½Li�T .

3. Numerical Simulation Methodology

3.1. Numerical Model Conditions. To study the deformation
and failure laws of the surrounding rock with a single joint
network and a composite joint network after tunnel excava-
tion under the influence of the hydromechanical process, a
comparative analysis numerical model was established with
the finite element method. According to the two conditions
of a single joint network and a composite joint network, the
model is divided into two types. Among them, a single joint
network corresponds to a hard rock stratum and a composite
joint network corresponds to a hard rock stratum and a soft
rock stratum. According to the two hydraulic conditions,
including and excluding groundwater, the model is further
divided into two types.

Therefore, according to the stratum conditions and
hydraulic conditions, four working conditions, namely,
working condition I, working condition II, working condi-
tion III, and working condition IV, are considered, as shown
in Table 1. The groundwater is realized by setting different

o x

n

S

y

φ

Figure 1: The one-group joint model in local and global coordinate
systems.

xo

y

S1

S1

Figure 2: The two-group joint at global coordinate system.

Table 1: Numerical model conditions.

Working
condition

Stratum condition Hydraulic condition

I Single joint network
Without

groundwater

II Single joint network With groundwater

III
Composite joint

network
Without

groundwater

IV
Composite joint

network
With groundwater
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total water heads at the left and right boundaries. According
to the model boundaries, the water head on the left is 75m
and the water head on the right is 32.5m. The groundwater
is set after the initial balance.

3.2. The Numerical Simulation Model. For the example of a
railway tunnel project, numerical models are established by
considering the abovementioned working conditions. When
simulating working condition I and working condition II,
the tunnel is placed in strata with a single joint network (sim-
plified as hard rock). When simulating condition III and con-
dition IV, the tunnel is placed in strata with a composite joint
network (simplified as hard rock and soft rock). By default,
the intersection of the hard and soft rocks runs diagonally
through the center of the tunnel. Different model heights

and initial stresses are used to achieve different bias loads.
The models of a single joint network and a composite joint
network are shown in Figure 3. For clarity, the tunnel is
enlarged to a certain extent. The influence of the joint net-
work on the direction of tunnel excavation has not been con-
sidered. The lining effect and excavation steps are not
considered in the paper. Therefore, the 2D method was
selected by the paper for calculation.

In the studied project, the width of the actual tunnel is
5.6m and the height is 6.8m. The tunnel in the model has a
width of 120m and a height of 75m. The x direction is the
horizontal direction, and the y direction is the vertical direc-
tion. The origin of the coordinates is at the center of the tun-
nel. The x direction displacement is fixed at the left and right
boundaries, the y direction displacement is fixed at the lower

Hard rock stratum

(a) Model with a single joint network

Hard rock stratum

Soft rock stratum

(b) Model with a composite joint network

Figure 3: Schematic models.

Table 2: Stratum parameters.

Stratum
Density

γ (kN/m3)
Elastic

modulus E (GPa)
Poisson’s
ratio υ

Cohesion
c (MPa)

Internal
friction angle φ (°)

Tensile
strength t (MPa)

Hard
stratum

26 20 0.3 1.6 55 0.8

Soft
stratum

22 6 0.35 0.6 45 0.35

Table 3: Joint parameters.

Joint Cohesion c (MPa) Internal friction angle φ (°) Normal stiffness N (MPa/m) Shear stiffness S (MPa/m)

Joint 1 0.08 20 30000 3000

Joint 2 0.03 15 10000 1000

(a) Numerical model with a single joint network (b) Numerical model with a composite joint network

Figure 4: Numerical models.
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boundary, and the upper boundary is free. Each joint net-
work is realized by setting different joint spacings and lengths
and a joint inclination. Two hard rock joint networks are
combined by combining two different parallel statistical
models. Among them, one is generated according to a nor-
mal distribution with an average joint spacing of 3m and a
standard deviation of 0.8m. The other is generated according
to a normal distribution with a mean distance between joints

of 2m and a standard deviation of 0.5m. The network
formed by the interweaving of the two parallel statistical
models is the joint network. The soft rock joint networks
are generated by creating a cross-jointed model with a nor-
mal distribution with a mean value of 2m and a standard
deviation of 0.8m. The cross-joint spacing is generated
according to a normal distribution with a mean value of
5m and a standard deviation of 1m. The method of setting

Finite element numerical
simulation

Stratum conditions Hydraulic conditions

Single joint network Composite joint
network With groundwater Without

groundwater

Tunnel excavation

Parameter analysis

Deformation law of
surrounding rock

Figure 5: Numerical calculation steps.

(a) Working condition I (b) Working condition II

(c) Working condition III (d) Working condition IV

Figure 6: Surrounding rock plastic zone.
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the water head is used to simulate groundwater. The model
has 22,832 triangular elements and 13,232 nodes. The forma-
tion parameters and joint parameters are shown in Tables 2
and 3. Joint 1 represents the joints in the joint network in
the hard strata, and joint 2 represents the joints in the joint
network in the soft strata. The numerical models of the single
joint network and composite joint network are shown in
Figure 4.

When performing numerical calculations, according to
the four different working conditions, the initial strata bal-
ance is performed and the initial displacement is reset. After
tunnel excavation, the changes in the surrounding rock
deformation parameters are analyzed and the surrounding
rock deformation laws under the four working conditions
are obtained. The full-face excavation method is adopted.
The numerical calculation steps are shown in Figure 5.
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4. Analysis of Numerical Simulation Results

According to the four numerical models corresponding to
the different working conditions, numerical calculations are
carried out during the tunnel excavation in strata with joints
and the surrounding rock deformation parameters are ana-
lyzed and compared.

4.1. The Surrounding Rock Plastic Zone. According to the cal-
culation results, the shape of the plastic zone in the surround-
ing rock caused by tunnel excavation is obtained under the
four working conditions, as shown in Figure 6.

The shape of the plastic zone in the surrounding rock
shows that with a single joint network in hard rock and
without the influence of groundwater, the surrounding
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rock mainly undergoes shear failure at the vault after tun-
nel excavation. Because of the existence of a set of cross-
joints at the arch crown, the strength of the surrounding
rock at the arch crown is weak, so shear failure occurs
there. For the single joint network in hard rock under
the influence of groundwater, the surrounding rock near
the tunnel yielded but the yield range was not large. The
surrounding rock on the left of the tunnel is dominated
by shear failure, while the surrounding rock on the right
undergoes both shear and tensile failure. For the compos-
ite joint network, without the influence of groundwater,
tunnel excavation mainly produces a small amount of
damage in the surrounding rock at the junction of the soft
and hard strata. Under the influence of the composite
joint network and groundwater, the surrounding rock near
the tunnel suffers large-scale damage, mainly concentrated
in the soft rock. The surrounding rock above the arch
crown and below the invert yields in a large area. Two
kinds of failures occur near the tunnel at the same time,
whereas shear failure is the main failure at the rock far
from the tunnel.

4.2. Vertical Displacement. To study the law of the vertical
deformation of the surrounding rock caused by tunnel exca-
vation under the four working conditions, two monitoring
points are set at the midpoints of the tunnel arch crown
and invert and the vertical displacements at 10m above and
below the two monitoring points are selected for analysis.
The vertical displacements of working condition I and work-
ing condition II are shown in Figure 7. When only a single
joint network is present, the vertical displacement affected
by groundwater is greater than that without the influence of
groundwater. The stratum displacement approximately 1m
from the invert decreases rapidly, indicating that the stratum
fractures are there. The vertical displacement tends to be sta-
ble after the rock breaks.

The vertical displacements of working condition III and
working condition IV are shown in Figure 8. In the rock with
a composite joint network, the vertical displacement affected
by groundwater is also greater than that without the influ-
ence of groundwater. The displacement of the surrounding
rock at approximately 3.5m from the arch crown decreases
rapidly, indicating that the formation breaks.

Total
hydraulic gradient
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(a) Before tunnel excavation
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(b) After tunnel excavation

Figure 11: Total hydraulic gradient with a single joint network.
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Comprehensive analysis suggests that the yield fractures of
the strata may be affected by the joints, which are weak struc-
tural planes, resulting in a decrease in the strength of the strata.
After the tunnel is excavated, under the influence of a coupled
hydromechanical process, separation failure occurs.

4.3. Horizontal Displacement. To study the law of horizontal
deformation of the surrounding rock caused by tunnel exca-
vation under the four working conditions, two measuring
points were set at the midpoints of the left and right sidewalls
of the tunnel and the horizontal displacements within 10m
from the two measuring points were selected for analysis.

The horizontal displacements of working condition I and
working condition II are shown in Figure 9. In the rock with a
single joint network, the displacement at the right side of the
tunnel sidewall approximately 2m from the measuring point
is relatively close. When there is groundwater, the right lat-
eral displacement of working condition II suddenly decreases
at approximately 1m, indicating that the right sidewall is
damaged at this time. Except for the large displacement of
the surrounding rock within 2m from the measuring point,
there is little difference in the horizontal displacement on

the right with and without considering groundwater. The
displacement of the sidewall on the left side of the tunnel
changes more consistently under the influence of groundwa-
ter, and the displacement of the surrounding rock is larger
under this condition. The difference in the displacement of
the surrounding rock on both sides of the tunnel is clearly
affected by not only the influence of groundwater but also
the bias load.

The horizontal displacements of working condition III
and working condition IV are shown in Figure 10. When
the tunnel is located in rock with a composite joint network,
due to the action of groundwater, the horizontal displace-
ment of the surrounding rock on the right side of the sidewall
has exceeded the limit, that is, the displacement is larger than
the width of the tunnel. Therefore, after removing the limit
value, the horizontal displacement curve of the surrounding
rock on the right side of the sidewall is obtained with and
without considering groundwater. The surrounding rock
within approximately 5.5m from the measuring point
undergoes separation failure, indicating that the deformation
of the jointed soft rock is significantly affected by the ground-
water. When there is no groundwater effect, the horizontal

hydraulic gradient
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Figure 12: Total hydraulic gradient with a composite joint network.
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deformation of the surrounding rock on the left sidewall is
relatively consistent but there is also an overlimit value at
the monitoring point on the left sidewall, indicating that
the left sidewall is also damaged. The displacement of the
jointed soft rock under the influence of groundwater
increases significantly toward the monitoring point and is
approximately 10 times that of the jointed hard rock. Under
the dual effects of joints and groundwater, soft rock deforms
considerably.

4.4. Total Hydraulic Gradient. Under the two conditions
involving joint networks in strata, the hydraulic gradient
cloud maps with groundwater after excavation are shown in
Figures 11 and 12.

It can be seen from the figures that in the two joint net-
work situations, due to the difference in water height on both
sides of the model, the total hydraulic gradient decreases

from left to right before the tunnel is excavated. After the
tunnel is excavated, the total hydraulic gradient of the two
joint network situations still shows a decreasing distribution
from left to right. Comparison of the total hydraulic gradient
of the two joint network situations after tunnel excavation
reveals that the total hydraulic gradient of the composite
joint network is generally smaller than that of the single joint
network. In the composite joint network, the total hydraulic
gradient near the tunnel changes dramatically. Due to the
two different joint networks, the hydromechanical effect is
clearly observed in Figure 13.

5. Conclusions

Based on the modeling of rock with a single joint network
and rock with a composite joint network, the deformation
and failure laws of the surrounding rock after tunnel
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Figure 13: Total hydraulic gradient after tunnel excavation.
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excavation are studied under the influence of bias load and
groundwater. Taking a railway tunnel as the engineering
background, the finite element numerical simulation
method is used. For the tunnels located in two different
stratum conditions of a single joint network in hard rock
and a composite joint network in soft and hard rock, com-
prehensively considering the groundwater and bias condi-
tions, four numerical models were established,
corresponding to working condition I, working condition
II, working condition III, and working condition IV.
Through numerical calculation, the typical surrounding
rock deformation parameters, such as the plastic zone
shape, vertical displacement, and horizontal displacement,
under these four working conditions are analyzed and
compared, and the deformation and failure laws of the
surrounding rock after tunnel excavation are obtained
under the different working conditions. The main conclu-
sions are as follows:

(1) In the hard rock with a single joint network and with-
out the influence of groundwater, the surrounding
rock mainly undergoes shear failure at the arch
crown after tunnel excavation. When affected by
groundwater, the failure of the surrounding rock on
the left side of the tunnel is dominated by shear fail-
ure and the surrounding rock on the right side
undergoes both shear and tensile failure. In the rock
with a composite joint network and without the
influence of groundwater, the surrounding rock after
tunnel excavation mainly produces a small amount of
damage at the junction of soft and hard strata. When
the influence of groundwater in considered, large-
scale damage occurs to the surrounding rock near
the tunnel. Two types of damage occur at the same
time close to the tunnel, while shear damage is the
main damage in the surrounding rock far from the
tunnel

(2) For the rock with a composite joint network, the ver-
tical displacements affected by groundwater are all
greater than those without considering the influence
of groundwater. The surrounding rock approxi-
mately 1m from the arch crown is broken under
the conditions of a single joint network and ground-
water. The surrounding rock approximately 3.5m
from the arch crown is fractured and destroyed under
the conditions of a composite joint network and
groundwater

(3) For the rock with a single joint network, when
groundwater is considered, the right sidewall is
destroyed approximately 1m from the monitoring
point. In addition to the influence of groundwater,
the difference in the displacement of the surrounding
rock on either side of the tunnel is obviously affected
by the bias load. When the tunnel is located in a rock
with a composite joint network, the deformation of
the jointed soft rock is significantly affected by
groundwater. The surrounding rock within approxi-
mately 5.5m from the measuring point undergoes

separation failure. When there is no groundwater,
the left sidewall is also damaged. Under the dual
effects of joints and groundwater, the soft rock
deforms considerably
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Trying to reveal the mechanism of gas seepage in coal is of significance to both safe mining and methane exploitation. A series of FEM
numerical models were built up and studied so as to explore the mesoscale mechanism of seepage in coal fractures. The proposed
mesoscale FEM model is a cube with micron fractures along three orthogonal directions. The distribution of velocity and pressure
under fluid-solid coupling was obtained, and furthermore, the seepage flow flux and an equivalent permeability of the whole model
were calculated. The influences of fracture width, outlet velocity, and in situ stress level on seepage were investigated. The numerical
results show that nonlinear Darcy seepage occurs during low velocity zone. The permeability is increased linearly with the increasing
of facture width and outlet velocity. A certain change of lateral coefficient of in situ stress also affects seepage. The permeability is
increased sharply once deviating the isotropic spherical stress state, but it is no longer changed obviously after the lateral coefficient
has been increased or decreased more than 20%. The mesoscale seepage mechanism in coal fractures has been preliminarily revealed
by considering fluid-solid coupling effect, and the key factors influencing fluid seepage in coal fractures were demonstrated. The
proposed methods and results will be helpful to the further study of seepage behaviour in coal with more complex structures.

1. Introduction

In the process of coal mining, there is a kind of unconven-
tional natural gas stored in coal seams, commonly known as
coalbed methane (CBM). As an important energy in coal,
environment pollution produced by using CBM is relatively
much less than directly using coal resources, so its status is
more and more important [1]. On the one hand, as an energy
resource, CBMhas a high utilization value; on the other hand,
the outburst of gas during coal mining has become a serious
geological disaster. Therefore, it is of great engineering signif-
icance to study the migration and seepage law of CBM in coal
body and formulate reasonable extraction measures.

Themigration and seepage laws of CBM are closely related
to the deformation of coal matrix. Chen et al. [2] and Peng
et al. [3] pointed out that stress and strain have a great influ-

ence on coal permeability. Geng et al. [4] and Cheng et al.
[5] systematically studied the relationship between the stress
sensitivity coefficient and permeability changes of briquette
with different particle sizes. In coal reservoirs, the migration
channel in the reservoir is regarded as a system of pores and
fractures, and the permeability of this dual-pore and fracture
structures has become one of the indicators of the success of
CBM extraction engineering. The coal-bearing basin has
undergone various periods and various degrees of compression
and extension and other geological factors, which have
reshaped the pore and fracture morphology of the coal, which
have an important influence on the permeability of the coal
seam. In addition, during the loading process of coal and rock,
themicrofracture structure inside coal and rockwill change sig-
nificantly [6–10]. From the perspective of acoustic emission, it
shows that the cracks in the coal and rock masses gradually
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expand with the increase of stress [11, 12]. Meng et al. [13]
conducted a three-dimensional mesoscopic simulation study
on the crack propagation inside the soil-rock mixture. In the
process of CBM extraction, the change of internal pressure will
cause the stress of coal to change,which in turn affects the char-
acteristics of coal pores and cracks.Due to changes in the struc-
tural characteristics of pores and fissures, the deformation of
coal will have an impact on fluid seepage [14]. Therefore, in
the process of CBM extraction, fluid-solid coupling will be
quite prominent. This means that the influence of interaction
between fluid and solid matrix must be added in the process
of various simulation studies. After recognizing this problem,
most scholars have fully considered the influence of fluid-
solid coupling on the seepage ofCBMandotherfluids andhave
achieved certain research results [15–18]. Majewska et al. [19]
found that coal experienced a contraction trend after the initial
expansion of adsorption, which was attributed to the compres-
sion effect of injection pressure. Yin et al. [20] studied the influ-
ence of different adsorbent gases on coal deformation and
permeability and pointed out that the stronger the adsorption
under the same gas pressure, the greater the deformation of
the coal and the lower the permeability. Based on the double
pore structure characteristics of coal and considering the influ-
ence of moisture on the adsorption characteristics of coal and
rock, the seepage model under the condition of solid-liquid-
gas coexistence was established [21]. Mitra et al. and Gu
et al. [22–24] studied the non-Darcy phenomenon of gas
migration in coal seams based on simplified coal seam phys-
ical models. These models mainly consider the compressibil-
ity of cleats and the impact of coal matrix shrinkage on the
cleat opening. Shi et al. [25] conducted a large number of
experimental studies and theoretical model derivation on
the direction of coal matrix desorption-induced deformation
and permeability changes under effective stress and tested
coal under different uniaxial strain, displacement control,
and pore pressure. Based on the mechanical properties of
the coal sample and the deformation characteristics of the
porous medium, a mathematical model of CBM flow solidi-
fication under various conditions is obtained.

According to the research results of many scholars
mentioned above, both the experimental results and the
numerical simulation results show that the seepage law of
CBM in coal is subject to the interaction of fluid and solid,
which is due to fluid-solid coupling. The study of fluid-
solid coupling mechanism between fracture and solid matrix
is helpful to better understand the seepage law of CBM in
coal. However, most of those researches are resulted from
phenomenological coupling between the pore and the solid
matrix at the macro scale. Therefore, some mesoscale FEM
models will be built to represent the characteristics of fluid-
solid coupling, and the seepage law of CBM along microfrac-
tures will be investigated by changing different geometry
features and boundary conditions.

2. Theoretical Equations and
Model Construction

2.1. Equation for Fluid-Solid Coupling Calculation. The fluid-
solid coupling effect in coal and rock mass is a kind of inter-

action between seepage field of fluid and stress field of solid,
which belongs the interdisciplinary of solid mechanics and
fluid mechanics. Therefore, the influence of fluid and solid
interaction can be derived by coupling flow law in fractures
and deformation law of coal matrices.

2.1.1. Governing Equations for Fluid Calculation. Fluid flow
should follow the basic conservation principles, including
the law of mass conservation, momentum conservation,
and energy conservation law. If the fluid includes other
different components of the mixture, the system also follows
the component conservation law. The general compressible
Newtonian conservation law is described by the following
governing equations:

Mass conservation equation :
∂ρf

∂t
+∇ ⋅ ρf ν

� �
= 0:

ð1Þ

Momentum conservation equation :
∂ρf ν

∂t
+∇ ⋅ ρf νν‐τf

� �
= f f ,

ð2Þ
in which t is time, f f is volume force vector, ρf is fluid
density, v is fluid velocity vector, and τf is shear force tensor,
which can be expressed by the following equation:

τf = −p + μ∇ ⋅ νð ÞI + 2πe,

e = 1
2 ∇ν+∇νT
� �

,

9=
; ð3Þ

in which p represents pressure, μ represents dynamic viscos-
ity, I is unit tensor, and e represents velocity stress tensor.

2.1.2. Solid Governing Equation. The equation of conserva-
tion of solids can be derived from Newton’s second law:

ρs
€ds = ∇ ⋅ σs + f s: ð4Þ

The deformation of the solid matrix is assumed to be
elastic, following Hooke’s law:

σ1 = λ ε1 + ε2 + ε3ð Þ + 2Gε1,
σ2 = λ ε1 + ε2 + ε3ð Þ + 2Gε2,
σ3 = λ ε1 + ε2 + ε3ð Þ + 2Gε3:

8>><
>>:

ð5Þ

In Equations (4) and (5), ρs is the density of the solid;

σs is the Cauchy stress tensor; €ds is the local acceleration
vector in solid domain; σ1, σ2, σ3 are the principal stresses;
ε1, ε2, ε3 are the principal strains, respectively; and λ and G
are the Lame constants.

2.1.3. Fluid-Solid Coupling Equation. On the fluid-solid
coupling interface, the fluid pressure and solid stress (τf , τs)
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and the displacements (df , ds) must be equal or conserved;
that is, the following equations should be satisfied:

τf ⋅ nf = τs ⋅ ns,
df = ds,
qf = qs,
T f = Ts,

9>>>>>=
>>>>>;

ð6Þ

in which the parameters of the lower corner band s represent
the characteristics of solid parameters, while the parameters
of the lower corner band f represent the characteristics of
fluid parameters.

2.2. Fluid-Solid Coupling Analysis Method. At present,
solving control equations of fluid-solid coupling problems
are basically divided into two categories: direct coupled
solving and separated solving. Direct coupled solving means
integrate fluid constitutive equations, and solid constitutive
equations combine into one equation matrix for solution,
so the fluid constitutive equation and the solid constitutive
equation are solved together in a solver. Although direct
coupled solving method is perfect and advanced in theory,
its calculation process is time-consuming and needs too large
memory. Therefore, the direct coupled solving method is
only suitable for some very simple situation. Separated solv-
ing does not require a fluid-solid coupling control equation.
It calculates fluid control equations and solid control equa-
tions in one solver alternately or two different solvers parallel;
hence, the solution can be obtained after several iterations.
The sequence solving the flow field and the solid field need
to be specified in advance. Although the synchronous solu-
tion is difficult to converge because the energy on the fluid-
solid coupling interface cannot be completely conserved
due to time lag, the separated solving can fully utilize the
existing procedures of current computational fluid dynamics
and computational solid mechanics, so as to retain the mod-
ule of available computing program and reduce the required
memory greatly. In this study, a separated solving method
was adopted to handle the fluid-solid coupling problem.

The pressure of fluid field in fractures will act on solid
field and result matrix deformation; meanwhile, the
deformed matrix will transform the geometry of fractures
and cause a change of fluid flow which means the pressure
and velocity of the fluid will be altered. Therefore, bidirec-
tional fluid-solid coupling calculation needs to be considered.
At the same time, it is necessary to impose large deformation
effect of solid field.

2.3. Model Constructing and Parameter Setting. A 40μm×
40 μm× 40 μm cube with fractures along three orthogonal
directions was constructed as shown in Figure 1. The side
length of the model is tens of microns, and the width of
the fracture is several microns. The fracture domain is
designated fluid field indicated by the yellow part, and the
residual matrix domain is designated solid field indicated
by the blue part.

The flow field mesh needs to be divided more densely. In
comparison, the solid field mesh can be appropriately
relaxed. In addition, considering the calculation rate and
convergence effect, dense tetrahedral meshes are used for
the solid field near the fluid-solid coupling surface, and
hexahedral meshes are used for the solid field away from
the fluid-solid coupling surface. The elements and boundary
conditions of one model are shown in Figure 2.

The fluid-solid interfaces are set as nonslip surfaces. The
seepage channels are designed as three directions along the
fractures, and hence, the inlets and outlets are assigned on
different surfaces as shown in Figure 2(c). In order to simu-
late various seepage situations of these models, the kinds of
pressure differences are assigned and studied. Three groups
of inlet and outlet boundaries are defined as follows:

(1) The seepage along z-axis-negative direction is from
top (named as inletz) to bottom (named as outletz)

(2) The seepage along y-axis-positive direction is from
front (named as inlety) to back (named as outlety)

(3) The seepage along x-axis-positive direction is from
left (named as inletx) to right (named as outletx)

The solid matrices are denoted as coal, in which elastic
modulus and Poisson’s ratio are 1.4GPa and 0.3, respec-
tively. The in situ stress on each surface of a cube needs to
be divided into matrix stress and fluid pressure, which can
be calculated according to the area ratio of solid matrix
and fluid field:

σA = σsAs + σμAμ, ð7Þ

where σ and A are the in situ stress and the total area of a
cube side surface, respectively; σs and As are the effective
stress and the area of surface solid matrix; and σμ and Aμ

are, respectively, the fluid pressure and the area of surface
fracture fluid. Commonly, the in situ stress adopted in this
simulation is selected as 5MPa.

3. Results and Discussion

3.1. Influence of Geometric Width of Fractures. In order to
study the relationship between fracture structure and seepage
at mesoscopic scale, it is necessary to investigate various
models with different fracture width. Five groups of models
were created under the same boundary conditions. Each cube
has a size of 40 μm× 40 μm× 40 μm, but the fracture width
in these five groups of models was 2μm, 3μm, 4μm, 5μm,
and 6μm, respectively.

The pressure on each inlet is set as 5MPa. The
inletz⟶outletz channel is set as the main flow channel.
The velocity on outletz V1 is set as 0.1m/s, and the velocity
on other two outlets is 0.9V1. The differential pressure of
each flow channel between the inlet and the outlet can be
calculated by subtracting the inlet pressure from the outlet
pressure obtained from the numerical simulation results.
The differential pressures under various fracture width are
shown in Figure 3.

3Geofluids



The pressure difference gradually decreases with the
increasing of fracture width. The variation of differential
pressure with fracture width increasing is basically coinci-
dent along three different directions, i.e., inletx-ouletx, inl-
ety-oulety, and inletz-outletz. An inflection point at the
fracture width of about 4μm can be noticed from Figure 3.
When the fracture width is greater than 4μm, the differential
pressures along three directions are almost same.

According to the traditional Darcy’s linear seepage law,
the pressure difference should be a certain value under the
specified velocity. In order to explain the aforementioned
variation of pressure difference, both the deformation of coal
matrix and the flow of fracture fluid need to be learned.

Figure 4 shows the total displacements of coal matrix
near fractures with different width. The displacements under
large fracture width are smaller than those under small frac-
ture width. It means the impact of matrix deformation
becomes weaker with the increasing of fracture width.

The pressure on each outlet decreases evenly from one
side to another side as shown in Figure 5(a). Therefore, the
pressure on the fluid-solid interface (named as FSI) changes
gradually along the diagonal direction as shown in
Figure 5(b).

It can be seen fromFigure 5(a) that the twohorizontalflow
channels are similar except that their flow directions are
different, so a section parallel to the YOZ plane located at x
= 20μm can be selected to represent fluid flow, which is the
middle plane of the inlety⟶outlety flow channel (named
as MPF). The velocity components along the X, Y, and Z
directions on MPF are shown in Figures 5(c)–5(e), respec-
tively, and Figure 5(f) shows the contour of total velocity.

The velocity contours on MPF indicate that flow in frac-
tures is irregular. The velocity w mostly appears negative, so
the fluid along Z direction is mainly from the top inlet to the
bottom outlet. On the whole, the vertical flow along the Z

direction is relatively slower near the left horizontal inlet than
in the right part. It is noticed that the velocity w of fluid near
the horizontal inlet or the horizontal outlet is smaller owing
to the restrictions of horizontal boundary conditions. The
velocity u mostly appears positive, and thus, the fluid along
the X direction is mainly from the left inlet to the right outlet.
On the whole, the horizontal flow along the X direction is
relative slower near the top inlet than in the bottom part.
The velocity w mostly appears almost zero except in the
middle intersection of two horizontal flow channels. It infers
that some turbulent flow may occur in this middle zone as
shown in Figures 5(e) and 5(f). The total maximum velocity
appears in the corner between the inlet and the outlet, and
the minimum velocity is in the corner between two inlets.
The velocity decreases and increases gradually around the
maximum and the minimum, respectively, and then an
almost fixed value was retained which is distributed on the
whole right-bottom part near the two outlets.

The distribution of fluid velocity on bottom outlet is
shown in Figure 5(g). Since the outlet velocity has been spec-
ified as boundary conditions in advance, its distribution
obeys laminar flow as expected. The velocity changes from
the maximum in the middle to zero on both sides, and the
average value is just the specified value.

Figure 5(h) shows the distribution of fluid velocity on top
inlet. The changes along the X direction and Y direction are
similar. The maximum velocity appears near the horizontal
outlet, around which the velocity decreases continuously to
zero. The velocity near horizontal inlets also retains zero
owing that no pressure alteration occurs over there. The
velocity distributions in fractures with different width are
similar. However, the impacts of nonslip solid-fluid inter-
faces and the turbulent flow in middle zones become weaker
with the increasing of fracture width, so the flow capacity is
enhanced in large fractures. The actual velocity on each inlet

0.000

0.013 0.038

0.025 0.050 (mm) Z X

Y

Figure 1: A three-dimensional fracture seepage model.

4 Geofluids



or outlet can be derived from the numerical simulation
results. Furthermore, the flow flux of inlet or outlet can be
calculated by surface integral of these velocity values.
Figure 6 shows the flow flux of each inlet and outlet under
different fracture widths. The flow flux increases with the
increasing of fracture width. The increasing multiple of flow
flux is not equal to the increasing multiple of the inlet or
outlet area. Consequently, the impact of fracture width on
the fluid flow cannot be neglected.

According to the Darcy’s seepage law, an equivalent
permeability k of fracture seepage can be defined as

k = μQ
bΔp

, ð8Þ

in which μ is fluid viscosity, Q is flow flux, b is model length
from the inlet to the outlet, and Δp represents differential
pressure between the inlet and outlet.
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Figure 2: Meshing and boundary condition setting of flow field and solid field. (a) Mesh of solid. (b) Solid field loads and constraints. (c)
Mesh of fluid. (d) Boundary condition of fluid.
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The equivalent permeability k under different fracture
width can be calculated according to Equation (8), where the
flow flux is from each outlet. The results are shown in Figure 7.

It can be seen that the equivalent permeability increases
almost linearly with the increasing of fracture width, which
indicates fluid seepage becomes easier for larger fractures. As
mentioned previously, the horizontal flows along
inlety⟶outlety and along inletx⟶outletx are similar, so
their equivalent permeability is also the same. Because the
velocity on outletz is specified as a larger value than that on
outletx and outlety, the equivalent permeability of
inletz⟶outletz flow channel is greater than those of the other
twoflowchannels. Therefore, such equivalent permeabilitywill
be influenced by both geometric width of fracture and flow
pressure and velocity. It also means that the traditional linear
Darcy’s seepage law will become nonlinear due to the fact that
the coefficient, i.e., permeability, is no longer a constant.

3.2. Seepage Law of the Model under Different Outlet
Velocities. A series of models with a fracture width of 4μm

were taken to investigate the influences of outlet velocities.
The inlet pressures of the X, Y, and Z directions are still set
as 5MPa. The inletz⟶outletz channel is set as the main
flow channel, and the corresponding outlet velocity V1 is
0.01m/s and 0.025m/s, 0.05m/s, 0.075m/s, 0.1m/s, 0.5m/s,
1.00m/s, 5.00m/s, or 10.00m/s. The outlet velocity of the
two horizontal flow channels inlety⟶outlety and
inletx⟶outletx is 0.9V1.

The distribution of pressure and velocity under different
outlet velocities is roughly the same to those contours shown
in Figure 8 only except that the values increase with the
increasing of outlet velocity.

Since the pressure on inlet has been specified as 5MPa
and the pressure on outlet can be obtained from the numer-
ical simulation results, the differential pressure along each
flow channel can be calculated by subtraction. Figure 6 shows
the differential pressure between each inlet and outlet under
different outlet velocities.

It can be seen from Figure 8 that the differential pressure
on each flow channel is basically proportional to the outlet
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Figure 4: Total displacement of coal matrix with different fracture width: (a) 2 μm and (b) 6μm.
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Figure 5: Continued.
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velocity. Especially when the velocity is relatively large, the
relationship between the increments of differential pressure
and the increments of velocity is linear according a constant
proportionality factor. It agrees with linear Darcy’s law
during these ranges. However, the relationship curve deviates
from the straight line gradually when the velocity is relatively
small. It indicates a phenomenon of nonlinear Darcy flow
during low velocity zone.

The equivalent permeability k under different velocity
can be calculated according to Equation (8). The results are
shown in Figure 9. The equivalent permeability increases
linearly with the increasing of velocity. It is also noticed that
the equivalent permeability of inletz⟶outletz flow channel
is greater than those of the other two flow channels because
the velocity on outletz is specified as a larger value than that
on outletx and outlety.

3.3. Seepage Law under Different in-Situ Stress. In situ stress is
the natural stress that exists in the stratum that greatly influ-
ences the mechanical behaviours of coal rock. According to
current researches, it is generally believed that the formation
of in situ stress is caused by the compression of continental
plate boundaries, thermal convection in the mantle, and
gravity and often disturbed by kinds of engineering activity.
A large amount of measured data show that the ratio of the
maximum horizontal principal stress to the vertical principal
stress is about 0.5~5.0. In this study, a lateral coefficient γ is
defined as the ratio of the principal stress in the horizontal
plane to the principal stress in the vertical plane. The vertical
stress is specified as 5MPa, and the horizontal stress is spec-
ified as 3MPa, 4MPa, 5MPa, 6MPa, or 7MPa; i.e., the value
of γ is 0.6, 0.8, 1.0, 1.2, and 1.4, respectively.
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Figure 5: Pressure and velocity distribution of fracture fluid with 4μm width. (a) Pressure on outlet. (b) Pressure on FSI. (c) Velocity w
on MPF. (d) Velocity u on MPF. (e) Velocity v on MPF. (f) Total velocity on MPF. (g) Fluid velocity on bottom outlet. (h) Fluid
velocity on top inlet.
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The previous models have fractures with equal width in
which a certain difference pressure must be applied between
the inlet and the outlet so that fluid can flow. In order to
investigate the influences of in situ stresses, the pressure on
each inlet needs to be equal to that on the opposite outlet
so as to retain the specified in situ stress. Considering fluid
in fractures with equal width cannot flow under constant
pressure, the fractures with various width were introduced
as shown in Figure 10. A series of models with fracture which
width changes from 6.0μm to 2.0μm were constructed. Both
the inlet pressure and the outlet pressure of each seepage
channel are specified to equal to the in situ stress applied
on the corresponding direction.

The distribution of velocity under different stress and
pressure is roughly similar to that mentioned previously.
Figure 11 shows the calculated velocity on each inlet and out-

let under different lateral coefficient. Furthermore, the corre-
sponding equivalent permeability can be calculated
according Equation (8) and shown in Figure 12.

When the in situ horizontal stress and the in situ vertical
stress are not equal, the flow velocity of fracture fluids
increases and the equivalent permeability of model becomes
higher. A jump is noticed near the lateral coefficient of 1.0,
which means the seepage fluid under the isotropic spherical
stress is the weakest; i.e., the deviator stress can enhance the
seepage in fractures obviously. But once the lateral coefficient
has been increased or decreased more than 20%, its influences
become very slight so that little variations can be noticed for
higher or lower lateral coefficients. The seepage at the lateral
coefficient γ of 0.7 and 1.3 is calculated as a supplement.
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Figure 8: Curve of differential pressure in different outlet velocity.
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Numerical results show that the equivalent permeability of
inlety⟶outlety is 0.01264μm2 and 0.01231μm2 and the
equivalent permeability of inletz⟶outletz is 0.09911μm2

and 0.09993μm2, respectively. These results validate the
jump occurs near the lateral coefficient of 1.0. It means the
deviator stress will enhance the seepage once deviating the
isotropic spherical stress state but such enhancement is
limited and no longer takes effect even further increasing or
decreasing lateral coefficients.

4. Conclusions

A series of FEM models representing seepage in coal fracture
were built up and studied by means of ANSYS software. The
proposed model is a cube with tens of microns side width
containing three orthogonal fractures with several microns

width. By introducing fluid-solid coupling effect, the seepage
law of gas in three-dimensional fractures was simulated and
analyzed. The following conclusions can be drawn:

(1) Even under the same specified outlet velocity, the
pressure difference gradually decreases with the
increasing of fracture width. It means the equivalent
permeability calculated according traditional Darcy’s
seepage law is not a constant for different fracture
widths. With the increasing of fracture width, the
impact of matrix deformation becomes weaker, and
the impacts of nonslip solid-fluid interfaces and the
turbulent flow in middle zones also become weaker.
Therefore, the flow flux through fractures increases
with the increasing of fracture width, but the increas-
ing multiple of flow flux is not equal to the increasing
multiple of the inlet or outlet area. The equivalent
permeability increases almost linearly with the
increasing of fracture width, which indicates fluid
seepage becomes easier for larger fractures

(2) The linear Darcy’s law is agreed with only when the
outlet velocity is relatively large, while the nonlinear
Darcy seepage occurs during low velocity zone.
Although the differential pressure on each flow chan-
nel is basically proportional to the outlet velocity, it
must be noticed that their relationship curve deviates
from the straight line gradually when the velocity is
relatively small. The equivalent permeability increases
linearly with the increasing of outlet velocity

(3) The influences of the in situ stress under different lat-
eral coefficients on seepage are obviously nonlinear.
A jump of the equivalent permeability is noticed near
the isotropic spherical stress state, while little varia-
tions of the equivalent permeability can be observed
for higher or lower lateral coefficients once the lateral
coefficient has been increased or decreased more than
20%. Hence, the deviator stress will enhance the seep-
age, but such enhancement is limited
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The Anqing group clay gravel layer is a special geological body composed of gravel and clay. In excavation projects, involving
this soil, such a gravel layer, is prone to slope collapse and instability under the influence of rainfall. To clearly understand
the failure mechanism and influencing factors of clay gravel slopes, an indoor artificial rainfall erosion model testing was
carried out to analyse the effect of various slope ratios, gravel contents, and rainfall intensities. The slope erosion damage
form, runoff rate, infiltration rate, scoured material, and slope stability of the clay gravel slope were studied. The test
results show that sloping surfaces of the gentle slope were mainly damaged by erosion, and the degree of damage
gradually increased from the top to the bottom of the sloping surface; however, the stability of the surface was good. In
the case of the sloping surface layer of the steep slope, large-scale landslides occurred, and the stability of the surface was
poor. When the gravel content was small, the surface failure was manifested as a gully failure. When the gravel content
was large, it was manifested as a “layer-by-layer sliding” failure. The degree of influence of different conditions on the
stable runoff rate was as follows: rainfall intensity>slope ratio>gravel content. The degree of influence of the parameters on
the stable infiltration rate was as follows: slope ratio>rainfall intensity>gravel content. On gentle slopes, the total mass of
the scoured material was inversely proportional to the gravel content and directly proportional to the rainfall intensity; on
a steep slope, the total mass of the scoured material increased with an increase in the rainfall intensity and gravel content.
Moreover, the slope ratio was the key influencing factor to decide whether there was gravel in the scoured material.

1. Introduction

The clay gravel layer of the Anqing group is widely distrib-
uted in the Anqing section in the upper reaches of the Wan-
jiang River. It is composed of clayey gravel alluvial strata
from the Neogene to the quaternary early Pleistocene. It is
a special engineering geological body comprising gravel as
an aggregate and clay as a filling component and can be
characterized as a typical fluvial alluvial earth–rock mixture.

Earlier researchers have predominantly investigated
soil erosion of loess and collapsed hills; however, there

have been very few studies on the special clay gravel layers
of the Anqing group. Currently, research on soil erosion is
focused on studying the influence of rainfall intensity and
slope on the development of rills and rill characteristics of
the soil slopes [1, 2]. The development of rill networks
varies [3, 4], and trichomonas point, rill head extension
time, and average head erosion rate are representative
indicators that reflect rill development better than the
other indicators [5]. At the same time, the slope velocity
is an important parameter for understanding the slope rill
erosion process under rainfall conditions [6] and plays an
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important role in the slope rill erosion dynamic process
mechanism [7]. In addition, calculation of the hydraulic
and hydrodynamic parameters of the slope runoff is cru-
cial for evaluating the degree of slope erosion and the
occurrence of debris flow [8–10]. In gravel and gravel
mound areas, the gravel content has a significant influence
on the hydrodynamic parameters and damage patterns of
the slope runoff. Liang et al. [11] studied the relationship
between the gravel content of the slope and runoff and
sand production. Wang et al. [12] conducted an indoor
artificial rainfall simulation to study the erosion process
of red soil slopes with different rainfall intensities, slope
ratios, and forms of gravel and compared the rainfall run-
off time, runoff rate, runoff process, and sediment intensity
of each slope. Jiang et al. [13] studied the effects of rainfall
intensity and slope on runoff, infiltration, and sediment
yield from landslides. Jiang et al. [14] studied the process
of erosion and destruction of slope rills under a heavy
rainfall. Liu et al. [15] quantified the hydraulic characteris-
tics of the surface water flow on gravel-covered slopes
through laboratory flume experiments. Qin et al. [16] used
artificial rainfall simulation methods to study kinetic and
rill morphological characteristics of erosion by water with
different gravel contents and different rainfall intensities.
It was concluded that the hydrodynamic parameters were
significantly related to the degree of denudation through
a power function relationship, and the water flow power
had the best correlation. Rahardjo et al. [17] believed that
the damage caused by rainfall was mainly through rainwa-
ter infiltration; however, the mechanism of rainwater infil-
tration has not been adequately understood. Therefore,
understanding the response of slope soil under different
rainfall conditions is crucial. Tahmasebi and Kamrava
[18] based on the DEM model. A joined mathematical
thermo-hydro-mechanical framework for studying the
effects of external forces, the presence of fluid and thermal
variation, is presented. The coupled method is based on a
combination of Discrete Element Method and Computa-
tional Fluid Dynamics for simulating the solid and the
fluid-flow, respectively. Researchers analysed the soil–rock
distribution characteristics by test pitting, image analysis,
and sieve test. Then, the PFC2D random structure models
with different rock block size distributions were built. The
stress evolution, damage evolution and failure, deforma-
tion localization (based on a principle proposed in this
paper), rotation of rock blocks, and shear strength were
systematically investigated [19]. These provide a theoretical
basis for us to study the force, displacement, and move-
ment mode between soil particles and water during
rainfall.

The relative percentages of minerals in Anqing clay
gravel layer are as follows: illite (12.3%), kaolinite (47%),
and illite-smectite-mixed (40.7%); furthermore, the illite-
smectite-mixed ratio is 58.3%. The mechanical properties
of these hydrophilic minerals vary significantly when
exposed to water. Compared to the general soil–rock mix-
tures, gravel and soil exhibit a better bonding force; how-
ever, under the action of rain, this cementing force will be
significantly weakened [20]. Furthermore, the size distribu-

tion range of gravel in the clay gravel layer is wider, and
the gravel content is higher. When studying slope erosion,
researchers in the past focused on the shape of the slope
rill erosion and its hydrodynamic parameters, and there
have been only a few studies on the slope stability during
the erosion process.

To mitigate the disasters caused by the instability of the
clay gravel layer slope of the Anqing group, it is necessary
to conduct research on the erosion mechanism and slope sta-
bility of special Anqing group clay gravel sloping surfaces
under a rainfall. It is of imminent interest to study the main
controlling factors, such as the rainfall intensity, slope ratio,
and gravel content on slope erosion damage and slope stabil-
ity. This study mainly investigates the erosion mechanism of
slopes with different slope ratios and different gravel contents
under heavy rainfall conditions. It is aimed at providing a
reasonable theoretical basis for the protection and treatment
of clay gravel slopes.

2. Materials and Methods

2.1. Overview of the Sampling Area. The sampling site is
located in Wangjiang County, west of the urban area of
Anqing City, Anhui Province, China (Figure 1). It has a sub-
tropical and humid monsoon climate along the Yangtze
River, with an abundant average rainfall of approximately
1385.0mm and average annual temperature of 16°C. The
sampled soil was from the Neogene to early quaternary Pleis-
tocene Anqing group clay gravel layer, mainly distributed on
the northern and southern banks of the Anqing section of the
Yangtze River and mostly on the highest terraces (the upper
part of the base terraces, that is, the fourth-level terraces, with
some exposure to the third and second terraces (posts)). The
stratum is of river alluvial type and mainly includes the
Anqing gravel layer and Wangjiang gravel layer. Figure 2
shows the typical profile of the clay gravel layer. The basic
colour of the stratum is yellow or greyish yellow; the layer
thickness is 10–20m; the main lithology is sand gravel with
intercalated clay. The typical gravel diameter is 2–7 cm, with
a gravel content of 55% to 75% (usually greater than 50%).
The roundness is mainly subcircular, and its sortability is
medium. The gravel is mainly composed of quartz gravel,
followed by quartz sandstone gravel, siliceous rock gravel,
jade, and limestone.

2.2. Test Materials. The clay gravel layer of the Anqing
group is composed of gravel and clay with very varying
particle sizes. To study the influence of gravel content on
the rainfall failure mechanism of the slope, we were
required to determine the soil–rock threshold of the clay
gravel layer. Medley [21] carried out an extensive statisti-
cal analysis and showed that the particle size distribution
of soil–rock mixture satisfied self-similarity within differ-
ent research scales. The conceptual model of soil and rock
threshold and rock content proposed by him was highly
practical; however, it ignored the overall step-by-step char-
acteristics of particle size. In this study, the fractal geome-
try theory was used to determine the threshold value of
the clay gravel layer. This study adopted by Mandelbrot
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[22] was based on the fractal structure expression of parti-
cle mass distribution derived from literature [23], and the
fractal theory obtained is as follows:

M d < rð Þ
MT

=
r
rL

� �3−D
: ð1Þ

Here, MT and rL represent the total mass and maxi-
mum particle size of the particle system, M ðd < rÞ refers
to the total mass with the particle size d < r, respectively,
and ð3 −DÞ is the power exponent; d represents the radius
of the particle; r represents the particle size; D is the frac-
tal dimension. This formula represents the power function
relationship between the mass fraction and the particle
size ratio. The grain-size distribution of clay gravel layer
at the sampling point was analysed, and the grain-size
accumulation curve was denoted as PSD1, PSD2, and
average PSD, as shown in Figure 3. In this experiment,
two sets of particle size cumulative curves were selected
for screening and were recorded as PSD1 and PSD2; the

average PSD of the gradation curve was obtained by aver-
aging these two sets to calculate the fractal dimension, and
the same was used in Equation (1). The mass cumulative
percentage curve and the double logarithmic coordinate
curve of the particle size are shown in Figure 4. It can
be seen from the figure that the particle size distribution
curve of the clay gravel layer did not satisfy a strict linear
relationship within the research scale. With r = 5mm as
the point of separation, there was a strict scale-free inter-
val on either side. The corresponding fitting formulae were
y1 = 0:71x + 1:16 and y2 = 0:28 + 1:46; the corresponding
fractal dimensions were D1 = 2:29 and D2 = 2:72, respec-
tively. This shows that the particle size distribution of
the clay gravel layer had a twofold fractal structure. Orig-
inally, “r = 5mm” was considered as the “soil threshold” of
the clay gravel layer.

2.3. Test Plan. From actual engineering experience and
related results of rainfall erosion and destruction of soil
slopes, the gravel content, slope ratio, and rainfall intensity
all are considered to have an impact on the failure mecha-
nism of clay gravel slopes. If the above three factors are com-
prehensively considered for a comprehensive test, 27 tests are
required. Large-scale model tests can be expensive and entail
time costs. Therefore, a more scientific, reasonable, and effi-
cient orthogonal test method was adopted [24]. This method
can design a variety of orthogonal tables for the tests, consid-
ering different factors and levels; it can screen several com-
prehensive tests according to certain mathematical rules
and select nine typical tests from 27 tests. The orthogonal test
scheme is shown in Table 1.

2.4. Test Device. The scouring device was composed of four
components, as shown in Figure 5: the rainfall system, scour
collection system, slope system, and camera system. The
rainfall system could control the rainfall area according to
the scope of the test and adjust the rainfall intensity, for
example, light rain, heavy rain, and heavy rain in nature. At
the same time, the uniformity of rainfall could reach more
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Figure 1: Topographic map of the upper reaches of the Wanjiang River in Anhui Province.

Figure 2: Typical profile of clay gravel layer.
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than 85%, and the sprayed water was similar to raindrops.
The scour collection system could collect the mixture of rain-
water and clay gravel, use an electronic scale to weigh the
total mass of the scoured material, and then dry the saturated
soil in an oven until the mass remained constant from which
the dry mass was finally weighed. Using this system, the run-
off rate and infiltration rate at different times could be calcu-
lated, and the total mass of the scoured material from the
slope could also be obtained. The slope system comprised a
model box with a variable slope ratio. The system could sim-
ulate a complete slope, including the slope top, slope surface,
and slope angle. The width and length of the slope were 1 and
1.5m, respectively. The camera system used a digital camera
to capture the appearance of the slope at different times.
Image recognition was used to extract the distribution of
gullies on the slope as well as their depth and width. Thus,
the development trend and change process of gullies at differ-
ent times were studied. Through image processing slope
surface images of different times, observe the change of slope
failure, for analysis of slope rainfall erosion failure mecha-
nism that provides a comprehensive efficient and strong
operability, wide applicability, and can be more realistic sim-
ulation of the natural slope damage under different rainfall
intensities, to clarify the slope rainfall erosion failure mecha-
nism that provides an effective method and to lay a good
foundation for the management of soil and water loss and
the protection of the slope stability.

2.5. Test Procedure. The test procedure consisted of the fol-
lowing steps:

(1) The clay gravel layer was retrieved from Wangjiang
County to the west of Anqing city, and the matrix
moisture content of the in situ clay gravel was mea-
sured to be 12.5%. In addition, the average value of
the natural density of the clay gravel was measured
to be 1.93 g/cm3

(2) The retrieved sample was dried and slightly ground
so that there was no cementation between the clay
and gravel. It was then passed through a 5mm diam-
eter sieve to separate the clay and gravel

(3) According to the volume of the model box and the
density of the clay gravel layer, the total mass of the
clay gravel was calculated; the matrix moisture con-
tent of the clay gravel was controlled to 12.5% to
ensure that the mechanical properties of the clay
gravel were closer to those of the original soil. Based
on the range of gravel content employed in the exper-
iment, the water was weighed, with clay and gravel to
obtain a corresponding quality

(4) The clay and gravel were mixed with each other in
required proportions; water of appropriate quality
was sprayed evenly with a kettle. The stirring was
repeated to ensure that the water content of the clay
gravel matrix was evenly distributed

(5) Using the layered filling method, the clay gravel was
divided into several layers for filling. Each layer was
filled with clay gravel of appropriate quality and then
compacted to the original soil density. A PR2/4 soil
profile moisture measuring instrument was buried
successively at the top, two-thirds distance from the
top, and one-third distance from the top of the slope

(6) With regard to the rainfall, the corresponding rainfall
intensity in the system was set, and the total rainfall
time was 1 h (if the slope had a large area of collapse
and instability, the test was terminated early)

(7) The scoured material was collected every five
minutes, and its mass was weighed. Then, the
scoured material was allowed to stand still; the super-
natant liquid was discarded; the remaining clay
gravel was dried in an oven at 105°C. The clay gravel
was weighed again, which was subtracted from the
total mass to calculate the mass of the water. The total
mass of the slope runoff was calculated back to calcu-
late the slope runoff rate, and then, the slope infiltra-
tion rate was calculated by subtracting the slope
runoff rate from the rainfall intensity

(8) A digital camera was used to photograph the slope
every five minutes to observe the changes in the
width, depth, shape, number, and distribution of
the gullies on the slope

(9) After the rainfall, a slope water content measuring
instrument was used to measure the matrix water
content of the slope to obtain the immediate matrix
water content after the rainfall. Then, the slope was
allowed to stand for 24h, and then, the matrix mois-
ture content of the slope was measured

3. Erosion Failure Form of the Clay Gravel Slope

3.1. Slope Failure Morphological Characteristics. Figure 6
shows the slope failure morphology diagram for different test
configurations. The slope of the test group with slope ratios
of 1 : 2.5 and 1 : 1.5 was defined as a gentle slope, and the slope
of the test group with a slope ratio of 1 : 0.5 was defined as a
steep slope. The damage patterns of the slope surface of the

Table 1: Orthogonal test scheme.

Test number
Gravel

content (%)
Slope ratio

Rainfall
intensity (mm/h)

A 30 1 : 0.5 180

B 50 1 : 0.5 100

C 70 1 : 0.5 140

D 30 1 : 1.5 100

E 50 1 : 1.5 140

F 70 1 : 1.5 180

G 30 1 : 2.5 140

H 50 1 : 2.5 180

I 70 1 : 2.5 100
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gentle slope of the clay gravel layer under different gravel
contents, slope ratios, and rainfall intensities after 1 h of rain-
fall are shown in Figures 6(a)–6(f). It can be seen from the
figure that the forms of gullies and pits on gentle slopes were
affected by the gravel content. At the same time, the spatial
distribution of gravel affected the position of the gullies and
pits on the slope. The intensity of rainfall affected the depth
of the gullies and size of the pits. Under different gravel
contents, slope ratios, and rainfall intensities of the clay
gravel steep slope, the slope failure patterns are displayed in
Figures 6(g)–6(i). It can be seen from the figure that the
difference in the gravel content determined the failure form
of the slope. The steep slope with a low gravel content
(30%) suffered a gully failure, and the steep slope with a high
gravel content (50% and 70%) suffered “slip-by-layer” failure.
However, upon comparing the damage patterns of gentle and
steep slopes, it can be seen that the slope ratio was a key factor
affecting the stability of the clay gravel sloping surface under
rainfall conditions.

3.2. Gentle Slope Failure Form. The degree of damage at dif-
ferent positions of the slope surface is defined as ωl =wl/w0
(ωl is the degree of damage of the slope surface; its value
ranges from 0 to 1 and is a dimensionless constant; wl is
the width of the pit or rill on the slope when the distance
from the point to the bottom of the slope is l, in centimeter;
w0 is the width of the slope when the distance from the bot-
tom of the slope is l, in centimeter).

Figure 7 shows the degree of damage curves for different
positions on the gentle slopes. It can be seen from the figure
that under different gravel contents, slope ratios, and rainfall
intensities, the degree of damage of the clay gravel sloping
surface increased from the top to the bottom of the slope.
In the gentle slope tests, when the rainfall intensity at dif-
ferent positions on the slope was the same, the rainfall

from the top of the slope to the bottom of the slope increased
successively. The greater the rainfall on the slope, the greater
the erosion damage to the slope. The curve was close to the
bottom of all the curves, and the test E curve was close to
the top of all the curves. It shows that the overall degrees of
erosion of the slope in experiment I and experiment E were
the smallest and the largest, respectively, among the gentle
slope erosion tests. At the same time, the scours in experi-
ment I and experiment E were the smallest and largest,
respectively, in the gentle slope tests. This shows that the
lower the overall erosion degree of the slope, the smaller
the total mass of the scoured material, which would reflect
the overall degree of erosion of the slope.

3.3. Steep Slope Failure Form. The shape of the erosion failure
of the clay gravel slope was related to the gravel content,
when the gravel content was 30%. For this case, the failure
of the slope was a gully failure, which was similar to that of
a gentle slope. At the beginning of the rainfall and before
the runoff occurred, splash erosion on the slope played a
major role. As the rainfall progressed, surface currents were
formed and sheet erosion occurred. Then, the crater formed
by the flaky erosion of the surface flow gradually transformed
into a concentrated flow. On the path of the concentrated
water flow, the erosion force of runoff gradually increased,
and when soil particles could be washed away, a small water-
fall was formed. The cascade further developed and evolved
into a rill head, and rill erosion occurred accordingly. The
side-cutting erosion of the head of the rill, forward erosion,
and collapse and erosion of the ditch wall caused a disconti-
nuity of the ditch. Therefore, multiple discontinuous rills on
the same concentrated flow channel were connected by verti-
cal erosion to form continuous rills. With the development of
rainfall and rill erosion, the rill dip, rill density, degree of rill
stripping, and bending complexity of the rills increased.

Water
pipe

Water pressure
control system

Rainfall sprinkler

Slope
system

Rainfall
system

Sliding
side panel

Telescopic support plate

Scour collection system

1:1.5

1:0.5

1:2.5

Raindrop

Camera
system

Water
tank

Figure 5: Schematic diagram of the test setup.
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Figure 6: Continued.
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When the gravel content was either 50% or 70%, there
was a significant difference in the failure mode of the sloping
surface and the damage mode, compared to the case of 30%
gravel content; there was almost no evidence of gullies form-
ing on the slope surface. The sloping surface presented the
failure form of “layer-by-layer” sliding mode. The reason
was as follows: when the gravel content was high, initial
cracks were formed between the gravel and the clay, which
was the dominant channel for water seepage. At the same
time, when the water flowed through a junction, a vortex
with a stronger denudation capacity was formed, which
would wash away the clay beside the gravel, and the gravel
would fall into the erosion pit to form small steps under the
action of gravity. These small steps consumed the energy of
the runoff scouring in the vertical direction and hindered
the runoff in that direction. At the same time, it promoted

a lateral flow of water, increased the lateral erosion ability
of the water, and brought the vertical and lateral runoff forces
at different positions of the slope close to each other, so that
the degree of damage at different positions of the slope was
similar. The phenomenon of “layer collapse” destroyed this
form.

When the gravel content exceeds 70%, the failure mode
of clay gravel slope is different from the previous two failure
modes. Because the gravel content is sufficient, the gravel
contacts each other to form a stable skeleton structure. The
clay is filled in the pores of the gravel. When the clay is
washed away, the skeleton structure of the slope is not
affected much, and the stability of the slope is almost
unchanged. In this case, the main factor affecting the stability
of the slope is the slope ratio, because the change of slope
ratio affects the stability of gravel and thus the stability of
slope.

4. Runoff and Infiltration Characteristics of
Clay Gravel Slope

4.1. Relationship between Slope Runoff, Infiltration, and
Rainfall Time. Figures 8 and 9 show the simulated artificial
rainfall, clay gravel layer slope runoff rate, and infiltration
rate curves with time under different conditions. Under the
conditions of different gravel contents, slope ratios, and rain-
fall intensities, the runoff rate and infiltration rate of the clay
gravel layer slope changed similarly. When the rainfall time
was less than 10min, the slope runoff was in a rapid growth
stage. When the rainfall time was more than 10min, the slope
runoffwas in a stable stage; finally, when the rainfall time was
less than 10min, the slope infiltration was in a declining
stage. When the rainfall time was more than 10min, the slope
infiltration is in the stable stage. At the beginning of the rain-
fall, the clay gravel slope was not sealed by water, and the ero-
sion of the slope was mainly by raindrop splash erosion.
Therefore, the slope runoff rate at this time was less than
the later runoff rate, and the slope infiltration rate was greater
than the later infiltration rate. With the formation of the
slope water flow to promote the water sealing effect of the

(i)

Figure 6: Slope morphology diagram at the end of slope erosion: (a) 30%-1 : 2.5-140 (1 h); (b) 50%-1 : 2.5-180 (1 h); (c) 70%-1 : 2.5-100 (1 h);
(d) 70%-1 : 1.5-180 (1 h); (h); (e) 30%-1 : 1.5-100 (1 h); (f) 50%-1 : 1.5-180 (1 h); (g) 50%-1 : 0.5-100 (20min); (h) 30%-1 : 0.5-180 (1 h); (i)
70%-1 : 0.5-140 (13min).
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slope, the infiltration rate of the clay gravel slope gradually
decreased, and the runoff rate gradually increased. When
the rainfall time was approximately 10min, the slope runoff

rate and infiltration rate reached relatively stable values. In
the stable stage of the slope runoff, the runoff rate fluctuated
over a small range, mainly owing to the unstable develop-
ment of the slope erosion rills, for example, the widening of
the rills, collapse of ditch walls, and blocking effect of gravel
falling into the rills on runoff.

4.2. Analysis of Influencing Factors of Slope Runoff Rate in the
Stable Stage. Table 2 summarizes the results from the analysis
of the influencing factors of the runoff rate of the clay gravel
layer sloping surface under different gravel contents, rainfall
intensities, and slope ratios. It was assumed that the average
value of the runoff rate in the stable stage with time was the
stable runoff rate. The influences of gravel content, slope
ratio, and rainfall intensity on the stable runoff rate were ana-
lysed. The R value of each factor in Table 2 indicates the max-
imum differences. The larger the range, the greater the
influence of this factor on the stable runoff rate. Therefore,
the order of the degrees of influence on the stable runoff rate
was rainfall intensity>slope ratio>gravel content. Figure 10
shows the relationship between the average stable runoff rate
and the gravel content, slope ratio, and rainfall intensity. It
can be seen from the figure that as the gravel content
increased, the average stable runoff rate kept decreasing. As
the slope ratio increased, the average stable runoff rate first
increased and then decreased. With an increase in the rainfall
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Figure 9: Infiltration rate of the clay gravel layer slope.

Table 2: Analysis of influencing factors of runoff rate in stable stage.

Test
number

Gravel
content
(%)

Slope
ratio

Rainfall
intensity
(mm/h)

The stable runoff
rate (mm/h)

A 30 1 : 0.5 180 140.2

B 50 1 : 0.5 100 62.6

C 70 1 : 0.5 140 97.9

D 30 1 : 1.5 100 76.6

E 50 1 : 1.5 140 112.5

F 70 1 : 1.5 180 148.8

G 30 1 : 2.5 140 106.1

H 50 1 : 2.5 180 144.6

I 70 1 : 2.5 100 68.6

T1 322.9 300.7 207.8

T2 319.7 337.9 316.5

T3 315.3 319.3 433.6

m1 107.63 100.23 69.27

m2 106.57 112.63 105.5

m3 105.1 106.43 144.53

R 2.53 12.40 75.27

Note that the “T1” line gives the sum of the average rates of the three tests in
the stable phase under the condition of 30% gravel content; T1 = 140:2 +
76:6 + 106:1 = 322:9, and the average value = T1/3 = 322:9/3 = 107:63; it is
listed in “m1.” Similarly, the average runoff rates of the three tests under
50% and 70% gravel content were 106.57 and 105.1, respectively. The
ranges of the three average values were R =max ½107:63, 106:57, 105:1
min� ½107:63, 106:57, 105:1� = 2:53, which is listed in the last row of the
table. Corresponding numbers for the slope ratio and rainfall intensity
were calculated similarly.
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intensity, the average steady runoff rate kept increasing.
Therefore, when the rainfall intensity was constant, the most
favourable combination of the gravel content and slope ratio
for a stable runoff of the slope was 30%-1 : 1.5. Under these
conditions, the clay completely wrapped the gravel, and the
gravel was embedded in the clay to form a compact structure.
More runoff energy was needed to wash away the soil parti-
cles. In addition, the presence of gravel hindered the infiltra-
tion channels for the rainwater, and the slope was not
conducive to the infiltration of rainwater. At the same time,
the slope ratio of 1 : 1.5 was larger for the gentle slope, which
was beneficial to the runoff of the slope. The interaction of
these three factors promoted a direct flow of rainwater along
the sloping surface, and at the same time, there were fewer
soil particles entrapped in the runoff; therefore, the degree
of slope damage was low, and the slope stability was high.

4.3. Analysis of Influencing Factors of Slope Infiltration Rate
in the Stable Stage. Table 3 summarizes the influencing factor
analysis of the infiltration rate of the clay gravel slope under
conditions of different gravel contents, rainfall intensities,
and slope ratios. Assuming that the stable infiltration rate
was the average value of the infiltration rate in the stable
phase over time, Table 3 summarizes the influence of gravel
content, slope ratio, and rainfall intensity on the stable infil-
tration rate. The R value of each factor in Table 3 indicates
the extreme differences. The larger the range, the greater
the influence of this factor on the stable infiltration rate.
Therefore, the order of the degrees of influence on the stable
infiltration rate was slope ratio>rainfall intensity>gravel con-
tent. Figure 11 shows the relationship between the average
stable infiltration rate and gravel content, slope ratio, and
rainfall intensity. It can be seen from the figure that as the
gravel content increased, the average stable infiltration rate
increased. This result is consistent with previous research
[25]; as the slope ratio increased, the average stable infiltra-
tion rate increased. The infiltration rate first decreased and

then increased; with an increase in the rainfall intensity, the
average steady infiltration rate gradually increased; however,
the rate of increase gradually decreased. It is generally
believed that the infiltration rate of the soil slopes decreased
with an increase in the slope ratio; that is, the infiltration rate
of the steep slopes was less than that of the gentle slopes.
However, the conclusion drawn in this study was that the
steeper the slope, the greater the infiltration rate. The main
reason for this phenomenon was that this test was carried
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Figure 10: Relationship between the average steady runoff rate and gravel content, slope ratio, and rainfall intensity.

Table 3: Analysis of the influencing factors of the infiltration rate in
stable stage.

Test
number

Gravel
content
(%)

Slope
ratio

Rainfall
intensity
(mm/h)

The stable runoff
rate (mm/h)

A 30 1 : 0.5 180 39.8

B 50 1 : 0.5 100 37.4

C 70 1 : 0.5 140 42.1

D 30 1 : 1.5 100 23.4

E 50 1 : 1.5 140 28.91

F 70 1 : 1.5 180 31.2

G 30 1 : 2.5 140 33.9

H 50 1 : 2.5 180 35.4

I 70 1 : 2.5 100 31.4

T1 97.1 119.3 92.2

T2 101.71 83.51 104.91

T3 104.7 100.7 106.4

m1 32.37 39.77 30.73

m2 33.90 27.84 34.97

m3 34.9 33.57 35.46

R 2.53 11.93 4.73

Note: T1, T2, T3, m1, m2, m3, and R have the same meanings and methods
as in Table 2.
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out under heavy rain conditions. The slope of the clay gravel
layer quickly formed pits and gullies under rainwater erosion,
with an increase in the slope ratio, the pit area of the slope,
and the width and depth of the gully expanded rapidly, and
even landslides appeared to some extent. The fissures formed
by these pits and gullies provided infiltration channels for
further infiltration of rainwater. At the same time, the relative
surface area of the slope increased, which increased the effec-
tive area of infiltration. As a result, the steeper the slope, the
greater the infiltration rate. Therefore, when the rainfall
intensity was constant, the combination of gravel content
and slope ratio, which was most conducive to stable infiltra-
tion of the slope, was 70%-1 : 0.5. Under these conditions, the
slope was most conducive to the infiltration of rainwater, the
total mass of the slope-scouring material was the largest, and
the slope stability was the lowest.

5. Scouring Characteristics of Clay Gravel Slope

5.1. Relationship between the Total Mass of Scoured Material
on Gentle Slope, Gravel Content, and Rainfall Intensity. The
quality of the scoured material of the clay gravel layer slope
increased with an increase in rainfall time. When the slope
was gentle, the quality of the scoured material was low, and
there was almost no gravel; on the steep slope, the quality
of the scoured material was larger and contained a significant
amount of gravel. The slope was a key factor for the signifi-
cant difference in the quality of the washed material.

Figure 12 shows the variation in the total mass of the
scoured material over time on the clay gravel slope under
artificial rainfall conditions. It can be seen from the figure
that with an increase in the slope and rainfall intensity, the
erosion force of the runoff increased; the erosion degree of
the slope of different clay gravel layers increased, and the
quality of the collected erosion material increased signifi-
cantly. This was consistent with the research results of Jiang
et al. [26]. Further analysis of the total mass of the scoured
material of the clay gravel layer slope over time under differ-

ent conditions showed that when the slope was a gentle slope,
it did not exhibit a large-scale landslide and instability, and
the self-stability was good. Under these conditions, the total
mass of the scouring material was inversely proportional to
the gravel content and directly proportional to the rainfall
intensity. This was because under gentle slope conditions,
the slope was relatively stable under the given rainfall condi-
tions, and there would be no large-scale landslides. The
energy generated by the runoffwas proportional to the inten-
sity of the rainfall; however, the maximum energy at this time
was not sufficient to wash away the gravel; it could only wash
away the soil particles around the gravel, and the gravel col-
lapsed into the pit under the action of gravity. The increase
in the gravel content mainly hindered the runoff. Therefore,
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Figure 11: Relationship between the average steady infiltration rate and gravel content, slope ratio, and rainfall intensity.
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the total mass of the scouring material was affected by the
two layers of gravel and rainfall intensity. The total mass of
the scouring material decreased with an increase in the gravel
content and increased with an increase in the rainfall
intensity.

5.2. Relationship between the Total Mass of Scoured Material
on Steep Slopes, Gravel Content, and Rainfall Intensity. As
shown in Figure 13, when the slope is steep, test C had
a large area of landslide and instability when the rainfall
time was 13min, while sample B exhibited the same phe-
nomena when the rainfall time was for 20min. We believe
that the slope became unstable at this time, and the test
was stopped. Under different rainfall conditions, all the
steep slopes had a certain amount of landslide and insta-
bility, coupled with poor self-stability. The total mass of
the scoured material increased with an increase in the
rainfall intensity and gravel content. The reasons are as
follows: (1) as the slope increased, the scouring force of
the runoff along the slope increased; the scouring effect
of the runoff increased; the antisliding force of the gravel
on the slope decreased. In addition, when the content of
gravel was high, the pores of the soil increased; the initial
cracks increased in size; the clay could not completely
wrap the gravel; the cohesive force of the clay gravel layer
decreased; the erosion resistance decreased. Therefore, the
clay gravel was more susceptible to erosion. (2) With an
increase in the rainfall intensity, the scouring effect of
the runoff was further strengthened and eddy currents
with stronger denudation capability were easily formed
around the gravel, and the scouring effect on the particles
was enhanced. At the same time, the energy of the runoff
was sufficient to wash away the gravel, and the slope was
more prone to erosion.

5.3. Influencing Factors of Gravel Content in the Scoured
Material. When the slope was gentle, there was no gravel in
the scour from the clay gravel layer; however, when the slope
was steep, the scour from the clay gravel layer contained
gravel. Therefore, the key factor that decides whether gravel
was contained in the scoured clay gravel layer was the slope
ratio of the sloping surface. Based on Wang et al. [27],
Figure 14 is a simplified diagram of the gravel stress on the
clay gravel slope. The slope of the sloping surface is θ; the
cohesion of the clay gravel layer is C; the friction angle is φ;
T is the impact force of raindrops on the gravel; F is the scour
force of the runoff on the gravel; W is the gravity of the
gravel; the angle between T and the slope direction is β.
When rainfall on the slope surface formed a slope surface
runoff, a water film was formed on the surface of the gravel,
and the impact of raindrops on the gravel was very weak
and could be ignored. After random statistics of 200 different
elliptical gravels were considered, the short axis length H,
long axis length L = 0:73 : 1, and the short axis length of
the gravel in the width direction were almost equal to H.
Therefore, the gravel was equivalent to a rectangular
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Figure 13: Time-history curve of the total mass of scoured material on steep slopes.
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parallelepiped, with its length (L), width (D), and height (H)
equal to 1 : 0.73 : 0.73. Supposing that the volume of gravel
was V and the area in contact with the sloping surface was
S, the slip resistance of the gravel is

N =W∙cos θ∙tan φ + C∙S: ð2Þ

The sliding force is

N1 =W∙sin θ + F, ð3Þ

F = γwater∙V∙sin θ: ð4Þ
Therefore, the stability factor of gravel is

Fs =
N
N1

: ð5Þ

According to the indoor triaxial test, the cohesion and
internal friction angle of the saturated clay gravel layer under
different rock content conditions are summarized in Table 4.
The stability coefficients of nine groups of clay gravel layer
slope gravel slipping were calculated from the previous test.
As shown in Table 4, the stability factor was less than 1, indi-
cating that the antisliding force of the gravel on the slope was
less than the sliding force, the gravel was in an unstable state
under the action of the runoff on the slope, and the gravel
would slip. On the contrary, when the stability factor was
greater than 1, the gravel would run off on the slope. In a sta-
ble state under these conditions, the gravel would not slip off.
The calculated results were consistent with the experimental
observations. It shows that whether the gravel falls off of the
clay gravel slope mainly depends on the slope ratio, and the
gravel content also had a certain influence.

6. Conclusions

When the slope was gentle, the failure of the sloping surface
appeared as an erosion damage. The degree of damage at dif-
ferent positions of the sloping surface increased from the top
of the surface to the bottom of the surface. The overall degree

of erosion of the slope in test I was the smallest and had the
greatest degree of overall erosion. When the slope was steep,
it had a large area of collapse and instability. When the gravel
content was 30%, the slope was revealed as a gully failure.
When the gravel contents were 50% and 70%, the slope was
revealed as a “layer-by-layer” sliding failure.

Under conditions of different gravel contents, slope
ratios, and rainfall intensities, the runoff rate and infiltration
rate of the clay gravel layer slope changed similarly. Taking
10min of rainfall as the limit, the runoff on the slope was
divided into a growth phase and a stable phase. The slope
infiltration was divided into a descending phase and a stable
phase. There were small-scale fluctuations in both the stable
stages, which were mainly owing to the unstable develop-
ment of the slope erosion, for example, the widening of
rills, collapse of ditch walls, and blocking effect of gravel
falling into the rills on the runoff. After 10min of rainfall,
the order of the degree of influence of each factor on the
stable runoff rate was as follows: rainfall intensity>slope
ratio>gravel content. The order of the degree of influence
on the stable infiltration rate was slope ratio>rainfall
intensity>gravel content. It is generally believed that the
infiltration rate of a slope decreases with an increase in
the slope ratio, and the test results in this study showed
that the stable infiltration rate of the slope first decreased
and then increased with an increase in the slope ratio,
mainly because the slope was steep. The slope had a large
area of collapse, which provided a passage for infiltration
and increased the effective infiltration area of the slope.

When the rainfall intensity was constant, the most
favourable combination of the gravel content and slope ratio
for stable runoff of the slope was 30%-1 : 1.5. Under these
conditions, the slope was not conducive to the infiltration
of rainwater, and the rainwater flowed along the sloping
surface. The quality of the clay in the middle wrap was low;
the slope damage was low; the slope stability was high. The
combination of gravel content and slope ratio that was most
conducive to a stable infiltration of the slope was 70%-1 : 0.5.
Under these conditions, the slope was most conducive to the
infiltration of rainwater; the slope had a large area of collapse;
the stability of the slope was the lowest.

When the slope was a gentle slope, the total mass of the
scoured material was inversely proportional to the gravel
content and proportional to the rainfall intensity. When the
slope was steep, the total mass of the scoured material
increased as the rainfall intensity and gravel content
increased. At the same time, the key influencing factor that
decided whether there was gravel in the scour was the slope
ratio of the slope.
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Table 4: Stability coefficient of gravel fall of clay gravel layer slope.

Test
number

Saturated cohesion
of gravel layer (kPa)

Saturated friction
angle of gravel layer

(°)

Stability
coefficient

A 15.8 19.3 0.829

B 16.4 18.6 0.850

C 13.6 17.3 0.717

D 15.8 19.3 1.513

E 16.4 18.6 1.541

F 13.6 17.3 1.313

G 15.8 19.3 2.316

H 16.4 18.6 2.356

I 13.6 17.3 2.012
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Aiming at the seismic response of plastic geogrid-reinforced embankments, with Zhounan Expressway as the research engineering
background, a self-designed seismic-rainfall coupled slope model test system was designed and used to produce 1 : 20 scale plastic
geogrid-reinforced embankments. Moreover, the physical model of the unreinforced embankment under Hanshin wave,
Wenchuan wave, Tianjin wave, etc. was also studied to carry out comparative analysis on seismic response and dynamic
response on test model. The dynamic characteristics and dynamic response of the embankment model were tested from low to
high seismic intensity; the changes of the embankment’s natural frequency, damping ratio, acceleration at the measuring point,
and dynamic earth pressure were analyzed; and the main influencing factors and damage to the embankment seismic response
feature were discussed herein. The test results showed that the initial natural frequency of the reinforced embankment was
42.4% higher than that of the unreinforced embankment, and its initial damping ratio reduced by 19.4%. The attenuation effect
of the natural frequency and damping ratio of the reinforced embankment with the loading history was significantly lower than
that of the unreinforced embankment. Embankment reinforcement exhibited a very good inhibitory effect on the PGA
amplification effect of the embankment, and the inhibitory effect on the interior of the slope was more significant than that on
the slope. Moreover, the type of seismic wave, the amplitude of the seismic wave, and the frequency of the seismic wave
significantly influenced the PGA amplification effect of the embankment. The peak dynamic soil pressure of the unreinforced
embankment at the same location was significantly greater than that of the reinforced embankment. The two embankment
models showed significantly different antivibration damage performance. After the peak acceleration of 2m s-2 was loaded, no
cracks were seen on the surface of the embankment model. When the peak acceleration of 3m s-2 was loaded, on the slopes of
the two embankment models, smaller cracks were observed in the middle and upper parts of the face. When the peak
acceleration of 4m s-2 was loaded, the failure of the unreinforced embankment model was obvious. Large cracks on the top of
the slope could reach 16mm in width, and 27mm settlement appeared at the top, and the slope was convex. The reinforced
embankment model was only on the slope shoulder. Moreover, there were fine cracks on the top, and the slope top settlement
was less than 5mm. The research results provide theoretical support for preventing and controlling the road embankment
vibration diseases and improving highway durability design.

1. Introduction

China is located between the Pacific Rim seismic belt and the
Himalayan-Mediterranean seismic belt. Since the 20th cen-
tury, strong earthquakes have occurred in China and the fre-
quency of earthquakes has been increasing year by year [1].
There are frequent reports on structural damage to highway
subgrades during previous earthquakes. Moreover, subgrade
subsidence, cracking, distortion, and slippage occur fre-

quently. The dynamic response characteristics of subgrades
under earthquakes have an important impact on highway
safety and durability.

Reinforced embankments have gradually been widely
used in engineering practice. Reinforcement can limit the lat-
eral deformation of the embankment to a certain extent, dis-
perse the additional load and settlement of the embankment,
inhibit the transmission of seismic loads, and finally improve
the seismic resistance of expressways to varying degrees [2–
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4]. Extensive research attention has been paid to the investi-
gation of the dynamic response and seismic performance of
reinforced soil slopes. Although there are few researches
directly highlighting the dynamic problems of reinforced
embankment slopes, numerous research reports are available
on the study of reinforced slopes and retaining walls under
earthquake action. For instance, Jianzhou et al. [5] used
PLAXIS software numerical calculation method to study
the dynamic characteristics of double-sided reinforced
embankments under earthquake action and analyzed the
maximum stress distribution of each layer of the embank-
ment and the settlement form of the embankment. Les-
niewska [6] used RES analysis software and the rigid-plastic
theory of reinforced soil to analyze the differential boundary
value of the bearing capacity of reinforced and unreinforced
soil embankment slopes. Halder et al. [7] combined the lower
bound finite element limit analysis method, anisotropic ran-
dom field modeling method, and Monte Carlo simulation
analysis to calculate the bearing capacity of the cohesive
soil-reinforced embankment slope. Nouri et al. [8] used the
limit equilibrium horizontal slice method to evaluate the
pseudostatic acceleration and amplification effect of rein-
forced soil slopes and retaining walls. Furthermore, Lin
et al. [9] compared the ground motion response of an unre-
inforced slope with that of a reinforced slope and found that
the vertical acceleration magnification rate of the reinforced
embankment slope was much smaller than that of the unre-
inforced embankment slope. Lihua et al. [10] conducted
shaking table model experiments to study the dynamic
response performance of unreinforced slope, waste tire
strings and three-way geogrid composite reinforced slope,
and tire strings and tire fragment composite-reinforced
embankment slopes under earthquake action. The accelera-
tion responses of the embankment slope model along the
slope height distribution law under different seismic waves,
acceleration peaks, and reinforcement methods were dis-
cussed. Hongwei et al. [11] carried out shaking table model
tests for investigating the seismic performance of geobag-
reinforced soil retaining walls under earthquake action. Lu
[12] conducted a shaking table test on composite Gabion
geogrid-reinforced soil retaining wall model with different
similarity ratios, describing the macroscopic phenomenon
of the test model under earthquake action, and they further
studied the model retaining wall under earthquake action.
Using the dynamic response, they tested the acceleration
response and magnification of the backfill and tested the fre-
quency spectrum characteristics at different heights of the
model, the horizontal displacement of the wall, and the verti-
cal settlement of the fill and finally compared and analyzed
the parameters given in the design code. Jiang et al. [13]
developed a combined panel reinforced soil retaining wall
and conducted on-site filling tests and indoor shaking table
model tests. Srilatha et al. [14] studied the influence of the
fundamental vibration frequency on the dynamic response
of unreinforced and reinforced soil slopes through shaking
table tests and found that the acceleration and displacement
responses of slopes with different reinforcement numbers
and positions did not increase with frequency and linear
growth. Bahadori et al. [15] conducted a shaking table test

study on the liquefaction problem of the liquefiable soil layer
reinforced with geogrid and geocomposite and found that the
antiliquefaction settlement performance of geocomposite
reinforcement was significantly better than that of geogrid
reinforcement. Panah et al. [16] conducted a series of 1 g
shaking table tests on the 80 cm high reinforced soil retaining
wall model and studied the effect of the length, distribution,
and shape (sawtooth and parallel) of the steel bar on the fail-
ure mode of the retaining wall. Furthermore, displacement
and acceleration magnification factor has also been studied.
Wartman et al. [17] analyzed the mechanism of permanent
displacement of the slope under the action of seismic load
and commented on the Newmark slider displacement calcu-
lation method. Koseki et al. [18] analyzed the seismic perfor-
mance and potential failure mechanism of reinforced earth
retaining walls. Edinçliler et al. [19] used the shaking table
test method to study the seismic performance of slag as a
filler for reinforced soil retaining walls.

Plastic reinforced soil embankments are widely used in
engineering practice. Although scientific and technological
researchers have carried out certain research work on the
seismic effects of reinforced soil slopes, the seismic effects
of plastic geogrid-reinforced embankments have rarely been
investigated [20–25]. The current seismic design of highways
nor does the code evaluate the seismic performance of
plastic-reinforced embankments. In-depth study of the
dynamic response of plastic-reinforced embankment under
earthquake action and its failure characteristics was used to
qualitatively and quantitatively analyze the seismic perfor-
mance and reinforcement effect of plastic-reinforced
embankment. This study provides important theories and
engineering design/guidelines for preventing and treating
earthquake-induced damage and destruction of
embankment.

2. Model Test Design

2.1. Model Test System. In this study, a self-designed and cus-
tomized seismic action slope model test system (see Figure 1),
including hydraulic servo power loading system, shaking
table, model box, control system, data acquisition, and anal-
ysis and processing system, was adopted to perform the tests.
The dimension of the slope model box was 2m × 1:5m ×
1:8m, which can be used for various earthquake-induced
slope scale model tests.

2.2. Engineering Background. The embankment model test
considered the No. 8 section of Zhounan Expressway as the
research engineering background, and the pile number sec-
tion was K18+000–K42+600 and K42+600–K54+100. The
upper part of the strata is dominated by Quaternary Holo-
cene alluvial silt clay and silt soil, with some interbedded sand
layers, and the upper part of the silty clay is soft plastic-
plastic; and the lower part is an interbedded silty clay and silt
soil. The sand layer is plastic-hard plastic. The earthquake
fortification intensity is 7°. This is a section with a large
embankment filling height, the maximum filling height of
10m, the soil cohesion of the foundation bearing layer c =
19:82KPa, the internal friction angle φ = 27°, the natural
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density of 2074 kgm-3, and the embankment earth pressure.
The actual control dry density is 1790 kgm-3, the cohesion
force c = 11:31KPa, and the internal friction angle φ=24°.

2.3. Design and Production of Test Model. The embankment
model design and the layout of the main measuring points
are shown in Figure 2. Two types of embankment models
were constructed: one was a filled embankment without rein-
forcement measures, and the other was a plastic-reinforced
embankment. Owing to the symmetry of the cross section
of the embankment, the two embankment models were
designed in half width, and the geometric similarity ratio Cl
was designed to be 20. Therefore, the total height of the pro-
totype embankment after being scaled down was 800mm,
the cross-sectional direction of the foundation was
2000mm, the thickness range was designed to be 300mm,
the height of the filled embankment was 500mm, and the
top cross-sectional dimension was 675mm. The size of the
foundation and the embankment along the road was
1500mm according to the model box size. The slope angle
of the embankment was the same as that of the prototype;
using a broken line grading, the upper part was grading
1 : 1.5; and the lower part was grading 1 : 1.75. The ingredi-
ents and filling methods of the two embankment models
were completely the same. The plastic reinforcement laying
method of the reinforced embankment was horizontal
through long bars, and the vertical spacing was 100mm.

The model similarity design takes the embankment
geometry size and packing density as the basic control quan-
tities and determines the similarity relationship of other
physical parameters of the embankment according to the
Buckingham theorem to calculate the similarity law of the
embankment model. The physical model test similarity
design is presented in Table 1.

After the embankment model was designed, the soil was
sieved to remove oversized, layered, and compacted particles.
The foundation soil was evenly filled and compacted in six
layers, the filled embankment was evenly filled and com-
pacted in five layers, and the plastic geogrid was spread
between each layer of the reinforced embankment model.
Each layer of soil was compacted to control the dry density
of 1790 kgm-3. Corresponding sensors were embedded in
the model making project based on the designed measuring
points. The completed embankment model entities are
shown in Figure 3.

3. Seismic Wave Selection and Test
Loading System

Three typical seismic wave types, namely, Hanshin wave
(code-named KOB) Figure 4, Wenchuan wave (code-named
WC) Figure 5, and Tianjin wave (code-named TJ) Figure 6,
were used for test loading. The peak acceleration of various
waves was controlled to be at 0.5, 1, 2, 3, and 4m s-2 five-
level loading, and various waves were processed with four
types of time compression ratios. The peak acceleration of
white noise (code named WTN) was controlled to be at
0.3m s-2, as shown in Figure 7, to measure the initial dynamic
characteristics of the model and its changes during the load-
ing process. The loading of various seismic waves was carried
out interspersed by magnitude, and the specific loading sys-
tem is presented in Table 2.

4. Test Results and Analysis

Comparative analysis of the dynamic characteristics was car-
ried out. Dynamic response and influencing factors of rein-
forced and unreinforced embankment models were studied,

(a) Hydraulic power system (b) Test model box

(c) Countertop

Figure 1: Earthquake physical model test system for slope.
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and the failure characteristics of the two embankment
models were investigated.

4.1. Dynamic Characteristics of EmbankmentModel. The nat-
ural frequency and damping ratio are the main dynamic
characteristic parameters of the embankment model. Before
seismic waves were loaded in each working condition, the

embankment model was tested with white noise with an
amplitude of 0.3m s-2, and the white noise transfer function
of each measurement point was identified. Moreover, the
average value of the identified natural frequency and damp-
ing ratio was taken as the characteristic natural frequency
and damping ratio of the embankment model. The curves
highlighting the variation in the natural frequency and
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Figure 2: Embankment model and the layout of measuring points.

Table 1: Embankment physical model test similarity ratio summary.

Physical and mechanical parameters Law of similarity Similarity ratio (simplified) Remarks

Geometric size l Cl Cl Control amount

Acceleration a Ca = 1 1 Utilization of prototype materials

Packing density ρ Cρ 1 Utilization of prototype materials

Internal friction angle φ Cφ = 1 1 Utilization of prototype materials

Cohesion c Cc = CρCl Cl —

Dimensionless coefficient K CK 1 Utilization of prototype materials

Stress σ Cσ = CρCl Cl —

Strain ε Cε = CK
−1Cρ

1/2Cl
1/2 Cl

1/2 —

Displacement u Cu = CK
−1Cρ

1/2Cl
3/2 Cl

3/2 Introduced in postprocessing similarity ratio

Speed v Cv = CK
−1/2Cρ

1/4Cl
3/4 Cl

3/4 Introduced in postprocessing similarity ratio

Time t Ct = CK
−1/2Cρ

1/4Cl
3/4 Cl

3/4 Scaling by time similarity

(a) Unreinforced embankment model (b) Reinforced embankment model

Figure 3: Physical embankment model.
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damping ratio of the two embankment models with the load-
ing history are shown in Figure 8.

Figure 8(a) demonstrates that the natural frequencies of
the two embankment models gradually decrease with the
loading process. The initial natural frequency of the unrein-
forced embankment is 12.63Hz, until the seismic wave test
conditions are loaded, and then its natural frequency is
reduced to 9.23Hz, corresponding to a drop of 26.9%. When
the initial natural frequency of the reinforced embankment is
17.98Hz, the load is completed. The frequency is reduced to
13.74Hz, corresponding to a drop of 23.6%. Figure 8(b) illus-
trates that the damping ratio of the two embankment models
gradually increases with the loading history. The initial

damping ratio of the unreinforced embankment was 0.098,
and the damping ratio increased to 0.146; an increase of
49.4% after the seismic wave test conditions was loaded.
The initial damping ratio of the reinforced embankment
was 0.079, and the damping ratio increased to 0.106 after
the loading was completed. This corresponded to an increase
of 37.3%. The test data showed that reinforcement could
effectively improve the dynamic characteristics of the
embankment. The initial natural frequency of the reinforced
embankment was 42.4% higher than that of the unreinforced
embankment, and its initial damping was reduced by 19.4%
compared to the unreinforced embankment. After the multi-
condition loading process, the natural frequency decreased
and the increase of damping ratio of the reinforced embank-
ment model was smaller than those of the unreinforced
embankment, Moreover, the dynamic damage resistance of
the reinforced embankment was significantly better than that
of the unreinforced embankment.

4.2. Dynamic Response of Embankment Model. The PGA
amplification effect and dynamic earth pressure of the mea-
suring points under different loading conditions were used
as the main observation indexes of the dynamic response,
and the analysis is presented in the subsequent sections.

4.2.1. Analysis of PGA Amplification Effect at Measuring
Point. The PGA amplification factor of the measuring point
was calculated according to the peak acceleration data of
the measuring point in each working condition, that is, the
ratio of the peak acceleration of each measuring point to
the measured peak acceleration of the table. After comparing
the data of multiple working conditions, the PGA amplifica-
tion coefficients of the three seismic wave action measuring
points exhibited similar characteristics. Herein, the KOB-18
and KOB-5 working conditions were used for analysis. The
PGA amplification coefficients of the two embankment
model measuring points were along the height. The change
rule is shown in Figures 9 and 10.

The figure shows that from bottom to top along the
height of the embankment, the PGA amplification coeffi-
cients of the slope measurement points of the two embank-
ment models show an overall increasing trend, with the
maximum value appearing at the top of the slope. The PGA
amplification coefficients of the reinforced embankment at

0

–0.8

–0.4

0.0

Ac
ce

la
ra

tio
n 

(m
/s

2 )

0.4

0.8

1.2

5 10 15
Time (s)

20 25 30

Figure 4: KOB wave acceleration time history curve.

–1.0

–0.5

0.0

Ac
ce

la
ra

tio
n 

(m
/s

2 )

0.5

1.0

0 5 10 15
Time (s)

20 25 30

Figure 5: WC wave acceleration time history curve.

–1.0

–0.5

0.0

Ac
ce

la
ra

tio
n 

(m
/s

2 )

0.5

1.0

0 5 10 15
Time (s)

20 25 30

Figure 6: Wave acceleration time history curve.

–0.3

–0.2

–0.1

0.0

Ac
ce

la
ra

tio
n 

(m
/s

2 )

0.1

0.2

0.3

0 5 10 15
Time (s)

20 25 30

Figure 7: White noise acceleration time history.

5Geofluids



Table 2: Embankment physical model test loading system.

Test number Case code Peak acceleration (m s-2) Time compression ratio Test number Case code White noise peak (m s-2)

1 WTN-1 0.3

2 KOB-1 0.5 9.457 3 WTN-2 0.3

4 WC-1 0.5 9.457 5 WTN-3 0.3

6 TJ-1 0.5 9.457 7 WTN-4 0.3

8 KOB-2 0.5 4.472 9 WTN-5 0.3

10 WC-2 0.5 4.472 11 WTN-6 0.3

12 TJ-2 0.5 4.472 13 WTN-7 0.3

14 KOB-3 0.5 2.115 15 WTN-8 0.3

16 WC-3 0.5 2.115 17 WTN-9 0.3

18 TJ-3 0.5 2.115 19 WTN-10 0.3

20 KOB-4 0.5 1 21 WTN-11 0.3

22 WC-4 0.5 1 23 WTN-12 0.3

24 TJ-4 0.5 1 25 WTN-13 0.3

26 KOB-5 1 9.457 27 WTN-14 0.3

28 WC-5 1 9.457 29 WTN-15 0.3

30 TJ-5 1 9.457 31 WTN-16 0.3

32 KOB-6 1 4.472 33 WTN-17 0.3

34 WC-6 1 4.472 35 WTN-18 0.3

36 TJ-6 1 4.472 37 WTN-19 0.3

38 KOB-7 1 2.115 39 WTN-20 0.3

40 WC-7 1 2.115 41 WTN-21 0.3

42 TJ-7 1 2.115 43 WTN-22 0.3

44 KOB-8 1 1 45 WTN-23 0.3

46 WC-8 1 1 47 WTN-24 0.3

48 TJ-8 1 1 49 WTN-25 0.3

50 KOB-9 2 9.457 51 WTN-26 0.3

52 WC-9 2 9.457 53 WTN-27 0.3

54 TJ-9 2 9.457 55 WTN-28 0.3

56 KOB-10 2 4.472 57 WTN-29 0.3

58 WC-10 2 4.472 59 WTN-30 0.3

60 TJ-10 2 4.472 61 WTN-31 0.3

62 KOB-11 2 2.115 63 WTN-32 0.3

64 WC-11 2 2.115 65 WTN-33 0.3

66 TJ-11 2 2.115 67 WTN-34 0.3

68 KOB-12 2 1 69 WTN-35 0.3

70 WC-12 2 1 71 WTN-36 0.3

72 TJ-12 2 1 73 WTN-37 0.3

74 KOB-13 3 9.457 75 WTN-38 0.3

76 WC-13 3 9.457 77 WTN-39 0.3

78 TJ-13 3 9.457 79 WTN-40 0.3

80 KOB-14 3 4.472 81 WTN-41 0.3

82 WC-14 3 4.472 83 WTN-42 0.3

84 TJ-14 3 4.472 85 WTN-43 0.3

86 KOB-15 3 2.115 87 WTN-44 0.3

88 WC-15 3 2.115 89 WTN-45 0.3

90 TJ-15 3 2.115 91 WTN-46 0.3

92 KOB-16 3 1 93 WTN-47 0.3

94 WC-16 3 1 95 WTN-48 0.3
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Table 2: Continued.

Test number Case code Peak acceleration (m s-2) Time compression ratio Test number Case code White noise peak (m s-2)

96 TJ-16 3 1 97 WTN-49 0.3

98 KOB-17 4 9.457 99 WTN-50 0.3

100 WC-17 4 9.457 101 WTN-51 0.3

102 TJ-17 4 9.457 103 WTN-52 0.3

104 KOB-18 4 4.472 105 WTN-53 0.3

106 WC-18 4 4.472 107 WTN-54 0.3

108 TJ-18 4 4.472 109 WTN-55 0.3

110 KOB-19 4 2.115 111 WTN-56 0.3

112 WC-19 4 2.115 113 WTN-57 0.3

114 TJ-19 4 2.115 115 WTN-58 0.3

116 KOB-20 4 1 117 WTN-59 0.3

118 WC-20 4 1 119 WTN-60 0.3

120 TJ-20 4 1 121 WTN-61 0.3
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Figure 8: Variation curves of natural frequency and damping ratio with loading history. (a) Variation curve of natural frequency of
embankment model with loading history (b) Variation curve of embankment model damping ratio with loading history.
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the same height are less than those of the unreinforced
embankment. The analysis of two types of embankment
model slope bodymeasuring points PGA amplification factor
indicates that the lower and upper quarter height range of the
slope body shows a small increase. The upper part even
shows a decrease in a certain height range, and the middle
part exhibits the fastest increase. Moreover, no increase is
observed at the same height of the reinforced embankment.
The PGA amplification factor of the A11 measurement point
in the slope was greater than that of the slope A4; however,
the reinforced embankment did not exhibit this phenome-
non, indicating that the reinforcement exerted an inhibitory

effect on the PGA amplification effect of the embankment,
in particular, the internal slope.

Based on the test data, the influences of seismic wave
type, seismic wave amplitude, and seismic wave frequency
on the PGA amplification factor are discussed below.

(1) Influence of Seismic Wave Type. In order to discuss the
impact of seismic wave types on the acceleration response
of the two embankment models, the KOB-10, WC-10, and
TJ-10 working conditions were selected for analysis. The
amplitude for all the three seismic waves was 2m s-2, and
the time compression ratio was 4.472. Figure 11, respectively,
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Figure 11: PGA amplification coefficients of measurement points on embankments under different types of seismic waves. (a) PGA
amplification coefficients of measurement points on unreinforced embankments (b) PGA magnification coefficients of measurement
points on reinforced embankments.
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Figure 12: Changes in PGA amplification coefficient of measurement points on embankment with amplitude. (a) PGA amplification
coefficient of measurement points on unreinforced embankment. (b) PGA amplification coefficient of measurement points on reinforced
embankment.

8 Geofluids



shows the same amplitude and time compression ratio, the
PGA amplification coefficients of two embankment slopes
A1, A3, A5, A7 and A8, A10, and A12 on the slope of the
slope.

The figure illustrates that at the same amplitude and time
compression ratio, the PGA amplification factor of the
embankment measurement point under the action of the
WC wave is the largest, followed by that of the KOB wave,
and that of the TJ wave is the smallest. Moreover, PGA
amplification effects of other points exhibit the same rule as
the given measuring points. It shows that when the types of
seismic waves are different, the PGA amplification coeffi-
cients of the measurement points at the same location of

the embankment are also different. Furthermore, the PGA
amplification factor of reinforced embankments is signifi-
cantly lower than that of unreinforced embankments.

(2) Influence of Seismic Wave Amplitude. In order to discuss
the impact of seismic wave amplitude on the acceleration
response of the two embankment models, the Wenchuan
waves WC-4, WC-8, WC-12, WC-16, and WC-20 with dif-
ferent amplitude operating conditions were selected for anal-
ysis. Moreover, the above-mentioned operating conditions
show the same time compression ratio and seismic wave
type; however, the acting amplitude is 0.5, 1, 2, 3, and 4m s-
2, respectively. Figure 12 shows the PGA amplification coeffi-
cients of the two embankment models and the variation
curves of seismic wave amplitude.

The figure shows that the PGA amplification coefficients
of the two embankment model measuring points generally
decrease with the increase of the seismic wave amplitude,
and the PGA amplification coefficient of the slope top A7
measuring point shows the largest change. The two embank-
ment seismic wave amplitudes are 0.5m s-2, and the PGA
amplification factor of the A7 measuring point can reach
2.2 times that of the amplitude 4m s-2. The influence of
KOB seismic wave and TJ seismic wave amplitude on PGA
amplification coefficient is similar to that of WC seismic
wave.

(3) Seismic Wave Frequency. In order to discuss the influence
of seismic wave frequency on the acceleration response of the
two embankment models, the Hanshin waves KOB-5, KOB-
6, KOB-7, and KOB-8 were selected for the analysis of differ-
ent frequency conditions, and the seismic wave amplitude of
this condition was 1ms-2. The time compression ratios are 1,
201/4, 201/2, and 203/4, respectively. Figure 13, respectively,
shows the PGA amplification coefficient of the two embank-
ment measurement points versus frequency.
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Figure 13: Variation curves of PGA amplification coefficients of measurement points on embankment with frequency. (a) Curve of PGA
amplification coefficient at measuring point of unreinforced embankment (b) Curve of PGA amplification coefficient at measuring point
of reinforced embankment.
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The figure shows that the PGA amplification factor of the
unreinforced embankment at the same input seismic wave
frequency is greater than that of the reinforced embankment.
Moreover, the PGA amplification factor of the two embank-
ment measurement points changes with the input seismic
wave frequency. The maximum value of the PGA amplifica-
tion factor is on the upper part of the slope. For the measure-
ment points, the maximum value of the PGA amplification
factor of the measurement point of the unreinforced
embankment appears in the range of the smaller time com-
pression ratio, while the maximum value of the reinforced
embankment is in the medium time compression ratio range.
The influence of WC seismic wave and TJ seismic wave fre-
quency on PGA amplification coefficient is similar to that
of KOB seismic wave. It indicates that the resonance fre-
quency of reinforced embankments is significantly higher
than that of unreinforced embankments, and the frequency
range of natural seismic action is closer to the natural fre-
quency of unreinforced embankments. Therefore, reinforced
embankments can effectively improve the seismic behavior of
embankments.

4.2.2. Analysis of Measuring Point Dynamic Earth Pressure.
The dynamic earth pressure in the embankment under the
action of earthquake is the main controlling factor to the
damage and destruction of the embankment. In order to dis-
cuss the change law of the dynamic earth pressure along the
height of the two embankment models, the KOB-5 and KOB-
18 loading conditions were selected for analysis. The distri-
bution curves of the peak dynamic earth pressure at the mea-
suring point are shown in Figure 14.

The figure exhibits that the peak dynamic soil pressure at
the measurement point of the unreinforced embankment at
the same height is significantly greater than that of the rein-
forced embankment. For the KOB-5 and KOB-18 working
conditions, the peak dynamic soil pressure at the Y5 mea-
surement point of the unreinforced embankment is 1.7 times
that of the reinforced embankment, respectively, and then 2.5
times. Clearly, the reinforcement can effectively reduce the
peak dynamic earth pressure in the embankment. Moreover,
the graph and curve reveal that reinforcement measures can
effectively adjust the peak dynamic earth pressure distribu-
tion in the embankment, greatly reduce the dynamic earth
pressure in the upper part of the embankment, and signifi-
cantly improve the dynamic stability of the embankment.

4.3. Failure Characteristics of Embankment Model. During
the test, the dynamic characteristics and dynamic response
parameters of the embankment were collected and analyzed.
At the same time, the deformation and crack failure charac-
teristics of the embankment were observed and measured
in detail. After the peak acceleration loading of 2m s-2 was
completed, no cracks were observed in the two embankment
models. After the completion of the peak acceleration loading
of 3m s-2, fine cracks appeared on the upper and middle
slopes of the two embankment models. When the peak accel-
eration of 4m s-2 was loaded, the cracks in the unreinforced
embankment model became wider. The cracks were mainly
distributed in the middle, and the upper part of the embank-
ment and the slope shoulder. The width of the larger cracks
reached 16mm, and some cracks could be seen deep into
the third part of the slope. The top of the embankment model

Godeep into the
slope crack

16 mm crack

(a) Unreinforced embankment model top crack

Larger cracks on the 
shoulder

(b) Unreinforced road embankment model shoulder crack

Small cracks on the top of the slope 

(c) Fine cracks on slope top of reinforced embankment model

Slope shoulder micro cracks

(d) Fine cracks on the slope of the reinforced embankment model

Figure 15: The damage and destruction patterns of the two embankment models.
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subsided to 27mm, and the slope was convex. After the rein-
forced embankment model was loaded, only two small cracks
appeared on the shoulder and top of the slope, and the slope
top settlement was less than 5mm. The damage and destruc-
tion patterns of the two embankment models are shown in
Figure 15.

5. Conclusions

Aiming at the seismic response of plastic geogrid-reinforced
embankment, with Zhounan Expressway as the research
engineering background, a comparative model test of plastic
geogrid-reinforced embankment and unreinforced embank-
ment was designed and further conducted, and the embank-
ment model was tested in various earthquake scenarios. The
dynamic characteristics and dynamic response under loading
conditions were analyzed. The change laws of the embank-
ment’s natural frequency, damping ratio, acceleration at the
measuring point, and dynamic soil pressure were analyzed,
and the main influencing factors and damage characteristics
of the embankment seismic response were discussed.
Through the systematic analysis of the test data, the following
conclusions can be obtained:

(1) The dynamic characteristics such as the initial natu-
ral frequency and damping ratio of the plastic-
reinforced embankment were found to be signifi-
cantly better than those of the unreinforced embank-
ment. The reinforcement led to the increase in the
initial natural frequency of the embankment by
42.4%, and the initial damping ratio decreased by
19.4%. The reinforcement reduced the embankment
natural frequency by 3.3% with the loading history,
and the damping ratio decreased by 12.1% with the
loading history

(2) Plastic reinforcement exhibited a good suppression
effect on the PGA amplification effect of the embank-
ment; in particular, the suppression effect on the inte-
rior of the slope was more significant than that on the
slope. The type, amplitude, and frequency of seismic
waves exhibited an important influence on the PGA
amplification effect of the embankment

(3) Plastic reinforcement significantly reduced the peak
dynamic earth pressure of the embankment at the
same location. The analysis of representative working
conditions and measurement point data indicated
that the peak dynamic earth pressure could be
reduced to 40% of the unreinforced embankment.
Reinforcement could not only effectively reduce the
peak dynamic earth pressure but also effectively
adjust the peak dynamic earth pressure distribution
in the embankment, greatly reduce the dynamic earth
pressure in the upper part of the embankment, and
significantly improve the dynamic stability of the
embankment

(4) Reinforcement could effectively improve the antivi-
bration damage performance of the embankment.

After loading with a peak acceleration of 3m s-2, rel-
atively small cracks appeared in the upper part of
the slope of the two embankment models. However,
when the peak acceleration of 4ms-2 was loaded,
the cracks of the unreinforced embankment model
evolved into cracks, and the cracks were mainly dis-
tributed in the embankment. In the middle and upper
part and the slope shoulder, the width of the larger
cracks reached 16mm, and some cracks penetrated
one-third of the height of the slope, and there was
serious settlement at the top. The maximum settle-
ment at the top of the embankment model was
27mm, and the slope was convex. However, the rein-
forced embankment model only showed two small
cracks on the slope shoulder and top, and the slope
top settlement was less than 5mm. Reinforcement
can significantly improve the strong earthquake
resistance of the embankment
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The temporal permeability and damage evolutions of low-permeability sandstone cores during triaxial and long-term dissolution
experiments were measured using a triaxial-flow system. Three triaxial experiments were performed on sandstone cores having
initial permeability ranging from 78 × 10−18 m2 to 120 × 10−18 m2. Two sets of long-term dissolution experiments were
conducted on cracked sandstone cores. All dissolution experiments were performed at room temperature and using a 10 g/L
H2SO4 and 0.2 g/L H2O2 input solution. Permeability evolution was determined using Darcy’s law. The cores experienced an
average increase of 25% in permeability in the dissolution experiment and 900%~1500% increase at the end of the experiment.
The dissolution was fairly homogeneous during the long-term experiments whether on the 1mm scale or the 10μm scale. The
relationship between damage and permeability was speculated and its correlation coefficient has been proved to be close to 1.
These results suggest that hydraulic fracturing works well in permeability increase in low-permeability sandstone reservoir.

1. Introduction

Resource exploitation and engineering construction are influ-
enced by the mechanical properties of rocks/soils [1–3].
Therefore, in some cases, their mechanical properties need to
be changed according to requirements for exploitation [4–6].
How to increase the permeability of orebody artificially is the
research front on many scientific topics such as petroleum
engineering [7, 8], oil and gas storage [9–11], and in situ leach-
ing mining.

Sandstone-hosted uranium deposits refer to the epigenetic
and post exogenic deposits generated in sandstone, glutenite,
and other clastic rocks. It is one of the earliest discovered
and themost widely distributed uranium deposits in the world
[12]. Those fine qualities of sandstone-hosted uranium
deposits such as, for instance, medium-grade ore with a gen-
eral value of about 0.1%~0.2%, high-quality ore, and stable
occurrence, contribute to its great industrial value. Economic
benefits of the deposits could be greatly improved by utilizing
in situ leaching mining [13]. Low-permeability sandstone res-
ervoir accounts for more than 50% of total reserves. However,
the physical properties of low-permeability sandstone, like

developed microfissures, narrow pore radius, and small flow
path, will lead to significant abrupt change in permeability in
engineering process. Permeability is one of themost important
evaluation criteria of exploitation and financial performance.
Therefore, the permeability evolution in consolidated sand-
stone in engineering project is a research of great practical
significance and requiring further study.

Many scholars have studied the permeability evolution of
sandstone under different conditions. Lufeng et al. intro-
duced a method to quantitatively evaluate the core perme-
ability damage from a macroscopic perspective [7]. Liu
et al. conducted an experiment to explore the gas porosity
and permeability variation of sandstone at different levels of
water saturation in loading-unloading cycles [14]. Odumabo
investigated the fracturing fluid leakoff in low-permeability
sandstones [11]. Zeng designed a simulation experiment for
gas migration and accumulation in natural consolidated
sandstone [15]. Fu et al. tried to explore the stress depen-
dence of the absolute and relative permeabilities of some con-
solidated sandstones [9]. Wojtacki et al. presented a
numerical method for estimating the stiffness-to-porosity
relationships for evolving microstructures of Fontainebleau
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sandstone [16]. These studies provide part of the theoretical
basis for permeability evolution in low-permeability sand-
stone reservoir. In addition to the influence of engineering
projects, the degradation of rock caused by leaching solution
would also affect the permeability evolution in sandstone.
Colón investigated the effect of dissolution on sandstone
permeability, with the solution of NaOH (pH=11.4) [17].
Mecchia et al. developed a hybrid model to estimate fracture
karstification in quartz sandstone [18]. McKinley et al. calcu-
lated how porosity and permeability vary spatially with grain
size, sorting, cement volume, and mineral dissolution in
fluvial Triassic sandstones [19]. These studies have signifi-
cant insights into the permeability evolution in sandstone
under various states. At present, relatively few studies have
explored long-term permeability evolution in sandstone
during physicochemical processes. However, the long-term
chemical reaction between leaching solution and acid soluble
minerals in sandstone [20] will reduce strength and increase
the permeability considerably [21].

The objectives of this study are to explore the permeabil-
ity evolution and evaluate the damage caused by chemical
reaction together with hydraulic fracturing, using triaxial
experiment and SEM analysis. We establish a model and
derive the equations to describe the relationship between
damage and permeability in triaxial experiment and dissolu-
tion experiment.

2. Materials and Methods

2.1. Core Sample Preparation. Sample preparation is very
important in the research process, which determines the reli-
ability of the final results. The core samples were collected
from the core of No. PD03 borehole in 2# stope of a uranium
mine in Northwest China. The deposit is in the south of the
Ili basin, the tectonic position of which is the east of the Ili
microplate sandwiched by the Kazakhstan plate and the
Tarim plate. The uraniummetallogenic region is divided into
two parts: the “roll” and the “tail.” The “roll” part is
45m~205m in length and relatively stable. The ore body is
mainly composed of medium-coarse-grained and medium-
fine-grained sandstone, most of which are grey, dark grey,
and black grey. Clastic materials account for about 84.2% of
the ore, while silty clay is about 15.77%. The main compo-
nents of the clastic materials are quartz (51%~79%), cuttings
(8%~20%), and feldspar (5%~15%). There is no easily-
dilating montmorillonite in clay. The accessory minerals
and authigenic minerals are mainly titanite (0.48%), pyrite
(0.35%), limonite (0.22%), and pitchblende (0.18%). The
effective porosity of the sandstone-hosted uranium ore is
12.2-13.1%, the main components of which are 76.38%
SiO2, 11.87% Al2O3, and 1.45% Fe2O3, as well as trace
amounts of MnO, MgO, and CaO. Insoluble or difficultly
soluble minerals account for 95.3% of the ore, and soluble
minerals account for 1.5%~5.5%.

Refer to the rock mechanics standard GB/T50266-2013,
the core samples are cylindrical cores with a diameter of
50mm and a length of 100mm. The diameter error of the
core sample is no more than 0.3mm, and the vertical devia-
tion between the end face and the axis of the core sample is

no more than 0.25°. Typical core samples are shown in
Figure 1. All the core samples were weighed up and recorded
at first. Put all the core samples into drying oven and keep
constant temperature drying at 105°C for 24h. Take out the
core samples and put them into a desiccator until they cool
to room temperature. Record weight of every core sample,
and duplicate the above steps until the D value of two adja-
cent weight records is no more than 0.1% of the last record.
Put all the dried core samples into the vacuum saturation
device, and make sure they are completely submerged in
water. Set vacuum pressure as 100 kPa, pumping air for at
least 6 h until no bubbles escape from water. Then, keep the
core samples at atmospheric pressure in the vacuum satura-
tion device for another 4 h. Make sure each core sample is
fully saturated with water [22–27].

2.2. Experimental Method. TAW-2000 was utilized in exper-
iments conducted in this study; it is a triaxial pressure-
seepage system, as shown in Figure 2. The instrument can
provide a maximum axial load of 2000 kN and a maximum
confining pressure of 80MPa. The measurement range of
radial and axial displacement is 0~4mm and 0~8mm, and
the resolution of pressure measurement is 1/180000. The sys-
tem is equipped with a full digital servo controller, oil pump,
and water pump that independently control axial pressure,
confining pressure, and hydrostatic pressure. The axial strain
is measured by the axial extensometer and linear variable
differential transformer (LVDT), and the radial strain is mea-
sured by four radial strain gauges fixed to the center of the
core sample, the measurement accuracy is ±0.5% FS. All
displacement, stress, and strain data are displayed on the
computer control system in real time [6, 28–42].

This experiment is divided into two main parts. In the
first one, various confining pressure triaxial experiments
were conducted. First, the saturated core sample was placed
in the cylindrical chamber as shown in Figure 2 with confin-
ing pressure Pc (5MPa, 10MPa, and 15MPa) and pore
pressure Pp (4MPa). The axial displacement increased at
0.02mm/min until the ultimate strength was reached; the
computer automatically recorded all the data including axial
strain and circumferential strain. The purpose of part one is
to gain an improved understanding of the permeability evo-
lution of sandstone in triaxial experiment. In the second
one, we conducted long-term flow experiments for 12 days.
Two groups of saturated core samples were prepared, and
each group contains eight core samples, similar to the first
part except for confining pressure Pc which remained
5MPa in both groups at first. The axial pressure stopped
increasing and remained constant as soon as it reached ulti-
mate strength. Core samples in group two were flooded with
solution prepared before, while those in group one were
flooded with double-distilled water as a control group. The
input solution was pumped into the cell at a constant fluid
flow rate until a stable differential pore pressure was
achieved. Input solution for group two was prepared from
reagent grade H2SO4 diluted in double-distilled water and
concentrated reagent-grade H2O2 to produce a solution
(10 g/L H2SO4 and 0.2 g/L H2O2). Record permeability every
12 h for both groups. Pore pressure increased from 4MPa to
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6MPa on the 6th day. The purpose of part two is to investi-
gate permeability evolution of sandstone in dissolution
experiment after it reaches ultimate strength, thus providing
feasibility assessment in permeability increase in low-
permeability sandstone reservoir.

The steady-state method could be used for the measure-
ment of rocks with relatively high permeability. According
to Darcy’s law, the permeability of the core sample could be
calculated by measuring the liquid volume of the core sample
in a period of time. The calculation method is as follows:

k = QμL
ΔpA

, ð1Þ

where Q is the liquid flow rate per unit time, μ refers to
viscosity coefficient of liquid, Δp represents pore pressure dif-
ference at both ends, A is cross-sectional area, and L is length
of core sample.

The temporal porosity change during the dissolution of a
sandstone core can be evaluated from the total soluble min-
erals removed by the reactive fluid in accord with

ϕt = ϕ0 +
Vm

Vcore
Q
ðt
t=t0

ΔCminedt, ð2Þ

where ϕt represents porosity of the core at time t, ϕ0
refers to the initial core porosity, t0 denotes the time at the
beginning of the experiment, Vm is molar volume of soluble
minerals, and Vcore denotes the total core volume. ΔCmine
refers to the difference in soluble minerals molal concentra-
tion between the inlet and the outlet solutions at steady-state,
and Q corresponds to the mass flow rate of the reactive fluid.

Many equations aimed at estimating the permeability
evolution of porous materials are based on permeability/por-
osity correlations. A commonly used correlation is expressed
as follows:

k = k0
ϕ

ϕ0

� �n

, ð3Þ

where k0 stands for the permeability at the beginning of the
dissolution experiment at an initial porosity of ϕ0. The expo-
nent n is a constant, which is usually 2 or greater. It can be
obtained by a curve-fitting procedure.

3. Results and Discussion

After the test, data analysis can be carried out, which is an
important work in studies [5, 28, 43–59]. The temporal evo-
lution of permeability and mechanical property during the
various confining pressure triaxial experiments performed
in TAW-2000 is illustrated in Figure 3. Three core samples
experienced an initial permeability decrease followed by a
continuous permeability increase during the experiments,
which are attributed to fracture propagation. Permeability
decreased along with pore throats size at the beginning of
the experiment. Then, plastic deformation under dynamic
loading in the core sample contributes to the occurrence of
fractures, and volumetric strain began to decrease. The over-
all permeability increases during the experiments for samples
1, 2, and 3 in part one, which had initial permeability of 95 ×
10−18 m2, 87 × 10−18 m2, and 82 × 10−18 m2, were 1500, 1000,
and 900%, respectively. These different permeability increase
rates are attributed in the present study to the confining pres-
sure. For example, the permeability of core sample 1 increases
at a faster rate than the other two core samples, which may
stem from the relatively low confining pressure.

Mechanical properties of rock in triaxial experiment such
as elastic modulus, deformation modulus, and Poisson’s ratio
are different from those in uniaxial experiment. The elastic
modulus E and Poisson’s ratio μ can be expressed as follows:

E = σ1 − 2μσ3
ε1

,

μ = Bσ1 − σ3
σ3 2B − 1ð Þ − σ1

,

B = ε3
ε1
,

ð4Þ

where σ1 stands for axial stress, σ3 represents confining
pressure, and ε1 and ε3 refer to axial and circumferential
strain.

The volume strain of rock could not be measured
directly in triaxial experiment, and hence, it is approxi-
mately expressed by the following formula:

εv = ε1 + 2ε3, ð5Þ

where εv designates volume strain and ε1 and ε3 rep-
resent axial and circumferential strain, respectively.

The circumferential strain can be regarded as the combi-
nation of two parts, namely elastic volume strain and the
plastic strain result from rock failure. The elastic volume
strain is shown as follows:

εe2 =
1 − 2μ
E

σ1 + 2σ3ð Þ: ð6Þ

Figure 1: Typical sandstone core samples.

3Geofluids



By subtracting the elastic volume strain from the total cir-
cumferential strain, the plastic strain result from crack εc2,
which reflects the propagation of axial crack, could be
obtained, as follows:

ε3 − εe3 = εc3: ð7Þ

It can be seen from Figure 3 that there is a correlation
between the crack circumferential strain and permeability.
At the beginning of the experiment, microcracks in the core
sample disappear and no new cracks grow. The increase of
volume strain mainly stems from elastic deformation. There-
fore, almost all circumferential strain is elastic strain, and the
crack circumferential strain was almost nonexistent. The
increase of elastic strain corresponds reasonably well with
the small decline in permeability. As axial stress increases

and reaches the yield strength and ultimate strength, cracks
begin to grow and coalesce until they merge into a sliding
surface and cause rock failure. Crack circumferential strain
increases rapidly at first and then shows no more change.
Volumetric strain experiences a parabolic growth and the
new fractures dramatically increase the permeability. The
temporal evolution of permeability and crack circumferential
strain are not synchronized; in general, the increase of per-
meability lags behind that of crack circumferential strain.

In the second part of the experiment, we conducted a
long-term dissolution experiment to explore the temporal
evolutions of permeability; we recorded permeabilities of 2
groups every 12 hours for 12 days. Results in long-term flow
experiments are illustrated in Figure 4.

It can be seen in Figure 4(a) that most core samples expe-
rienced a decrease in permeability at the beginning except for

(a)

Axial
pressure Seepage

system

Computer
system

Confining
pressure

Fuel
tank

Control
cabinet

(b)

Figure 2: High temperature and high-pressure triaxial system. (a) Physical photograph. (b) Schematic diagram.
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Figure 3: Continued.
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core sample W02, and a 15% decrease is achieved in core
sample W08. Permeabilities of all cores tended to remain
constant in about 48 hours and 72 hours. The decrease may
stem from the tiny rock fragments that blocking the pore
throats, which at the same time prevent the pore throats from

closing completely. Pore pressure changed from 4MPa to
6MPa on the 6th day, most core samples experienced a
slightly increase except for core sampleW06. This substantial
permeability growth may stem from the rock fragments
redistribution in fractures and pore throats.
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Figure 3: Temporal evolution of permeability and mechanical property during the various confining pressure triaxial experiments. (a) 5MPa.
(b) 10MPa. (c) 15MPa.
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Figure 4: Temporal evolutions of permeability during the sandstone long-term dissolution experiments performed during the present study.
(a) Group 1. (b) Group 2.
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The permeability evolution as a function of time during
the long-time core dissolution experiment can be assessed
with the aid of Figure 4(b). An overall average increase of
17% in permeability can be observed in the first part of the
experiment, the largest increase is 26% and the smallest is
9%. Permeabilities of most cores tend to remain constant
within 90 hours at most, including some short-term fluctua-
tions in core samples L08 and L03. Pore pressure changed
from 4MPa to 6MPa on the 6th day; all cores experienced a
slight permeability increase from 3% to 13%.

The variations of measured permeabilities of group 2 are
compared with those of group 1. At the end of the experi-
ment, core samples of group 2 experienced a large permeabil-
ity increase, which ranges from 18% for core sample L03 to
33% for core sample L05. Group 1 has an average increase
of 5%, and permeabilities of core sample W03 and W05 are
almost the same as its beginning separately.

Two conclusions can be drawn from the observations
above. First, permeability evolution of cracked core sample
during the long-term dissolution is affected by various fac-
tors, including location and direction of fractures and pore
throats, tiny rock fragments, and pore pressure. These var-
ious factors can cause uncertainty in permeability increase.
Secondly, dissolution can lead to an average increase of
25% permeability among cracked core samples.

Carlos et al. [17] conducted a long-term dissolution
experiment of four Fontainebleau sandstone cores. Photomi-
crographs were taken of the full cross section of core sample 3
before and following the percolation experiments. Represen-
tative examples are illustrated in Figure 5.

This grain dissolution experiment was performed in a
0.1mol/kg NaOH aqueous solution. The initial porosity of
the core ranged from 7.03 to 8.63%, whereas those of the
postexperiment ranged from 13.2 to 15.8%. It can be seen
that quartz grain size and porosity distribution appear to be
homogeneous on the 1mm scale.

Yao et al. [28] explored permeability characteristics of
sandstone in different chemical solutions. The SEM graphs
of samples are illustrated in Figure 6.

This dissolution experiment was performed in 6 g/L
H2SO4 acid solution (pH=2). It appears that the surface of
the sample was generally smooth on the 10μm scale before
the dissolution, whereas the asperities of the postexperiment
suggest the chemical reactions between acid and sandstone.
Loads of pores and pore throats appeared on the surface,
and the gap opening increases because the tiny fragments
attached to the surface may slide down as the solution flows.
The permeability increase may stem from the reasons men-
tioned above.

Several conclusions can be drawn from these observations.
First, as all reactive fluids were the same temperature, pH, and
H2SO4 concentration, and all core samples were fully satu-
rated with water initially, these different permeability increase
rates are attributed in the present study to the distinct fracture
propagation and pore throats of each core sample. Secondly,
the dissolution was fairly homogeneous during the long-
term experiments whether on the 1mm scale or the 10μm
scale. Thirdly, permeability increase stem from both the mac-
roscopic fracture propagation and microscopic dissolution.

We consider the overall change of rock as damage to help
describe the evolution of permeability during rock failure and
dissolution. In order to describe the relationship between
damage and permeability, we introduced a damage model
and strength criterion for rock in triaxial experiment. Based
on Terzaghi formula and hypothesis of strain equivalence,
the effective stress tensor σe in joint action of rock failure
and dissolution is defined as follows:

σe =
�σ − pwδ
1 −D

, ð8Þ

where �σ refers to stress tensor, pw represents pore pres-
sure, δ is unit second-order tensor, and D represents degree
of damage in rock materials. The degree of damage is related
to the number and size of pores, pore throats, and fractures in
rock materials, which directly affect the strength and perme-
ability of rock. It is assumed that the strength of microele-
ment in rock materials follows the power function
distribution, and its probability density function is

P Fð Þ = m
F0

F
F0

� �m−1
: ð9Þ

m, F0 is the parameter in the distribution function which
could be obtained by fitting of experimental data.

D =
ðF

0
P xð Þdx = F

F0

� �m

, ð10Þ

where F ≥ 0. The three-dimensional constitutive relation
of strength of microelement following normal distribution
could be obtained.

σ1 = Eε1 1 − F
F0

� �m� �
+ μ σ2 + σ3ð Þ: ð11Þ

where E, μ refers to elastic modulus and Poisson’s ratio of
rock, respectively, ε1 represents axial strain, σ1 is axial stress,
and σ2 and σ3 are confining pressure.

According to the generalized Hooke’s law, the relation-
ship between the axial elastic modulus and Poisson’s ratio
of rock in triaxial experiment is as follows:

ε1 =
1
E

σ1 − μ σ2 + σ3ð Þ½ �: ð12Þ

Combined with the formula mentioned above, the stress-
strain relationship of rock in seepage-triaxial experiment
could be obtained:

σ1 = Eε1 1 −Dð Þ + 2μσ3 + 1 − 2μð Þpw: ð13Þ

Loads of experimental results show that Mohr-Coulomb
criterion satisfies the yield and failure characteristics of rock
materials. However, the yield surface in the main stress space
is a hexagonal pyramid with a sharp tip, which makes it quite
difficult to calculate, and the effect of pore pressure is not
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considered. The yield criterion proposed by Drucker and
Prager contains the effect of pore pressure, and its yield sur-
face is a circle tangent to the hexagon in Mohr-Coulomb cri-
terion. This criterion is as follows:

f σð Þ = α0I1 +
ffiffiffiffi
J2

p
, ð14Þ

where I1 is first invariant of stress tensor

I1 = σ1 + σ2 + σ3: ð15Þ

J2 is the second invariant of deviatoric stress

J2 =
1
6 σ1 − σ2ð Þ2 + σ2 − σ3ð Þ2 + σ1 − σ3ð Þ2� �

,

α0 =
sin φffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

9 + 3 sin2φ
p :

ð16Þ

φ is the angle of internal friction.

(a) (b)

Figure 5: Photomicrographs of core sample 3 in research of Carlos et al. (a) before and (b) following its dissolution.

(a) (b)

Figure 6: SEM graphs of sandstone core samples in research of Yao et al. (a) before and (b) following its dissolution.
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Before the experiment started, the initial strain ε0 due to
confining pressure is expressed as follows:

ε0 =
1 − 2μ
E

σ3 − pwð Þ: ð17Þ

The experimentally measured axial strain εt plus the ini-
tial strain is the total strain ε1

ε1 = ε0 + εt: ð18Þ

Based on the above formulas, the functional relation
between stress and damage can be obtained:

σd = 1 − 2μð Þ σ3 − pwð Þ + Eεt½ � 1 − F
F0

� �m� �

+ 2μ − 1ð Þσ3 + 1 − 2μð Þpw:
ð19Þ

Transform the above formula as follows:

D = F
F0

� �m

= Eεt − σd
Eεt + 1 − 2μð Þσ3 − pw

: ð20Þ

According to the above formula and experimental data,
the permeability and damage evolution is shown in Figure 7.

It can be seen from the figure that, at the beginning of the
experiment permeability decreased slightly, while damage
almost remained constant. This suggests that the opening
of pores and pore throats decreased and few fractures were
generated in this period. Then, damage started to increase
while the evolution of permeability varies according to con-
fining pressure. Core sample 1 experienced a synchronous
increase of permeability and damage, while permeability
increases of core sample 2 and 3 lag behind their damage
increase, respectively. This may stem from the fact that once
the new fractures generated inside the core sample, gap open-
ing tended to decrease or be gone in a short time due to con-
fining pressure.

According to the evolution of permeability and damage
in the first part of the experiment, it can be speculated that
the damage has an exponential relationship with permeabil-
ity. A hypothesis of the relationship between damage and
permeability was made as follows:

K = exp a + bD + cD2	 

, ð21Þ

where K is permeability, order of magnitude is 10-18, D
refers to damage, and a, b, and c are undetermined parame-
ters. An exponential function curve-fitting procedure is con-
ducted, as shown in Figure 8.
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Figure 8: Fitting curve of the relationship between damage and permeability. (a) Confining pressure is 5MPa. (b) Confining pressure
is10MPa. (c) Confining pressure is 15MPa.
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The results show that the relationship between damage
and permeability remained exponential before permeability
reaches a maximum value. The average correlation coeffi-
cient of each fitting curve is 0.972, and the highest value is
0.99653, which indicates that the fitting function correlates
well with the experiment data. Once the permeability reaches
the maximum value, with the continuous increase of axial
strain, the closing of the sliding surface will lead to the
decrease of permeability and the increase of rock damage
continually. In real engineering practices, the cost and time
to conduct large and long-term experiment to evaluate the
geological parameters tend to be very high. In this paper,
we establish the damage model and verify the hypothesis of
the relationship between damage and permeability. Thus,
by conducting a series of experiments, the permeability evo-
lution of sandstone rock could be obtained. The derived
equations could save loads of time as well as cost.

4. Conclusions

In this study, the core sample of a Uranium mine in North-
west China and TAW-2000 high-temperature and high-
pressure triaxial experiment system developed by Wuhan
University of Science and Technology were used. The exper-
iment was divided into two parts; in the first part, we
explored the temporal evolution of permeability and
mechanical property in triaxial experiment with different
confining pressure; in the second part, long time dissolution
experiment was conducted; we established the relationship
between damage and permeability and evaluated the correla-
tion coefficient. Several conclusions are made:

(1) Permeability evolution of cracked core sample during
the long-term dissolution is affected by various fac-
tors, including location and direction of fractures
and pore throats, tiny rock fragments, and pore pres-
sure. These various factors can cause uncertainty in
permeability increase. Dissolution can lead to an
average increase of 25% permeability in the second
part of the experiment

(2) An average increase of 900%~1500% on permeability
was observed in core samples at the end of the exper-
iment, which indicates that hydraulic fracturing
using solution works well in permeability increase
in low-permeability sandstone deposit. Joint action
of hydraulic fracturing and chemical reaction ensures
that permeability increases in a reasonable interval

(3) As all reactive fluids were the same temperature, pH,
and H2SO4 concentration, and all core samples were
fully saturated with water initially, the different per-
meability increase rates are attributed in the present
study to the distinct fracture propagation and pore
throats of each core sample. According to the previ-
ous research and SEM graphs, the dissolution was
fairly homogeneous during the long-term experi-
ments whether on the 1mm scale or the 10μm scale.
Therefore, permeability increase stem from both the

macroscopic fracture propagation and microscopic
dissolution

(4) The function between damage and permeability
works well in predicting permeability evolution
before it reaches the maximum value. It provides a
way for low-permeability sandstone deposits to eval-
uate the effect of permeability increase with less
experiments and investment.
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The analysis of energy dissipation characteristics is a basic way to elucidate the mechanism of coal rock fragmentation. In order to
study the energy dissipation patterns during dynamic tensile deformation damage of coal samples, the Brazilian disc (BD) splitting
test under impact conditions was conducted on burst-prone coal samples using a split Hopkinson pressure bar (SHPB) loading
system. The effects of impact velocity, bedding angle, and water saturated on the total absorbed energy density, total dissipated
energy density, and damage variables of coal samples were investigated. In addition, the coal samples were collected after
crushing to produce debris with particle sizes of 0-0.2mm and 0.2-5mm, and the distribution characteristics of different size
debris were compared and analyzed. The results show that the damage variables of natural dry coal samples increase
approximately linearly with the increase of impact velocity; however, the overall damage variables of saturated coal samples
increase exponentially as a function of impact velocity. Compared with air-dry samples, the number of fragments with the
particle size of 0-0.2mm of saturated samples decreases by 14.1%-31.3%, and the number of fragments with the particle size of
0.2-5mm decreases by 33.7%-53.0%. However, when the bedding angle is 45°, the percentage of fragment mass of saturated
samples is larger than that of air-dry samples. The conclusions provide a theoretical basis for understanding the deterioration
mechanism of coal after water saturation and the implementation of water injection dust prevention technology in coal mines.

1. Introduction

Coal is China’s basic energy and fuel resource, accounting for
59.0% of the total energy consumption in 2019. The energy
dissipation law and fragment distribution characteristics of
coal in the dynamic tensile failure are directly related to the
blasting scheme, coal roadway support, hazard prevention
measures of rock burst, and gas outburst in top coal caving
mining [1]. Energy is the essential characteristic of physical
reaction and the internal factor of substance failure through
the whole deformation and failure process of coal rock.
Therefore, the energy dissipation can be analyzed to clarify
the crushing mechanism of coal rock [2–7]. However, com-
pared with the total input energy, the effective energy for rock
crushing is quite low in mining techniques such as percus-

sion drilling, blasting, and cutting. For example, during the
cutting and drilling, only about 10% of the input energy is
used for the effective crushing, while most of the input energy
is dissipated in heat or other forms [8]; during the blasting,
the energy utilization rate for rock crushing is only about
5%-15% [9]. Chi et al. concluded that less than 1% of the
input energy is used to crush rock and form a new fracture
surface [10]. Therefore, further quantitative study on the
energy dissipation law and fragment distribution characteris-
tics of coal samples under dynamic tensile failure are of great
significance for the dynamic disaster prevention, resource
recovery rate, and energy efficiency in coal mines.

Up to now, many scholars have studied the deformation
and failure process of rock from the perspective of energy
and have achieved sound results [11–16]. Song et al. [17]
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investigated the energy dissipation characteristics of concrete
samples subjected to uniaxial cyclic loading based on the dis-
sipated energy approach (DEA). The results show that the
cumulative speed of energy dissipation and increasing
growth rate of damage indicators in the continuum damage
theory (CDT) follow an exponential function in relation to
the maximum cyclic load level and follow a logarithmic func-
tion in relation to the minimum cyclic load level. Zhang et al.
[18] studied the energy dissipation characteristics of the coal
subjected to multilevel-frequency cyclic loading. Two hyster-
esis indexes were proposed according to the stress-strain
relation during cyclic loading to predict the fatigue failure
of coal samples. In addition, a lot of research works have been
carried out by scholars in studying the deterioration mecha-
nism of water on rocks. Cai et al. [19] investigate the effect of
wetting-drying cycles on the fracture behavior of sandstone.
Tests results indicate that both of fracture toughness and
energy dissipation of sandstone significantly decrease with
the increase of cycle number. Song et al. [20] studied the
mechanical behavior of Tibet marble exposed to various
freeze-thaw (FT) cycles and multilevel cyclic loading. A
warning level is defined according to the evolution of radial
strain and Poisson’s ratio which can inform before dilation
starts. The understanding of the energy dissipation charac-
teristics of rock crushing is enhanced, and the development
of mining technology is promoted. However, there are few

reports on the energy dissipation law of coal rock in the pro-
cess of deformation and failure. Besides, the coal contains a
certain amount of original moisture, bedding, and other pri-
mary structures, which increases the discreteness of dynamic
tensile test results of coal rock [21]. Therefore, it is necessary
to study the influence of bedding and water content on the
energy dissipation characteristics of coal rock.

In this paper, the dynamic Brazilian splitting test was
used to analyze the energy dissipation law of coal samples,
and 90 disk-shaped coal samples were used for the SHPB
impact splitting test. The effects of impact velocity, bedding
angle, and saturated water content on the total absorbed
energy density, total dissipated energy, total dissipated
energy density, and damage variable of coal samples were
discussed, and the distribution characteristics of the gener-
ated fragments with different sizes during the dynamic split-
ting of coal samples were compared and analyzed.

2. Experimental Setup

2.1. Sample Preparation. The coal samples were taken from
the coal seam 11, panel 2, working face 8935 in Xinzhouyao
mine, Datong, Shanxi Province. The coal was gathered from
the Jurassic coal seam. To ensure the homogeneity of physi-
cal and mechanical properties of samples, all the samples
were cut from a complete coal sample. A total of 90 coal sam-
ples with Φ50mm × 25mm was processed. The average
diameter of coal samples was 49.29mm, the average thick-
ness was 25.27mm, and the dimension error was ±1mm.
The unevenness of both ends after grinding was ±0.05mm,
and the end face was perpendicular to the axis. The maxi-
mum deviation was no more than 0.25°. The results showed
that the uniaxial compressive strength, tensile strength, cohe-
sion, internal friction angle, elastic modulus, and Poisson’s
ratio of coal samples were 27.64MPa, 1.75MPa, 7.85MPa,
32.64°, 2.29GPa, and 0.24, respectively. Through the proxi-
mate analysis of coal rock, the moisture content, ash content,
and fixed carbon content of coal samples were 4.13%, 2.04%,
and 69.17%, respectively.

As shown in Figure 1, a total of 90 Brazilian disc coal
samples were finally processed, of which 45 coal samples
were in the state of air-dry, and the remaining 45 coal sam-
ples were soaked in water for 161 hours to reach the state
of saturated water content. According to the bedding angle
(the angle between bedding plane and impact direction),

𝜃 = 67.5°

50 mm
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25
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Figure 1: Schematic diagram of sample size and sample preparation. (a) The size and bedding angle of coal sample. (b) Water absorption
process of saturated coal sample.
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Figure 2: X-ray diffraction patterns of the coal specimen.
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the air-dry samples and saturated samples were divided into
5 groups (0°, 22.5°, 45°, 67.5°, and 90°). The results of X-ray
diffraction (XRD) and maceral analysis of coal samples are
shown in Figure 2 and Table 1, respectively. The changes of
physical parameters of coal samples before and after water
saturation are shown in Table 2. The water imbibition of 45
saturated samples was 1.2%-2.4%. Figure 3 shows the rela-
tionship between the water absorption of coal sample and
its dry density. It can be concluded that 94.44% of the coal
samples are in the water absorption rate of 1%~3.3%, and
the distribution is relatively concentrated. Only 5.56% of
the coal samples have water absorption of 3.3%~8.0%, and
the distribution is relatively dispersed. Water absorption
indirectly reflects the porosity of coal sample.

2.2. Split Hopkinson Pressure Bar (SHPB) Apparatus. The
dynamic impact Brazilian splitting test of coal rock was car-
ried out on the SHPB system (Figure 4). In the SHPB device,
the diameter of the steel cylindrical bullet, the input rod, and
the output rod were 50mm, and the length of the steel cylin-
drical bullet, the input rod, and the output rod were 400mm,
2000mm, and 2000mm, respectively. Strain gages were
pasted at 1m from the input rod and the output rod to the

end of the sample to record the rod strain. The muzzle veloc-
ity of the bullet was controlled by the air pressure in the air
chamber, and the input rod velocity was measured by the
photoelectric method.

2.3. Data Processing Method. The Hopkinson bar technique
is based on the one-dimensional assumption and stress uni-
formity assumption. According to the stress uniformity
assumption, the dynamic stress-strain relationship of the
material is obtained by using the three-wave method [12]:

ε
•
tð Þ = c

ls
εi − εr − εtð Þ

ε tð Þ = c
ls

ðt
0
εi − εr − εtð Þdt

σ tð Þ = A
2As

E εi + εr + εtð Þ

9>>>>>>>>=
>>>>>>>>;

, ð1Þ

where E, c, and A are the elastic modulus, elastic wave veloc-
ity, and cross-sectional area of the compression bar; As and ls
are the initial cross-sectional area and initial length of the
sample; and εi, εr , and εt are the incident strain, reflected
strain, and transmitted strain in the bar, respectively.

From loading to unloading, the energy carried by the
incident wave, reflected wave, and transmitted wave are Wi,
Wr , and Wt , respectively. The total dissipated energy of the
sample is Wd , and the total dissipated energy density is wd .
The calculation equation is as follows [11, 12]:

Wi =
ACb

Eb

ð
σ2i dt = AEbCb

ð
ε2i dt

Wr =
ACb

Eb

ð
σ2
r dt = AEbCb

ð
ε2r dt

Wt =
ACbt

Ebt

ð
σ2
t dt = AEbtCbt

ð
ε2t dt

9>>>>>>>>=
>>>>>>>>;

, ð2Þ

Wd =Wi −Wr −Wt , ð3Þ

wd =
Wd

V
, ð4Þ

Table 1: Quantitative statistical results of coal samples’ macerals.

Desmocollinites Telocollinite Telinite Corpocollin-ite Semifusinite Fusinite Inert detritus Mineral

2.1 46.3 20.5 1.5 10.8 8.2 4.6 6.0

Table 2: Changes in parameters before and after saturation of coal samples.

Specimen ID Diameter (mm) Height (mm) Mass (dry) (g) Drying density ( × 103kg/m3) Mass (saturated) (g) Water absorption (%)

5-1-1 50.08 25.12 64.28 1.30 65.01 1.136

5-2-2 50.30 25.10 69.79 1.40 70.68 1.275

5-3-1 48.84 25.50 59.15 1.24 63.51 7.371

6-7-3 48.56 25.06 57.43 1.24 60.78 5.833

6-2-1 47.96 25.20 58.26 1.28 59.8 2.643
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Figure 3: Relationship between saturated water absorption and
density of coal sample.
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where σi, σr , and σt are the stresses of the incident wave,
reflected wave, and transmitted wave on the pressure bar; V
is the volume of the sample; Cb and Cbt are the propagation
velocity of the sound wave in the input rod and output rod;
and Eb and Ebt are elastic modulus of the input rod and out-
put rod, respectively.

3. Results and Discussion

3.1. Definition of Damage Variable Based on Energy
Dissipation. The split Hopkinson pressure bar test is based
on one-dimensional elastic stress wave hypothesis and uni-
formity hypothesis. The stress-strain response characteristics
of the sample are mainly reflected by the changes of the inci-
dent wave, reflected wave, and transmitted wave during the
test. When the stress wave passes through the sample, the
energy carried by the stress wave gradually decreases due to
the existence of bedding and the formation and expansion
of cracks in the sample. The energy carried by the incident
wave minus the energy carried by the reflected wave and
the transmitted wave is the energy consumed by the dynamic
loading failure of the sample.

The research of damage can be based on two methods:
micromechanics and macro phenomenology. In macro-
scopic phenomenology, different damage variables such as
area, modulus, and energy can be defined. Li et al. [11] car-
ried out dynamic SHPB impact test on sandstone samples
and obtained the damage variables of sandstone samples
under different impact velocities. Based on the understand-
ing of constitutive energy and dissipated energy in material
deformation, Jin et al. [15] defined the damage variable of
material from the angle of energy dissipation, gave the theo-
retical formula of damage variable, and calculated the dissi-
pated energy according to cyclic loading. Referring to the
previous research, the damage variable d of dynamic impact
tensile failure of coal sample is defined as follows:

d = wd

u
, ð5Þ

where u is the total absorbed energy density of the sample
failure, i.e., the area enclosed by the stress-strain curve of coal
samples.

u =
ð
σdε: ð6Þ

Figure 5 shows the typical stress-strain curves of air-dry

and saturated samples with different bedding angles. In the
stress-strain curve of saturated samples, there is a long post-
peak curve, indicating that saturated samples have large
deformation. In contrast, air-dry samples have lower peak
strength and smaller deformation before failure. The total
absorbed energy density can be obtained by integrating the
corresponding stress-strain curves.

Figure 6 shows the dynamic tensile strength of coal
samples with different bedding angles before and after
water saturation. It can be concluded that when the bed-
ding plane is perpendicular or parallel to the incident
direction (that is, the bedding angle is 0 or 90 degrees),
the test results before and after water absorption are more
concentrated and less discrete than those of other groups.
In addition, the change of tensile strength of coal sample
before and after water absorption has no fixed trend,
which may be higher or lower than that of natural coal
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Figure 4: The Hopkinson pressure bar apparatus.
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Figure 5: The stress-strain curves of coal specimens with different
bedding angles.
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sample. This is determined by bedding angle and water
absorption factors at the same time.

3.2. Energy Dissipation Law of Coal Samples. To analyze the
influence of the total absorbed energy density, total dissi-
pated energy density, total dissipated energy density, and
damage variables on the response characteristics of different
impact velocities, bedding angles, and saturated water con-

tents of coal samples, the energy dissipation characteristic
parameters of 41 samples were successfully obtained, as
shown in Table 3. It is found that under the similar impact
velocity, the total absorbed energy density of air-dry samples
is the largest at a bedding angle of 45° and the smallest at a
bedding angle of 90°; the discreteness of coal samples with
bedding angle of 0° is the largest and the discreteness of coal
samples with a bedding angle of 22.5° is the smallest. For
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Figure 6: Comparison of relationship between dynamic tensile strength and impact velocity of coal rock specimens in natural state and water-
saturated state. (a) θ = 0°. (b) θ = 22:5°. (c) θ = 45°. (d) θ = 67:5°. (e) θ = 90°.
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saturated samples, the total absorbed energy density and dis-
creteness are the smallest at a bedding angle of 0°, the total
absorbed energy density is the largest at a bedding angle of
45°, and the discreteness is the largest at a bedding angle of
90°. The results show that the total dissipated energy density
of air-dry coal sample is the highest at the bedding angle of

45° and the lowest at a bedding angle of 90°; the total dissi-
pated energy density of saturated samples is the highest at a
bedding angle of 45° and the lowest at a bedding angle of 0°.

The fitting relationship between damage variables of coal
samples with different bedding angles and impact loading
velocity under air-dry and saturated conditions is shown in

Table 3: Energy dissipation parameters of air-dry and water-saturated coal specimens.

Water content θ (°) v (m·s-1) u (J·m-3) Wd (J) wd (J·m-3) d

Dry

0

3.213 8137.23 0.042 863.16 0.1061

2.695 2932.36 0.011 229.32 0.0782

3.565 8588.66 0.045 914.02 0.1064

2.707 2242.11 0.009 184.26 0.0822

22.5

2.378 3689.26 0.012 246.45 0.0668

2.518 5781.86 0.024 499.22 0.0863

2.565 4790.71 0.016 338.42 0.0706

2.972 5609.13 0.025 509.45 0.0908

3.803 6916.84 0.038 768.85 0.1112

45

2.624 4796.75 0.017 355.85 0.0742

3.146 7126.37 0.039 788.59 0.1107

3.226 7496.42 0.040 813.23 0.1085

67.5

3.286 3465.82 0.018 385.75 0.1113

4.008 6885.24 0.038 795.93 0.1156

3.332 3573.23 0.021 438.17 0.1226

2.125 5712.75 0.023 461.78 0.0808

2.689 5387.65 0.022 465.73 0.0887

90

3.843 7132.59 0.041 838.88 0.1176

2.97 2970.66 0.013 265.34 0.0893

2.779 8090.98 0.036 747.61 0.0924

3.018 2273.96 0.010 207.83 0.0914

2.336 1966.50 0.007 139.82 0.0711

Saturated

0

2.112 2684.75 0.009 190.35 0.0709

1.58 3365.76 0.011 226.52 0.0673

3.221 5051.66 0.026 542.48 0.1074

2.754 5276.99 0.021 438.16 0.0831

2.851 4614.83 0.019 450.41 0.0850

22.5

2.529 10055.36 0.044 907.12 0.0902

3.233 8140.09 0.029 598.02 0.0735

2.573 9821.71 0.044 891.06 0.0907

2.476 4127.82 0.016 321.21 0.0778

45

3.132 9910.17 0.055 1141.26 0.1152

3.308 9611.25 0.058 1217.89 0.1267

2.915 5429.54 0.029 597.93 0.1101

67.5

3.363 7578.40 0.047 990.95 0.1308

3.435 3472.94 0.026 545.56 0.1571

2.878 7965.75 0.035 713.34 0.0896

90

3.041 9484.67 0.048 997.61 0.1052

3.09 3600.11 0.019 398.34 0.1106

2.347 5490.83 0.021 450.85 0.0821

2.084 3723.11 0.013 281.84 0.0751

Note: θ: bedding angle; v: impact velocity; u: density of total absorbed energy; Wd : total dissipated energy; wd : density of total dissipated energy; d: damage
variables.
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Equations (7) and (8)

d1 = −0:00915 + 0:03362v θ = 0°ð Þ,
d1 = 0:00436 + 0:02837v θ = 22:5°ð Þ,
d1 = −0:08702 + 0:06163v θ = 45:0°ð Þ,
d1 = 0:03525 + 0:0222v θ = 67:5°ð Þ,
d1 = 0:00411 + 0:02952v θ = 90:0°ð Þ,

8>>>>>>>><
>>>>>>>>:

ð7Þ

d2 = 0:02771 + 0:02198v θ = 0°ð Þ,
d2 = 0:12654 − 0:01609v θ = 22:5°ð Þ,
d2 = −0:01215 + 0:04152v θ = 45:0°ð Þ,
d2 = −0:22251 + 0:108v θ = 67:5°ð Þ,
d2 = 0:00286 + 0:03423v θ = 90:0°ð Þ:

8>>>>>>>><
>>>>>>>>:

ð8Þ

Figures 7(a) and 7(b) show the relationship between
damage variable and impact velocity of air-dry and water-
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Figure 7: Relationship between damage variable and impact velocity of coal samples.
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Figure 8: Size statistics of fragments of coal with different bedding angles under the impact loading. From (a) to (c), the bedding angle is 0°,
45°, and 90°, respectively.
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saturated samples. When the impact velocity is 2.0-4.25m/s,
the damage variable of air-dry coal sample is in the range of
0.06-0.13; when the impact velocity is 1.5-3.6m/s, the dam-
age variable of saturated samples is in the range of 0.06-
0.16. Therefore, the damage variables of air-dry and saturated
samples with the same bedding angle increase approximately
linearly with the increase of impact velocity. When the

impact velocity is less than 3.1m/s, the damage variable of
air-dry samples with a bedding angle of 67.5° is the largest;
when the impact velocity is greater than 3.1m/s, the damage
variable of air-dry samples with a bedding angle of 45.0° is the
largest. The overall damage variable of saturated samples
increases exponentially with impact velocity, and the fitting
function is shown in Equation (9). However, for the saturated
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Figure 9: Size distribution of fragments of air-dry coal and water-saturated coal specimens after failure under the dynamic impact loading.
From (a) to (c), the bedding angle is 0°, 45°, and 90°, respectively.

Table 4: Statistics of the average value of debris of two particle sizes for dry and water-saturated coal samples after impact loading.

θ
(0~0.2mm, dry,

Wd1)
(0.2~5mm, dry,

Wd2)
(0~0.2mm, saturated,

Ww1)
(0.2~5mm, saturated,

Ww2)
Wd1 −Ww1ð Þ/Wd1

(%)
Wd2 −Ww2ð Þ/Wd2

(%)

0° 0.653 10.551 0.4489 5.007 31.2557 52.54478

22.5° 0.617 9.004 0.4878 5.968 20.94003 33.71835

45° 0.593 8.97 0.602 9.183 -1.517707 -2.3746

67.5° 0.776 11.879 0.54 5.579 30.41237 53.03477

90° 0.589 7.4189 0.506 3.533 14.09168 52.37838
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samples with bedding angle of 22.5°, the overall damage var-
iable shows a downward trend with the increase of the impact
velocity, which may be caused by the increased heterogeneity
of coal sample due to its full water content or the small num-
ber of successful samples.

d2 = 5:692 × 10−6ev/0:3656 + 0:07565: ð9Þ

3.3. Fragment Distribution Characteristics. During the test,
the generated fragments with particle sizes of 0-0.2mm,
0.2-0.3mm, and 0.3mm-5mm after the crushing of coal
samples were collected and weighed. Figure 8 shows the par-
ticle size statistics of the fragments of coal samples with a
bedding angle of 0°, 45°, and 90° under the impact velocity
range of 1.58-3.882m/s. With the increase of impact velocity,
the number of fragments with the particle size of 0-0.2mm
and 0.2-0.3mm increases after the failure of coal sample with
the same bedding angle. This is because in the SHPB test, the
greater the impact loading rate, the greater the energy carried
by the incident wave, the greater the total dissipated energy
density, and damage variable of the coal sample, and the
more energy absorbed by the coal sample, the more frag-
ments with the small size. The shape of fragments with the
particle size of 0.3-5mm is mainly flake, block, and granular.

Figures 9(a)–9(c) shows the fragment distribution with
the particle size of 0 - 0.2mm and 0.2-5mm generated from
air-dry samples and saturated samples with different bedding
angles under dynamic impact loading. Since the distribution
range of mass percentage of fragments with different particle
sizes after crushing is large, a semilogarithmic coordinate is
adopted in the figure to reflect its distribution characteristics.
According to the scale characteristics of semilogarithmic
coordinates, for fragments with the particle size of 0-
0.2mm generated from the air-dry and saturated samples,
the percentage of fragment mass has little change with the
increase of impact velocity (0.4489%-0.776%). However, for
fragments with the particle size of 0.2-5mm generated from
the air-dry and saturated samples, the percentage of fragment
mass increases significantly with the increase of impact
velocity (3.533%-11.879%), and the percentage of fragments
with the particle size of 0.2-5mm generated from saturated
samples is significantly less than that of air-dry samples
under the same impact velocity. The previous research on
the field dust prevention by the water injection [22–24]
shows that the dust production in the water injection area
is reduced by 38%-50%. This conclusion experimentally con-
firms the technical principle of water-injection dust-
reduction technology in the mining process.

Table 4 shows the average value statistics of fragments
with two particle sizes after impact loading on the air-dry
and saturated samples. Compared with fragments generated
from air-dry samples, the number of fragments with the par-
ticle size of 0-0.2mm generated from saturated samples is
reduced by 14.1%-31.3%, and the number of fragments with
the particle size of 0.2-5mm generated from saturated sam-
ples is reduced by 33.7%-53.0%. However, when the bedding
angle is 45°, the percentage of fragment mass with the particle
size of 0-0.2mm and 0.2-5mm generated from saturated
samples is larger than that of air-dry samples. The reason

for this phenomenon needs to be further studied. However,
previous field observations show that the effect of water-
injection dust-prevention has a great relationship with the
coal bedding, and the main joint system and the angle
between the main joint system and the direction of working
face in the longwall mining are the important factors [25].

4. Conclusions

(1) There is a long postpeak section in the stress-strain
curves of saturated samples, which indicates the
occurrence of the large deformation in saturated
samples. In contrast, air-dry samples have lower peak
strength and smaller deformation before failure

(2) The damage variable of coal samples under dynamic
impact increases with the increase of impact velocity.
And the overall damage variables of water-saturated
coal samples increased exponentially with the
increase of impact velocity

(3) For fragments with the particle size of 0-0.2mm gen-
erated from air-dry and water-saturated samples, the
percentage of fragment mass has little change with
the increase of impact velocity. However, for frag-
ments with the particle size of 0.2-5mm generated
from the air-dry and saturated samples, the percent-
age of fragment mass increases significantly with
the increase of impact velocity, and the percentage
of fragments with the particle size of 0.2-5mm gener-
ated from saturated samples is significantly less than
that of air-dry samples under the same impact
velocity

(4) Compared with fragments generated from air-dry
samples, the number of fragments with the particle
size of 0-0.2mm generated from saturated samples
is reduced by 14.1%-31.3%, and the number of frag-
ments with the particle size of 0.2-5mm generated
from saturated samples is reduced by 33.7%-53.0%.
However, when the bedding angle is 45°, the percent-
age of fragment mass in saturated samples with the
particle size of 0-0.2mm and 0.2-5mm is larger than
that in air-dry samples
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