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With the passage of time and social changes, the form of education is also changing step by step. In just a few decades, information
technology has developed by leaps and bounds, and digital education has not yet been widely promoted. Intelligent education
cloud platforms based on big data, Internet of things, cloud computing, and artificial intelligence have begun to emerge. The
research on the “smart campus” cloud platform is conducive to improving the utilization rate of existing hardware equipment in
colleges and universities and is conducive in improving the level of teaching software deployment. At the same time, this research
also provides a new idea for the research in the field of cloud security. While cloud computing brings convenience to teaching
work, it also brings new problems to system security. At present, virtualization technology is still in the ascendant stage in the
construction of “smart campus” in colleges and universities and is gradually applied to cloud computing service products. At
present, there are many cases about the construction of teaching resource platform, but most of them are modified from the early
resource management system, which has strong coupling of single system, insufficient functions of collecting, processing,
searching, sharing, and reusing resources, and weak application support ability for related business systems. Under this social

background, this paper studies the teaching process management system for intelligent classroom.

1. Introduction

In recent years, especially in the last decade or so, with the
rapid development and unprecedented prosperity of Internet
technology and mobile Internet technology, people’s lives
have also undergone earth shaking changes [1]. The appli-
cation of information technology in education and teaching
has led to changes in the teaching process, which has attracted
the attention of experts, scholars, managers, and front-line
teachers. The management of front-line education and in-
struction, the industrial level, and the nation as a whole have
all boosted their information technology efforts. One of the
most prominent aspects of the application of information
technology in the field of education is the supporting and
auxiliary role of teaching resources for daily teaching.
Therefore, the construction of teaching resources and the
planning of teaching resource service platforms have also
become an important part of the educational informatization
work [2].

From the multimedia teaching in the late 1990s to to-
day’s “smart campus” and “digital campus,” education
informatization has experienced a long-term development
process. “Cloud computing” technology has been widely
used in the field of education since its birth. Based on the
advantages of “cloud computing,” higher vocational colleges
in China have begun to build cloud platforms, providing
a new platform for student management and teaching. At
present, most schools have completed the construction of
digital campus. Through the digital campus, students can log
on to the campus website and do a series of work, such as
inquiring about their grades, applying for courses, and
paying fees. The digital transformation of the school pro-
vides a lot of convenience for students and teachers [3].
However, with the development of cloud technology and
information technology and in order to provide students
and teachers with a more efficient and intelligent work and
learning environment, the transformation from digital
campus to smart campus has become an inevitable trend of
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campus information development [4]. Combined with the
bus of school management and teaching, the urgent prob-
lems to be solved at present are the classification of freshmen
at the beginning of the new school year, the arrangement of
courses before teaching, the arrangement of examinations
before examinations, and the statistics and analysis of scores
after examinations [5]. To solve these problems and realize
an efficient, scientific, reasonable, intelligent, and fair in-
telligent education cloud platform, we need not only pro-
gramming skills but also rigorous data organization
structure and clear and efficient algorithms. Therefore, for
the difficult problems in the intelligent education cloud
platform, we need to summarize, study, and analyze the
relevant algorithms and design algorithms suitable for their
respective situations [6].

Cloud computing is a new business delivery model, which
completely subverts the traditional concept of terminal
management; in a sense, it strips the connection between
computer terminal software and hardware and is also a new
IT infrastructure management method [7]. As a new com-
puting model, a large number of computer file resource pools
are used to carry distributed computing and cloud storage
tasks, so as to ensure that different application systems can
effectively obtain storage, computing capacity and various
software services. The development direction of cloud com-
puting is to improve the cloud computing capacity, effectively
reduce the burden of user terminals, and ultimately simplify
the user terminals into simple input and output devices, while
meeting the user’s computing processing needs. Through the
new service delivery mode, in the cloud computing mode,
users only need to access the network through a thin terminal,
and the application software and operating system are pro-
vided by the cloud in the background through the network in
the form of services, which can make the user terminal
fundamental. To avoid multilevel problems such as system
paralysis, software conflict, and misoperation [8], smart
classroom-oriented learning platform is a form of digital
campus, and it is a service platform that provides independent
learning for school students and student management for
teachers [9]. Because the traditional classroom is only based
on the single teaching mode of student-teacher, and there is
a lack of communication between students and teachers in the
teaching process, teachers cannot know the various states and
problems of students in real time in the classroom, and
teachers cannot put forward targeted opinions on students’
existing problems in time [10]. Introducing the cloud plat-
form into education management can bring new opportu-
nities to colleges and universities, improve the penetration of
education work with new methods and concepts, expand the
management space, and further optimize the management
means. Teachers and students can realize online communi-
cation through the cloud platform, help teachers understand
students’ thoughts, grasp their psychological state and
ideological trends, improve the effectiveness of education and
management, and make school management work run stably.

The purpose of launching the campus virtual desktop
platform based on cloud computing in this paper is to use
the virtual desktop technology in cloud computing tech-
nology to solve the problems such as the shortage of
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traditional computers on campus, backward teaching
management mechanism, rigid teaching methods, and so on.
In short, virtual desktop refers to the technology that
supports the remote dynamic access of the desktop system
and the unified hosting of the data center at the enterprise
level. An image analogy is that now we can access our mail
system or network disk on the network through any device,
at any place, and at any time. In the future, we can access our
personal desktop system on the network at any place and at
any time through any device. Virtual desktop technology
allows users to install simple thin terminals. Virtual desktop
technology allows users to avoid hardware failures of tra-
ditional computers; virtual desktop technology can make
users free from traditional computer viruses and hacker
attacks; virtual desktop technology allows users to avoid
cumbersome problems such as software and hardware up-
grades of traditional computers. At present, the cloud
desktop platform has been widely used in the telecommu-
nications industry and has been gradually extended to the
general information system application industry. Virtual
desktop technology can save users from hardware failures of
traditional computers; virtual desktop technology can save
users from viruses and hacker attacks on traditional com-
puters; virtual desktop technology can save users from te-
dious problems such as software and hardware upgrades of
traditional computers. At present, the cloud desktop plat-
form has been widely used in the telecommunications in-
dustry and has been gradually extended to the general
information system application industry. Compared with
traditional teaching resources, modern teaching resources
generally have the following characteristics: (1) digitization
of resource generation technology, (2) multimedia resource
processing methods, (3) network communication of re-
sources, (4) resources are personalized, and (5) resource
reuse and sharing.

2. Related Work

Since the realization of the strategy for the digitalization of
education, China has built the world's largest repository of
educational and teaching resources. Over the years, many
educational and teaching resources have been developed and
constructed.

The construction of teaching resource platform in China is
basically synchronized with that in foreign countries. In pre-
vious years, due to the great attention paid to the construction
of educational resources in China, major resource manufac-
turers have developed unique teaching resource platforms and
sold them to end users as a part of resource services. In recent
years, with the introduction of cloud computing technology
and the transformation and upgradation of the original re-
source service platform, domestic resource manufacturers have
built a large number of cloud-based resource service platforms
to provide users with value-added services.

Reyes and Teaching believed that the distance education
system is a manifestation of educational intelligence. In
order to improve the design level of this system, virtual
reality technology and multiagent system should be fully
applied to it. On this basis, scholars constructed the design
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framework of VR&MAS-DES and clarified the functions of
the system, including learning system and student agent,
intelligent teaching system, teacher management system,
and teacher agent [11]. Alfoudari et al. believed that the
combination of virtualization technology and cloud plat-
form has brought a brand-new resource integration and
usage model. On-demand resource allocation and sched-
uling based on virtualization technology can improve the
resource utilization rate of cloud platform, improve the
quality of cloud services, and reduce the total cost of
ownership of cloud users. “Desktop Cloud” is also de-
veloping at a high speed, relying on these two technologies.
Here is the development status of desktop virtualization, the
core technology of desktop cloud [12]. Aguilar et al. believed
that the level of cloud computing data transmission protocol
design directly affects the satisfaction of cloud computing
user experience. The higher the level of design, the higher the
efficiency of cloud computing users, the better the user
experience, and the higher the user satisfaction and vice
versa [13]. Lampolthammer et al. believed that the role of
cloud computing in higher education is mainly manifested
in the following five aspects: (1) it can reduce the purchase
and maintenance costs of school computers and other
hardware equipment, (2) it can provide economic appli-
cation software for schools, (3) it can save energy, (4) it can
ensure the information security of teachers and students and
improve network security, and (5) it can make data sharing
more convenient. In short, the emergence of cloud com-
puting indicates that the current development of the Internet
has reached a new stage, which is also a new opportunity
[14]. Hou et al. proposed the SOA design of the overall
framework of educational administration management.
They believed that the advantage of the information system
based on SOA is that it has made a more reasonable design
for the system architecture, but the shortcomings of C/S
mode design are also very prominent: the system is not easy
to transplant, the system is not easy to update, and the
interface is lack of humanized design [15]. Wolff et al.
pointed out that there is a great contradiction between the
limited number of class hours arranged by teachers and the
students’ demand for class selection, the shortage of class-
room resources leads to difficulties in class scheduling, the
centralized examination at the end of the term leads to tight
classroom arrangements, the problem of checking and
saving student status information, and the problem of
arranging teaching plans [16]. Cheng et al. summed up the
multiobjective optimization problem and laid a theoretical
foundation. Up to now, some new mechanisms have been
introduced into the multiobjective optimization problem,
but there are very few articles on the review of the multi-
constraint assignment problem, and most of them are an
elaboration of NP-hard problems in multiconstraint as-
signments [17]. Li et al. put forward the SOA design of the
overall framework of educational administration and ap-
plied cloud computing in the overall framework. Its ad-
vantage is that the system architecture is designed
reasonably, but the shortcomings of the C/S mode design are
also very prominent: the system is not easy to transplant, the
system is not easy to update, and the interface lacks

humanized design [18]. Campo and Cristina proposed an
adaptive queuing algorithm for teaching data preprocessing
based on cloud computing to solve the queuing mechanism
of educational administration management information
system [19-21]. Zhang and Wenjun thought that Xen-
Desktop has the advantage of designing a digital library
information management system of Southeast University
which can meet the needs of mobile intelligent digital li-
brary. The system can realize the key analysis and design of
user authentication and secure login of mobile client, in-
quiry, and online reading of books on mobile devices, urging
the return of books on mobile client and paying overdue
fines [22-24].

3. Methodology

3.1. Genetic Algorithm Combined with Cloud Platform
Technology Is Used to Analyze Education Management.
Since the development of educational informatization, the
construction of teaching resources has not been interrupted.
At the beginning of the construction of the early campus
network, school level resource libraries were equipped for
each school, providing some teaching resource content for
teachers to use. Cloud computing is a next generation
computing model that can provide dynamic resource
pooling, virtualization and high availability, and can provide
users with “on-demand computing” services. According to
the current situation and development trend of education
informatization, cloud computing will have extremely im-
portant application value in the education industry, such as
integrating, developing and utilizing various resources of
current education informatization, fully tapping the po-
tential, and improving the utilization rate of resources. Each
set of teaching resources is accompanied by a set of resource
service platforms, and each set of platforms has its own
business logic, data structure, and application system.
Jumping and searching between multiple resource platforms
to adapt to the operation mode of each platform consume
a lot of energy from users, which seriously affect the en-
thusiasm of users to use, resulting in the phenomenon of not
easy to use or unwilling to use. Without a unified con-
struction standard and resource exchange platform, the
resource service systems constructed by units at all levels
have become isolated islands of resources. However, these
resource islands cannot connect well with other business
systems, such as lesson preparation system, teaching re-
search system, and self-help learning system, because of their
own design problems, and they cannot play a supporting role
in basic teaching resources for related business systems. The
value of teaching resource service systems built in each stage
has shrunk dramatically, and they are gradually forgotten
and abandoned, resulting in a large amount of money waste.
According to the characteristics of the cloud computing-
aided teaching platform, this paper improves the original
adaptive genetic algorithm for job scheduling and proposes
an improved genetic algorithm to reduce the completion
time of tasks and accelerate the response to meet the needs of
customers. This algorithm further constrains the selection of
genetic genes by adopting the fair mechanism and the data



localization mechanism to shorten the total completion time
of tasks and improve the satisfaction of users, so as to
improve the performance of the algorithm. So that it can
better adapt to the cloud computing environment. Based on
our school’s urgent demand for cloud applications, using
XenApp technology, the virtual desktop platform based on
cloud computing puts the application execution environ-
ment in the cloud in the teaching system and realizes the
Saa$ service mode that our school strives to build.

The genetic algorithm was first developed by Professor
Holland, who put forward stems from his thinking from
natural and artificial adaptive systems. The genetic algorithm
is a highly parallel, random, and adaptive search algorithm
developed by simulating the mechanism of heredity and
mutation in the evolution of the biological world. The search
mechanism of the genetic algorithm simulates the re-
production, cross-over, and mutation phenomena that occur
in the processes of natural selection and natural inheritance.
It keeps a set of candidate solutions in each iteration, chooses
the better individuals from the candidate solution set in
accordance with a certain index, selects them with genetic
operators, combines them by cross-over, and mutation, to
generate a new generation of candidate solution sets,
a process that is repeated until no more candidates are left. It
takes “survival of the fittest” as the principle and gradually
finds the optimal solution through heredity, mutation, and
selection. This is a global optimization strategy, which can
avoid falling into local optimization. A combination is
randomly selected as the initialization population, and each
individual is evaluated one by one from the perspective of
finding the optimal solution, and then the fitness can be
formed. This value reflects the contribution of these chro-
mosomes to the last problem. According to the initial
population, principle of “survival of the fittest,” the genetic
evolution is carried out from generation to generation,
individuals with low fitness are eliminated, and individuals
with high fitness are combined in pairs, so that their ex-
cellent genes can be passed on. The genetic algorithm has
been widely used in various fields due to its remarkable
features such as simplicity, versatility, efficiency, practica-
bility, robustness, and parallelism, and achieved good re-
sults, as shown in Figure 1.

If the population size of the genetic algorithm is large,
the convergence speed will slow down in the later stage. To
solve this problem, the key is to improve the genetic operator
and fitness of the genetic algorithm according to the actual
situation. The genetic algorithm uses fitness function to
calculate and select and evolve the next generation according
to the merits and demerits of individuals, so as to find the
optimal solution of the problem. Therefore, the selection of
fitness function is very important, which will directly affect
the convergence speed of the genetic algorithm and the
search of optimal solution.

The calculation process of the genetic algorithm is as
follows: (1) initialize the population and reasonably set the
parameters; (2) through the trained neural network, the
excellent value of every individual is judged, and its adaptive
value is calculated; and (3) transform the excellent in-
dividuals and calculate their fitness values.
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3.2. Optimization Design of Teaching Management Based on
Cloud Computing Platform. The biggest advantage and main
feature of cloud computing is resource sharing. Therefore, in
the application of cloud computing in university teaching
management, we should actively and vigorously promote
resource sharing. First of all, we must establish a sound and
perfect cloud service platform based on cloud computing.
Second, with effective integration of existing cloud platform
resources on the teaching management platform based on
cloud computing technology, all colleges and universities
can upload their own high-quality resources to achieve
resource sharing, which can provide valuable knowledge
wealth for all higher education teaching, scientific research,
and management users on the platform. At the same time, to
achieve the most correct effect of resource sharing, these
resources are not limited to a region or even a country. They
can greatly expand the professional vision of users and
master more advanced knowledge.

Cloud computing is a next generation computing model
that can provide dynamic resource pooling, virtualization,
and high availability and can provide users with “on-
demand computing” services. According to the current
situation and development trend of education informati-
zation, cloud computing will have an extremely important
application value in the education industry. First of all,
integrate the software and hardware resources of the
teaching parks scattered in different regions; improve their
reuse rate; eliminate idleness and waste; achieve unified
standards, unified management, and unified maintenance of
data; gradually interconnect the data of each branch school
and each application system in the campus network dy-
namically and timely; completely eliminate the information
island in education informatization; and realize decentral-
ized information collection, centralized security manage-
ment, and shared application systems. For example,
enterprises provide funds or equipment, universities provide
technology and site resources, enterprises provide tech-
nology and personnel, and universities provide equipment
or site resources. Through good cooperation between
schools and enterprises, we can improve our brand value,
steadily promote the expansion of computer hardware fa-
cilities in ordinary universities, and gradually reduce the
hardware facilities restrictions in the development of cloud
computing mode. We can promote ordinary colleges and
universities to give priority to the service of network cloud
platform. With the advantages of cloud platform resources
and cloud computing, relatively backward colleges and
universities can make up for their shortcomings as soon as
possible and achieve the rationality of the distribution of
various resources.

Through server virtualization technology, various
hardware and software resources are virtualized into one or
more resource pools, and these virtual resources are man-
aged and allocated intelligently and automatically through
the system management platform. Most private cloud-based
computing solutions tend to be IaaS (infrastructure as
a service). IaaS mainly includes the following parts: (1) the
existing enterprise computing environment is usually an x86
platform, and the “smart campus cloud platform” can be
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FIGURE 1: Genetic algorithm process.

accessed through the server. The virtualization is used to
integrate and flexibly utilize computing resources and to
integrate, dynamically adjust, and migrate server computing
resources. (2) An important part of realizing IaaS is cloud
storage. A cloud computing infrastructure needs to serve
many different business systems or applications, and each
business system or application will have different storage
requirements. Through storage virtualization management,
the “Smart campus cloud platform” enables integration of
storage needs and flexible capacity control. (3) With the
large-scale deployment of virtualization technology in the
cloud computing environment, the traditional network ar-
chitecture will face many new challenges, including speci-
fications and performance, virtual machine access and
control, large layer 2 network deployment, traffic bursts with
congestion, and so on.

“Cloud” has a high performance-to-price ratio. In-
troducing the cloud computing construction mode to in-
tegrate and optimize the private hardware resources in the
current information can change the traditional “shaft” IT
construction mode and improve the operation efficiency and

scalability of the data. At the same time, optimize the way of
resource utilization and fundamentally reduce the con-
struction cost of data storage. The cloud computing service
architecture is shown in Figure 2.

The infrastructure service layer consists of host, storage,
network, and other hardware devices. Virtualization and
Cloud management integrates computing resources through
virtualization technology and provides basic services such as
resources and operating environment to the outside world
through pool management. The platform layer mainly
provides unified platform system software support services
on LAAS, including access control services, data mining, and
parallel computing. The application service layer is re-
sponsible for external terminal services. Teachers or students
can log in to the portal website, cloud application software
resources, or virtual desktop according to their needs.

Virtualization technology is the key technology to
integrate and utilize various computing resources and
storage resources. Among them, server virtualization is to
virtualize a physical server into several virtual servers for
use. The virtualized entities are all kinds of IT resources,
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which can realize the deployment of more virtual servers
in the limited hardware server environment, so as to
reduce the cost of hardware construction, improve re-
source utilization, and dynamically schedule resources.
Traditional virtualization technology, represented by
virtual server, is composed of server hardware, server
operating system, virtualization software, and virtual
machine. Virtual applications rely on virtual operating
system. Data are converted from virtual machine to server
hardware through three layers. The interfaces, protocols,
and communication standards of each layer are different.
Therefore, a lot of performance consumption will be
generated, resulting in the running speed of virtual ma-
chine far behind the real system.

The prediction residual should be processed by discrete
cosine transform, the unit is 4 x 4 block, the energy can be
concentrated on a few coefficient items in the transform

domain, and the spatial redundancy in the video data can be
further eliminated. The one-dimensional N-point discrete
cosine transform can be expressed as

N-1

2n + Dkn
C _— 1
Yk kn;)xncos N (1)

where x,, is the nth item in the input time domain sequence,
¥y is the kth item in the output frequency domain sequence,
and Cy, is defined as follows:

1
\{—k: 0,
N
{2
—k=12,.,N-
N

(2)
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The corresponding two-dimensionalN x N discrete co-
sine transform is carried out as follows:

N-1N-1 . ,
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Y,m =C,C, ; JZ:(; Xjj cos N ST N
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N
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m 2N 2N

i=0

Z c,CY,. cos

0

~

(3)

At the same time, each 4 x 4 sub-block should be taken
out from the 16 x 16 luminance block or chrominance block
for Hadamard transformation. The encoder will also discard
some high-frequency information appropriately, thus re-
ducing the coding length without affecting the video play-
back effect. The formula for quantizing the conversion
coefficient in the matrix y is as follows:

z df i 4
ij = roun Qstep > (4)

where Y;; is the conversion coefficient of matrix Y; Z;; is the
output quantization coefficient; g step the quantization step
size; quantization parameters are from 1 to 52. For each
additional 6 steps, the step will be doubled, and each 12%
step will reduce the output encoding rate by approximately
12%. After transformation and quantization, the prediction
residuals will be reordered by zigzag, and then the re-
dundancy will be further reduced by fan coding.

It is often said that “customers are God.” To make
a platform well, you must stand from the user’s point of view
and consider everything for the user. Only when you un-
derstand what users really need, you can you design cor-
responding functions according to their needs. The “Smart
Education Cloud Platform” is a platform that integrates
school management, teacher teaching, student learning, and
parental attention. It is aimed at the entire huge education
system, ranging from education authorities to children’s
parents. Therefore, the platform divides the user groups into
six user roles: (1) education authorities, (2) school admin-
istrators, (3) ordinary teaching teachers, (4) students, (5)
parents, and (6) developmental technical service personnel.

One of the main characteristics of the cloud platform is
that it can provide personalized services for users and can
continuously expand the content and enrich the platform
content and modules according to the user’s needs. With the
help of the cloud platform system management terminal
equipment, users can build personalized content and cate-
gories according to their own needs and can also realize the
remote upgrade of the platform according to their own needs,
so as to promote the continuous expansion and docking of
cloud platform functions. Teaching management workers are
generally users of college teaching management in the cloud
platform. They can manage and use the platform according to
the development needs of the school and the development
needs of teachers and students, provide more professional and
targeted services for teachers and students, and realize the
personalized development of college teaching management.

In order to reduce the burden of school users and make
the platform more convenient to promote, deploy, maintain,
and upgrade, the platform adopts B/S architecture. With the
development of information technology, more and more
software projects put forward higher requirements for
packaging, reuse, and relocation. Adopting the B/S mode
three-tier architecture is the best way to solve such problems.
The Web side adopts Desktop technology based on Exts, and
this interface is just like our commonly used windows op-
erating system and mobile app, which not only change users’
operating habits but also can load their required functions
according to different users. In order to better develop and
maintain the page display layer, this layer is divided into
three layers according to MVC pattern: data layer, display
layer, and control layer. A good database design can help the
system improve service efficiency and meet the needs of
various system users. The design of the database and the
design of the system are synchronous, the requirements of
the system are the basis of the database design, and the
design of some data is based on the system requirements
document. The design purpose of the database system is to
effectively and quickly manage a large number of irregular
data, store the data according to the rules formulated by the
designer, and establish data query index and other in-
formation to facilitate data retrieval. The data in the ap-
plication system may come from the information in the
database; it may also be some equipment systems or services,
and the database acts as a supporter.

3.3. Improved Genetic K-Means Clustering Algorithm Model.
According to the actual communication between developers
and customers, the problem encountered in the teaching
system of the virtual desktop platform based on cloud
computing is that the continuous growth of existing
equipment brings pressure to the computer room space for
various departments of the school. The problem encoun-
tered in the teaching system of the virtual desktop platform
for computing is that the continuous growth of existing
equipment brings pressure to the operation and mainte-
nance management of various departments of the school.
Schools generally hope to introduce virtual desktop plat-
forms based on heterogeneous cloud computing. The actual
requirements of the college’s standardized teaching platform
based on virtualization and cloud computing technology are
as follows: (1) the number of computer room managers in
the college is small, generally only one or two people are
responsible, so the college requires that the platform must
have a good interface. In other words, the management of
the platform is required to be simple, which can reduce the
workload of managers. (2) The monitoring of the virtual
desktop system should be real-time because the number of
computer room managers in the college is small (sometimes
only one or two people are responsible), so the college data
center requires that the standardized teaching platform must
be able to monitor all the content of the virtual desktop in
real time, and the administrator can extract the computer
interface of any operator at any time. (3) In addition to the
real-time monitoring module, due to the college’s computer



room management, the number of personnel is small, and
only one or two people are responsible in special cases.
Therefore, the data center of the college requires that in the
event of a general system intrusion and other dangerous
situations, the system can actively send an alarm to the
management personnel. (4) The standardized teaching
platform also should have intelligent management capa-
bilities. Under the conditions of virtualization and cloud
technology, the system can reflect the use of hard disks in an
all-round way. (5) The administrators of the college have
limited technical level and limited management energy, so
they cannot spend a lot of energy in the process of building
a standardized teaching platform. It is necessary for the
platform construction procedure to be straightforward and
uncomplicated, with clear usage and system construction
instructions, and a preplanned handling mechanism for
frequently encountered common problems, which can form
a detailed standardized teaching based on virtualization and
cloud computing technology. The k-means algorithm as-
sumes that there is no change in the adjacent cluster centers,
the data object adjustment is completely completed, and the
clustering criterion function J converges as the termination
condition. A feature of the algorithm is that each data object
is checked for correct classification during each iteration,
and if not, it is reassigned. After all the data are allocated,
modify the cluster center and objective function value and
enter the next iteration. The k-means algorithm usually uses
Euclidean distance as an index to measure similarity, and the

D(x;ci) = min{D(xi’Cj)’i =123

where x; is classified into class C,.. According to the points in

the divided sets, a new cluster center c¢;",c; ,c;,---,¢j is
calculated as follows:
-] j=1,2 K
Cj—n_ Z xm]_ > )3)"' > (9)
J x,€C;

where n; is the number of points in class C;. Given the data
object set X={X1 (1, 1), X2 (1.2, 1.2), X3 (0.8, 1.2), X4 (0.9,
0.7), X5 (1.3,0.9), X6 (1, 1.4), X7 (3, 3), X8 (3.1, 2.8), X9 (3.2,
3.4), X10 (2.7, 3), and X11 (2.6, 2.9)}, the number of cate-
gories k=2.

((1+1.2+08+09+13+1),(1+1.24+1.2+0.7+0.9 + 1.4))
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objective function J for evaluating the quality of division can
be defined as

BN

w;d;j» (5)
=1
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where k is the number of classes, n is the total number of
sample points, d;; = [lx; - z;|| is the Euclidean distance,
which indicates the distance from the original sample point
x; to the center c; of class z;, and z; is the average of all data
objects in class ¢;, indicating which class the data objects

belong to.
1,
wjj = { 0. (6)
Formula (5) can also be expressed as
k
J=) Y dj. (7)
i=1 x;€C;

d. in this formula refers to the sum of the squared errors
between the data object and the corresponding cluster
center, so the objective function is also called the error sum
of squares criterion function. Calculate the distance between
each remaining data object and the cluster center, if it is
satisfied.

i=1,2,3,m,j=1,2,3,-k}, (®)

THE first iteration: select the third data object (0.8, 1.2)
and the eighth data object (3.1, 2.8) as the initial cluster
centers of classes C1 and C2. Calculate the distance from the
first data object to the two clustering centers:

e, = xs) = (1 - 0.8)” +(1 - 1.2)* = 0.283, 10

|1 - x5 = \/(1 -3.1)" + (1 -2.8)" = 2.766.

It can be seen from the abovementioned equations that
e, — x50l < llx; — x5/l divides x1 into the class to which x3
belongs.

According to the data objects in the divided classes,
recalculate the cluster center of each class:

=(1.033,1.067). (11)

! 6

The second iteration: using Z (1.033, 1.067) and Z
(2.92, 3.08) as the clustering center of class C, redivide the
dataset.

X1, X5, X5, Xy, X5, and X are divided into class C to
which x belongs, and X, X,X;X, are divided into class ¢ to
which x belongs.
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Z, = (1.033,1.067) = z,,

(12)
Z, =(2.92,3.08) = z,.

During the two iterations, if the data objects in the two
classes are changed, the iteration process is stopped. The two
clusters obtained are ={X,X,,X;, X,, X5, }andc =
{X1, X5, X5, X, ).

4. Result Analysis and Discussion

Conceptual structure design is the first step of the database
design. Conceptual design is a necessary condition for the
successful design of logical database, which affects the design
of the whole database. The data model includes two con-
venient contents. On the one hand, it is the static charac-
teristics of data: it mainly includes the basic structure of data,
the relationship between data, and the mutual constraints
between data; the other is the dynamic characteristics of
data: mainly including the methods of data operation. In the
conceptual design of data, the commonly used method is to
use the entity relation design model. After collecting and
processing users' information and analyzing their needs, we
provide users with personalized recommendation services.
As the last link of the system, the selection and call of the
teaching process service play a vital role in the final success
or failure of the system. The development of this research
system needs two parts: hardware environment and software
environment. The hardware needed is router, reader, tag,
computer, and network cable; the software environment
used is win7 platform, and the program development lan-
guage used is java programming language. The specific
development, operation, and network environment of the
system are shown in Table 1.

Selection, also known as heredity, is a natural law that
simulates “survival of the fittest” in the biological world. For
the initial population, not all individuals are scientifically
reasonable, so it is necessary to select excellent individuals to
pass on good genes to the next generation, so that the good
varieties can be continued, and one generation is better than
the other. There are many ways, such as gambling method
and sorting method, to choose. This article will use the
gambling method to select chromosomes for inheritance.
When acquiring the location context information, the
outdoor location context information is obtained through
the GPS sensor that comes with android. There is a class
Location Manager in Android that can locate the location of
the mobile phone. For indoor location context information,
we use RFID to determine the specific location of the stu-
dent, and the specific method used is the improved VIRE
algorithm mentioned in the previous section. Figures 3 and 4
are the comparison of the positioning error of the improved
VIRE algorithm with the original VIRE algorithm and
LANDMARC algorithm, as shown in Figures 3 and 4.

The gambling method is equivalent to placing a pointer
in the picture below to rotate randomly and selecting
chromosomes as parents from which area you go. In order to
ensure “survival of the fittest,” each area of the gambling
table represents a certain range of fitness, and the population

TaBLE 1: Development environment.

Client Server side
Development . .
environment Myeclipse ~ MyEclipse + Protege + mysql
Opératlng Android4.4 Win7 + Tomcat
environment
Network WLAN + GPRS TYUT_IPv6
environment

with high fitness occupies a large area, while the population
with low fitness occupies a small area.

From the actual demand analysis of the virtual desktop
teaching platform based on cloud computing, the system
involves the following roles, as shown in Table 2.

A good physical classroom environment can effec-
tively promote the teaching activities and directly affect
the physical and mental activities of teachers and students.
Combined with the characteristics of the Internet of
Things technology, real-time comprehensive detection of
changes in the classroom environment can be carried out.
The experiment selects two factors that have a greater
impact on teaching activities, namely, classroom tem-
perature and light conditions, as the experimental
monitoring objects, and uses two sets of different sensors
to monitor the temperature and light changes in the se-
lected classrooms to test the stability of intelligent nodes.
Figure 5 shows the changes in lighting in the smart
classroom, and Figure 6 shows the changes in indoor
temperature. Figures 5 and 6.

As shown in Figures 5 and 6, the data monitored by
different sensors in the same classroom area, the same de-
ployment position, and the same working time have no
obvious difference within the allowable error range due to
their own energy consumption and the existence of heat
generation problems of the equipment.

With the advent of the Internet era, the number of users
has increased dramatically, and the performance of the
website system has become an important indicator of the
quality of the system. The performance indicators of the
system mainly include response speed, the maximum
number of concurrent users, and the maximum number of
online users. After the development of this system, test tools
are used to fake user interaction and send requests to the
server concurrently. Table 3 shows the test cases of added
functions.

This section mainly analyzes the bug introduction stage
and defect introduction stage in detail. As shown in Figure 7,
the result analysis of the test bug introduction stage is to
analyze the proportion of the system requirements’ analysis
stage, coding stage, guessing stage, and release stage, re-
spectively. It can be seen that most bugs are introduced in
the coding part. It is necessary to strengthen the unit test of
the system and realize the automation of the unit test. The
number of bugs found in the release phase and testing phase
is low, as shown in Figure 7.

As shown in Figure 8, the distribution diagram of defect
introduction causes is analyzed in three parts: requirement
design and related errors, coding errors, data corresponding
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TaBLE 2: Role table.

Role

Responsibility or function

Platform management personnel

Student
Teacher

Supermanager

The main participants of platform management are responsible for the daily
hardware maintenance and original update of the platform
Main participants of the platform and users of various tasks of the platform
Main participants of the platform and users of various tasks of the platform
The main participants of the platform are responsible for the overall management of
the platform
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results and data errors, ease of use, and test understanding
TaBLE 3: Added test cases of course information input. errors, as shown in Figure 8.

Test item

Added course information The whole test results can be summarized as follows: (1) the

Test content

Preset condition
Submission time
Reaction time
Time spent
Print completion
time

Time spent

- biggest problem in the test process is the variability of re-
quirements. Due to the deviation of developers and testers’ un-
derstanding of requirements, everyone works with their own

Enter everything and click the “Submit
button
Turn on the server

16:2:18 understanding. At this time, some bugs will be generated in the
16:2:18 process of work. In addition, the requirements are not accurately
<1 second defined, and these requirements are related to other functions. The

requirements are changed, and the development and testing are
also changed. (2) This test is mainly due to manual testing, and it
1 second cannot realize a large number of data operation function tests.

21 seconds
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FIGURE 7: Analysis of test bug introduction stage results.
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5. Conclusions

Aiming at the research topic of the teaching process man-
agement system for smart classroom, this paper is divided
into five parts to analyze and implement. First, it provides
convenient resource push and resource support services for
the collaborative lesson preparation module, network
teaching and research module, and teacher training module
and other applications in the regional education cloud
platform, which has achieved the original intention of the
design. At the same time, because of the cloud computing
architecture, it guarantees efficient and powerful computing
power and its own stability. Second, the application set of
smart campus is studied, and the construction scheme,
demand analysis, and system design of the application set are
analyzed in detail, so as to complete the construction of

resource sharing platform, teaching platform, and simula-
tion system. This paper provides a test scheme for the ap-
plication platform of the smart campus, gives the scheme of
function test and performance test, and makes a test sum-
mary. It provides reference for the construction of similar
educational service-sharing platforms. This paper mainly
studies the method of building a smart campus cloud service
platform and carries out demand analysis, design and
implementation, and test summary. The paper is mainly
divided into two parts: cloud computing service platform
and cloud application platform.

Data Availability

The figures and tables used to support the findings of this
study are included within the article.
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With the continuous development of computer technology, many institutions in society have higher requirements for the
efficiency and reliability of identification systems. In sectors with a high-security level, the use of traditional key and smart
card system has been replaced by the identification system of biometric technology. The use of fingerprint and face
recognition in biometric technology is a biometric technology that does not constitute an infringement on the human
body and is convenient and reliable. The biometric technology has been continuously improved, and the existing
biometric technologies are based on unimodal biometric features. The unimodal biometric technology has its own
limitations such as proposing single information and checking data affected by the environment, which makes it difficult
for the technology to play its advantages in practical applications. In this paper, we use CNN-SRU deep learning to
preprocess a large amount of complex data in the perceptual layer. The data collected in the perceptual layer are first
transmitted to CNN convolutional neural network for simple classification and analysis and then arrives at the LSTM
session to update again and optimize the screening to improve the biometric performance. The results show that the CNN-
LSTM, CNN-GRU, and CNN algorithms show a decreasing trend in accuracy under the three error evaluation criteria of
RMSE, MAE, and ME, from 0.35 to 0.07, 0.58 to 0.19, and 0.38 to 0.15, respectively. The recognition rate of multifeature
fusion can reach 95.2%; the recognition efficiency of the multibiometric authentication system and accuracy rate has been
significantly improved. It provides a strong guarantee for the regional standardization, high integration, generalization,

and modularization of multibiometric identification system application products.

1. Introduction

The rapid development of computer information technology
has put forward higher requirements for the update and
processing of information technology [1, 2]. In the field of
system security protection, relying solely on hardware de-
vices has been difficult to meet customer needs. The tra-
ditional key-based authentication method becomes more
and more unreliable and stable due to the large amount of
data, the rapid spread, and the simple replication. Therefore,
according to customer needs, we provide an overall solution
and provide a multibiometric authentication platform to
meet their actual needs. Biometric technology is a technol-
ogy for automatic identification by collecting the

physiological characteristics and biological characteristics of
the human body [3]. Human biometrics are relatively stable,
and there are no problems such as loss and forgetting.
Compared with the traditional cryptographic key authen-
tication method [4-7], it has more effective system security.
The biometric identification method uses the human body
marking method, which is easy to carry with you and can
realize real-time collection, identification, and judgment of
biometric information. Generally speaking, human bio-
metrics have seven characteristics, including universality,
uniqueness, permanence, collectability, acceptability, safety,
and performance requirements [8-10]; biometrics do not
change with time and the environment. Large changes can
be quantitatively collected and analyzed, the collected
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feature information can meet the needs of users, and the
features are not easy to be imitated or forged [11, 12]. The
bottom line is that everyone is biometric and different.
Biometric technology has the characteristics of good
anticounterfeiting performance, high security, and reliability
and has become the most widely used security and identity
authentication technology [13, 14]. Biometric technology
relies heavily on physiological or behavioral features, and
common face recognition [15, 16], language control [17],
and fingerprint recognition [16, 18] can be used as bio-
metrics. At present, the application of the above-mentioned
biometric technology has made great progress, and the
related scientific research at home and abroad has become
more and more extensive. We are conducting a visual
analysis of biometrics related to Chinese and English doc-
uments in the CNKI database, as shown in Figure 1. We
found that the number of studies on biometrics gradually
increased from 2000, and after 2005, the number of articles
published each year was more than 1000, and in recent years,
it reached more than 2000; meanwhile, in the study of the
distribution of keywords and topics co-occurring in the
articles, we could find that the keywords with the highest
frequency were mainly biological characteristics, as shown in
Figure 1. Face recognition, fingerprint recognition, algo-
rithm research, recognition technology, etc., show that the
algorithm research has gradually deepened and achieved
extraordinary results in the research of biometrics. The study
[19] focused their work on the application of machine
learning to biometric speech, and they focused on the same
concept of examining the recognition accuracy of the ma-
chine learning algorithm REPTree on a selected speech
biometric dataset that was deployed and evaluated with the
mining tool WEKA. The goal was to achieve a percentage
greater than or equal to 95 in order to accurately classify the
given sample data. In terms of processing other biometric
information, a systematic study and comparison in ear
biometrics has been conducted by [20]. They proposed
another idea to perceive the ear in an online irregular
orientation. This work can touch on the fitting of inwardly
curved ears and the extraction of highlights from the internal
drills of the ear edges. Here, the watchful edge recognition
computation is used to locate the edges of the ear. The ear
images are processed by the shape follower computation and
then the rough images with edges are found as the yield of
the frame. Finally, each of the three component vectors is
decontrasted and compared with an alternate library of ear
pictures and tracked for a specific match. In [21], they mainly
used algorithms to enhance the security of face recognition
techniques. In their paper, they proposed a fast and robust
fuzzy C-mean clustering (FRFCM) algorithm and face
recognition optically selective encryption scheme for bio-
metric medical images. In the proposed scheme, a new
selection method for obtaining regions of interest (ROI)
based on the FRFCM algorithm is proposed. The security
and robustness of the proposed cryptosystem is also verified
by numerical simulations. The study [22] systematically
analyzes the key points and difficulties of biometric tech-
niques in spectral imaging. The reliability of conventional
face recognition systems working in the visible range will be
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affected by light variations, pose variations, and spoofing
attacks. There are no large databases available for benchmark
evaluation. Existing databases do not capture the same test
subjects on all possible frequency bands for which experi-
mental evaluations have been carried out. Also, this has been
limited so far due to the small number of test objects and
their images in the existing database. Deep learning based
methods require a large number of parameters for training.
This leads to overfitting due to the small number of such
samples in the existing databases. The study [12] was con-
ducted to remotely determine current human biological
parameters by algorithmically processing infrared images of
human faces. The problems that hinder the widespread use
of remote biometric algorithms in practice are highlighted.
The urgency of creating a metrological database containing
video recordings of face images in the infrared range to
assess the efficiency of biometric algorithms, time-
synchronized records of human biometric parameters,
and information on the complexity of the test tasks per-
formed was confirmed. The structure of the laboratory
system used to acquire complex data of the tested person is
considered. A typical data structure for a single test cycle is
given as shown in Figures 1 and 2.

Through the analysis and summary of the above-given
literature research work, it can be seen that the development
and application optimization of deep learning in biometrics
has carried out systematic excellence. However, the research
work on multibiometrics technology is still at an immature
stage, and the evaluation standards are not uniform. Sec-
ondly, multibiometrics authentication also increases the
burden on users. Not perfect in multibiometric fusion.
Therefore, this paper studies the multibiometric recognition
system through the fusion of facial features, speech recog-
nition, and fingerprint recognition. In addition, we in-
troduce three algorithms of CNN, LSTM, and GRU to
extract and fuse biometric parameters. Optimization studies
are conducted. In view of the problems such as the con-
tinuous increase of biometric data, the untimely update of
features, and the resulting system lag, we optimize the al-
gorithm to improve the system update rate and improve the
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security and stability of the biometric identification system.
In addition, we analyze and study the collected 2000 data,
and verify the robustness and accuracy of the algorithm
through simulation.

Biometric identification technology, referred to as bio-
metrics, is the identification and authentication of personal
identity by acquiring biometric characteristics unique to
human beings. We classify these inherent biometric char-
acteristics into two major categories, namely, physiological
characteristics and behavioral characteristics. Physiological
characteristics are those that are innate and would not have
led to changes in the absence of special factors. Typical
examples are fingerprints, iris, DNA, etc. The other be-
havioral traits are mainly acquired habits. Typically, they are
the voice of the person speaking, the font of the signature,
etc., [23, 24].

All biometrics include the following processes: acqui-
sition, decoding, comparison, and matching. The basic
process is shown in Figure 3.

Biometric identification technology is mainly through
the detection of the physical characteristics that the human
body has always had so as to carry out identity confirmation,
not all the characteristics of the human body can be used as
the collection point for identification, and the characteristics
that need to meet the following conditions can be used as the
identification target:

(1) Uniqueness

Most of the human body’s biological information has
the characteristic of uniqueness, uniqueness mainly
for the comparison between individual people, ab-
solutely unique. In the case of fingerprints, the
texture details are not the same between each
individual.

(2) Stability
The biological information of a human individual
always remains the same from birth to death, but of
course, if the feature is changed or damaged by
human or external factors, it will change. For this
reason, it can be used to identify individuals.

(3) Identifiability

The biometric characteristics of human beings are
very different from each other, and by using certain
computer algorithms, it is possible to distinguish this
information and identify the key elements of the
characteristics, making it possible to use the iden-
tification technology in a wide area.

(4) Capturability

With the development of computer technology and
related hardware technology, the image quality and
pixels of the feature image information collected by
the instrument are also improved, making the image
a convenient carrier for recognition.

2. The Feasibility of CNN Network in
Biometric Authentication

With the rapid development of science and technology,
more and more information is obtained and authorized
remotely through online, and the required resources can
be legally accessed and the right of application is
a necessary condition for the security of the internal data
of the communication system. In addition, in the net-
work environment, how to identify and verify the re-
liability of biometric information, safely realize remote
authentication, and ensure the privacy of biometrics
from illegal use has become the main problem to be
solved in this paper. Therefore, this paper proposes a 2D
CNN network to track the lines in electronic data and
implement vectorization to realize the recognition
processing. 2D CNN can not only extract features from
a large number of graphs, data reconstruction, and other
preprocessing methods. At the same time, each com-
puting layer itself has the same weight for sharing links,
which greatly reduces the computing cost and computing
time and avoids too many parameters affecting the clarity
of text/graphics. In addition, LSTM can easily and ac-
curately capture the main information of the sequence
from pictures to speech because of its linear structure.
Strive to propose a CNN-LSTM network based on deep
learning biometric authentication to provide an effective
solution quickly, conveniently, and safely.

2.1. Structure of CNN Network. Figure 4 presents a gener-
alized framework for digital image source forensics
under the CNN model theory. In the image pre-
processing, the image to be detected is first cut into image
blocks (P, in Figure 4(a) indicates the k th image block),
and then the image fingerprint characterizing the source
of the shot is extracted using CNN (image feature ex-
traction in Figure 4(b)), and the detection result Y, of
each image block is output (Y, in Figure 4(c) indicates
the feature extractor predicts the label for the k th image
block), and the majority voting algorithm is used to fuse
the detection results of the k th image block and output
the image level prediction results, i.e., device model
multiclassification identification.



information
acquisition

Information
preprocessing

feature extraction

Computational Intelligence and Neuroscience

Contrast
the results

Validation or
identification

Feature template

FIGURE 3: Biometric basic processing flow.

Tags L

Majority vote

FiGuRre 4: Digital image source framework based on CNN. (a) Image preprocessing. (b) Image feature extraction. (c) Classification result

voting.

2.2. Learning Algorithm of CNN Network. The training
process of the CNN network is mainly divided into forward
propagation and back propagation [25]. First, by inputting
data to the convolution layer, the feature extraction is
performed on the convolution operation based on the filter
and the convolution kernel (Kernel), the feature map is
obtained, and the bias term is added to it, and then the
activation function (ReLu, Tanh, sigmoid, and softmax) to
calculate the output of the convolutional layer; the pooling
layer samples the data processed by the receiving con-
volutional layer, and then converts the feature map into
a vector by stretching and sums the weighted biases. Finally,
the class probability output is obtained through the acti-
vation function, and the calculation is repeated until the loss
function is the minimum value [26].

(1) Calculation of the convolutional layer. The convo-
lution formula is shown in equation (1), the input x is
weighted w, and the bias b is added, and finally the
total sum obtained is output through the nonlinear
activation function f.

D-1 F-1F-1
ad”‘J = f Z Z Z wd,m,nxd,j+m,j+n +b | (1)

d=0 m=0 n=0

Among them, D and F are the number of filters and
the size of the convolution kernel, respectively.

(2) Calculation of pooling layer and full connection. The

pooling layer retains the main effective information
by locally sampling the feature map and reduces the
influence of unnecessary data on the calculation
result. In addition, as long as there is a relative re-
lationship with the main information of the feature
map, no matter whether the image is scaled, dis-
torted, translated, etc., the accuracy of the result
cannot be affected. After the data is passed through
the pooling layer, a large number of parameters can
be filtered out, which can improve the training ac-
curacy and reduce the error. The average sampling
method sampled in this paper samples the feature
map, and in the traversed region, the average value is
selected as the new feature of the region. Due to the
characteristics of CNN itself, under the action of the
fully connected layer, the output of the convolutional
layer is weighted w offset summation, and then
output through the activation function f, as shown in
the following equation:

y=f(w-x+Db). (2)
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(3) Calculation of softmax output layer. The activation
function nonlinearizes the total number of weighted
bias sums to solve the multiclass problem, and its
calculation formula is as follows:

e’

=i - (3)
Ik Y€

In the formula, # is the number of inputs.
(4) Back propagation

(1)-(3) are forward propagation, and the error is
calculated by the loss function for reverse propa-
gation. The process is divided into three main parts:

(a) Calculate the network error from the predicted
and actual results:

é\i)l == (yreal (i) - Ypredict (1)) * O‘(ai)l)' (4)

Among them, ¥4 is the prediction data, y,.,
is the experimental data.

(b) The calculation error is passed in the reverse
direction. The specific propagation formula of
CNN is as follows:

Fully connected layer.

5 = (W) 6" 0 o(a™). 5)
Convolutional layer.
8 = 8" xrot180(w' )0 o(a”).  (6)
Pooling layer.
8" = upsample(8"*!) @ o(a"). (7)

Among them, [ is the current layer and o (a™) is
the activation function.

(c) The final goal of reverse transfer is to update the
weight w and bias b, and the specific calculation
is as follows.

Weight update in the fully connected layer:

m. ) T
W= — “Z 61,1(“1,171) ' (8)
i=1
Fully connected layer bias update.
m .
b=b-a) s 9
i=1

Weight update in the fully connected layer.

m
wl =wl—(XZ(xi’171 *é\i,l. (10)
i=1
Bias update in fully connected layer:

b = b’—aiZ(a"”)W. (11)

i=1 u,v

Among them, o'~ ! is the output of the ith neuron in the I
-1th layer.

In addition, this paper chooses the cross entropy loss
function as the loss function, and the formula is as follows:

1 N k
Jo=—x X 2 ¥ (ilog (e (0). (1)
1 i=1

Among them, y, (i) is the predicted value, y (i) is the real
value, and N is the number of samples.

2.3. LSTM Network. A single-channelLSTM-based method
for analyzing factors related to youth physical activity be-
havior mainly includes: LSTM neural networks that use
memory units to avoid gradient disappearance and gradient
explosion during backpropagation and can learn long-term
dependencies and make full use of historical information.
The LSTM was improved and extended in 2013 by [27, 28],
making it widely used in natural language processing, speech
recognition, and other fields.

As shown in Figure 5, the LSTM unit has a memory unit
¢ for saving historical information. The updating and uti-
lization of the history information is controlled by three
gates: input gate i, forget gate f, and output gate o. The
updating process of the LSTM unit at time ¢ is as follows:

iy =oWx, + Ui,y +Vic, ),
¢, =tanh(W_x, + U.h,_,),

ft :Gfot+Ufht—l +Vfct—1)’ (13)
¢ =f,0¢.4+i,0c¢,
0, =W x, +U,h,_, +Vc,),

h, = 0, ©tanh(c,),

where x; is the input data of the memory unit, o is the logistic
sigmoid function, the symbol ® is the dot product operation
between vectors, and W, W W W, U, U} U.,U,V, is
the weight matrix. i,, o,, f, ¢, are the values of the input gate,
output gate, forgetting gate, and memory cell at time ¢,
respectively, ¢, are the values of the candidate memory states
of the memory cell, and h, are the outputs of the LSTM cell at
time t.

For the analysis of the factors associated with youth
physical activity behavior, we first used the random
undersampling method to obtain a balanced sample of the
factors associated with each youth physical activity behavior
and then used a single-channel LSTM neural network as the
classification method. Figure 6 shows the framework of the
single-channel LSTM neural network classifier, which has
only one LSTM layer. The first dashed box shows the internal
structure of the single-channel LSTM model, and the second
dashed box shows the process of unbalanced samples. The
input to the LSTM model is a word vector representation of
the training samples, which has good semantic features and
is a common way to represent word features. The input
feature vectors are passed through the LSTM layer to obtain
high-dimensional vectors, which can learn deeper features
that can better describe the samples. The fully-connected
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layer is similar to the hidden layer of a traditional multilayer
perceptron, receiving all the outputs from the previous layer,
weighting and summing these output vectors, and propa-
gating the weighted outputs through the excitation function
to the dropout layer. In this experiment, the layer uses ReLu
as the excitation function, which reduces the in-
terdependence between parameters and is closer to the bi-
ological activation model, and the excitation function is
shown in (14).

g(x) = max (0, x), (14)

where x is the output vector and the ReLu function sets all
values less than 0 to 0, with the ability to bootstrap moderate
sparsity. The dropout layer randomly leaves some hidden
layer nodes in the network inactive during training and
prediction, reducing the number of features and effectively
preventing the network from overfitting. The dropout layer
appears as a hidden layer in the LST M neural network
model, as shown in the following equation:

(15)

where D denotes the dropout operator and p is an adjustable
superparameter (the ratio of retained hidden layer cells).
Finally, the output of the single-channel LST M model is
used to classify the samples by the Softmax output layer. We
choose the category with the highest posterior probability as
the prediction label, as shown in the following equation:

g="h"eD(p),

label

pre.

q = argmax;P (Y =i|lx, W,U,V), (16)
where x is the upper layer output vector, i is the label
prediction, W, U, V are the coefficient matrices in the LSTM
update method, and label,..q is the predicted label with the
highest posterior probability.

2.4. Data Preprocessing and Model Parameter Determination

2.4.1. Normalization Processing. Since the magnitude of data
input by different channels is very different, it will affect the
increase of training error. Therefore, we first need to nor-
malize the data to normalize all inputs to the same interval.
In this paper, we choose max-min normalization for nor-
malization, and the calculation method is as follows:

X = Xmin

X= (17)

Xmax ~ ¥min

Among them, x,,, is the maximum value in the data set,
Xmin 1S the minimum value in the data set. After normali-
zation, the training error will not increase due to the order of
magnitude between the data.

2.4.2. Determination of Model Parameters. The main
influencing factors of biometric vectorization are physio-
logical characteristics and behavioral characteristics. Phys-
iological features include fingerprints, facial images, and
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irises which are identified according to each individual’s
unique biological features; behavioral features are gait, voice,
handwriting, etc., which are also a method of identifying the
appraiser. For example, when identifying a person’s hand-
writing, the outline of the font is clear and distinct, and the
effect of the network calculation on displaying the vector
diagram is more obvious; the more the number of words, the
more data the network can obtain, which makes the network
output results have a certain robustness. Specific steps are as
follows:

(1) The two categories of parameters, physiological
characteristics, and behavioral characteristics, are
used as the input nodes of the prediction model, and
predictions are used as the output nodes of the
prediction model.

(2) The hidden layer plays a key role in the network
architecture. The number of filters in the convolu-
tional layer in this model 2D CNN is 2, the size of the
convolution kernel is 16, the stride is 1, and the
padding is 2. The LSTM layer nodes are 4, and the
fully connected layer nodes are 3.

(3) In order to adjust the appropriate learning rate
parameters and avoid overfitting or underfitting, it is
necessary to continuously test and adjust. The Adam
algorithm model is used, and the learning rate pa-
rameter is finally selected as 0.0014 and the decay rate
is 0.08 [29].

(4) After data preprocessing, the data can be used as an
input layer node to output the results.

2.4.3. Several Multibiometric Systems. We can use different
feature points, sensors, and feature extraction quantities and
methods, multibiometric systems can have the following
combinations:

(1) Unimodal biometric, a combination of multiple
sensors, where the biometric features of the same
target are acquired by multiple sensors, so that the
sample data can be acquired twice. By acquiring face
feature data in this way, this data is combined in the
data layer and the matching layer, which can ef-
fectively improve the recognition rate of the face
recognition system.

(2) The combination of unimodal biometric features,
multiple classifiers, and one sensor is different from
unimodal biometric features in that biometric data is
acquired by one sensor and these sample data are
processed by multiple classifiers. The respective
defined features are generated. Matching at the
logical layer can improve the recognition rate.

(3) Unimodal biometric features, a combination of
multiple categories, in the case of iris and fingerprint
features, extracts two or more biometric information
from the target person. This combination does not
require multiple sensors to acquire information and
is not particularly demanding for multiple feature
extraction and matching models.

(4) Combination of multiple biometric features, the
combination is to use multiple biometric features for
recognition and obtain different feature data by
different sensors. Due to the relative independence of
the biometric features and thus the accuracy of the
recognition system is greatly improved.

3. Experimental Verification and
Comparative Analysis

3.1. Comparative Analysis of Recognition Accuracy of Bio-
metric Results. In order to verify that the CNN-LSTM
network has better performance, this paper compares and
analyzes CNN, CNN-GRU, and CNN-LSTM. In order to
further analyze the performance of these three networks, we
choose root mean square error as the evaluation index: root
mean square error (RMSE): measure the error between the
observed value and the actual value which is calculated as
follows:

N
RMSE (X, h) = % Y (h(x) - y:)* (18)
i=1

Specifically, compared with the actual results, the RMSE
of the CNN-LSTM algorithm is smaller than that of the
CNN-GRU algorithm and CNN algorithm, which are 0.07,
0.17, and 0.35, respectively, and the CNN-LSTM algorithm is
improved by 59% and 80%, as shown in Figure 7. Using the
CNN-LSTM recognition technology with fast acquisition
speed and high efficiency of feature comparison for effective
recognition has great potential value for future biometric
optimization, as shown in Figure 7.

In addition, the error of the CNN-LSTM algorithm is
smaller than that of the CNN-GRU algorithm and CNN
algorithm, which are 0.19, 0.31, and 0.58, respectively, and
the CNN-LSTM algorithm improves 38% and 57% com-
pared with the actual results of physiological features, as
shown in Figure 8.

Finally, compared with the actual results, the
CNN-LSTM algorithm has smaller errors than the
CNN-GRU algorithm and CNN algorithm in terms of
physiological and behavioral features of speech, which are
0.15,0.22, and 0.38, respectively, and the improvement of the
CNN-LSTM algorithm is 32% and 60%, respectively,
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illustrating the excellent performance of CNN-LSTM deep
learning in biometric recognition as shown in Figure 9.

In the biometric system, only the sound feature is used in
long-term applications, and the biometric recognition ac-
curacy can reach up to 67.7%, the fingerprint recognition
accuracy can reach up to 82.1%, and the face recognition

accuracy can reach up to 84.5%. The multifeature fusion
recognition can reach up to 95.2%. This shows that the
algorithm can better match the actual needs of biometric
identification. It can greatly improve the recognition ac-
curacy and improve the recognition efficiency as shown in
Figure 10 and Table 1.
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features.
TaBLE 1: Comparison of RMSE of three algorithms in different application scenarios.
Fingerprint identification Image recognition Voice recognition
CNN 0.35 0.58 0.38
CNN-GRU 0.17 0.31 0.22
CNN-LSTM 0.07 0.19 0.15

4. Conclusion

In this paper, we give a basic description of the concept of
multicommunication framework and neural network algorithm
and introduce the structure and calculation process of SRU

algorithm for wireless communication receiving module. And,
we compared the three algorithms of SRU, GRU, and LSTM,
and the hidden layer, number of nodes, number of iterations,
learning rate, and activation function in the network structure
are all the same. the result shows the following theories:



10

(1) In the fingerprint biometric identification of phys-
iological characteristics, the accuracy of CNN-
LSTM, CNN-GRU, and CNN algorithm shows
a downward trend under the RMSE error evaluation
standard, from a maximum of 0.35 to 0.07, a maxi-
mum increase of 80%;

(2) The accuracy of CNN-LSTM, CNN-GRU, and CNN
algorithms in facial biometric recognition in phys-
iological features shows a downward trend under the
RMSE error evaluation standard, from a maximum
of 0.58 to 0.19, a maximum increase of 57%;

(3) In the biometric recognition of sounds in behavioral
features, the accuracy of CNN-LSTM, CNN-GRU,
and CNN algorithms shows a downward trend under
the RMSE error evaluation standard, from a maxi-
mum of 0.38 to 0.15, a maximum increase of 60%; It
illustrates the excellent performance of CNN-LSTM
deep learning in biometric identification.

(4) Multifeature fusion recognition can reach up to
95.2%, compared with 84.5%, 82.1%, and 67.7% of
single face recognition, fingerprint recognition, voice
recognition, etc., which have a great improvement,
which shows that the algorithm can better match the
actual needs of biometrics. It provides a strong
guarantee for the regional standardization, high
integration, generalization, and modularization of
multibiometrics system application products.

At present, the system has been applied in a large
number of customers, but after the actual use, the system still
reveals some problems, and recognition technology still
needs to be improved; these will be the focus of later work.
With the biometric identification technology application in
the field is deepening and the scope is expanding, many
enterprises are investing more and more in this technology.
The updated speed of biometric identification technology
will also be accelerated. For the application software of
biometrics technology, if it needs to have a lasting vitality, it
needs to keep up with the advanced technology. Due to the
development period and resources, this system still has
many unsatisfactory points and needs to be improved later.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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Per-user pricing is possible with cloud computing, a relatively new technology. It provides remote testing and commissioning
services through the web, and it utilizes virtualization to make available computing resources. In order to host and store firm data,
cloud computing relies on data centers. Data centers are made up of networked computers, cables, power supplies, and other
components. Cloud data centers have always had to prioritise high performance over energy efficiency. The biggest obstacle is
finding a happy medium between system performance and energy consumption, namely, lowering energy use without com-
promising system performance or service quality. These results were obtained using the PlanetLab dataset. In order to implement
the strategy we recommend, it is crucial to get a complete picture of how energy is being consumed in the cloud. Using proper
optimization criteria and guided by energy consumption models, this article offers the Capsule Significance Level of Energy
Consumption (CSLEC) pattern, which demonstrates how to conserve more energy in cloud data centers. Capsule optimization’s
prediction phase F1-score of 96.7 percent and 97 percent data accuracy allow for more precise projections of future value.

1. Introduction

Cloud computing is an extension of grid, parallel, and
distributed computing techniques [1]. To achieve cloud
computing, it conveys an assortment of equipment ad-
ministrations, framework administrations, stage adminis-
trations, program  administrations, and capacity
administrations over the Web. Clients of cloud computing
can utilize it on-demand, pay for it on-demand, and scale it
up and down easily. Data centers have grown in size as cloud
services have grown in popularity, necessitating a consid-
erable amount of energy consumption. The authors pointed
out in [2] that data centers consume 1.5% of the yearly
control created within the assembled states, agreeing with

insights from the US Division of Energy. China’s data
centers are projected to consume about the same amount of
energy as the United States and have surpassed the Gorges’
yearly power generation. The estimation of energy con-
sumption has become the most difficult challenge in today’s
data center, so reducing energy consumption is a pressing
issue that needs to be addressed in cloud computing re-
search. One of the most predominant ways of bringing down
vitality utilization is virtual machine solidification. The
overload/underload location, virtual machine de-
termination, virtual machine arrangement [3-5], and virtual
machine relocation [6, 7] are all cases of positive virtual
machine combination. Virtual machine movement can take
a long time, squander a part of assets, and meddle with the
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FIGURE 1: Energy consumption architecture.

working of other virtual machines on the server, resulting in
a decrease in framework execution. Virtual machine re-
location too requires the utilization of additional organized
capacity [8]. The detailed descriptions of energy con-
sumption architecture and data flow are given below in
Figure 1.

Virtualization is an important method in data centers
because it allows customers to share resources by using
virtual machines (VMs). Each virtual machine is separated
and utilized to run customer applications, with storage
capacity, primary memory, CPU, I/O capabilities, and
network bandwidth requirements [9]. Some of the impor-
tant characteristics that promote cloud computing perfor-
mance are physical machine consolidation, fault tolerance,
and load balancing. Physical Machine (PM) consolidation
occurs through Virtual Machine (VM) migration, which
occurs when a virtual machine’s requested resources are
unavailable on the physical machine, causing the virtual
machine to be relocated. The VM is moved to another
physical computer to meet the VM requirement [10]. The
suggested method forecasts the power of each VM before
VM migration, and then VMs are migrated to certain PMs
based on this prediction and resource availability. The VM
power prediction improves system availability, reduces in-
frastructure complexity, and lowers cloud providers’ oper-
ational costs, allowing customers to pay less [11]. To manage
operations faster and deliver more reliable services to clients,
it is necessary to forecast the VM’s power in advance. Power
conservation can be achieved by using various machine-
learning approaches to forecast power use. This machine-
learning-based technique is used in this study to forecast
virtual machine power consumption, enrich cloud com-
puting infrastructure, and improve service for IT industries.
Furthermore, the power consumption of virtual computers
is forecasted before they are assigned to physical
machines [12].

The proposed technique is exceptionally good at finding
acceptable computer resources in unknown networks since
it incorporates a great positive input instrument and a dis-
persed look strategy. This article has provided a user-ex-
perience-based procedure for finding energy-saving virtual
machines. The strides roulette likelihood choice component
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guides and maintains a strategic distance from the calcu-
lation entering the basic information to untimely joining,
viably decreasing vitality utilization, and accomplishing an
adjustment between vitality utilization and client encounter
by altering the pheromone and heuristic calculate upgrade
strategies and characterizing the parameter administrative
calculate. Cloud information centers offer various benefits,
including on-demand assets, elasticity, flexibility, portabil-
ity, and calamity recuperation [13]. One of the most im-
portant aspects of the cloud worldview is adaptability, which
enables an application to grow its asset requests at any time
[14]. Instead of purchasing and controlling computing re-
sources, it has become more common to rent hardware,
software, and network resources. With an Internet con-
nection, users can take advantage of the entire processing
infrastructure. It can be used in a wide variety of contexts,
including commercial management, academic research,
hospital administration, manufacturing, marketing, and
many more [15].
The following is our contribution:

(i) Using historical data, we investigate and analyze the
energy use of the data center. The results of this
article are utilized to create a statistical model that
links meteorological variables to energy use.

(ii) To use the statistical model to create a forecast model
that can predict the data center’s energy usage based
on the weather forecast. The model is validated by
comparing it to real-world resource usage data ob-
tained using the capsule optimization technique.

(iii) To provide data center operators with an energy
consumption forecast technique that allows them to
optimize their power distribution and energy
consumption by providing estimations of their
resource utilization.

The structure of the paper is laid out underneath. Section
2 has literature from past inquiries about workload esti-
mation and vitality utilization in a cloud information center.
The proposed framework for controlling utilization based on
ML-based approaches is examined in Section 3. Section 4
depicts the proposed approach’s performance evaluation
and serves as a conclusion in Section 5.

2. Literature Review

In the context of cloud server energy consumption man-
agement, the background of research, such as CPU utili-
zation forecasting and resource usage forecasting and
management, is one of the most successful techniques for
anticipating the future. The amount of power required to run
and cool down the devices in the cloud data center increases
day by day, increasing cloud service providers’ operational
costs. For better performance of a complex function, power
consumption prediction is utilized to estimate the nonlinear
future value. In [16], the author discussed an adaptive
threshold method, local regression, and robust local re-
gression to evaluate overloaded servers in Iaa$ infrastructure
based on CPU use. The threshold is automatically changed
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based on previous data analysis and manipulation with
estimators such as mean absolute deviation and interquartile
range. The author [17] focused on applying autoregressive
linear prediction to anticipate network demand. In this
strategy, the data samples utilized for training to discover the
link between attributes were smaller using cross-validation
and the black box method. The author in [18] introduced
a tree regression (TR)-based model to compute VM power
usage. The black box method is used to collect information
on the VM and server features. For their prediction model,
they used data as linear values. The author discussed the
linear regression approach for forecasting cloud service
workload [19]. They also used the auto-scaling technique to
lower the operational costs of virtual resources by scaling
them both vertically and horizontally. Using NASA trace
and Saskatchewan trace, we devised a self-adaptive differ-
ential evolution algorithm to estimate the workload used by
the cloud data center in [18]. The author discussed fitness
function, mutation, and crossover in this method, which
they found to be superior to other approaches such as
particle swarm optimization (PSO), genetic algorithm (GA),
and others.

In [20], the author discussed three versatile models for
high vitality utilization and infringement of service-level
understandings. When selecting virtual machines from
overburden to decrease vitality utilization, SLA infringement
was taken into consideration. At the same time, the exe-
cution of cloud information centers can be ensured. In [21],
the author discussed the models for diminishing the vitality
utilization of portable cloud information centers amid pe-
riods when virtual machines are inadequate or over-
burdened. For virtual machine determination and energetic
blending, the recommended versatile heuristic energy-aware
calculation perceives the history of CPU usage, which di-
minishes add up to vitality utilization and improves benefit
quality. Compared to the most existing research, in [22], the
author explored two extra key variables while handling the
challenges of cloud data center energy usage and SLA vi-
olations: (1) Examining the stability of the CPU con-
sumption upper limit. (2) When picking the virtual machine
of the overburden based on the CPU utilization expectation,
the execution debasement time and SLA infringement are
diminished. To decrease vitality utilization with negligible
SLA taking a toll, a heuristic method is displayed to identify
the least-squares relapse of the overburden and select the
virtual machine from the overburden with the lowest uti-
lization estimate. In [23], the author discussed an energy-
aware energetic virtual machine choice calculation proposed
in [23] for the issue of virtual machine integration to co-
ordinate virtual machines from overburdened or under-
loaded to upgrade vitality utilization and expand benefit
quality. There are a few pieces of literature listed below in
Table 1.

In [31], the author discussed the problems of reducing
VM power usage and cloud vendor operational costs in
a cloud setting. They used an ad-hoc framework for VM
consolidation, but this method ignored VM requirements
such as disc space, network bandwidth, and the time it took
a VM to execute a task. The author has suggested [32] the
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use of a radial basis function (RBF) neural network to
examine the power of VM with normalized parameters that
satisfy the correlation coefficient of VM’s power. This
method used a tiny amount of samples for training and
testing data, resulting in a neural network that could not
make an accurate prediction. In [33], the author used
machine learning methods to estimate VM resource
management in the cloud platform based on Azure
workload parameters such as first-party IaaS and third-
party PaaS services. The authors used the fast Fourier
transform to determine the type of VM workload and the
cumulative distribution function to produce the graphs for
CPU, memory, CPU core utilization per VM, and VM
lifetime. After each prediction, accumulate the results in the
Dynamically Linked Library (DLL) and determine whether
the forecast was worthwhile. In [34], the author used su-
pervised learning algorithms to analyze the workload of
VM to reduce its power consumption. They compiled a list
of different scheduling strategies for reducing carbon di-
oxide emissions from a data center. The prediction error
was calculated using statistical metrics such as RMSE, R
squared, and accuracy, which were calculated using an
algorithm. The recurrent neural network was used to
forecast and manage resource allocation to a cloud server.
They used time-delay neural network (TDNN) and re-
gression approaches to compare the outcomes of the server
workload prediction. In [35], an adaptive selector neural
network was developed for selecting the strategy for active
VM reduction, and the results were compared to those of
linear regression. The customer’s Service Level Agreement
(SLA) with the cloud service provider was also crucial to
this strategy; however, SLAs are still not met when cus-
tomer requirements change. The contribution of this study
is also found in the description of a load-balancing algo-
rithm inspired by energy consumption patterns that shows
how we may save more energy in cloud data centers by
using appropriate optimization rules informed by our
energy consumption models in the literature.

3. Proposed Methodology

The points of interest of the proposed demonstration
counting preprocessing step and demonstration portrayal
are given in the following segment. The proposed model and
data flow are given in Figure 2. This work has been gathered
from input requests from a user and includes data cleaning,
data balancing, transformation, aggregation, and data nor-
malisation in the data preprocessing steps of the
proposed model.

The estimation of energy consumption uses a machine
learning data model, which has been included in a Capsule
algorithm that drops out fully connected layers. The cross-
entropy has been calculated using the Softmax layer. The
evaluation metrics are calculated using the proposed model
and compare the accuracy of the model with the state-of-
the-art models (ant colony and random forest). Figure 3
depicts a visual representation of the data center.

The request of a user has to supply in two ways request
such as power path to IT and power to secondary support.
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FIGURE 2: The proposed model.
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FiGuUre 3: Pictorial representation of data center.
The data center consisted of an uninterruptible power supply TaBLE 2: The abbreviation used in the proposed algorithm.
(UPS) and a Para}gon.Developrp?nt System (PDS), as well as Name Abbreviation
cabling and cooling light conditions. Furthermore, the data
b d he IT load. Th f Fey Feature value
request was transferred to the oad. ere are a few S, Significance level

abbreviations given in Table 2. Cm

Capsule model

The data flow of the proposed capsule significance level
of energy consumption (CSLEC) is given in the form of a few
steps, which are described in Algorithm 1 and Figure 4.

Step 1: the operational module gets the machine’s
current working status within the cloud data middle
and then performs state control on each host

Step 2: we exchange the host’s running status and
virtual machine line state to the client encounter
module and obtain the accessible assets based on the
CPU use edge you set

Step 3: within the virtual machine planning module,
initialize the pheromone for accessible resources

Step 4: we put all of the capsules on the accessible at
random

pheromone concentration, the heuristic figure, and the
alteration factor

Step 6: in case the CSLEC algorithm completes the look,
upgrade the neighborhood and worldwide phero-
mones; on the off chance that it does not, return to
Step 5

Step 7: the framework produces the ideal assignment
scenario when the number of initialization emphases is
met; otherwise, it returns to Step 4

Step 8: we check to see if there are any virtual machines

The complete steps have been described in Algorithm 1.

The flowchart of the proposed CSLEC model is shown in

Step 5: the capsule chooses another by calculating the

likelihood determination instrument based on the wher

Figure 4. The data are entered into the host voltage system,

e the information is controlled and the profit matrix is
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FIGURE 4: Flowchart of energy saving with the CSLEC algorithm.

Whether any VM is

Input: Significance Level (SI)
Output: F,, Feature Value
(1) Calculate all the values of F,,.
(2) The Sl significant level is selected for staying in the model.
(3) For all F,, fit Cm.
(4) Do
(5) Remove the Fev of highest values from the F = ((F,,)) Feature set.
(6) Fit capsule model with an updated feature set.
(7) Recalculate all the feature values.
(8) While (F,,>SI)

(9) The set of independent variables for the forecast model is ready.

ALGorITHM 1: Capsule significance level of energy consumption (CSLEC).

Yes

calculated. The performance of the host machine is ini-
tialized, and if it meets the iterations of the system, then the
output is calculated. If it does not meet the requirements,
then the capsule model is placed and put in VM after cal-
culating the transition probability with local and global
updates.

3.1. Fitness Function Design. The suggested technique’s main
purpose is to provide tighter cloud load balancing. Cloud
computing has a certain number of PMs, each of which has
a certain number of VMs. The first item in equation (1) stands
for control utilization (P), the moment term stands for
movement taken a toll (MC), and the third term is for memory
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utilizes (MU). The outright Euclidean separate (ED) of all the
energetic PM at the same time determines the framework’s
power usage. The load-balanced system with the reduced ED is
thought to be better. When no assignment is run in the relevant
PM, the PM is turned oft. The power efficient factor (EF) of
each active node is calculated based on equation (2).

Fitness_function = Min (B, (q) + B, (MC) + 85 (MU)).
(D

The first component in equation (1) stands for control
utilization (q), the moment term stands for movement
taking a toll (MC), and the third term stands for memory
utilization (MU). The outright Euclidean separate (ED) of all
the energetic PM at the same time decides the framework’s
control utilization. The load-balanced framework with the
diminished ED is thought to be way better. When no task is
run within the significant PM, the PM is turned oft. Con-
dition is utilized to decide the control proficiency figure (EF)
of each dynamic hub equation (3).

d
Y (V= VBest;)’, (2)
k=1

where i— Memory resources. Vi— Given resource uti-
lization. VBest; — Best utilization of resource i for power
efficiency in each physical node.

MU =

Power efficiency at time ¢t is calculated as follows in
equation (4):

PT:ZEE (3)

System total power efficiency is represented as
T
P=YE. (4)
t=0

Another consideration for the objective function is the
cost of migration. When the number of motions increases,
the MC of the VM expands. The best load-balancing system
should have the least amount of movement. The MC of the
entire cloud arrangement is calculated using the conditions
provided in

(5)

1 ZV: <No_of_migration_in_VMs>

MC =—
Vv Total_no_of VM,

i=1

Another aspect of the load-balancing target function is
memory use. Memory is nothing more than a jumble. The
heap structure is honestly based on the VM’s benefits for
setting up the assignments from various customers. CPUs
and memory storage are among the resources used by the
VM. The storage utilization of the entire cloud setup is
calculated using conditional logic equation:

ij

PMxVM | & &
i=1 j=1

In condition (1), the objective work of our investigation
is indicated. In this paper, the overobjective work is getting
to be minimized by utilizing the ACSO calculation.

3.1.1. Data Balancing. The class imbalance problem happens
when the quantity of samples in distinct classes of a dataset is
unequally distributed. Minority classes receive fewer samples
than other target groups, whereas majority classes receive more
samples [36]. Minority classes must be properly supplemented
since they are crucial for extracting information from un-
balanced datasets. A method for boosting the sample size of
minority groups is the Synthetic Minority Oversampling
Technique (SMOTE). Using this technique, new artificial
samples are produced next to existing samples and then
arranged in a line. After that, samples from nearby minority
groups are matched with them. Notably, the sample features in
adjacent classes are unaffected, permitting SMOTE to create
tests that drop interior with the most dispersion. The recently
made counterfeit information, which is calculated and utilized, is

Dnew:Di(Dl*_Di)Xa' (7)

PMVM 4 (CPU Utilization; ;
2

Memory_Utilization;; )] ©

ij Memory;;

It is a number between 0 and 1, where D; represents the
number related to minority samples and is the closest
neighbour. The capacity to generate new samples close to
minority class data is one of the SMOTE technique’s most
noticeable advantages over other resampling techniques.
This strategy is less complex and simpler than other data-
balancing methods like cost-sensitive ones.

3.2. Feature Transformation. In our suggested model, label
encoding is employed to convert nominal properties into
numeric ones that may be interpreted by neural networks.
Label embedding takes into account a number between zero
and n—-1 for each sample with nominal properties [18]. The
reason for using this strategy is that it does not alter the
data’s dimensionality.

3.2.1. Data Aggregation. It envelops methods that result in
the creation of modern highlights by combining two or more
existing features. In comparison to the first highlights, the
modern highlights must be able to specify the dataset’s data
more successfully and totally. The proposed work employ-
ments information accumulation to decrease dimensional



whereas moreover expanding the value of highlights and
information soundness [20].

3.2.2. Normalization. The suggested model normalises the
input data using the Max-Min normalisation method. This
method applies a linear change to the original data while
preserving the correlation between them [13]. The nor-
malisation approach is employed because the relationship
between independent variables and the correlation between
data are important in the prediction stated in

x — Min (A)

X = Yk (@) — Min (A)°

(8)

where Min(A) and Max(A) denote the feature’s minimal
and maximum values, respectively, and x denotes the fea-
ture’s current value.

3.3. Proposed Model. A capsule may be a collection of
neurons whose movement vector speaks to the instantiation
parameters of a specific sort of substance, such as a protest or
a question parcel [14]. To put it another way, capsules en-
capsulate in vector form all relevant information about the
status of the feature they are detecting [18]. Since the capsule
is a vector, the length of it is a probability of detection of
a feature, which means that even if the detected object has
rotated, the length of the vector will be the same (the
probability still stays the same), but the vector direction will
change in the direction of the change. For example, let’s
assume that the current capsule has detected a face within an
input image with a probability of 0.9. When the face starts to
change location across the image, the capsule’s vector will
change direction, which means that it still detects; however,
the length will be the same. This is exactly the form of in-
variance, which is not the max-pool offer in CNN.

3.3.1. Fully Connected (FC) Layer. Fully linked layers in
neural networks are ones where all of the inputs from one
layer are connected to each enactment unit of the following
layer. Most common machine learning models’ final few
layers are complete related layers that combine the data
retrieved by earlier levels to produce the final result [15]. A
“Fully Connected (FC)” layer is planned to proficiently
handle vector information. The model’s depth should be
properly calculated. We used one layer of fully linked layers
in this example, but a service provider can alter it to establish
a balance between the target model’s complexity and the
complexity of the target model (better detection accuracy).

3.3.2. Dropout Layer. To avoid overfitting, the dropout layer
is used. Dropout is a neural network regularization strategy
that reduces recurrent learning between neurons. As a result,
certain neurons are disregarded at random during the
training process [18].

3.3.3. Classification Layer (Softmax). In the last layer,
Softmax 1is utilized to categorise the data. The last
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TaBLE 3: Accuracy (%) comparison.

Sr. no Algorithm Accuracy (%)
1 LR 70
2 PSO 76
3 Capsule network 85
4 CNN 94
5 Proposed CSLEC model 97

classification layer of a neural network uses a nonlinear
activation function called Softmax [5]. Softmax is calculated
using equation (9), and the output values are normalized so
that the sum of the values is one.

sk

e
m  sj’ (9)
j=1¢

P(Y=KX=x,)=

where k is the conventional exponential function applied to
each element of the input vector and is the k-dimensional
input vector. The fraction’s denominator guarantees that all
output values are between 0 and 1. The relevant class’s score
must be maximized in the next section.

4. Result and Discussion

This work has provided a comprehensive analysis of energy-
saving calculations based on the arrival, processing, and
response time of the virtual server. There are two different
factors: processor utilization and energy consumption. The
experimental evaluation is carried out using the Clouds
toolkit. It is a common framework for simulating cloud
computing systems on local devices [37]. Cloud components
such as data centers, virtual machines, and resource pro-
visioning limits can be simulated using the CloudSim toolkit.
Also, for the experiment, choose a sample size of 100 tasks,
which were initially distributed over five virtual
machines [38].

4.1. Evaluation Metrics. The proposed model is evaluated
using the accuracy, precision, and recall metrics as given in
equations (10)-(12), respectively, where “TP” and “IN” refer
to correctly categorized true positive and true negative
samples [39]. Positive and negative instances that have been
erroneously categorized are also referred to as FP and FN:

TP + TN

Accuracy = , (10)
TP + FP + TN + FN
TP
Precision = — . 11

recision TP+ FP (11)
TP

Recall = ———. 12

ecall = - (12)

Table 3 compares the proposed model’s accuracy to that
of other current models.

The accuracy in Table 3 shows the comparison of dif-
ferent models; the proposed capsule model shows better
accuracy in comparison with other pretrained models. This
work compares the four different models, such as LR, PSO,
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TaBLE 4: Comparison of the number of trainable parameters and training time for the proposed model and other models.

Sr. no Algorithm Trainable parameters Training time (ms)
1 LR 16896 588.31
2 PSO 17154 946.52
3 Capsule network 20960 967.14
4 CNN 33410 1702.43
5 Proposed CSLEC model 25346 1577.87
TaBLE 5: The electric energy consumed by the considered servers at different levels of workload in watts (W).

Server 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
capacity 0 (%) 10 (%) 20 (%) 30 (%) 40 (%) 50 (%) 60 (%) 70 (%) 80 (%) 90 (%) 100 (%)
Fujitsu M1 14.4 19.4 222 24.5 27.6 30.7 35.8 41.8 47.9 58.5 61
Fujitsu M3 13.5 17.8 20.5 22,5 24.5 27.2 30.8 35.9 42 48.2 52.3
Hitachi TS10 41 42.9 44.3 46.6 49.9 53.9 58.9 66.2 74.9 81.9 86.2
Hitachi SS10 37 39.9 423 44.8 47.4 50.5 54.2 59.9 65.3 68 70.8
Capsule, and CNN, that achieved 70%, 76%, 85%, and 95%
data accuracy, respectively [40]. The proposed CSLEC data
model has achieved 97% data accuracy, which is better than 100 7
another model’s accuracy. Also, depending on the number of 90 4
parameters in the trainable stage, the time taken for the 80 -
training of the proposed model shows a better time in L 70
comparison with the pretrained CNN model shown in g 60
Table 4. % 50

The accuracy Table 3 shows the comparison of different 5
models; the proposed capsule model shows better accuracy 52, 407
in comparison with other pretrained models. Also, 304
depending on the number of parameters in the trainable 20 -
stage, the time taken for the training of the proposed model 10 4
shows better time in comparison with the pretrained CNN 0 -
model shown in Table 4. The proposed model has been using 0 10 20 30 40 50 60 70 80 90 100
25346 trainable parameters, and it has consumed 1577.87 ms Variable Range
of time. This work has compared the four different algo- e Fujitsu M1 Hitachi TS10

rithms: LR, PSO, Capsule network [41], and CNN. The LR
algorithm has used 16896 trainable parameters and con-
sumed 588.31 training time. In comparison with the LR
model, the PSO model has been used with 17154 parameters
and a training time consumption of 946.52 ms. The other
training networks, Capsule and CNN, used 20960 and 33410
trainable parameters, respectively, consuming 967.14 and
1702.43 seconds. Out of this basic model, our proposed
model has been trained with a large number of data and
a 1577.87 consumption rate. Table 5 shows the difference in
energy consumption with the use of different servers in
Watts (W). As the level of workload increases, the per-
centage value of the Hitachi TS10 increases and reaches
a maximum of 86.2 watts.

The electric energy consumption has been considered
by Fujitsu M1, Fujitsu M3, Hitachi TS10, and Hitachi SS10
server capacities, which has been considered in the range of
0% to 100% workload, and maximum server capacity has
been estimated by Hitachi TS10 server as 41 42.9%, 44.3%,
46.6%, 49.9%, 53.9%, 58.9%, 66.2%, 74.9%, 81.9%, and
86.2%. The maximum server capacity and accuracy in
Table 5 show the comparison of different server capacities;
the proposed capsule model shows better accuracy in
comparison with other pretrained models [42]. Also,

—m— Fujitsu M3 —»— Hitachi SS10

FiGure 5: Electric energy consumed by the considered servers.

depending upon the number of parameters in the trainable
stage, the time taken for the training of the proposed model
shows a better time in comparison with the pretrained
CNN model shown in Table 4. Table 5 shows the difference in
energy consumption with the use of different servers in watts
(W). As the level of workload increases, the percentage value
of the Hitachi TS10 increases and reaches a maximum of
86.2 watts.

The server capacity of this work is shown in Figure 5. The
Hitachi TS10 has shown maximum electric consumption.
This work has been estimating the electric energy con-
sumption using different four types of servers, such as the
“Fujitsu M1,” “Fujitsu M3,” “Hitachi TS10,” and “Hitachi
SS10.” Hitachi TS10 [30] has achieved the best energy
consumption accuracy of 86.2%. This work has also observed
that the Fujitsu M1, Fujitsu M3, and Hitachi TS10 do not
provide better energy consumption in terms of watts. The
result of the capsule algorithm in the form of different tasks
is shown in Table 6.
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TaBLE 6: Computed results for Capsule algorithm.
Task Arrival time Processing time Response time PI:O.C€S.SOI‘ Energy consumption
utilization
TO 0 9 9 27 29.5
T1 1 3 2 13 14.1
T2 8 5 2 42 43.5
T3 16 2 15 53 54.7
T4 22 5 16 82 84.1
90 -
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£
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FIGURE 6: Energy consumed by the considered servers.
This work used the task, arrival time, response time,
Proposed CSLEC model ] processing time, and energy consumption estimated in the
[ . o e . .
Capsule Network Jm unit of ms. The task has been divided into five different
—— terms, such as T0, T1, T2, T3, and T4. The user request was
LR | . . .
1 sent, and the server scheduled it based on the arrival time.
CNN ] The maximum arrival time for task T4 is 22 ms, which is
[ . . . . .
PSO T better than other tasks in comparison with processing time.
il But task T3 takes less processing time in comparison with
“E‘ Proposed CSLEC model | s L. .
k — others and also utilizes the minimum processor with an
5 Capsule Network _j—— energy consumption of 54.7. The energy consumed by the
g — idered is shown in the form of h i
s LR o considered servers is shown in the form of a graph in
CNN Figure 6.
[ . .
e— The experiment was double-checked using a larger
PSO | number of tasks and virtual machines in this paper. The
[ .
Proposed CSLEC model jrmms recorded results are also compared in order to assess the
Jr— research project [43]. The PSO load balancer algorithm is
Capsule Network |— . .
f— used to parse the simulations, and the results are then
LR . . . i , logged. The Firefly load balancer is then used to run the same

12000 13000 14000 15000 16000

m Memory in bits

17000

FIGURE 7: Memory utilization in the model.

simulations. The findings are analyzed using fixed charac-
teristics such as CPU utilization, reaction time, and
throughput [44]. The usage times of both approaches are
now calculated using the above-mentioned energy formula.
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FIGUure 8: Comparative study of energy consumption.

For both the PSO and Capsule algorithms, this yields the
energy consumption parameter. The information gathered is
analyzed and compared with the algorithms of PSO and
Capsule [45]. The information gathered is analyzed and
compared [46].

Figure 7 compares the LR, CNN, and PSO models with
the proposed model in terms of memory utilization. The
proposed model has efficiently provided the accuracy of
memory utilization of 170000 nm. The comparative study of
the energy consumption is shown in Figure 8.

This project explored a few versions before settling on a few
to graphically depict the status. The processing usage of the
Capsule load balancer is higher than that of the PSO load
balancer [47]. The final parameter for comparing the two al-
gorithms is energy consumption, which is calculated using this
utilization [48]. A Firefly load balancer’s average response time
is faster than a PSO load balancer’s. As previously stated, the
response time has a wide-ranging impact on energy use. As
a result of the faster response time, less energy is consumed [49].
The amount of energy consumed is calculated by employing an
equation that utilizes a settled value for the greatest control that
can be devoured when the machine is completely stacked and
a foreordained value for the least control that will be devoured
when the machine is nearly still [50].

5. Conclusion

In a cloud data center, energy consumption is a major
concern. With the rise in requests and a broad selection of
cloud computing, it is presently fundamental to preserve
successful and efficient data center methodologies to meet the
approaching demands with the slightest amount of assets. In
this work, we compared the training parameters and training
time of different models, such as CNN, PSO, and Capsule,
with the proposed model of CSLEC. The CSLEC model has
been used with 25346 training parameters and 1.57 training
minutes (ms). The proposed model has achieved an accuracy
of 97%. The proposed CSLEC algorithm’s mathematical ex-
planation has been thoroughly explained. The experimental
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outcomes are represented using a variety of measures. In
comparison to the existing method, the proposed strategy has
the briefest make span and employs the least amount of
vitality. In the future, we will actualize our strategy in real time
and place a greater emphasis on it. In addition, this work
calculated the energy consumed to assess the performance of
the Capsule Significance Level of Energy Consumption
(CSLEC). Comparative evaluations uncover that the proposed
strategy is more successful at optimizing the vitality utilization
parameter than the Molecule Swarm optimization calculation.
When compared to PSO, the energy consumption of CSLEC
is 10-14% lower.
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With the high-speed operation of society and the increasing development of modern science, people’s quality of life continues to
improve. Contemporary people are increasingly concerned about their quality of life, pay attention to body management, and
strengthen physical exercise. Volleyball is a sport that is loved by many people. Studying volleyball postures and recognizing and
detecting them can provide theoretical guidance and suggestions for people. Besides, when it is applied to competitions, it can also
help the judges to make fair and reasonable decisions. At present, pose recognition in ball sports is challenging in action
complexity and research data. Meanwhile, the research also has an important application value. Therefore, this article studies
human volleyball pose recognition by combining the analysis and summary of the existing human pose recognition studies based
on joint point sequences and long short-term memory (LSTM). This article proposes a data preprocessing method based on the
angle and relative distance feature enhancement and a ball-motion pose recognition model based on LSTM-Attention. The
experimental results show that the data preprocessing method proposed here can further improve the accuracy of gesture
recognition. For example, the joint point coordinate information of the coordinate system transformation significantly improves
the recognition accuracy of the five ball-motion poses by at least 0.01. In addition, it is concluded that the LSTM-attention
recognition model is not only scientific in structure design but also has considerable competitiveness in gesture

recognition performance.

1. Introduction

The posture of the human body is one of the important
biological characteristics of the human body. It has many
application scenarios, such as gait analysis, video surveil-
lance, augmented reality, human-computer interaction, fi-
nance, mobile payment, entertainment and games, and
sports science. Gesture recognition allows computers to
know what a person is doing and who they are. Especially in
the field of monitoring, it is a good solution when the
resolution of the face image obtained by the camera is too
small. It can also be used as an important auxiliary verifi-
cation method in the target identification system to reduce
the effect of misidentification. Human gesture recognition
includes action recognition and identity recognition, and the
key lies in human feature extraction. The human body
feature extraction mainly completes action feature

extraction and identity feature extraction. In volleyball,
detecting and identifying relevant poses in motion sequences
can not only provide coaches and players with data-based
guidance and advice but also help referees make fair and
reasonable decisions in various games. However, most of the
existing human gesture recognition methods are aimed at
the recognition of daily simple actions [1]. Data collection is
simple and further research is needed.

Most of the traditional human pose recognition research
is done on sequences of video frames [2]. Although some
research results have been achieved, it is difficult to break
through the bottleneck of human pose recognition research
using video due to changes in light intensity, interference
from complex backgrounds, and the self-occlusion of target
users. In the recent years, with the rapid development of
video capture technology, such as Kinect, researchers can
easily obtain coordinated information on the image, depth
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image, and skeletal joint points [3, 4]. The information
provided by depth images [5] can reflect the three-dimen-
sional structural information and the geometry of target
objects well compared with the images. Moreover, it has
strong robustness to the influence of factors such as light
intensity and scale changes. The posture of ball sports is
more complex compared with the simple daily posture of the
human body, and it also has requirements for research data.
Besides, the existing recognition methods cannot effectively
judge the ball movement gestures due to the change in the
difficulty of gesture recognition. Therefore, further research
on pose data and recognition methods is needed to improve
the accuracy of ball-motion pose prediction classes.

In this article, volleyball is represented. The problem of
volleyball-gesture recognition is studied combined with the
analysis and summary of the existing research on human
gesture recognition based on the joint point sequence and
the long short-term memory (LSTM) network [6]. In ad-
dition, this article proposes a data preprocessing method
based on the angle and relative distance feature enhance-
ment and a volleyball-motion pose recognition model based
on LSTM-attention. Experimental results show that the data
preprocessing method reported here can further improve the
accuracy of gesture recognition. Besides, the LSTM-atten-
tion recognition model is not only scientific in structure
design but also has considerable competitiveness in gesture
recognition performance, which can provide a basis for the
research on gesture recognition in volleyball. Although the
LSTM-attention recognition model is not only scientifically
designed in structure but also quite competitive in gesture
recognition performance, this approach is not yet universal
and should be refined in future studies.

2. Materials and Methods

2.1. Recurrent Neural Network (RNN). The RNN is obtained
by simulating the human neural transmission system [7].
When humans are thinking, such as reading an article, they
may not be able to understand the meaning of the article
only by relying on the information currently read. It is often
necessary to combine the previous content to understand the
essence of the article. This shows that humans are not in a
blank brain when they think about problems. The brain will
not discard the content of the articles that have been read
before but will understand and analyse based on the previous
readings. This reveals that human thinking is a continuous
process [8]. However, traditional neural networks cannot
achieve this, so there is an RNN. The RNN is a neural
network with a short-term memory and continuously
transmits information by adding loops to the network. It is
suitable for processing sequential data. Figure 1 shows the
general structure of an RNN. In Figure 1, A, is the value of
the hidden layer at time ¢, x, is the input of the network at
time t, and h, is its output.

Each block of the neural network in Figure 1 is repre-
sented by A. Figure 2 shows the extended structure of the
RNN, which is also the internal structure of the RNN
transformed according to the time dimension [9]. In the
RNN, there is a signal transfer between all the hidden layer
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FIGURE 1: RNN structure diagram.
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FIGURE 2: RNN internal structure diagram.

nodes [10]. The output of the hidden layer of the RNN at
time ¢ is fed back to the RNN at time ¢+ 1. Then, the input of
the RNN at time ¢+ 1 and the output of the RNN at time ¢
will act on the output of the RNN at time ¢+ 1. The chain
structure of the RNN essentially determines its strong
processing capability for the sequence data. In the recent
years, the RNN has performed very well in language
modeling, speech recognition, image captioning, and ma-
chine translation.

The number of units in the input layer of a neural
network is fixed, so inputs of variable length must be
processed in a loop or recursion. RNN implements the
former. It works by dividing an input of variable length into
small chunks of equal length. Then, they are sequentially
input into the network, realizing the processing of the
variable length input by the neural network. The RNN can
encode a tree/graph structure information as a vector,
mapping the information into a semantic vector space. This
semantic vector space satisfies a class of properties. For
example, semantically similar vectors are close together.
However, a big limitation of the RNN is the vanishing
gradient problem [11]. The RNN is a short-term memory
neural network that can only memorize short-distance in-
formation sequences. When the time interval becomes large,
the RNN will gradually lose its ability to learn the infor-
mation of the previous time nodes, which will make the
learning of the RNN very difficult. This problem is also
known as the “long sentence dependency problem.”
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2.2. LSTM. The researchers make related improvements to
its basic structure to solve the “long sentence dependency
problem” of the RNN. The researchers design the cell state
internally to record the historical state information [12] and
introduce the gating unit to control the node information of
the hidden layer. This variant of the RNN can solve the above
problems very well. It can memorize long-term information
related to the current recognition task. This variant is called
the LSTM network.

LSTM can be regarded as a special type of the RNN [13],
which can greatly enhance the network’s ability to store
information within long time intervals. For LSTM and the
RNN, the same is that they are both chain structures, and the
difference is the structure inside their network. LSTM is the
most effective sequence model in deep learning (DL) [14],
which mainly consists of the forget gate, input gate, and
output gate. The RNN model has the problem of missing
gradients. LSTM effectively avoids this drawback and pro-
poses a new cell structure, which can judge the retention or
forgetting of data. Real-time data are processed from the far
left to the far right [15]. Also, the data are processed from the
input. Therefore, it is necessary to judge which information
continues to run and which is abandoned in the endless
input information. This process follows a switch control,
which is f((#)).

The control function is as follows:

f(t) = a(wf [h(t_l),xt] + bf). (1)

In equation (1), wy and b are the weight and bias of the
forget gate, respectively. The previous information is input
into the input gate. The task at this layer is to decide which
information needs to be updated and how much to update. ¢
represents the activation function, b, represents the bias
value, h*=V represents the short-term memory, and x'
represents the current input.

i' = o(w, [V, x'] + b)), (2)
= U(wc [h(t_l),xt] + bc), (3)
C=i'sc+ fPxC. (4)

In equations (2)-(4), w; and w, represent the corre-
sponding weights, b, and b, represent the corresponding
biases, and C' represents the current cell state value. After
the screening of the first two gates is completed, the output
gate determines which information needs to be output.
There is a switch to control the output in the output gate.

o = U(wo [h(t—l)’xt] +ba)’ (5)

W =o' tanhfl(ct). (6)

In equations (5) and (6), w, and b, represent the weight
and bias of the output gate. o' represents the output gating
unit, k' is the output value of the current unit, and o rep-
resents the activation function.

2.3. Volleyball-Movement Pose Recognition Method Based on
LSTM-Attention. This section constructs a volleyball-
movement posture recognition method based on LSTM-
Attention to help LSTM effectively extract the feature
information before and after the action [16]. This section
first gives a brief overview of the model and analyses the
various modules involved. The experimental results dem-
onstrate the effectiveness of the LSTM-Attention method
proposed here in ball-motion pose recognition. In the
recent years, the research on human gesture recognition
has gradually replaced the status of traditional methods
with the continuous development of DL-related technol-
ogies. In human gesture recognition, although the RNN-
based gesture recognition method has obvious advantages
in short-term memory, it has great difficulties in dealing
with some recognition scenarios that require long-term
memory. As a special type of the RNN, LSTM can not only
solve the problem of the disappearance of the RNN gra-
dient but also enhance the network’s ability to memorize
information for long time intervals. The latter is favored by
many researchers compared with the former because it is
good at obtaining feature information between long-term
sequences. Many networks optimized based on this have
been produced with the in-depth study of the LSTM neural
network. They are widely used in text, speech, and image
recognition. In the research on human posture recognition,
different human skeletal structures will produce great
differences when they are playing volleyball. This can lead
to indistinguishable target users in the same ball game pose.
For this problem, this article proposes a feature en-
hancement preprocessing method based on the angle and
the relative distance. Besides, contextual information be-
tween action sequences plays a crucial role in gesture
recognition. This section constructs a ball-motion pose
recognition method based on the LSTM-Attention model
to effectively extract the long-sequence feature information
of ball motion poses. The overall process of ball sports
gesture recognition is shown in Figure 3.

First, Kinect is used to acquire the joint point coordinate
data of the human skeleton performing ball motion [17].
Then, the scale-invariant angle and relative distance features
are extracted from the joint point information. Finally, the
LSTM-attention network is used to mine the deep timing
information in the skeleton sequence of the human body
when ball sports are performed. Furthermore, this infor-
mation is combined with spatial features to recognize the
ball motion pose of the human body [18]. The model learns
the correlation between the time series data of ball motion
poses autonomously and effectively by combining LSTM
with the attention mechanism to improve the accuracy of the
model pose recognition.

2.4. Angle Feature Extraction. In the process of the human
body performing ball sports, the features selected based on
joint point information should have general behavior [19].
Features do not vary greatly due to differences in the
human skeletal structure, and they do not shift because the
target user and the Kinect depth sensor are in different
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FIGURe 3: Flowchart of volleyball gesture recognition.

positions. Therefore, the angle features extracted based on
the joint point information are used to predict the pose
category of the human body during ball sports [20]. When
the human body performs different ball sports, there will be
different angular relationships between the joint points of
the human bones in space. Especially for the joint points on
the arm, the included angle between the joint points in-
volved in the corresponding action of the ball sports will
have a relatively fixed range of variation. This can intui-
tively describe the ball game posture. Therefore, the co-
ordinate information of the eight joint points is
decomposed into five parts according to the human body
structure, including the trunk and the limbs. Then, the
angle feature extraction is performed on the joint-point
coordinate information of these five parts.

When the angle of the joint point information of the
human skeleton is calculated, the limbs of each part in the
human skeleton model need to be regarded as a vector. The
correspondence between the angles between the joint points
and each component vector is shown in Table 1. r;; rep-
resents the vector that forms the angle of a joint point.

In Figure 4, the right arm model of the human body is
taken as an example [21], and the joint angle r5 consists of
two vectors, 7,5 and r5 4, respectively.

2.5. Relative Distance Feature Extraction. The relative dis-
tance feature between the human skeleton joint points is a
kind of information that can express different ball-motion
pose data in the spatial dimension [22]. When the human
body performs a ball action, the spatial position information
of the joint points of each part of the human skeleton will
also change. Moreover, the relative distance between some
joint points that change with the movement will also form a
change rule for an action posture [23]. For example, when
people perform a badminton swing, the relative distance
between the user’s hand and the base of the spine is a very
expressive information. Therefore, the relative distance
feature extracted based on joint point information is used
here to analyse the pose category of the human body when
they perform ball sports.

It is found that the joint points at the base of the spine
have stability in the process of the human body movement in
expressing the human body ball sports posture through
analysis of the joint point data when the human body
performs ball sports posture. Therefore, this article regards
the joint point at the base of the spine as the center point and

TaBLE 1: Correspondence between the angle between the joint
points and each component vector.

Joint angle number Composition vector
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FIGURE 4: Schematic diagram of the characteristics of the right arm.

analyses the ball sports posture based on the relative distance
between the center point and other joint points.

2.6. Ball-Movement Pose Recognition Method Based on LSTM-
Attention. Here, Kinect is used to collect the joint point data
of the human body during ball sports [24]. Based on this, two
kinds of geometric features are artificially designed to de-
scribe the pose of the ball. The appropriate relevant pa-
rameters in the model are obtained after the LSTM-attention
network model constructed here is trained on the ball sports
training set. Besides, the recognition and classification of ball
sports poses are carried out on the test set. Its network
structure is demonstrated in Figure 5.

In this model, a multilevel LSTM structure is designed to
improve the learning ability of the recognition network [25]
to handle complex feature representations in ball sports
poses. The number of network layers of LTSM is designed to
be three layers. An attention mechanism is added to the
model. This design enables the feature vector to spontane-
ously perceive the network weights that significantly impact
the recognition results of ball motion gestures. Some im-
portant feature information gets attention. This can also
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perform further feature enhancement on the feature data
extracted from the previous network layers. In addition, a
dropout layer is added between the LSTM structures. This
can reduce the occurrence of overfitting of the gesture
recognition model when the number of experimental
samples is limited. To sum up, feature learning through the
multilevel LSTM network is combined with feature en-
hancement of the attention mechanism. This enables the
network model to fully and effectively learn the correlation
between the time series data in the ball motion poses,
thereby improving the pose recognition ability of the entire
network model.

Figure 5 displays a diagram of the LSTM-attention
network model that is expanded according to time. The
model can form an action sequence according to the time
sequence of the features of the human body during ball
sports, and it is used as the input of the ball-sports pose
recognition network. The input includes an angle feature
and a relative distance feature. The ball motion features of
each human body have become a 38-dimensional data
through the previously mentioned joint evaluation, re-
pair, and feature extraction. Also, the length of each action
sequence will be affected by the different frame numbers
of different actions. It is indispensable to perform iso-
metric operations on the data in the dataset before the
feature data are input into the gesture recognition net-
work model. According to the longest frame value in each
ball motion sequence, the other motion sequences are
zeroed.

The multidimensional feature sequence is input into the
LSTM-attention network, which is processed by LSTM,
dropout, and the attention mechanism. The intermediate
value is sent to the output layer. The function used in this
layer is the softmax function. The function can judge the
corresponding ball sports posture and output the proba-
bility value of five different ball-sports posture labels. Fi-
nally, the maximum value of the probability evaluation
values is selected as the output category of the final ball-
motion pose.

When the human body performs different ball motion
poses, all the joint motion data contained in the human
skeleton are not equally important. For example, the changes
in the joint point data of the human bones are mainly
concentrated in the right arm part in the process of the
human body completing the badminton swing. The joint
point data of other parts of the body have little effect on the
final gesture recognition effect. Therefore, the attention
mechanism is introduced into the improved human ball-
motion pose recognition model. In the process of move-
ment, the important data of human limbs and joints can be
marked and much attention can be given to them. In the
research data here, the coordinate data of fifteen joint points
of the human body during ball sports are collected, and the
human skeleton model is established based on this. In most
cases, the joint point information that a ball motion pose can
be associated with is fixed. These fixed-joint point infor-
mation will be converted into feature vectors through LSTM.
The essence of the attention mechanism is to perform a
weighted summation of these feature vectors to find out the
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FIGURE 5: Network structure of volleyball pose recognition.

joint point information that importantly impacts the rec-
ognition of ball motion poses.

3. Results and Discussion

The comparative experiments before and after the coordi-
nate system transformation of joint point information verify
the improvement effect of the joint-point preprocessing
method based on the coordinate system transformation on
the accuracy of gesture recognition. This section conducts
experiments. First, this article conducts experiments on the
joint point data before and after the coordinate system
transformation through the traditional LSTM-pose recog-
nition network model. MATLAB software is used to sim-
ulate and simulate the gesture recognition process of the
network model. The results are shown in Figure 6.
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Figure 6 shows the comparative experimental results
before and after the coordinate information conversion
preprocessing of the joint point data through the LSTM
neural network. The experimental results indicate that the
joint-point coordinate information of the coordinate system
transformation significantly improves the recognition ac-
curacy of the five ball motion poses by at least 0.01. However,
the improvement in gesture recognition accuracy for smash
actions is lower compared to the improvements in gesture
recognition accuracy for serve, lift, high clear, and backhand.
This also means that gesture recognition accuracy for actions
like smash is less affected by angular changes during data
collection than other actions.

In addition to LSTM, this section also conducts com-
parative experiments on gesture recognition methods such
as BiLSTM, linear SVM, and multilayer LSTM. The ex-
perimental data and settings remain the same as in the above
LSTM experiments. BiLSTM is the abbreviation of bidi-
rectional long short-term memory, which means a bidi-
rectional long and short-term neural network. It is
composed of forward LSTM and backward LSTM. Both are
often used to model contextual information in natural
language processing tasks. Figure 7 shows the overall pre-
diction results of each gesture recognition method for the
joint-point coordinate information before and after the
coordinate system conversion.

The experimental results show that the joint-point co-
ordinate information after the coordinate system transfor-
mation can effectively improve the overall accuracy of the
ball-motion gesture recognition network model. After
converting the coordinate system, the accuracy is improved
by at least 0.01, and the accuracy of the method proposed
here is higher than the other methods. The optimal hier-
archical experiment of the LSTM multilayer structure is
expected to integrate the feature information of the long-
term sequence on a global scale and realize the high-level
abstraction of the input human skeleton joint point data.
Therefore, this article constructs a multilevel LSTM structure
based on a classification model. However, if the number of
layers in the LSTM multilayer structure is large, the model
will take a lot of time to converge, which will complicate the

Computational Intelligence and Neuroscience

S
o

o
)
&

o
o

0.75

Accuracy

e
N

0.65

0.6

Joint point

—— Before angle conversion

After angle conversion

FIGure 7: Overall prediction results before and after angle
conversion.

0.98
0.97
0.96
0.95
0.94
0.93
0.92
0.91

0.9
0.89
0.88

Accuracy

0 2 4 6 8 10 12 14

Joint point

—— Before angle conversion

After angle conversion

Figure 8: Comparative experiments of different LSTM layer
structures in action recognition.

model. Therefore, this article conducts comparative exper-
iments on different layers of LSTM structures on the Bad-
mintonData and MSRAction3D datasets to verify the
scientificity and effectiveness of the ball-motion gesture
recognition model based on the three-layer LSTM structure
designed here. The BadmintonData dataset contains various
volleyball poses. The MSRAction3D dataset records 20 ac-
tions and ten subjects. Each subject performs each action
two to three times. There are a total of 567 depth map se-
quences with a resolution of 640 * 240. Data are recorded
with a depth sensor similar to the Kinect unit.

The number of layers of the LSTM multilayer structure is
set as one, two, three, four, and five, respectively. LSTM-
Attention_n is a model that fuses the n-layer LSTM structure
and the attention mechanism, respectively. Besides, LSTM is
a model that only contains a single-layer LSTM structure
without an attention mechanism. The results are revealed in
Figure 8.

The purpose of the comparative experiment before and
after the restoration of joint point information is to verify the
improvement effect of the joint-point processing method
based on the bone length and motion continuity on the
performance of the pose recognition method. Its essence is



Computational Intelligence and Neuroscience

TaBLE 2: Comparative experiments before and after the data recovery of joint points.

Experimental data LSTM _ B I-LSTM Linear SVM Multilayer LSTM
Badminton data 0.81 0.87 0.76 0.82
BadmintonData_Repairing 0.83 0.88 0.83 0.85
MSRAction3D_ 0.90 0.95 0.92 0.95
MSRAction3D_Repairing 0.92 0.96 0.93 0.95

to evaluate the influence of the joint point data with errors
on the accuracy of human pose recognition.

This section uses the abovementioned gesture recogni-
tion methods to conduct comparative experiments on the
BadmintonData and MSRAction3D datasets. In the exper-
iment, other experimental configurations are the same ex-
cept for the preprocessing process of joint-point data repair.
The two datasets after joint data repair processing are
recorded as BadmintonData_Repairing and MSRAction3-
D_Repairing, respectively. Then, model generation and
prediction are performed on the BadmintonData,
MSRAction3D, BadmintonData_Repairing, and MSRAc-
tion3D_Repairing datasets using the above four pose rec-
ognition methods, respectively. The predicted results are
shown in Table 2.

From the experiment, the same action poses in the
BadmintonData_Repairing and MSRAction3D_Repairing
datasets are recognized, and the pose recognition results
after the joint repair operation will be much higher than the
data without joint repair. It is proved that the processing
method based on the bone length and motion continuity
proposed in this article can improve the final accuracy of the
gesture recognition network. Therefore, it is crucial to
evaluate the reliability of the joint-point coordinate infor-
mation obtained by Kinect and restore the joint point in-
formation with errors before the joint-point coordinate
information is used for action and pose recognition.

4. Conclusion

Studying, recognizing, and detecting volleyball postures
can provide theoretical guidance and suggestions for
people, which can be applied in competitions. It also helps
event judges make sound decisions. At present, the pose
recognition of ball sports is very challenging in action
complexity and research data, and this research also has
an important application value. This article takes vol-
leyball as the representative to study the problem of
volleyball movement pose recognition combined with the
analysis and summary of the existing human pose rec-
ognition research based on the joint point sequence and
the LSTM network. This article proposes a data pre-
processing method based on the angle and relative dis-
tance feature enhancement and a volleyball motion pose
recognition model based on LSTM-attention. The ex-
perimental results imply that the data preprocessing
method reported here can further improve the accuracy of
gesture recognition. The joint-point coordinate infor-
mation of the coordinate system transformation signifi-
cantly improves the recognition accuracy of the five ball
motion poses by at least 0.01. Moreover, it is concluded

that the LSTM-attention recognition model is not only
scientific in structure design but also has considerable
competitiveness in gesture recognition performance.
However, this method is not yet universal and should be
refined in future research.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] Q. Dang, J. Yin, B. Wang, and W. Zheng, “Deep learning
based 2d human pose estimation: a survey,” Tsinghua Science
and Technology, vol. 24, no. 6, pp. 663-676, 2019.

[2] Y.Yu,X. Si, C. Hu, and J. Zhang, “A review of recurrent neural

networks: LSTM cells and network architectures,” Neural

Computation, vol. 31, no. 7, pp. 1235-1270, 2019.

J. Huang, C. Chi, W. Wang, and H. Huang, “A sequence-

scheduled and query-based mac protocol for underwater

acoustic networks with a mobile node,” Journal of Commu-

nications and Information Networks, vol. 5, no. 2, pp. 150-159,

2020.

[4] D.Bodur and M. Demiralp, “Influence of a simple pole on the
convergence of separate node ascending derivatives expansion
(SNADE) on a sequence of nodes alternating between 2
values,” Mathematical Methods in the Applied Sciences, vol. 41,
no. 17, pp. 7333-7350, 2018.

[5] K. Smagulova and A. P. James, “A survey on LSTM mem-

ristive neural network architectures and applications,” The

European Physical Journal - Special Topics, vol. 228, no. 10,

pp. 2313-2324, 2019.

Y. Huang, M. Kaufmann, E. Aksan, M. J. Black, O. Hilliges,

and G. Pons-Moll, “Deep inertial poser: learning to recon-

struct human pose from sparse inertial measurements in real

time,” ACM Transactions on Graphics, vol. 37, no. 6, pp. 1-15,

2018.

[7] Y. Xiao and J. Wu, “Data transmission and management
based on node communication in opportunistic social net-
works,” Symmetry, vol. 12, no. 8, p. 1288, 2020.

[8] T. Jamal and S. A. Butt, “Malicious node analysis in MAN-
ETS,” International Journal of Information Technology, vol. 11,
no. 4, pp. 859-867, 2019.

[9] J. U. Seong, B. H. Lee, and D. Yang, “A multi-node channel
rendezvous algorithm in cognitive radio ad-hoc networks,”
Journal of the Korea Institute of Information and Commu-
nication Engineering, vol. 23, no. 4, pp. 453-461, 2019.

[3

[6



[10] R. Wang, Y. Liu, and J. Chen, “Network representation
learning algorithm combined with node text information,”
Journal of Physics: Conference Series, vol. 1769, no. 1, Article
ID 012054, 2021.

[11] D. Cai and W. Lam, “Graph transformer for graph-to-se-
quence learning,” Proceedings of the AAAI Conference on
Artificial Intelligence, vol. 34, no. 5, pp. 7464-7471, 2020.

[12] R. Ma, X. Zheng, P. Wang, H. Liu, and C. Zhang, “The

prediction and analysis of COVID-19 epidemic trend by

combining LSTM and Markov method,” Scientific Reports,

vol. 11, no. 1, Article ID 17421, 2021.

C. Liu, Y. Zhang, J. Sun, Z. Cui, and K. Wang, “Stacked

bidirectional LSTM RNN to evaluate the remaining useful life

of supercapacitor,” International Journal of Energy Research,

vol. 46, no. 3, pp. 3034-3043, 2022.

[14] H. Lu, L. Jin, X. Luo, B. Liao, D. Guo, and L. Xiao, “RNN for
solving perturbed time-varying underdetermined linear sys-
tem with double bound limits on residual errors and state
variables,” IEEE Transactions on Industrial Informatics,
vol. 15, no. 11, pp. 5931-5942, 2019.

[15] J. A. Nasir, O. S. Khan, and I. Varlamis, “Fake news detection:

a hybrid CNN-RNN based deep learning approach,” Inter-

national Journal of Information Management Data Insights,

vol. 1, no. 1, Article ID 100007, 2021.

A. Shewalkar, D. Nyavanandi, and S. A. Ludwig, “Perfor-

mance evaluation of deep neural networks applied to speech

recognition: RNN, LSTM and GRU,” Journal of Artificial

Intelligence and Soft Computing Research, vol. 9, no. 4,

pp. 235-245, 2019.

[17] N. Majumder, S. Poria, D. Hazarika, R. Mihalcea, A. Gelbukh,
and E. Cambria, “Dialoguernn: an attentive rnn for emotion
detection in conversations,” Proceedings of the AAAI Con-
ference on Artificial Intelligence, vol. 33, no. 01, pp. 6818-6825,
2019.

[18] A. H. Khan, S. Li, and X. Luo, “Obstacle avoidance and
tracking control of redundant robotic manipulator: an RNN-
based metaheuristic approach,” IEEE Transactions on In-
dustrial Informatics, vol. 16, no. 7, pp. 4670-4680, 2020.

[19] S. Bouktif, A. Fiaz, A. Ouni, and M. A. Serhani, “Multi-se-
quence LSTM-RNN deep learning and metaheuristics for
electric load forecasting,” Energies, vol. 13, no. 2, p. 391, 2020.

[20] J. Du, C. M. Vong, and C. L. P. Chen, “Novel efficient RNN
and LSTM-like architectures: recurrent and gated broad
learning systems and their applications for text classification,”
IEEE Transactions on Cybernetics, vol. 51, no. 3, pp. 1586-
1597, 2021.

[21] B. Zhao, X. Li, and X. Lu, “TTH-RNN: tensor-train hierar-
chical recurrent neural network for video summarization,”
IEEE Transactions on Industrial Electronics, vol. 68, no. 4,
pp. 3629-3637, 2021.

[22] D. Kollias and S. Zafeiriou, “Exploiting multi-cnn features in
cnn-rnn based dimensional emotion recognition on the omg
in-the-wild dataset,” IEEE Transactions on Affective Com-
puting, vol. 12, no. 3, pp. 595-606, 2021.

[23] H. K. Ahn and N. Park, “Deep RNN-based photovoltaic
power short-term forecast using power IoT sensors,” Energies,
vol. 14, no. 2, p. 436, 2021.

[24] B. Zhao, X. Li, and X. Lu, “CAM-RNN: Co-attention model
based RNN for video captioning,” IEEE Transactions on Image
Processing, vol. 28, no. 11, pp. 5552-5565, 2019.

[25] F. Ofli, R. Chaudhry, G. Kurillo, R. Vidal, and R. Bajcsy,
“Sequence of the most informative joints (SMIJ): a new
representation for human skeletal action recognition,” Journal
of Visual Communication and Image Representation, vol. 25,

(13

[16

Computational Intelligence and Neuroscience

no. 1, pp. 24-38, 2014.



Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 5236566, 9 pages
https://doi.org/10.1155/2023/5236566

Research Article

@ Hindawi

Statistical Characterization and Modeling of Radio Frequency
Signal Propagation in Mobile Broadband Cellular Next

Generation Wireless Networks

Joseph Isabona ! Lanlege Louis Ibitome,’ Agbotiname Lucky Imoize (),

3,4

Udit Mamodiya ,> Ankit Kumar (©,° Montaser M. Hassan (©,” and Isaac Kweku Boakye 8

'Department of Physics, Federal University Lokoja, Lokoja 260101, Nigeria

Department of Mathematical Sciences, Federal University Lokoja, Lokoja 260101, Nigeria

’Department of Electrical and Electronics Engineering, Faculty of Engineering, University of Lagos, Akoka, Lagos 100213, Nigeria
*Department of Electrical Engineering and Information Technology, Institute of Digital Communication, Ruhr University,

Bochum 44801, Germany

®Department of Electrical Engineering, PIET-AICTE Idea Lab, Poornima Institute of Engineering and Technology, Jaipur,

Rajasthan, India

®Department of Computer Engineering and Applications, GLA University Mathura, Mathura, Uttar Pradesh 281406, India
"Department of Biology, College of Science, Taif University, P.O. Box 11099, Taif 21944, Saudi Arabia
8Kwame Nkrumah University of Science and Technology (KNUST), Kumasi, Ghana

Correspondence should be addressed to Isaac Kweku Boakye; ikboakye3@st.knust.edu.gh

Received 19 August 2022; Revised 3 October 2022; Accepted 24 November 2022; Published 27 January 2023

Academic Editor: N. Rajesh

Copyright © 2023 Joseph Isabona et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

An accurate assessment of the spatial and temporal radio frequency channel characteristics is essential for complex signal
processing and cellular network optimization. Current research has employed numerous models to figure out how much signal
propagation loss occurs along the propagation paths. However, there are issues in finding the right model for a particular terrain
because these models are not universally applicable. By employing the lognormal function and the Maximum Likelihood model, a
hybrid probabilistic statistical distribution model was evolved. Three LTE cell site locations in Port Harcourt, Nigeria, were used to
create a hybrid model that describes the functional stochastic signal propagation loss in the area. The evaluated Maximum
Likelihood model accurately estimates the relevant wireless channel properties based on observed field data. The minor square
regression approach and the proposed hybrid parameter estimation methodology are compared. When it comes to estimating
standard deviation errors as well as the root mean square errors, the ML-based approach consistently outperforms the least square
regression model. Finally, the proposed hybrid probabilistic statistical distribution model would be useful for mobile broadband
network planning in related wireless propagation conditions.

1. Introduction

Adequate knowledge of spatial radio frequency channel
parameters is critical to cellular network engineering [1-4].
Accurate estimation of the network parameters is necessary
for estimating the location probability and shadow margin
computations, aiding effective network planning and opti-
mization processes [5-9]. The work in [5] investigated
macrocell path loss prediction employing artificial

intelligence techniques. On the measurements of radio field
strength and pathloss determination in UMTS networks,
Isabona et al. [6] characterized the signal propagation loss in
typical 3G wireless networks. In the built-up area of South-
South Nigeria, Isabona and Peter [7] described signal
propagation loss based on field measurements at 1.9 GHz. In
[8], the authors presented radio frequency measurements
and capacity analysis for industrial indoor environments.
The work presented focuses on measurements campaign,
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including field testing, modeling, and a comparative analysis
of multifrequency band propagation characteristics for
cellular networks. By using experimental and simulated
propagation data, estimating the spatial and temporal radio
frequency channel parameters is key to addressing the
proliferating issues in complex signal processing, cellular
network systems design, and optimization [10-14].

In order to address the problem of determining the most
suitable model for a specific environment, several parameter
estimation approaches have been exploited recently [15-20].
Specifically, the work in [15] examined transmit power
estimation focusing on the signal strength of the wireless
network with cooperative receiver nodes using the Maxi-
mum Likelihood (ML) estimation [21, 22]. The authors
applied the experimental findings to validate the explored
ML estimation. In [16], the authors investigated the Max-
imum Likelihood estimation combined with signal statistics
to determine the performance of intensity-modulated fibre
optic links.

In related work, the authors in [17] reported realistic
predictive modeling of stochastic path attenuation losses in
wireless channels over microcellular urban, suburban, and
rural terrains using probability distribution functions.
Their study revealed that the normal distribution was most
suitable for the statistical predictive modeling of signal path
loss data. Similar predictive analyses have been reported
[18-20]. Specifically, the work in [18] presented a study on
empirical path loss models to accurately predict TV signals
for secondary users. The authors of the work in [19] posed
and answered a question on why is shadow fading log-
normal. In [20], the authors investigated the fading
characteristics of wireless channels on a high-speed railway
in hilly terrain. In [23-25], the least square and absolute
deviation regression methods were applied to estimate the
parameters of the deployed radio frequency channel
measurements from different wireless propagation envi-
ronments. In particular, the work in [23] reported an
experimental study of UMTS radio signal propagation
characteristics, employing field measurements in the GSM
band. In [24], the authors presented RF propagation
measurement and modeling to facilitate network planning
of outdoor wireless local area networks operating in the
2.4 GHz band.

Similarly, the work in [25] examined path loss prop-
agation prediction and optimization, employing the pop-
ular Hata model at 800 MHz in an urban area. In a similar
study, Gentile et al. [26] proposed a suitable methodology
for benchmarking radio-frequency channel sounders
through a system model. The current contribution
exploited an efficient parameter-based ML estimation
model combined with the lognormal distribution function
to estimate spatial variations of wireless propagated signals.
The study focused on practical field tests performed on a
commercial mobile broadband network. The findings of
this work demonstrated that the proposed ML-based model
estimates the relevant wireless channel parameters for the
tested environments, in comparison with the measured
data, with minimal errors. The main contributions of the
paper are outlined as follows:
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(i) An efficient parameter-based ML estimation model
combined with the lognormal distribution function
to estimate spatial variations of wireless propagated
signals is proposed

(ii) The performance of the proposed hybrid parameter
estimation model compared with the least square
regression method was examined

(iii) The cumulative hazard plots of propagation loss
distribution of ML and LS models with the mea-
surement obtained from different site locations were
demonstrated

(iv) The mean prediction error with ML and LS esti-
mated parameters on measured pathloss loss data
were determined

The remainder of this paper is organized as follows: in
Section 2, the preliminaries are highlighted briefly. Section 3
gives an overview of the simulated and experimental mea-
surements and analyses. Section 4 presents the results and
discussions. Finally, Section 5 provides a concise conclusion
to the paper.

2. Materials and Methods

This section briefs the measurement campaign, signal
propagation model, and maximum-likelihood estimators.

2.1. Measurements Campaign and Signal Propagation
Modeling. 'The measurement campaign was conducted in the
built-up areas of Port-Harcourt, Nigeria. The tested 4G LTE
network operates at 1900 MHz. Field measurements were taken
using drive test tools in and around the investigated environ-
ment [27-29]. Real-time 4G LTE signal strength obtained from
the evolved base station (eNodeBs) was processed and analyzed
in MATLAB. In particular, the Reference Signal Received Power
(RSRP) was extracted from the logged files and processed
similarly to earlier works [30-32]. According to Rappaport [33],
the experimental received signal power and propagation loss are
logarithmically related to the propagation distances, d; and
transmit power Pry is defined by the following equation:

Papmsi = Prx — Loge — 10alog,, (di) - X (1)

where X; and L.g express the location-specific fading and
offset parameters, respectively. Equation (1) describes the
signal propagation loss model. Specifically, it is assumed that
Log can be precisely achieved using a small reference
measurement number. In the model, the shadow fading
parameter X; is assumed to be a specific random variable
such that X;~N(0, o). The key attenuation model parameters
such as & and o are derived relative to their dependence on
the actual wireless propagation environment [27, 29, 34, 35].

2.2. Maximum Likelihood Estimators. The Maximum Like-
lihood (ML) estimation is an indispensable and effective
channel parameter estimation method that finds practical
application in signal processing [36-39]. The ML method
can be deployed to examine the behaviour of channel data
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parameters. This study employs the likelihood function
[40-42] to determine the ML estimation parameters in the
measured pathloss data. Specifically, the likelihood function
of the lognormal distribution for P; (i=1, 2, 3, . . ., n) dataset
is achievable by considering the product of the probability
densities expressed in equations (2) to (6):

f(;;) =1_1[ f(;&)]’ (2)
_ ﬁ((znwz)‘uzpil exp[—(l%iz‘#)z] ) 3)

H w
:(anz)_m <Pi1 exp |:Z (InP; - ‘u :|>,
i=1 i=1
(4)
f(-) signifies the lognormal distribution with parameters:
~ 10
W= cw,C = n(10)’ (5)
and
#; = cPrx = Log — 10atlog,o (d;)- (6)

The lognormal distribution log-likelihood function for
P, (i=1,2,3,...,n) dataset can be obtained by exploring the
natural log of the likelihood function (7) to (11):

L< L 2) =In ((271(02)_1/2 ﬁP;l exp [i w}) (7)
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n no_ 1 p. - 2
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The next step is to find g and w? which maximize

L(P/y, w?). Thus, for , we have the following equation:

oL _Yi lnPy 2mu_

2 2

12
ou w 2w (12

Equation (11) also implies that equations (13) and (14)
hold:

nu Yo, InPu
w w
So
Y= ZlnPi/n. (14)

i=1

2

Similarly, to find ?, which maximize L(P/y,w?),

according to (15) to (17):

oL n1 ¥ (nP ~u)’ L, (InP, - H)z/_wz)—Z (15)
d* 24 2 \ ’
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Equation (17) implies the definitions in (18) and (19):

n 2
_ Qict (lnfi -1 i (18)
w
and
Wt = 2 (InP; _/4)2. (19)
n

By applying the expression in equations (15) and (19) can
also be written as follows:

n n 2
W = Yii (InP; = 37, InP;/n) . (20)
n

Therefore, the ML estimation model parameters are
defined in (21):u = Y, In P;/n and

Y7, (InX; - ¥, InPy/n)” (21)

w:\J "

3. Results and Discussions

The results of the characterized parameters and predictive
analysis of the propagation loss data using the ML estimate
approach are briefed. The parameters of the pathloss data
obtained via the least square (LS) regression estimation are
provided for deductive comparison [15, 16]. The cumulative
hazard plots are presented in Figures 1-3. Table 1 shows the
measured loss estimated parameters and their estimation
accuracies using the two approaches. The cumulative hazard
plots are employed to visually examine the ML and LS
models and their distributive prediction and reliability on
the measured propagation loss. From the plotted mean
prediction graphs of Figures 4-9 and the summarized
prediction results in Table 2, it is evident that the ML es-
timation is superior to the LS approach. In Table 2, for
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F1Gure 1: Cumulative hazard plots of propagation loss distribution
of ML and LS models with the measurement obtained from site
location 1.

TaBLE 1: Estimated propagation loss parameters with the ML and
LS models.

Model estimated loss parameters U w o

Site 1 ML 1343 748 26
LS 1342 617 2.0

Site 2. ML 1235 745 2.6
LS 1235 581 14

Site 3 ML 123.8 9.12 2.8
LS 1238 577 22
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FiGgure 2: Cumulative hazard plots of propagation loss distribution
of ML and LS models with the measurement obtained from site
location 2.

instance, employing the mean absolute error (MAE), mean
percentage error (MAPE), root mean square error (RMSE),
and standard deviation error (SDE) statistics, the ML model,
attains 1.82, 3.97, 1.99, and 0.79, respectively, in site location
1. In contrast, the LS model achieved 2.70, 11.85, 3.44, and
2.13, respectively. The ML posed similar parameter esti-
mation and prediction performance over the LS approach, as
revealed in Table 2 for site locations 1 and 2.
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FiGgure 3: Cumulative hazard plots of propagation loss distribution
of ML and LS models with the measurement obtained from site
location 3.
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FIGURE 4: Mean prediction error with ML estimated parameters on
measured loss data obtained from site location 1.
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FIGURE 5: Mean prediction error with LS estimated parameters on
measured loss data obtained from site location 1.

Figures 10-12 show exponential CDF plots to demon-
strate the accuracy attained by the ML approach in esti-
mating (predicting) the measured path loss values acquired
over three study locations. It can be found from the three
graphs that the ML-based estimation closely maps the
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S o
u O U

prediction error

'
—

25 i i ; i i ;
0 20 40 60 80 100 120 140

Data points

FIGURE 7: Mean prediction error with LS estimated parameters on measured loss data obtained from site location 2.
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FIGURE 8: Mean prediction error with ML estimated parameters on measured loss data obtained from site location 3.

measured path loss values up to 70% each before deviations. =~ ML-based estimation approaches is quantitively defined in
In contrast, the LS-based approach could only accurately =~ Table 3.

predict 30-50% of the measured path loss values sample. The

prediction error attained by engaging the ML-based and
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FIGURE 9: Mean prediction error with LS estimated parameters on measured loss data obtained from site location 3.

TaBLE 2: Estimated propagation loss parameters with ML and LS models using standard metrics.

Model and loss estimation error MAE MRE RMSE SDE
Site 1 ML 1.82 3.97 1.99 0.79
LS 2.70 11.8 3.44 2.13
Site 2 ML 1.18 0.95 1.34 0.63
LS 3.51 2.86 4.69 3.11
Site 3 ML 1.46 3.75 1.58 0.59
LS 5.81 14.9 7.11 4.10
1 T T
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FiGURE 10: Path prediction attained with LS-based estimation and ML-based estimation approaches from site location 1.
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Figure 11: Path prediction attained with LS-based estimation and ML-based estimation approaches from site location 2.
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FIGURE 12: Path prediction attained with LS-based estimation and ML-based estimation approaches from site location 3.

TaBLE 3: Precision estimation accuracy attained by LS-based estimation and ML-based estimation at different study locations.

Location Locations MAE MRE STE RMSE
1 0.169126 11.39 0.0966802 0.19481
LS-based estimation 2 0.174385 12.17 0.1007700 0.201407
3 0.164623 10.92 0.0964925 0.190818
1 0.0604279 1.58 0.0457335 0.0726338
ML-based estimation 2 0.0558125 1.42 0.0401722 0.0687666
3 0.0539799 1.39 0.0413426 0.067993
4. Conclusions maximum-likelihood estimation model and a lognormal
distribution function. The explored ML-based model reliably
This study considers parameter estimation for spatial vari-  estimates the specified wireless channel parameters com-

ations of a radio frequency channel based on experimental = pared with measured field data for the investigated envi-
measurements derived from an operational 4G LTE  ronments. In order to test the validity of the proposed
broadband network. The work developed a combined model, standard statistical metrics were employed for



benchmarking. Regarding the mean absolute error (MAE),
Mean percentage error (MAPE), root mean square error
(RMSE), and standard deviation error (SDE) statistics, the
ML model approach attains 1.82, 3.97, 1.99, and 0.79 in site
location 1. In contrast, the LS model achieved 2.70, 11.85,
3.44, and 2.13 values, respectively, for the same site location.
Similar parameter estimation and prediction performance of
the ML method over the LS approach are demonstrated for
site locations 1 and 2. Future work would focus on opti-
mizing the parameters of the proposed hybrid model for
optimal performance in a related wireless propagation
environment.
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Objective. To investigate hypoxia-induced Nestin regulates lung cancer viability and metabolism by targeting transcription factors
Nrf2, STAT3, and SOX2. Methods. Eighty-four cases of nonsmall cell lung cancer (nonsmall cell lung cancer, NSCLC), which had
been treated from June 2020 to February 2021, were randomly selected from our clinicopathology database. Immunohisto-
chemical staining of collected tissue cells was performed to assess the expression patterns of Nestin, STAT3, Nrf2, and SOX2. Data
were quantified and statistically analyzed using one-way and two-way ANOVA tests with P <0.05. Results. Clinicopathological
findings showed significant differences in lymph node metastasis, tissue differentiation, and histology on induction of Nestin
expression; Nestin expression correlated with STAT3, Nrf2, and SOX2 expression.Nestin/STAT3/SOX2/Nrf2 are involved in
angiogenesis and lung cancer development. Conclusion. Hypoxia-induced Nestin promotes the progression of nonsmall lung

cancer cells by targeting the downstream transcription factors STAT3, Nrf2, and SOX2.

1. Introduction

According to the Global Cancer Survey, approximately 1.8
million people will die from lung cancer in 2020 [1]. Primary
bronchial lung cancer is currently the fastest growing tumor
in terms of incidence and mortality, and it is clinically
classified into small cell lung cancer (SCLC) and nonsmall
cell lung cancer (NSCLC) according to the pathological
pattern, of which NSCLC accounts for about 80% of the total
incidence of lung cancer. NSCLC accounts for about 80% of
the total incidence of lung cancer, and the symptoms of
NSCLC invasion and metastasis have received more and
more attention and research in recent years [2]. Compared
with SCLC, NSCLC is relatively slow to spread and me-
tastasize, but most patients already have organ metastasis at
the time of diagnosis and are prone to irreversible migration
to bone and central nervous system, resulting in poor
prognosis and reduced 5-year survival rate of NSCLC

patients [3]. The transcription factors Nrf2, STAT3, and
SOX2 are multifunctional proteins [4], and several studies
have shown that the abnormal expression of Nrf2, STATS3,
and SOX2 can play a regulatory role in tumor proliferation
and metastasis by interacting with different protein cofac-
tors, including NSCLC, however, the role of Nrf2, STATS3,
and SOX2 in NSCLC is still not well studied. The mecha-
nisms of Nrf2, STAT3, and SOX2 in NSCLC are not well
studied, and further research is needed.

Nestin is a plastic cytoskeletal protein whose expression
may vary with the functional state of the cell and is widely
used as a marker for neuronal cells derived from embryonic
stem cells (hES cells) and induced pluripotent stem cells (iPS
cells). Nestin expression in tumor cells has been reported to
result in chemoresistance in hepatocellular carcinoma cell
lines and radioresistance in nasopharyngeal carcinoma cell
lines [5, 6]. Previously, Nestin has been reported to be as-
sociated with neuroendocrine features and involved in
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malignant phenotypes including cell growth. Other inves-
tigations have also shown that Nestin is regulated by certain
transcription factors to achieve its biological functions [7].
Transcriptional signaling transmitters and activators (STAT)
include a family of proteins consisting of the latent cell
membrane or intracellular transcription factors, including
cellular signaling pathways induced by extrinsic and in-
trinsic stimuli. Among other activators, Nestin has been
shown to be activated by STAT proteins, particularly the
STAT3 protein. Moreover, STAT3 activation ultimately
leads to the expression or inhibition of several functional
genes such as cell proliferation, angiogenesis, inflammation,
and apoptosis [8]. Subsequently, STAT3 activation promotes
the regulation of signaling pathways directly related to the
sex determination region Y) box 2 (SOX2) promoter, leading
to Sox2 expression and Nestin expression [9]. Other tran-
scription factors, such as nuclear respiratory factor 2 (Nrf2)
are now considered to be key players in the regulation of
gene transcription implicated in various cellular functions
and cancer development and progression [10].

Studies [11] have demonstrated that Nestin expression
can be induced by hypoxia and that the increase in Nestin is
regulated in part by hypoxia-inducible factor 1-alpha (HIF-
1) and vascular endothelial growth factor (VEGF). Recently,
it was demonstrated [12] that severe hypoxia (1% oxygen)
enhances the expression of stem cell markers, including
Nestin and Sox2 glioma stemlike cells. Although Nestin is
expressed in various malignancies, little is known about its
role in lung cancer cells. Several studies have shown Nestin
expression in nonsmall cell lung cancer (NSCLC), and they
all suggest that Nestin is significantly associated with poor
differentiation [13]. However, to date, few studies have
investigated the mechanistic model of hypoxia-induced
Nestin regulation in NSCLC.

Based on this, we explored how induction of Nestin
allows to promote the progression of NSCLC cells by tar-
geting transcription factors Nrf2, STAT3, and SOX2. We
first report the following.

2. Materials and Methods

2.1.Study Population. In this study, 84 cases of NSCLC (cell
line A549 and H1299) were randomly selected from our
tissue database from patients who had been treated in our
Thoracic Department from June 2020 to February 2021.
Included patients, had not received any treatment form,
chemotherapy or radio chemotherapy. Additional patient
information was attained by reviewing their preoperative
and perioperative medical records, contact details, and/or
written agreements. All participating patients provided a
written form consent in accordance with the institution of
ethics committee of medical sciences and were approved by
the hospital ethical committee. Histopathological studies
were performed on the collected samples using hematoxylin
and eosin staining, while histological staining was deter-
mined according to WHO classification [14]. The size of the
tumor and the number and location of metastatic lymph
nodes were obtained from the pathology report.
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2.2.  Immunohistochemical ~Staining and Assessment.
Collected sample tissues were immunohistochemically
stained with the streptavidin-peroxidase method, and each
tissue was deparaffinized, rehydrated, and incubated with
fresh 3% methanolic hydrogen peroxide for 15 minutes. The
samples were then rinsed with phosphate buffered saline
(PBS); antigen was carried out at 100°C in the microwave for
15 minutes in 0.01 mol/L of sodium citrate buffer (pH 6.0).
Nonspecific binding was inhibited with normal goat serum
for 15 minutes at room temperature then, incubated at 4°C
overnight with several antibodies (Table 1). After rinsing with
PBS, the slides were then incubated for 10 mins at room
temperature with biotin-conjugated secondary antibodies,
then incubated with streptavidin-conjugated peroxide solu-
tion for 10 minutes. Using 39-diaminobenzidine tetrachlo-
ride, sections were stained for 3-5 minutes. Subsequently,
tissues were stained with Mayer’s hematoxylin, dehydrated,
and mounted, negative controls were prepared substituting
PBS for primary antibody.

In this study, both cytoplasmic and nucleic staining on
Nestin were recorded as positive. Intensity of Nestin ex-
pression was scored numerically as, negative =0, light=1,
moderate = 3, and intense = 3.

2.3. Cell Culture. Human nonsmall cell lung cancer
(hNSCLS) were cultured in a medium supplemented with
10% (vol/vol) FBS, 100U/ml penicillin, and 100 pg/ml
streptomycin, and incubated at 37°C in humidified envi-
ronment with 5% CO,.

2.4. Western Blotting. Using the RIPA buffer, the Cell lysates
were prepared for immunoblotting, then they were sup-
plemented with protease inhibitor cocktail (Roche). After,
the lysates were centrifuged at 12,000 x g for 10 mins at 4°C
for debris removal. Then, the protein concentration was
assessed using the BCA Protein assay kit (Thermo). 20 ug of
the investigated protein was denatured and resolved using
the SDS/PAGE, the target proteins were immunoblotted
with antibodies.

2.5. Hypoxia Studies. In this study NSCLC cells were plated
at 5000 cells/cm? in a 12-well plates and replaced after 24 hrs
with preconditioned media from different Oxygen tensions
(21% or 1%). At ambient oxygen tension (21%), cells were
cultured in a standard humidified incubators at 37°C mixed
with 5% CO,. At 1% oxygen tension, NSCLC cells were
cultured in a humidified incubators at 37°C mixed with 5%
CO,, 1% Oxygen tension was reduced with supplemented
Nitrogen based on default parameters (using the Heracell
1590, Thermo Fisher USA).

2.6. PCR Analysis. RNA was purified using the RNeasy Mini
Kit (Qiagen), thereafter, samples were transcribed using the
using the Qunatitect Reverse Transcription Kit (Qiagen).
qPCR NSCLC cell samples were performed, with parame-
ters; 42 cycles of DNA AMPLIFICATION at 94°C for 30 sec,
56-68°C for 30 sec and 72°C for 30 sec.
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TaBLE 1: Relationship of the Nestin expression in hNSCLC with clinical and pathological factors.
Patients NESTIN-low, n (%) NESTIN-high, n (%) P (value)
Sex
Female 25 17 (54.0) 8 (46.0) 0.548
Male 33 18 (43.9) 15 (56.1)
Age (y)
<60 36 20 (44.7) 16 (55.3) 0.298
>60 22 12 (58.7) 10 (41.3)
Smoking
Yes 34 28 (60.7) 6 (39.3) 0.155
No 24 14 (33.3) 10 (66.7)
Diffrentitian
Good 23 15 (67.3) 8 (32.7) 0.047
Moderate 17 8 (34.5) 9 (63.5)
Poor 18 12 (67.4) 4 (32.6)
TNM stage
I 33 15 (61.7) 18 (38.3) 0.189
i 12 7 (56.0) 5 (43.0)
11 13 6 (45.9) 7 (56.1)
Histology
Adenocarcinoma 29 19 (53.8) 10 (46.2) 0.003
Squamous cell carcinoma 26 13 (50.3) 13 (49.7)
Large cell carinoma 3 1 (50.0) 2 (50.0)
Lymph node metastasis
NO 23 14 (72.2) 9 (27.8) 0.009
N1 20 9 (61.3) 11 (38.7)
N2 15 10 (78.9) 5 (21.1)
MVD expression
High 30 19 (64.9) 11 (35.1) 0.22
Low 22 14 (56.9) 8 (43.1)
Lvd expresssion
High 34 20 (48.3) 14 (51.7) 0.874
Low 24 13 (73.6) 9 (26.4)
VEGF expression
High 29 15 (61.9) 14 (38.1) 0.754
Low 29 18 (40.0) 11 (60.0)
COX-2 expression
High 28 17 (68.3) 11 (31.7) 0.269
Low 30 22 (62.0) 8 (38.0)

2.7. Statistical Analysis. Data were presented as the mean-

+ standard deviation (SD), and the error bars represent
standard error of the mean. Statistical analysis of means was
performed using one-way and two-way ANOVA. Proba-
bility level of P <0.05 was considered as statistically
significant.

3. Results

3.1. Basic Clinic Information and Tumor Characteristics.
Thirty-three male and twenty-five female patients diagnosed
with NSCLC, treated with curative surgical resection were
enrolled in this study with a mean age range of 57.5 + 10
years (range 36-77 years). 29 cases of lung adenocarcinoma,
26 cases of squamous cell carcinoma, and 3 cases of large cell
carcinoma were observed amongst the patients. There were
33, 17, and 18 cases with good, moderate, and poor dif-
ferentiation, respectively, and the observed cases were
classified according to the TNM staging system of the

International Union Against Cancer (2002), and the cases
were classified as stage I (n=33), stage I (n=12), and stage
I (n=13) [15]. Thirty-five of these patients had lymph node
metastases, and information was obtained for 90% (52/58) of
the patients analyzed after 4 years of followup. Other clinical
characteristics of the study sample are shown in Table 1.

3.2. Hypoxic Environment Induced Nestin Expression in
hLSCs. There was a significant increase in Nestin mRNA
expression in hNSCLC at 24 hr postincubation in 1% O, in
comparison to cell incubated at 21% O, (Figure 1(a)). An
increasing pattern was marked by a significant decrease at
48 hr. Nestin protein levels were significantly greater in 1%
O, at both 6 and 24 hrs (Figure 1(b)). Notable increase in
Nestin was recorded at 6 and 24 hrs, at which this rise
achieved statistical significance (Figure 1(b)). This result
suggest that Nestin mRNA and protein levels are increased
under hypoxic conditions.
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3.3. Nestin Expression Is Maintained during hNSCLC
Differentiation. To verify the clinicopathological findings of
hNSCLC in correlation with nestin expression, cell

differentiation was assessed qualitatively. In hNSCLC me-
dium, the increase in staining over time showed a different
degree of cell differentiation, consistent with the clinico-
pathological recordings in Table 1. Statistically, nestin ex-
pression was significantly different from controls in
hNSCLCs induced to differentiate (Figure 2), but not sig-
nificantly different in terms of time progression within 10
days.

3.4. STAT3 Regulates Nestin Expression via SOX2. To con-
firm the regulation of the SOX2 promoter by STA3 under
Nestin-induced conditions, we introduced STAT3c cells into
hNSCLC. These were lysed 48h after transfection, and SOX2
expression was analyzed (Figure 3). We observed that
STAT3c successfully induced SOX2 expression in NSCLC
cells. Suggesting that SOX2 regulates is an intermediary for
STAT3 regulation of Nestin expression.

3.5. Nestin Expression Activates the Nrf2 Transcription Factor.
The Nrf2 transcription factor is known to regulate the
antioxidant defense system. In this study we found that
Nestin expression regulates the hNSCLCs through tar-
geting the Nrf2 signaling pathway. To analyze the rela-
tionship between Nrf2 and Nestin, NSCLC cells were
treated with pivaloyl hydroquinone (tBHQ) and sulfa-
thionine (SF) to analyze the activation of Nrf2. Previous
studies have shown that a decrease in Nestin expression
decreases the expression of several transcription factors
that are targets of Nrf2, such as CAT, GPX1/4, SOD1/2,
GCLC/M, HO-1, and NQOI1. To investigate this hy-
pothesis, we immunoprecipitated hNSCLC cells with
ARE luciferase. Our results showed an increase in Nestin
expression induced by hypoxic conditions, which in-
creased the expression of NQOI1, GCLM, and HO-1
(Figure 4). The results showed that tBHQ and SF en-
hanced the protein levels of Nrf2 in both cell lines as
compared with the control. Moreover, the transcription
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FIGURE 4: Luciferase assay to investigate the effect of Nestin on
cellular antioxidant activity mediated in the Nrf2-ARE pathway.
Note: hNSCLS cells with and without Nestin knockdown were
transfected with ARE reporter gene plasmid. Results showed a fold
change of luciferase activity.
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FIGURE 5: Nestin and Nrf2 increase the resistance to antioxidant
capacity. Note: Statistical evaluation of overexpressed Nestin and
Nrf2 A549 cells. Bars represent percentage of apoptotic cells, data is
defined as the means £ SD, P<0.05 considered statistically
significant.

of downstream genes were enhanced. These results
suggest that the Nestin expression induced by hypoxic
conditions regulate the Nrf2 expression.

3.6. Antioxidant Capacity Is Enhanced by Nestin and Nrf2.
To determine the role of Nrf2 in Nestin-induced environ-
ment in response to oxidative stress, we used overexpression
plasmid transfection to alter the expression levels of Nrf2
and Nestin in hNCSLC cells (Figure 5), and we obtained that
Nestin maintains redox homeostasis in NSCLC cells by
regulating antioxidant capacity. The cells were stimulated
with H,O, at 48h after transfection. Overexpressed Nrf2
enhanced the resistance of Nestin-knockdown cells to H,0,-
induced toxicity. Furthermore, the suppression of Nrf2
increased the sensitivity of Nestin-overexpressing cell to
H,0,-induced toxicity. Overall, these results showed that
overexpressed induced Nestin by hypoxic conditions in
association with expression of Nrf2 increase the resistance of
Nestin to antioxidative stress.

3.7. Nestin, SOX2, STAT3, And Nrf2 Expression in hNSCLC.
There were significant differences between primary and
metastatic tumor cells throughout the sections, with 12 of
25 (48%) and 3 of 6, STAT3 was not expressed in either
cell; whereas 12% and 16% of primary and metastatic
tumor cells, respectively, showed positive expression of
Nrf2, were positive for Nestin expression, and none of the
cells tested positive for SOX2. Interestingly, when Nestin
was combined with all the three transcription factors, 40%
and 33% of both the primary and metastatic tumor cells
tested positive. Proposing a significant relationship of the
three in whole section cell growth. Similar trends were
observed in the tissue microarray, except the fact SOX2
had increased positive cells, 12.8% and 7.8% in the pri-
mary and metastatic tumor cells. Summation the tumor
cells that tested positive in different cells in shown in
Table 2.

4. Discussion

Lung cancer has a poor prognosis and its death rate is the
highest among all malignant tumors [5]. Nonsmall cell lung
cancer is a common subtype of lung cancer, and platinum-
based chemotherapy is still the main treatment for NSCLC
patients [16]. In recent years, cell therapy and gene therapy
have also been used to treat NSCLC, but their efficacy is still
not significant, and the combination of high metastasis rate
to other parts of the body in the early stage of NSCLC and
the tendency of drug resistance during treatment are clinical
characteristics that make the treatment of NSCLC patients
unsatisfactory [17]. Despite the rapid development of sur-
gical procedures, radiotherapy, targeted therapies, and im-
munotherapy, most patients diagnosed with NSCLC have
already missed the prime time for treatment, so the search
for efficient treatments, the discussion of the evolutionary
mechanism and developmental process of NSCLC, and the
appropriate interventions for precancerous lesions are the
hot topics in the modern research direction of lung cancer
treatment [18]. Of particular importance is the significant
relationship between hypoxia-induced activation of the
Nestin transduction pathway and the formation, drug re-
sistance, recurrence, and poor prognosis of NSCLC [19].
In the present study, we first confirmed the increased
Nestin expression in hNSCLC under hypoxic conditions
using two oxygen parameters (O2 at 21% and 1%) associated
with increased time. In 1% oxygen, Nestin levels increased at
both 6 and 24 hours, peaking at 48 hours, which confirms
previous studies that hypoxic conditions induce Nestin
expression in cancer tumor cells, in this case lung cancer
cells [20]. In support of this phenomenon, hypoxic condi-
tions have been shown to enhance the protumorigenic ef-
fects of procollagen lysine hydroxylase 1 (PLODI) [21].
Studies [22] have shown that Nestin has a common marker
for pluripotent stem cells, which is dysregulated in tissue
damage and cancer progression. To assess the molecular
function of Nestin in lung cancer cells, we analyzed the
relationship of Nestin expression with downstream tran-
scription factors, and we demonstrated that Nestin is reg-
ulated by STAT3 transcription factor through SOX2 protein.



TaBLE 2: Nestin, Sox2, STA3, and Nrf2 immunoreactivity in human
nonsmall cell lung cancer.

Whole section Tissue microarrays

Primary Metastitic Primary  Metastic
(%) (%) (%) (%)
NESTIN 12 (48) 3 (50) 17 (16.8)  5(13.2)
SOX2 0 0 13 (12.8) 3 (7.8)
NREF2 3 (12) 1 (16) 0 3(7.8)
STAT3 0 0 15 (14.8) 4 (10.5)
COMBINED 10 (40) 2 (33) 45 (44.5) 22 (57.9)
NEITHER 0 0 11 (10.8) 0
TOTAL 25 6 101 38

We further investigated the expression relationship of Nestin
with another downstream transcription factor and observed that
Nestin expression also regulates Nrf2 expression. To understand
the induced expression of Nestin and its downstream regulation,
we performed whole section and microarray expression analysis
on primary and metastatic lung cancer tumor cells. In this
regard, we conclude that Nestin regulates the metabolism and
viability of human lung cancer cells by combining the regulatory
patterns of SOX2, STAT3, and Nrf2. Although previous studies
have demonstrated this regulatory pattern, only a few studies
have confirmed it in human lung cancer cells [23, 24]. Fur-
thermore, the regulatory mechanism of Nestin still requires
further experiments. In this study, we found that Nestin ex-
pression levels correlated with the expression of Nrf2 TFs.
Studies [25] have recently revealed the role of Nestin in different
types of cancer, and they explained that Nestin, as a marker of
microvascular density, is a reliable prognostic factor for neo-
plastic malignancies. The study [26] also reported that SOX2 is a
signal transducer and activator of STAT3 and Nestin in a model
of inhibition of glioblastoma multiforme (GMB). In their study
[27], they showed that Nestin and SOX2 were coexpressed in
human melanoma tissues, which subsequently triggered STAT3
expression. This result raises the possibility that Nestin/SOX2/
STAT3/Nrf2 may confer greater clinical virulence, which is
consistent with previous studies [28, 29].

However, our study has some shortcomings; the prog-
nostic value of inducible Nestin in lung cancer was not
estimated in several clinical samples, and only a few patients
and their cell samples were included in this study. In ad-
dition, the follow-up period was not extended.

5. Conclusion

In summary, we conclude that hypoxia-induced Nestin
targets STAT3, SOX2, and Nrf2, induces their expression,
and leads to increased metastatic spread in hNSCLC. Al-
though our study has some limitations, it also provides some
clinical basis that the goal of saving the lives of NSCLC
patients and prolonging their survival will eventually be
achieved.
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In the process of continuous urbanization construction, the construction scale of urban landscaping projects is getting larger. At
the same time, the design and the maintenance of the management is becoming more important. Recently, the rocketing
development of the ternary world of many people, machines, and things has triggered the generation of multisource fusion data
and the development of artificial intelligence technology, and the world has entered the era of multisource big data intelligence.
Multisource data refer to the fusion of multiple types of data with effective characteristic information, which has richer, more
comprehensive, more detailed, and more effective information than a single data source, and can provide high-quality data
sources for various complex problems. Therefore, more effective data can be provided for the definition of urban fringe areas.
From the moment Google’s AlphaGo defeated Go world champion Li Shishi, the chess game has been occupied by Al setting off
an upsurge in the study, research, and application of Al technology. Colleges and universities around the world have followed suit
and set up Al-related majors. Deep learning is one of the cutting-edge technologies in the field of artificial intelligence. It is a
method to solve complex real-life problems by extracting effective information from the data and mining key features on the basis

of a large amount of learning and computing data.

1. Introduction

Landscaping landscape design is a thinking process and
planning strategy for people with relevant professional
knowledge of architecture, plants, aesthetics, literature, etc.
to consciously transform the natural environment on the
basis of traditional garden theory. Specifically speaking, this
is the procedure of building a beautiful and natural envi-
ronment as well as the living and recreational environment
within the scope of geography, employing the garden art and
engineering techniques, or over transforming terrain,
planting plants, creating buildings, and arranging garden
roads. Through landscape design, the environment has
aesthetic appreciation value, daily use function, and can
ensure ecologically sustainable development [1].

The construction of urban garden landscapes in various
places has become a very important content in urban
construction. Whether urban landscape planning can adapt
to the development and requirements of urban construction,

and how to meet the needs of urban residents, will become
an important measure of “livability” [2]. As a kind of human
landscape, the urban garden landscape is a complex natural
landscape and artificial landscape. To achieve the ideal realm
of “living in a poetic place,” the ideal realm of “original”
urban landscape must be carried out, and an “original®
urban landscape design must be carried out to maximize the
value of the landscape [3]. Under the background of ad-
vocating a conservation-oriented society and a harmonious
society, both urban landscape and small and medium-sized
town landscape construction should take regionality as the
most basic principle and explore the design methods of
preserving culture, continuing history, and saving resources.

In landscape design, we should obtain a larger green area
and a better landscape design effect with less investment [4].
Therefore, the original ecological elements should be fully
respected in the design, and the original terrain, vegetation,
and other elements should be used as much as possible to
achieve the design purpose. Interpret the site from the
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regional scale, analyze the landscape characteristics of the
existing urban built-up area and the relationship between
the site and the surrounding environment, and grasp the
context and direction of development. The comprehensive
site analysis includes the analysis of the natural elements,
regional characteristics, and cultural landscape of the site.
The comprehensive analysis of the site is actually a process of
finding and interpreting the landscape and reading the
Earth. On the basis of a full investigation of various elements,
a comprehensive analysis is carried out, and favorable
factors, unfavorable factors, and development potentials are
proposed. A detailed site analysis can effectively provide
guidance for planning. For example, in reality, in expressing
the mountain and rock scenery, the original stones and
plants on the site can be used and modified in the later stage
to make the original scenery more in line with the design
idea.

Urban landscape protection design must follow the
protection of natural landscape, and strictly speaking, it is
ecological design. Eco-city natural relics contain represen-
tative samples of biological communities and landscapes,
and the animal and plant species, habitats, and landforms in
them are of significance for conservation, education, rec-
reation, and popular science. According to different man-
agement purposes, it can be further divided into ecological
protection type, ecological tourism type, ecological science
popularization type, and so on. In urban landscape design
and construction, biodiversity is a factor that must be
considered. The urban landscape is an indispensable part of
people’s life and production. In urban landscape design, the
positive and negative impacts of landscape design on bio-
diversity and the ecological environment must be consid-
ered. The protection design of the architectural landscape
must fully consider the optimal use of resources. In the
overall design of the city, the rational use of resources is the
most important. Replacing all the old to meet the new re-
quirements is wasteful and expensive, destroying entire cities
or even a region. We must break the balance somewhere,
take the scientific concept of development as the guide,
combine the local reality, and at the same time refer to the
experience of other places, and do a good job in the pro-
tection of the urban landscape.

The multisource data fusion method is originated in the
1960s. It refers to the technology of using relevant means to
integrate all the information obtained from investigation
and analysis, evaluate the information uniformly, and finally
obtain unified information. The purpose of this technology is
to synthesize various different data information, absorb the
characteristics of different data sources, and then extract
unified, better, and richer information than single data.
Compared with the single data source model, the multi-
source data model has more original information and is
better in data inference. Dana argues that, in many disci-
plines, information can be obtained from a variety of
sources, including different types of measurement instru-
ments, different measurement techniques, and different
experimental setups. Due to the complexity of some natural
courses, it is not possible for a single exploring method to
present an all-rounded comprehension of them. In natural
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life, we humans perceive things through various senses. We
have hearing, sight, smell, taste, etc. to perceive everything in
the world. Various senses in our body acquire information
about a phenomenon, and then, each sense transmits the
acquired information to the brain, and finally, the brain
integrates the information transmitted by various sensory
parts to make judgments about things. Covers specific in-
formation in the area, and finally, transmits this information
to the owner of the network. At present, the number of
samples involved in most data fusion literature is relatively
small. In large sensor networks, due to a large number of
sensor nodes, if each sensor node carries a large amount of
data, processing data from all sensors is a big task, facing a
huge amount of computation.

2. Materials and Methods

Foreign scholars have a wide range of research fields on the
fusion of multisource datasets. After collecting data from
different nodes, we must consider whether the data are
affected specifically by each node before modeling the data.
Since data sets from different sources may have problems
such as distribution shifts and inconsistent measurement
standards, it is not possible to directly integrate all data
together. Due to the problems of distribution shift and
nonuniform measurement standards in the datasets from
different sources, it is not possible to directly integrate all the
data together. At present, most statistical machine learning
research has proposed some algorithms to solve the dis-
tribution shift or perform data fusion [6, 7]. For example,
Ben-David and Schuller pointed out that domain adaptation
problems involving data set or covariate transfer should first
align the data distribution for further data analysis [8]. Such
algorithms usually suffer from bias in the sampling process,
which is generally solved by weighting [9]. The literature on
domain adaptation focuses on using a certain type of al-
gorithm to solve the problem of differences between nodes
before fusing the data, and after eliminating the differences
between different data sets, is it significant to fuse the data
together? Zhou et al. considered the integration of data sets
from two different places, established a linear regression
model in the case of small samples, and proposed hypothesis
testing in the case of small samples. And combined with real
datasets, it is demonstrated that fusing together similar
datasets from multiple sites improves the statistical power of
the model [10]. Zhou et al. used a graphical model approach
to address the problem of distribution transfer in different
datasets and proposed a hypothesis test under which con-
ditions such datasets can be fused or analyzed. And using the
support vector machine method, combined with the Alz-
heimer’s disease dataset, the classification problem of the
fused dataset is considered. Due to the particularity of some
diseases, the number of patients is relatively small, and the
amount of related data is also small [11]. Dana Lahat et al.
proposed a multimodal data fusion method to fuse datasets
obtained by different means [12]. D. L. Hall compares
multisensor data fusion with single sensor data fusion and
believes that multisensor data fusion will have more ad-
vantages in data accuracy and practical application. In
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addition, in terms of information presentation and ex-
pression, multisource and multimodal data also increase
robustness. For example, audio does not need a line of sight,
and video is not afraid of environmental noise. Therefore,
when there are high requirements for information quality,
such as the high requirements for accuracy of medical di-
agnosis and the comprehensive requirements of meteoro-
logical prediction for data, the fusion and integration of
multisource data are an important basis for improving the
quality of data analysis. Domestic research on multisource
data fusion started relatively late, but it has developed
rapidly in the past two years. Fang Kuangnan and Zhao
Mengmi selected data from two sources, rural and urban,
and proposed a logistic regression model based on multi-
source data fusion for personal credit scoring. The results of
the study show that the prediction effect of the integrated
model is better than that of the independent dataset model
[13]. Xiong Lifang and Zhen Feng used Baidu index to obtain
user attention data among cities in the Yangtze River Delta
and analyzed the temporal and spatial evolution charac-
teristics of cities in the Yangtze River Delta by simulating
urban information flow [14]. Shi Lina used the five-year road
passenger and freight volume data of 133 counties in two
provinces and one city in the Yangtze River Delta for
analysis and judged the changes and grades of node cities
through the spatial connection reflected by road passenger
and freight volumes [15].

Compared with the traditional way of obtaining data
through research, the technology of big data is featured by
the large volume, timely and microscopic information. With
the emergence of big data sources such as social media,
online media, and mobile communications, the application
of big data has broken through the space, and the shackles of
the time category, the laws of human behavior, and the social
attributes of the garden environment have been paid more
attention by researchers [16]. The research objects cover the
landscape architecture environment of various types and
scales, such as urban green space, ecological service facilities,
and scenic spots [17]. Through computer software and al-
gorithms and other technologies to analyze mobile phone
positioning data, map service POI data, social network data,
traffic sensor data, and other open data, to solve space quality
assessment, greenway planning, location and route selection,
and green space usage rules and related issues such as the
assessment of influencing factors. With the breaking down
of big data acquisition barriers and the maturity of data
mining and processing technologies, the precision and ac-
curacy of big data analysis will be significantly improved
[18].

3. Results and Discussion

3.1. 3D Urban Garden Landscape Generation. Texture path
selection is quite important in improving the vraisemblance
of the texture. In the process of the 3D garden landscape, the
problems are disguised as the best path in the condition of
multiconvergence [19].

The paper will get rooted in the practical problems and
explicit the spatial scale. The weighing adjacency which can

express the best problem range will be given. In this process,
the characteristic points on each path of the whole graph
were marked with the optimal problem scale for simulated
ants, and the individual ants were marked [20-23].

The pheromone should be updated after the ants traverse
a complete cycle to avoid the problem, which can be changed
by the following formula:

;i (t+n) = (1-p)-7;; () + Az;; (1), (1)

At () = kzl AT (). (2)

The fixed information pheromone volatility element is
indicated by p, and the total number of the setting ant
colonies which is optimized by the scale of the problems is
shown as m. Basically, if the value of m is even higher, the
possibility ‘of the best results will be better acquired. The
update process is

{ QICX, Path (i, j)Be traversed by ants,

0, Other circumstances.

k _
Arij =

(3)

3.2. Information Fusion Model Construction. GA takes the
fitness function as the evolutionary target which is assumed
that the population size is N, the individual in the population
is FI, F (F;) represents the individual fitness value, and the
selection probability P; is calculated as follows:

F(f)

Pi= oo o)
YL E(f)
First calculate the cumulative probability Pi:
N
P;=Yp, i=12...,N. (5)

i=1

In order to prevent premature convergence, the adaptive
P.and P, methods are used. P. and P, are changed according
to the adaptive function of the solution. The process is as
follows:

P :{ (fmax_f,)(fmax_favg)’ f/>favg’

1’ foavg’ (6)
p, = { (fmax - f)(fmax - favg)’ f > favg’
’ 1’ fsfavg'

The experiment uses an arithmetic crossover method to
ensure that the resulting offspring are located between the
chromosomes of the two parents. In fact, the arithmetic
intersection is to perform the following linear combination
of random two points x; and x, in the solution space D.

ax, +(1 —a)x,, «ae€l0,1]. (7)

According to this feature, assuming that x; and x,
represent the parent chromosomes of the crossover calcu-
lation, the generated offspring are
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Xy = ax, + (1 — a)x;.

Chromosomes are encoded by real numbers, and the
mutation process is as follows:

min
min X XPde

X=X -
' fmax

>

(9)
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max XX Pyx f
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fmax

The BP neural network uses a three-layer architecture as
shown in Figure 1.

The forward computing input is the network output of
the output layer, and the input of the JTH node in the hidden
layer is

net; = ZWﬁoi +0;. (10)
1

Among them, o; is the node input of the input layer i, and
W ;; is the connection weight between the hidden layer node j
and the input layer node i.

The output analytical expression of the hidden layer
node j is described as

1
o =——.
N exp(netj) (1)
The input of the output layer node k is

Among them, V is the connection weight between the
output layer node k and the hidden layer node j.

On this basis, the network deviation function is defined
as follows:

1
E= > Z (tx — yi)™ (13)
k

Among them, t; is the expected output, yi is the actual
output, and k is the number of output layer nodes.

The core idea of the BP algorithm is “save the previously
calculated results, and then use them for the next calculation,
and find the iterative relationship between them, so as to
greatly save the computational cost.” The essence of the
gradient descent method is to calculate the parameters
corresponding to the minimum value of the objective
function in the form of iteration. (The objective function is
the corresponding error function in deep learning and
machine learning.) The core essence of the standard BP
algorithm is a kind of optimized algorithm which shows a
decreasing grad. And this will lead to oscillations during the
learning course and the slowing down in the convergence
speed. It is also important to pick up the influencing learning
factors. The thesis will take the experiment steps repeatedly
till the expected requirement about the accuracy is reached.
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FIGURE 1: BP neural network architecture diagram.

The training of the BP network is finished, the collected
data from the remote sensor will be dealt with in blocks, and
the information integration will be on the way. The model
based on the information integration of the genetic neural
network is presented in Figure 2.

3.3. AHP and Neural Network Landscape Design Effect
Evaluation Method

(1) Build an ED system for the landscape design. Expert
system is an intelligent computer program system,
which contains a large number of expert-level
knowledge and experience in a certain field. It can
apply artificial intelligence technology and computer
technology to reason and judge according to the
knowledge and experience in the system and sim-
ulate the decision-making process of human experts,
so as to solve those complex problems that need
human experts to deal with.

(2) Determine the weight of the landscape design
evaluation index using the analytic hierarchy
process.

(3) Collect landscape design evaluation sample data v,
use experts to score landscape design evaluation
results, and form a landscape design evaluation index
sample set.

(4) The number of input nodes of the BP neural network
is determined by the number of landscape design
evaluation indicators, the landscape design evalua-
tion effect is used as the output of the BP neural
network, and the number of hidden nodes of the BP
neural network is determined according to a certain
formula, thereby establishing the BP neural network
topology.

(5) The related parameters of the BP neural network will
be restarted.

(6) Employ BP neural network to learn the training
samples of landscape design evaluation, and deter-
mine the optimal parameters with the accuracy of
landscape design evaluation as the training goal.
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FIGURE 2: Schematic diagram of the information fusion model.

(7) Build a landscape design evaluation model according
to the optimal parameters, and use the landscape
design evaluation test samples to test the perfor-
mance of the model.

Based on the above, the specific process of landscape
design evaluation of AHP and neural network is shown in
Figure 3.

4. Analysis of Experimental Results

4.1. Analysis of the Model Stability. If the head of the sensor
cluster is not changed, with the increasing of the number of
the damaged notes, the possibility that the damaged notes
turn into the clusters will present a liner rise. Therefore, the
probability of it will be regarded as the index of the stability
of the model. Figure 4 shows the ending results.

4.2. Analysis of Energy Consumption. As for the information
storage and processing, the real number encoding is
employed to decrease the consumption of the node infor-
mation storage. In this experiment, there are 110 nodes in
numbers that make up the sensor network lying in the
landscape area, and the numbers are distributed in the scope
of 110 mx 110 m, which can be presented in Figure 5.

4.2.1. Setting of the Test Environment. In order to test the
landscape design evaluation performance of AHP and neural
network, specific experiments are used to test their per-
formance. The evaluation environment is shown in Table 1.

4.2.2. Test Object. For the results of 50 landscape design
plans, the scores are given by many experts in the same
working field who have ranked them in terms of indicators
and their experience. The grade will be shown in Figure 6.

From Figure 6, it can be found that the scoring results of
different landscape design results are different, showing that

Establish a landscape design effect evaluation
index system

Collect response metrics
data

y

Analytic Hierarchy Process to
Determine Indicator Weight Values

v

Landscape design effect evaluation
training set and

BP neural network
learning

meet
termination
conditions

Establish a landscape design effect
evaluation model

FIGURre 3: The landscape design evaluation process of AHP and
neural network.
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FIGURE 4: Possibility of damaged nodes leading to cluster heads.

the landscape design effects are featured by the certain
randomness.

4.2.3. Comparison of the Evaluation Accuracy of the Land-
scape Index Layer. 10 schemes about the design were
selected as test samples at random, and the rest ones were
used as the training sample ones. Each method was tested
for 5 times to reflect the objectiveness of the experimental
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FiGgure 5: Comparison of information fusion energy consumption
of three different models.

TaBLE 1: Settings of the test environment.

Type of environment Parameter Parameter value
CPU AMD 3.0GHz
Hardware environment RAM 16GB
Hard disk 1000 GB SDD
Network card 1000 M
. Operating system Win 10
Software environment Programming tools VC 6.0++

100

95

90

score

85

80

75 1 1 1 I 1 1 1 1 1 1
1 6 11 16 21 26 31 36 41 46

number of sample points

FIGURE 6: Score values of 50 landscape design effects.

results. The accuracy of landscape design effect evaluation
is demonstrated in Figure 7.

Through the comparison in Figure 7, it can be known
that the average accuracy of the method in this paper is
91.52%, the average accuracy of landscape design effect
evaluation of AHP is 84.20%, and the average accuracy of
landscape design effect evaluation of BP neural network is
86.3%. Compared with the comparison method, the eval-
uation error of the landscape design effect of the method in
this paper is greatly reduced. This is mainly because the
method of this paper integrates the advantages of the an-
alytic hierarchy process and neural network and solves the
defect of the large error of the current landscape design effect
evaluation, which verifies the superiority of the landscape
design effect evaluation method in this thesis.
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FiGure 7: Comparison of the accuracy of landscape design effect
assessment by different methods.

4.2.4. Comparison of Evaluation Efficiency of Landscape
Index Layer. The landscape design effect evaluation time of
5 simulation tests for each method is counted, and the results
are shown in Figure 8.

It can be seen from Figure 8 that the evaluation time of
the landscape design effect of the method in this paper is
significantly less than that of the comparison method, which
overcomes the shortcomings of the current low efficiency of
landscape design effect evaluation and improves the speed.

4.3. Urban Landscape Maintenance Management Methods.
The completion of garden green space does not mean the
completion of the garden landscape “three planting, seven
breeding.” We should ensure the sustainability and long-
term effectiveness of garden greening and not only do one-
time greening projects. If the maintenance work is not done
well, the garden landscape built at a great cost cannot be
maintained well, and some will soon show grassland deg-
radation, tree death, and overgrown weeds. Therefore,
landscape maintenance should implement scientific and
standardized scientific maintenance and management.
Among many plants, how their later growth conditions are
closely related to their conservation and management
methods. The general method is basically similar for each
region, but for different regions, different types of plants
grow in different environments, and the maintenance
methods are different. Therefore, in terms of plant main-
tenance methods, scientific maintenance methods should be
selected according to their functions, environment, climate,
and soil. For example, climbing plants have different
watering levels under different climatic conditions, and the
same hedgerows are trimmed in different environments. All
are different. Figure 9 shows the pattern indicators that need
to be considered when maintaining and managing urban
landscapes.

Plant conservation in the urban environment is not a
task that can be accomplished at one time, and long-term
and short-term planning must be made according to the
urban space, environment, and function. Think carefully
about which plants to take and what measures to take. The
improvement of plant landscape maintenance can be im-
proved from the following aspects.
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FIGURE 9: Analysis of the urban landscape pattern index system.

One is plant selection and configuration optimization.
Plant selection should be suitable for trees in the right place,
and on this basis, try to increase plant species, and ap-
propriately introduce exotic plant landscape varieties to
enrich the levels and types of green plant landscapes. It is
necessary to use vines with climbing ability and good growth
from multiple angles. The optimization of plant configu-
ration can increase colorful flowering shrubs, and the lower
layer should be combined with drought-tolerant, shallow-
rooted succulent herbs. According to the features of
Nanjing’s urban environment, the plant landscape mostly
chooses plants that can reduce noise and have strong
adaptability. In terms of plant configuration and mainte-
nance, it is necessary to choose a method that adapts to local
conditions, choose native plants as much as possible, pay
attention to the matching of plant varieties, and use artistic
and aesthetic methods and means to create a comfortable
plant landscape.

The second is to establish the concept of overall de-
velopment from the perspective of long-term planning of
plant landscapes and reserve certain planning, three-di-
mensional and green spaces. The maintenance and man-
agement of landscaping must strengthen the scientific
management and planning of landscaping projects and
strictly follow the norms. Nanjing is a famous ancient
cultural capital. Considering the large number of cultural
heritages here, the development of Nanjing’s ancient culture
and the inheritance of new cultures should also be

considered, and the cultural heritage spirit of plant land-
scapes can be added. As an important case of plant landscape
design, it is perfectly combined with urban beautification
and road greening.

Third, the plant landscape design should fully consider
the urban function. Taking the urban road function as an
example, different types of road green space and plant
landscape need to be combined with specific road functions
to configure plants. For example, the three-dimensional
greening plant configuration in the traffic island can increase
the plants with strong orientation and permeability, which
can be used as a guide to guide the plants to choose some
plants that do not affect the line of sight. In the plant
landscape design of the city square, considering its bearing
capacity and the surrounding traffic flow lines, it can be
combined with the specific square function, scale, and
surrounding environment design, combined with the main
body of the square, and the plant configuration can be
reasonably arranged to form a transparent and open space.

5. Conclusion

Landscaping landscape design is a thinking process and
planning strategy for people with relevant professional
knowledge of architecture, plants, aesthetics, literature, etc.
to consciously transform the natural environment on the
basis of traditional garden theory. Through landscape de-
sign, the environment has aesthetic appreciation value, daily
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There is a close correlation between internal control and accounting information quality in the process of enterprise management,
and this correlation drives the effect of internal control on accounting information quality, thus forming the effect that internal
control optimization promotes accounting information quality optimization. This paper firstly gives a brief description of internal
control and accounting information quality and then evaluates the correlation between internal control and accounting in-
formation quality based on deep learning and proposes a specific modeling method. Through the correlation and promotion of
internal control and enterprise accounting information quality, the optimization of enterprise accounting information quality is
achieved. And in combination with the actual case analysis, it is found that the method of this paper can achieve 92% accuracy of

correlation analysis, and the analysis is more efficient.

1. Introduction

At the beginning of the twenty-first century, a series of fi-
nancial fraud and audit failure cases broke out in the global
capital market one after another, such as Enron, WorldCom,
and Yinguangxia. In 2019, the Chinese market even broke
out the financial fraud cases of Kangmei Pharmaceutical and
Kangde Xin one after another [1]. These cases have shocked
stockholders while also triggering discussions in the com-
munity about the effectiveness of external audit work and
reflecting deficiencies in the government’s development of
accounting standards, the industry’s regulation, and com-
panies’ internal corporate governance. These defi-
ciencies—lack of internal management mechanism and lack
of external supervision mechanism—are the causes of SOEs’
surplus management behavior [2], and good internal control
and external audit happen to be the means of internal
management and external supervision of the company. In
July 2002, the Sarbanes-Oxley Act was enacted in the United
States to strengthen the regulation of the accounting pro-
fession and to improve the accuracy and reliability of

corporate disclosures, which emphasized the importance of
internal control systems [3]. Since 2008, the Chinese reg-
ulatory authorities have promulgated a series of rules and
regulations, collectively known as the “One Standard and
Three Guidelines,” to strengthen the daily management of
enterprises and improve their internal control. These reg-
ulations have opened a new period of comprehensive
construction of internal control systems for Chinese en-
terprises [4].

The Audit Office in the “Thirteenth Five-Year Plan
national audit work development plan” proposed to pro-
mote the vitality of the state-owned economy, to promote
enterprise reform, and to achieve full audit coverage of
enterprises; the audit objective is to promote the quality and
efficiency of enterprises: (1) comprehensive audit of state-
owned capital investment and operation companies; (2) at
least one audit of state-owned and state-owned capital-
dominated enterprises within five years, focusing on the
authenticity, integrity, and value preservation and appre-
ciation of state-owned assets within and outside the en-
terprise, assets, liabilities, profit and loss, major investment
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decisions and investment performance, development po-
tential and risk potential, corporate governance and internal
control of the enterprise, and the compliance with relevant
national laws and regulations; (3) paying attention to the
implementation of major national policies and measures by
enterprises. From this document, it can be seen that the
current government audit of enterprise audits focuses on
three aspects; one is related to enterprise performance, such
as attention to the allocation and operational efficiency of
capital and investment performance; the second is related to
the quality of accounting information, such as the au-
thenticity and integrity of assets and assets and liabilities
profit and loss; the third is related to the internal control of
enterprises, such as corporate governance, internal control,
and compliance with laws and regulations. The third is
related to the internal control of enterprises, such as cor-
porate governance, internal control, and compliance with
laws and regulations.

According to the principal-agent theory, the principal,
who has the ownership, and the agent, who has the man-
agement, have conflicting interests, and the principal cannot
fully supervise the agent, and the agent has the motivation
and ability to harm the interests of the enterprise for his own
benefit, thus giving rise to the principal-agent problem.
Among them, information asymmetry is one of the causes of
this problem. High quality accounting information in fi-
nancial reports can effectively alleviate the agency problem
caused by information asymmetry. Accounting information,
as a carrier of the business status, reflects the efficiency and
effectiveness of the business operation. For internal and
external stakeholders, they can use the accounting infor-
mation to understand the real business situation of the
enterprise and use it as a basis to make decisions such as
investment and disinvestment. Then it is especially im-
portant for users of financial statements to obtain a true and
reliable financial report.

In the process of obtaining true and reliable financial
reports, internal control and external audit of enterprises
play an important role. Internal controls aim to provide
reasonable assurance that the financial reports provided by
the company are true and reliable, and their quality pro-
foundly affects the quality of accounting information of the
company. In addition, internal control can also play a key
role in preventing fraud, addressing operational risks, and
safeguarding the company’s property [5].

2. Related Work

As an indispensable part of modern corporate governance
system, the role of internal control system has been highly
recognized in the capital market. Internal control, as a
management activity within an enterprise, controls the
generation and transmission of accounting information.
Theoretically, ensuring the quality of corporate accounting
information is one of the core objectives of the internal
control system, and effective internal control can improve
corporate management, increase efficiency and effectiveness,
and improve the quality of corporate accounting
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information, thus promoting the long-term stable devel-
opment of the enterprise [6].

According to scholars, internal control is the first line of
defense for companies against financial reporting mis-
statements [7], and safeguarding the truthfulness of cor-
porate accounting information and asset security is the main
line of the continuous development of internal control
theory, and some even consider the issue of the relevance of
internal control effectiveness to the quality of corporate
accounting information as the fundamental topic of internal
control theory research [8], which is related to the vitality
and development direction of internal control.

The following contradictory views on the relationship
between internal control and accounting information
quality have been found through previous studies. Most
foreign scholars take SOX as the research event to explore
the changes in the quality of corporate accounting infor-
mation before and after the implementation of the Act. The
SOX Act mandates companies to evaluate and disclose their
internal controls by legislation. For example, [9] classifies
companies into those with corporate-level internal control
deficiencies and those with effective implementation of
internal control systems. A controlled study found that
companies with internal control deficiencies at the corpo-
rate-level exhibited more robust accounting information
after the enactment of SOX, but there was no significant
difference in the robustness of accounting between com-
panies with internal control deficiencies at the operational
level and companies with effective internal controls. For
example, [10] studied 4441 companies’ financial data before
and after the Act and found that companies were more
prudent before the implementation of the Act, as evidenced
by later recognition of earnings and earlier recognition of
losses.

Our scholars [11] and others found that high quality
internal control does not imply high quality accounting
surplus, the quality of surplus did not improve significantly
when firms improved the quality of internal control, and the
quality of accounting information did not improve signif-
icantly even when firms disclosed internal control evaluation
reports in a timely manner. Further, [12] verified whether
internal control affects different business relationships dif-
ferently by classifying firms’ business relationships into
supplier-relationship type and customer relationship type.
They found that the higher the quality of internal control, the
less positive the surplus management, and there is no sig-
nificant change in negative surplus management in the
supplier-relationship type of business. In other business
relationships, high quality internal controls did not have a
significant inhibitory effect on surplus management. Some
scholars even found that although high quality internal
control inhibits accrual surplus management by executives,
it invariably leads to more insidious true surplus manage-
ment [13].

And most domestic and foreign scholars have found that
corporate internal controls significantly and positively affect
the quality of accounting information. On the foreign side,
scholars’ studies have suggested that high quality internal
controls can improve the quality of a firm’s accruals,
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improve the robustness of accounting information, and
reduce the firm’s surplus management [14].

On the domestic side, some scholars point out that the
primary factor affecting the quality of accounting infor-
mation in a firm is the internal control environment [15], but
the power structure within the firm affects the relationship
between the two [16]. The first is that internal control only
exerts an improving effect on accounting information
quality when the power of corporate executives is not
concentrated; second, if executive power is further divided
into structural power, reputational power, political power,
and expert power, they find that structural power reduces the
inhibitory effect of internal control on surplus management,
but expert power and reputational power reinforce that
inhibitory effect, while political power has no significant
effect. Reference [17] found that the more rational the
corporate governance arrangement and the higher the
quality of internal control, the higher the quality of ac-
counting information disclosed by the firm, where internal
control positively moderates the effect of corporate gover-
nance on the improvement of the quality of disclosed ac-
counting information. Reference [18] investigated the
relationship between the effectiveness of internal control,
firm quality, and the quality of the firm’s financial reporting
and found that there is a correlation between them. Ref-
erence [19] further found that high quality internal control
significantly improved the value relevance of accounting
surplus, although surplus persistence did not significantly
improve when the quality of internal control improved;
reference [20] proposed a similar conclusion that higher
internal control effectiveness was accompanied by better
comparability of accounting information, but the en-
hancement effect was worse for state-owned firms compared
to non-state-owned firms. Literature [21] contradicts the
findings of [22], which used 2007-2008 financial accounting
data of Chinese A-share listed companies and found that
firms without internal control deficiencies have significantly
higher robustness of accounting information and accrual
quality than those with deficiencies. Similarly, [23] con-
tradicts the findings of [24], where they found that internal
control effectiveness is significantly and negatively related to
the degree of surplus management activities. Furthermore,
[25] pointed out that although internal control can be ef-
fective in improving the quality of accounting information
of a firm, not all elements, specifically the five elements, exert
a significant positive effect on the quality of accounting
information of a firm.

3. Methodology

3.1. Measurements of ICQ. The main evaluation methods of
ICQ in academia are divided into three types: first, the results
of internal control audit reports issued after audit by firms are
used as proxy variables; second, questionnaires are conducted
on relevant personnel of enterprises to evaluate whether the
internal control of enterprises is properly designed and ef-
fectively implemented based on their scores; third, based on
the data of relevant information disclosed by listed compa-
nies, experts and scholars build their own. Third, according to

the information disclosed by listed companies, experts and
scholars have established their own index system. First, listed
companies may not be willing to disclose internal audit re-
ports, so they cannot evaluate their advantages; on this basis,
some scholars believe that nondisclosure is sufficient to prove
that there are some defects in internal control, which can be
determined by disclosing variables 0-1. Secondly, the ques-
tionnaire survey for individual enterprises is suitable for case
analysis, but not for empirical analysis of the overall situation.

3.2. Measurement of Accounting Information Quality. As
mentioned earlier, there are two main models for measuring
the quality of accounting information at home and abroad.
The first model is to find proxy variables of accounting
information quality such as the degree of surplus man-
agement; the second model is to use multiple indicators
using models to calculate them together.

The accrual principle, which is the basis of accounting
measurement for modern enterprises, requires enterprises to
account for and measure realized revenues and expenses that
should be borne, regardless of whether they are actually
received or paid, as revenues and expenses for the current
period. Therefore, under this principle, the surplus of an
enterprise can be divided into two parts according to
whether it is received or paid. One is the net cash flow from
operating activities, which measures the portion of earnings
that the company can actually capture, while the profits
recorded in the form of receivables and thus not actually
captured by the company are accrued profits. The accrued
profit is divided into a manipulable part and a non-
manipulable part according to whether the company can
manipulate it or not. For the former, depending on the risk
appetite of the enterprise, the enterprise can choose different
accounting policies to manipulate this part; for example, in
order to increase the book profit, the enterprise can adjust to
reduce the amount of bad debt accrual of accounts receivable
and underaccount for the resulting bad debt loss to achieve
the purpose of whitewashing the statement. For the non-
manipulable part, it is difficult to be manipulated by en-
terprises due to the constraints of accounting treatment.

Based on the fact that the quality of accounting infor-
mation is measured to some extent by the value of ma-
nipulable accrued profits accumulated over a certain period
of time, then the level of accounting information quality of
an enterprise is reflected by the measurement of manipulable
accrued profits. The smaller the amount of the manipulable
portion, the higher the quality of the enterprise’s accounting
information. Academics currently measure manipulable
accrued profits mainly by using the accrued profit separation
method, under which scholars have developed numerous
models to measure the degree of corporate surplus man-
agement, such as the modified Jones model, the Dechow-
Dichev model, and the Lu Jianqiao model. In this paper, the
Jones model modified by cross section is used to calculate
manipulable accrued profit, which reflects the quality of
accounting information of the company. The meanings of
each indicator of the cross-sectional Jones model are shown
in Table 1.



TaBLE 1: Meaning of each index of the cross-sectional Jones model.

Variable symbol Chinese name

TA;,/ATA;; Average total assets
TA;, Accrued profit
AREV, Change in operating income
AREC;, Change in accounts receivable
PPE;, Fixed assets

Firstly, the regression of (1) by industry by year is cal-
culated as ay, «;, «,, and the rest are classified according to
the primary industry code. Here manufacturing industry is
classified according to the secondary industry code of the
SEC, and the rest are classified according to the primary
industry code, and the industries with less than 10 classi-
fications are excluded, and then the OLS estimates as
ag, &, &, are substituted into formula (2) to calculate the
nonmanipulable surplus of the enterprise, and then the
nonmanipulable surplus is brought into formula (3) to
calculate the manipulable surplus of the enterprise, and the
absolute value (DA) is taken as a measure of the quality of
accounting information; that is, the larger the absolute value,
the worse the quality of accounting information.

TA, 1 AREV,,
[ X— g bt
ATA,, ., " ATA,, M ATA,
(1)
PPE,,
to, X ————+ g,
2 ATA,,
1 AREV,, - AREC;,
NDA =g, x +a; x : :
ATA,,, ATA,, ,
PPE,, (2)
ta, x —
“ ATA;;
TA,
Da=—2"" - NDA.
YT ATA, (3)

The correlation between the ICQ and the AIP is very
complex, and the situation of “one multifunction” is more
common in actual enterprise planning. For a project attri-
bute, it has one main purpose, but at the same time it has
several functions and may improve the AIP to different
degrees, which makes the correspondence between project
attribute investment and AIP difficult to determine.
Therefore, based on the historical data of enterprises, this
paper takes project attribute investment as the input of NN
and AIP improvement as the output of NN and establishes a
deep confidence network model to explore the intrinsic
connection between enterprise ICQ and AIP.

3.3.DBN Model. The DBN model consists of several layers of
Restricted Boltzmann Machine (RBM). An RBM contains
visible and hidden layers, each layer consists of several
neurons, and its structure is shown in Figure 1. In the RBM
structure, neurons are interconnected between the visible
and hidden layers, but there are no connections between
neurons within each layer. The visible layer of the RBM
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Ficure 1: RBM model.
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satisfies the Bernoulli distribution or Gaussian distribution,
while the hidden layer is the invisible feature detected and
satisfies the Bernoulli distribution. The visible and hidden
layers are connected by a symmetric weight matrix with
probabilities satisfying the Boltzmann distribution.

When v;,h; are given, the conditional probability dis-
tribution is

P(hj = 1lv; 0) = o<iwijvi +ai>,
i-1
=1

where 0 = w;; is the connection weight between v; and h; a;
and b; are the parameters of the RBM model; v, is the i th
neuron of the visible layer, corresponding to the investment
of the i th item attribute; h; is the j th neuron of the hidden
layer; m,n are the number of neurons in the visible and
hidden layers, respectively; a; and b; are the unit biases of the
visible and hidden layers, respectively.

The visible and hidden layers are independent of each
other, and the conditional probability of h on v is

1
e (5)

(4)

o(x) =

Given 1 set of defined training sets {V°|c{1,2,3...c}},
the training objective is to maximize the log-likelihood
function of the established model, and by calculating the
gradient of the likelihood function, the weight update for-
mula of the RBM can be obtained.

Aw;; = f(Edata(Vihj) - Emodel(vihj))’ (6)

where Eg4,, is the expected output of the observation layer,
and E 44 is the expected output on the probability dis-
tribution of the model.

The DBN model consisting of multiple RBMs stacked
bottom-up is shown in Figure 2. This deep confidence
network is divided into 2 layers, the bottom DBN pre-
training model and the top backpropagation (BP) fine-
tuning model, respectively.

3.4. Model Training Method. The traditional neural network
uses BP algorithm to train the network, but with the increase
of the number of hidden layers, the BP algorithm has the
problems of gradient being gradually sparse and easy to
converge to the local minimum. DBN based on deep
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FIGURE 2: DBN-based model for analyzing the correlation between the ICQ and the AIP.

learning can better solve the problems of BP algorithm by
pretraining and fine-tuning the network parameters, which
is divided into the following 2 steps.

3.4.1. Pretraining. Train each layer of the network separately
and unsupervised, and use the output of the upper layer as
the input of the lower layer to ensure that as much infor-
mation as possible is retained when the feature vectors are
mapped to different feature spaces.

3.4.2. Fine-Tuning. 'The BP network is set up in the last layer
of the DBN to receive the output of the RBM as its input, and
the network is trained in a supervised manner to achieve
top-down fine-tuning of the parameters.

Each layer of the RBM network can only ensure that the
weights within its own layer map optimally to the feature
vectors in that layer, so the BP network also propagates the
deviation information from the top down to each layer of the
RBM, fine-tuning the whole DBN network. The whole
training process can be regarded as the initialization of the
weights of the deep BP network, thus overcoming the dis-
advantage of the BP network of randomly selecting the initial
values and falling into the local optimum, and the training
time and convergence speed are significantly improved.

4. Case Study

Taking enterprises as an example, 17 local and municipal
enterprises participating in AIP investment from 2018 to
2022 and the real design attributes of data are selected as data
input and output models for network parameter training. To
verify the authenticity and accuracy of the DBN model, the
actual data of 17 local and municipal enterprises in 2022
were used. From the ICQ and AIP enterprise evaluation
index system, the neurons are corresponding to 7 different
ICQ enterprises. The neurons in the output layer are cor-
responding to 8 AIP, and the number is 1-8.

4.1. DBN Model Parameter Determination. The depth of
model structure and parameter research will affect the
learning time and prediction error of the model. To optimize
the learning effect, variable control method is used to
compare and optimize the hidden layer of DBN model. At
the same time, the mean absolute error (MAPE) is intro-
duced to evaluate the prediction accuracy of DBN model.
1op

MAPE:LZ y

Ylp i=1 j=1

Yij _j/ijl
Yij

x 100%. (7)




From Table 2, when the number of hidden layers is 4,
MAPE =9.1%, and the model has the highest accuracy. As
hidden layers increases, the prediction error of the model
first increases and then decreases, and “overfitting” occurs.
And the number of neurons was selected as shown in
Table 3.

From Table 3, when the number of hidden layer neurons
is 128, MAPE =8.2% and the model prediction error is the
smallest.

4.2. Method Validation. To verify the validity of the DBN-
based model, the maximum relative error is introduced,
which can be expressed as follows:

)’j‘j’j

Yj

AA = maxj{

x 100%, j= 1,2...p}, (8)

where AA is the maximum relative error.

The ICQ in cities A, B, and C in 2022 was selected as
input and the AIP value as output. The predicted value of
each AIP is obtained by adding the actual value of the
previous year’s index and the predicted index improvement
value, and comparing the deviation between the actual and
predicted values, the results are shown in Figures 3-5.

From Figures 3 and 4, the predicted values of AIP for
cities A, B, and C under the DBN model are basically
consistent with the actual values, and the maximum relative
errors are 9.45%, 13.21%, and 11.58%, respectively. The
maximum relative error corresponds to the AIP for city B,
with actual and predicted values of 23.2% and 26%, re-
spectively, and the absolute error is only 2.8%, which has a
small impact on the evaluation results of the enterprises. At
the same time, considering the deviation of historical data of
enterprises and the variability of development level among
municipalities, the accuracy of evaluation results of different
municipalities under DBN model varies slightly.

4.3. Analysis of Correlation between the ICQ and the AIP.
Based on the theoretical analysis of the sensitivity of en-
terprise ICQ and AIP, the impact of changes in ICQ on the
quality of each accounting information is analyzed by taking
a city enterprise as an example, and the results are shown in
Figures 5 and 6.

The results of Figures 5 and 6 show that, with the im-
provement of the internal control index of enterprises, the
impact on the quality of accounting information is becoming
more and more obvious. Therefore, when an enterprise
implements internal control, it should select the projects that
need to be improved according to the development of the
enterprise and carry out targeted management of the
projects according to the established ICQ and AIP matching
analysis model.

4.3.1. Analysis of the Empirical Results of the Relevance of
ICQ and AIP. According to the regression results, the
F-value of model 6 equation is 217.3 and the corresponding
Pvalue is less than the significance level of 0.01, which means
that the equation of model 6 is valid. The corresponding P
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TaBLE 2: Effect of #hidden layers on the accuracy of the model.

Hidden layers MAPE (%) Training time (s)
2 11.2 55
3 10.4 176
4 9.2 789
5 9.6 439
6 10.8 608
7 12.4 701

TaBLE 3: Effect of #neurons in the hidden layer on the accuracy of
the model.

Number of hidden layers MAPE (%) Training time (s)
32 10.5 32

64 9.2 286

128 8.1 988

256 9.6 2047

512 10.5 7072

value is less than the significance level 0.01, which indicates
that the effect of internal control index ICQ on accounting
information quality SYN is statistically significant, and
furthermore, the coefficient value is 0.067, which means that
internal control quality is significantly and positively related
to accounting information quality, and the higher the in-
ternal control index ICQ, the higher the accounting infor-
mation quality SYN. As the size of the company LNSIZE and
the number of years of establishment OLD increase, the
quality of accounting information SYN rises. Hypothesis H1
holds. The correlation analysis is shown in Table 4.

4.3.2. Analysis of the Empirical Results on the Relevance of
AIP and AIP. According to the regression results of model
7, the F-value of model 7 equation is 217.3, and the cor-
responding P value is less than the meaningful level of 0.01,
indicating that model 7 equation is effective. The VIF value
of all variables in the model is less than 10, which can detect
the lack of consistency between variables within the validity
of the model. ABSDA detected that AIP was negative 4.26
and P was less than 0.01. It is worth noting that the ex-
periment is statistically significant, with a value of —7005.
And the correlation results are shown in Figure 7.

4.3.3. Analysis of the Empirical Results on the Effect of AIP as
a Mediating Variable on Internal Control and AIP. The
above model test shows that the F-value of model 8 equation
is 210.6, which corresponds to a P value significantly lower
than 0.01, which means that the hypothesis of the model is
valid. The adjusted R-squared is 0.373, which indicates that
the model 8 hypothesis also actually exists. The corre-
sponding P value is less than 0.01, which means that the
intermediate ABSDA variable has a very significant impact
on the overall development of AIP and also means that the
intermediate ABSDA variable has a significant impact on
AIP syn. At the same time, model 8 notes that the internal
control level of ICQ is quite high, indicating that this in-
termediate effect is completely indirect. The regression re-
sults are shown in Table 5.
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TaBLE 4: Correlation analysis.

SYN ABSDA ICQ LEV INSIZE MB TOP1 INST OLD

SYN 1 —0.042 ** 0.041 ** 0.046 ** 0.155 ** -0.105 ** 0.015 0.056 ** 0.082 **
ABSDA —0.042 ** 1 0.025 ** 0.074 ** —0.033 ** 0.072 ** —-0.023 ** —-0.062 ** 0.034 **
ICQ 0.041 *~ 0.025 ** 1 0.022 ** 0.205 ** —-0.047 ** 0.103 ** 0.148 ** -0.018 **
LEV 0.045 ** 0.072 ** 0.024 ** 1 0.532 ** —-0.413 ** 0.108 ** 0.213 ** 0.145 **
INSIZE 0.155 ** —-0.033 ** 0.205 ** 0.532 ** 1 —-0.539 ** 0.255 ** 0.427 ** 0.099 **
MB -0.106 ** 0.072 ** —0.045 ** -0.413 ** -0.537 ** 1 -0.088 ** -0.152 ** -0.096 **
TOP1 0.015 —-0.023 ** 0.101 ** 0.108 ** 0.255 ** —-0.088 ** 1 0.505 ** —-0.065 **
INST 0.056 ** —-0.062 ** 0.148 ** 0.211 ** 0.425 ** -0.152 ** 0.505 ** 1 0.082 **
OLD 0.082 ** 0.036 ** —-0.018 0.145 ** 0.099 ** —-0.094 ** -0.065 ** 0.082 ** 1

** Correlation is significant at the 0.01 level (2-tailed).
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TaBLE 5: Regression results.

Hypothesis 1 Hypothesis 2 Hypothesis 3

SYN SYN SYN
0.068 *** 0.071 ***

1eQ (4.15) (4.35)
—0.472 *** —0.472 *** —0.442 ***

LEV (~6.66) (~6.65) (~6.20)
0.065 *** 0.075 *** 0.064 ***

LNSIZE (5.12) (5.99) (4.98)
B 0,097 *** ~0.092 *** ~0.095 ***
(-15.02) (~14.48) (~14.67)

0.111 0.125 0.116

TOP1 (1.25) (1.38) (1.33)
-0.166 *** -0.168 *** —(0.183 ***

INST (~2.65) (~2.68) (-2.92)
0.006 *** 0.006 *** 0.006 ***

OLD (3.08) (3.04) (3.12)
—0.705 *** —0.735 ***

ABSDA (~4.26) (-4.47)
—-2.546 *** —2.281 *** —2.489 ***

CORE (=8.68) (~7.87) (~8.46)

R? 0.376 0.376 0.377

ADJ R? 0.372 0.372 0.373
F 217.5 *** 274.5 *** 210.6 ***

5. Conclusion

The discussion on the quality of accounting information
from the perspective of internal control is an important
strategic planning issue and management planning direction
for the economy and enterprises at a certain stage of de-
velopment. From the perspective of internal control, the
optimization of enterprise accounting information quality
can be carried out as follows: optimization of internal
control system and governance structure, optimization of
internal accounting control system and accounting function,
optimization of personnel control, etc. In the face of the

ever-changing market economy, the optimization of ac-
counting information quality with good internal control
planning is an important way to realize enterprise efficiency
and management innovation.
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The experimental data used to support the findings of this
study can be obtained from the corresponding author upon
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Objective. The study aimed to investigate the relationship between human leukocyte antigen (HLA-DQB1) gene variants and
recurrent miscarriage. Methods. HLA-DQ gene polymorphisms (PCR-SSP) were detected in 50 couples with recurrent mis-
carriage (URSA group) and 30 couples with normal births (control group) using sequence-specific primer-guided polymerase
chain reaction. Results. The frequency of the DQB1*0303 allele in the URSA group (21.50%) was substantially higher than that of
the control group (11.67%) (P =0.0260 0.05, RR =1.754); however, the frequency of the DQB1*0302 allele in the URSA group
(4.00%) was substantially lower than that of the control pair (10.00%) (P = 0.0318 0.05, RR = 0.400); the frequency of sharing one
allele was 46.00% (23/50) in the URSA group and 0.00% (0/30) in the normal control group; the frequency of sharing two alleles
was 40.00% (2/50) in the URSA group and 43.33% (13/30) in the normal control group, with no significant difference between the
two groups. Conclusion. For the Zhejiang population, HLA-DQB1*0303 may be a susceptibility gene for recurrent miscarriage,

while HLA-DQB1*0302 may be protective against recurrent miscarriage, especially for women.

1. Introduction

Recurrent spontaneous abortion (RSA) is a complex con-
dition. Although it is defined nationally as 3 or more
pregnancy losses, most experts believe that 2 spontaneous
abortions should be taken seriously and evaluated because
the likelihood of recurrent spontaneous abortion is similar
to that of 3 [1]. RSA is defined by the American Society for
Reproductive Medicine as two or more failed pregnancies
occur within 20 weeks [2], with early miscarriages occurring
before 12 weeks of gestation and late miscarriages occurring
between 12 and 20 weeks of gestation [3], while the inci-
dence of RSA in women of childbearing age is 3%-5% and
the incidence of spontaneous abortion in repeat pregnancies
in patients with RSA is as high as 70%-80% [4]. The etiology
of RSA is complex and diverse, and in addition to genetic,
anatomical abnormalities, endocrine disorders, infections,
autoimmunity, sperm quality, lifestyle, psychosomatic, and
environmental factors, the etiology of 50%-75% of RSA is
still unknown [5]. The literature [6] shows that a significant

proportion of recurrent spontaneous abortions are associ-
ated with immune factors. The HLA gene system is the most
complex polymorphic system known in humans, and it has
an important influence on the way the human immune
system is regulated. The DQBI allele polymorphism in the
HLA-II class system is relatively high and has been shown to
be significantly associated with recurrent abortions [7].
Considering the role of the HLA gene system in recurrent
spontaneous abortion and its ethnic and geographical dif-
ferences [8], the aim of this study was to investigate the role
of the HLA gene system in recurrent spontaneous abortion
by examining HLA-DQB1 gene polymorphisms in couples
presenting with unexplained recurrent spontaneous abor-
tion in Zhejiang province.

2. Material and Methods

2.1. Research Subjects. Fifty women who suffered from re-
current abortion were selected from October 2017 to Feb-
ruary 2019 in Huzhou Central Hospital. All cases were
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selected after detailed history collection and auxiliary ex-
amination, and the following conditions were met at the
same time: M Two or more times of primary spontaneous
abortion occurred continuously (2-10 times), and the last
time occurred within 1 year; @ the bilateral chromosomes of
the couple were normal; ® the woman had no anatomical
deformity of the reproductive tract, and abnormal internal
secretion was excluded from the determination of the en-
docrine hormone level; @ there was no infection in the
reproductive system; ® the results of autoimmune anti-
bodies such as antiphospholipid antibodies were negative; ®
regular testing revealed that the male spouse’s sperm was
healthy. In the control group, 30 healthy expectant and
postpartum women and their husbands who were hospi-
talized to the Obstetrics Department of Huzhou Central
Hospital for delivery and underwent physical examination
between November 2017 and March 2019 were chosen at
random. There was no history of spontaneous abortion,
stillbirth, coinfection, or autoimmune diseases in the control
group. All the subjects were from Zhejiang province.

2.2. Research Methods. 200 ul of EDTA anticoagulated whole
blood was collected, and DNA was extracted using a DNA
extraction kit at a concentration of 40-90 ng/uL and 1.7-2.0 at
260D/280D d. The HLA-DQB I locus was genotyped in strict
accordance with the operating procedures of Tianjin Xiupeng
Biotechnology Development Co., Ltd., and the results were
interpreted by automatic analysis software. The review ap-
proach used PCR-SBT or sequence-based PCR typing.

2.3. Statistical Method. The frequencies of each allele were
calculated by Microsoft Office Excel2003, with the analytic
program SPSS17.0. The HLA-DQBI gene frequencies be-
tween the URSA group and the control group were com-
pared using the chi-square test. The difference was
statistically significant at P < 0.05. A relative risk calculation
was made.

3. Result

3.1. Frequency Distribution of HLA-DQBI Alleles. As shown
in Table 1, the frequency of the HLA-DQB1*0303 allele was
21.50% (43/200) in the URSA group and 11.67% (14/120) in
the normal control group; the prevalence of the HLA-
DQB1%0303 allele was substantially higher in the URSA
group than in the normal control group, y*=4.954,
P =0.026, and the frequency of the HLA-DQB1*0302 fre-
quency was 4.00% (8/200) in the URSA group and 10.00%
(12/120) in the normal control group, y* =4.608, P = 0.032,
histogram in Figure 1; as shown in Table 2, the HLA-
DQB1%0302 allele was significantly less frequent in the
URSA female group with a frequency of 4.00% (4/100). The
frequency was 13.33% (8/60) in the normal control female
group, x> =4.709, P = 0.030, and there were no significant
differences in the frequencies of other alleles (P > 0.05); the
bar graphs are shown in Figure 2.
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3.2. Sharing Rate of the HLA-DQBI1 Allele between Couples.
The frequency of sharing one allele was 46.00% (23/50) in the
URSA couple group and 43.33% (13/30) in the normal
control group, with no significant difference between these
two groups, and the frequency of sharing two alleles was
40.00% (2/50) in the URSA couple group and.0.00% (0/30) in
the normal control group. Table 3 shows that there were no
significant differences, and the bars are shown in Figure 3.

4., Discussion

4.1. Polymorphisms and Characteristics of the HLA-DQBI
Gene. Since the discovery of the first human leukocyte
antigen Mac (HLA-A2) by French physician Dausset in
1958, research on HLA has developed rapidly [9]. HLA is
located in region 21.3 of the short arm of chromosome 6,
with a length of 4100 kb, and is by far the most polymorphic
system known in humans, accounting for about 0.1% of the
genes in the human genome [10]. The gene structure of this
region has the following characteristics: (1) the region with
the highest concentration and abundance of genes related to
immune function, with 39.8% of gene products being im-
mune among 128 functional genes; (2) the region with the
highest gene density, with an average of one gene per 16 kb;
(3) the region with the strongest polymorphism; (4) the
region with the closest relationship to disease. In 1991,
Bodmer classified HLA into three categories, namely, HLA-I
genes including HLA-A, B, C, E, F, and G. HLA-II genes
consist of six subunits, including HLA-DR, DQ, DP, DNA,
DOB, and DM [11]. The HLA-III gene region mainly en-
codes complement-related genes, such as C2, C4A, C4B, and
BE. In DQ of the HLA-II gene subregion, there are two pairs
of @ and f genes, of which, @l and 1 domains are poly-
morphic sites and HLA-DQBI is located in the 51 domain. A
major function of the HLA-II gene is to present antigens and
activate T lymphocytes, which are mostly present on the
surface of dendritic cells, macrophages, B lymphocytes,
activated T lymphocytes, and other cells. The distribution of
HLA is ethnic and regional, and the genetic characteristics of
HLA gene frequencies vary among different ethnic and
regional populations [12].

4.2. HLA Gene System and Immunity. The HLA gene system
has a major impact on the way the human immune system is
regulated. The literature [13] showed that whether the body
responds to antigenic substances and the intensity of the
response is genetically controlled. The HLA class II gene
region contains immune response regulatory genes. Due to
the different peptide structures of the molecules encoded by
HLA-II genes, their ability to bind different antigenic
peptides and stimulate Th cells is different, so the expression
of genes in the immune response is different. The non-T cell
surface stimulation of autologous mixed lymphocytes in
response to AMLR is determined by HLA-DQ in one of the
HLA-II molecules. AMLR is a regulatory mechanism be-
tween immune cells in vivo, maintaining immune homeo-
stasis. Thus, by activating AMLR, HLA-II-like molecules can
influence immunological control. Despite the fact that the
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TaBLE 1: Frequency distribution of HLA-DQBI alleles in 50 URSA couples and 30 normal fertile couples.
Couples in the URSA group Couples in the normal group
HLA-DQBI genotypes (n=200) (n=120) x* value P value
Times Frequency (%) Times Frequency (%)
0301 49 24.50 31 25.83 0.0711 0.7897
0303 43 21.50 14 11.67 4.9541 0.026
0201 17 8.50 16 13.33 1.9671 0.1607
0501 18 9.00 14 11.67 0.5926 0.4414
0302 8 4.00 12 10.00 4.6081 0.0318
0202 10 5.00 5 4.17 0.1166 0.7328
0602 10 5.00 11 9.17 2.1231 0.1451
0401 10 5.00 6 5.00 0 1
0603 7 3.50 6 5.00 0.3169 0.5735
0503 6 3.00 3 2.50 0.0686 0.7934
0402 1 0.50 1 1.83 0.1342 0.7141
Total genotype 179 119
60 - may not be harmful in healthy pregnancies but rather may
even be beneficial. However, the literature [18] suggests that
maternal HLA antibodies are detrimental to pregnancy in
couples with recurrent miscarriage.
40
4.3. Undiagnosed Recurrent Miscarriage and HLA-DQBI
Gene Polymorphism. In this study, 50 couples with URSA
and 30 couples with normal births were studied. The results
20 showed that HLA-DQB1*0303 may be a susceptibility gene
for recurrent miscarriage and that HLA-DQB1*0302 may
play a protective role against recurrent miscarriage, espe-
cially in women. Studies in the literature [19] suggest that
0 DQB1%03:03:02 is a susceptibility gene for recurrent
T 2 Z =z 8 9 a9 =z 3 93 o miscarriage in South India, and the inconsistent results may
g 8 g 8 g g8 8 3 &8 8 3 be due to regional and ethnic differences in HLA. A study in

[l Couples in URSA group (n = 200)
[ Couples in normal group (n = 120)

F1GURre 1: Frequency distribution of HLA-DQB1 alleles in 50 URSA
couples and 30 normal fertile couples.

fetus is a semiallogeneic transplant of the mother, the im-
mune response of the mother during pregnancy can protect
the fetus from rejection. However, the literature [14] has
demonstrated that several tolerance mechanisms limit the
maternal immune response during normal pregnancy. The
literature [15] showed that in couples with unexplained
recurrent spontaneous abortions, HLA molecules are
thought to have played an important role at the maternal-
fetal interface. Fetal blood enters the maternal circulation
when exchanging blood with the mother through the pla-
centa, and the maternal immune system is able to recognize
paternal HLA antigens carried by the blood; excessive
sharing of HLA antigens between the couple can lead to
insufficient production of blocking antibodies and finally to
recurrent miscarriage. The literature [16] suggests that ex-
cessive sharing of HLA antigens between couples can lead to
low maternal responsiveness to paternal antigens, which is
an important mechanism leading to recurrent miscarriage.
The literature [17] suggests that antipaternal HLA antibodies

the literature [20] showed that the number of couples
sharing two HLA alleles for recurrent pregnancy loss was
less than those sharing one allele and those not sharing, and
the rate of HLA allele sharing did not correlate with re-
current miscarriage. The results of this study showed that
there was no significant difference in the frequency of
sharing one allele between URSA couples and normal
controls, nor was there a significant difference in the fre-
quency of sharing two alleles between URSA couples and
normal controls. The results of this study also show a lack of
association between the rate of HLA allele sharing and
unexplained recurrent miscarriage. In addition, it needs to
be compared with epidemiological data on the population
distribution of HLA-DQB1 in China. The literature [18] on
the distribution of HLA-DQB1 polymorphisms in South and
North China showed that the distribution of HLA-
DQB1%02, 05, 0601, 0602, and 0603 in the Chinese pop-
ulation was different between North and South. The liter-
ature [21] reported that HLA-DQB1*0303, 0302 did not
differ significantly between North and South China. How-
ever, few studies have examined the distribution of HLA-
DQBI1 allele polymorphisms in Zhejiang. Due to the vast
geographical area and many ethnic groups in China, the
sample data of HLA-DQBI1 in unexplained recurrent mis-
carriage need to be expanded and epidemiological data need
to be improved.
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TaBLE 2: Frequency distributions of HLA-DQBI alleles in 50 URSA females and 30 fertile females.

Females in the URSA group

Females in the normal group

HLA-DQBI genotypes (n=100) (n=60) ¥ value P value
Times Frequency (%) Times Frequency (%)
0301 25 25.00 15 25.00 0 1
0303 21 21.00 7 11.67 2.2631 0.1325
0201 11 11.00 8 13.33 0.1951 0.6587
0501 10 10.00 6 10.00 0 1
0602 7 7.00 5 8.33 0.0961 0.7566
0401 5 5.00 3 5.00 0 1
0302 4 4.00 8 13.33 4.7091 0.03
0603 4 4.00 5 8.33 1.3261 0,2494
0402 1 1.00 1 1.67 0.135 0.7133
0202 2 2.00 1 1.67 0.2265 0.8804
Total genotype 90 59
30 7
20
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FIGURe 2: Frequency distributions of HLA-DQBI alleles in 50 URSA females and 30 fertile females.
TaBLE 3: Comparison of the number of shared HLA-DQBI alleles between 50 URSA couples and 30 fertile couples.
. URSA group (n=50) Normal group (n=30) )
Allelic genes y ) X~ value P value
Times Frequency (%) Times Frequency (%)
Share 1 allelic gene 23 46.00 13 43.33 0.0539 0.8165
Share 2 allelic genes 2 4.00 0 0.00 1.2311 0.2673
Share 2 allelic genes
Share 1 allelic gene
Share 2 allelic genes
Share 1 allelic gene
I T T T T 1
0 5 10 15 20 25

[l URSA group (n = 50)

[ Normal group (n = 30)

FiGUure 3: Comparison of the number of shared HLA-DQBI alleles between 50 URSA couples and 30 fertile couples.
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In recent years, cardiovascular-related diseases have become the “number one killer” threatening human life and health and have
received much attention. The timely and accurate detection and diagnosis of arrhythmias and heart failure are relatively common
heart diseases, which are of great social value and research significance in improving people’s quality of life by providing early
treatment or intervention for those who are at risk. Based on this, this paper proposes a deep learning network architecture based
on the combination of long- and short-term memory networks and deep residual neural networks for the automatic detection of
heart failure. A total of 60 elderly patients with severe heart failure treated in the emergency department of our hospital from
August 2019 to August 2021 were selected as the sample subjects of this study. The treatment outcomes and prognostic quality of
life of the two groups of patients were compared and analyzed. Based on the unbiased test method, the accuracy of the proposed
method on the authoritative open continuous heart rate database PhysioNet was 99.67% (data length 500), 98.84% (data length
1000), and 96.63% (data length 2000). This indicates that the network model can well extract the high-dimensional features of
continuous heart rate and improve the accuracy of the classification model. The LSTM neural model proposed in this paper may
be able to provide richer information on heart health status for portable ECG detection systems, which have very important

clinical value and social significance.

1. Introduction

Population aging has always been a major social issue in
China, and the results of the seventh census show that the
total population of the country will be about 1.44 billion by
the end of 2020, of which 18.7% will be 60 years old and
above and 13.5% will be 65 years old and above [1], and the
number of people suffering from cardiovascular diseases is
increasing as the process of aging and urbanization accel-
erates, especially in the low-age and low-income groups. The
potential risk factors for cardiovascular diseases show rapid
growth and individual aggregation. Based on previous
surveys, the report estimates that the number of people
suffering from cardiovascular diseases in China has reached
290 million [2]. It is expected that the number of cardio-
vascular diseases will continue to show a rapid increase in
the next decade [3].

There is more than one risk factor for cardiovascular
disease, and most of the cases are due to the long-term
superposition of several adverse factors that interact with
each other, so we cannot make a one-sided analysis. Es-
pecially in recent years, it has been found that atmospheric
pollution is also one of the risk factors for the development
of cardiovascular diseases, especially PM2.5 as the main
pathogenic component of particulate matter (PM), which
has a closer relationship with cardiovascular diseases [4].
Since 2004, the average annual growth rate of total hos-
pitalization costs for cardiovascular diseases alone has been
much higher than the growth rate of gross domestic
product (GDP) in the same period [5]. In summary, the
prevention and treatment of cardiovascular diseases have
become an important part of public health construction in
China and have attracted the attention of the state and
society.
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In addition, the elderly are prone to diseases specific to
this population and various complications and organ failure.
The course of heart failure is shown in Figure 1. In addition,
heart failure in the elderly has the following characteristics:
the more women there are, the more the HFPEF is (also
known as diastolic heart failure), the more patients have
weakness, comorbidity and cognitive impairment, poor
treatment outcomes, and mortality and hospitalization rates
remain constant for years [6]. It is difficult to translate
“evidence-based medical information” directly into evidence
for the treatment of heart failure in the elderly because
elderly patients with heart failure, particularly mental re-
tardation, frailty, and comorbidities, fall under the exclusion
criteria of clinical trials and have little evidence-based
medical evidence. As a result, the prevention and treatment
of elderly patients with heart failure are more complex and
specific.

Studies have shown that heart failure can be detected
based on quantitative indicators of continuous heart rate [7].
It was found that the standard deviation of continuous heart
rate (SDNN) could be used to predict the risk of death in
patients with heart failure [8]. Since then, researchers have
been trying to identify heart failure patients by analyzing
continuous heart rates. In recent years, deep learning al-
gorithms have been continuously applied in various fields
such as image recognition, speech analysis, and natural
language processing with remarkable results [9]. Among the
many deep learning models, the deep residual network
(RESNET) [10] is particularly outstanding and is rapidly
becoming one of the most popular network frameworks for
various computer vision tasks. In this paper, we identify
heart failure based on the deep residual network architecture
and short-term continuous heart rate signals to effectively
improve the accuracy and real-time performance of heart
failure detection, help heart failure patients self-manage,
improve survival and quality of life, and lay the foundation
for more accurate and convenient heart health monitoring in
the future.

2. Related Work

After more than 100years of development, ECG testing
equipment is now gradually improved, not only in terms of
its shrinking size but also in terms of its clear recording and
anti interference ability. In recent years, with the emergence
and development of intelligent computers, people have also
started to think whether they can use the power of com-
puters to assist physicians in the observation and analysis of
ECGs. Computer-Aided Diagnosis (CAD) system not only
effectively solves the problem of subjective consciousness
uncertainty that may occur during the analysis and diagnosis
of ECG signals by doctors but also enhances the efficiency of
doctors, which is of great practical significance to clinical
work.

Among the machine learning algorithms, support vector
machine (SVM) is one of the most frequently used methods
for arrhythmia classification [11]. It has been reported that
the 1-v-1 (one-versus-one) SVM algorithm was used to
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classify ECG data and a high recognition rate is obtained.
The authors in [12, 13] used the SVM classifier for the
classification of six arrhythmias based on the ECG signal
features extracted by the wavelet transform method and
achieved an accuracy of 99.68%. Reference [14] et al. used the
particle swarm optimization (PSO) algorithm to optimize
the generalization performance of the SVM classifier and
applied the system to the automatic classification of ECG
signals and proved that the SVM approach outperformed
other traditional classification algorithms, such as k-nearest
neighbor (KNN) and radial basis function (RBF) neural
networks. Reference [15] et al. then adopted a maximum
voting strategy to hierarchically use SVM classifiers, thus
improving the classification effect of SVM. Besides, some
researchers also proposed a novel kernel function that
significantly improved the final classification accuracy.
However, the study also compared the classification results
of the SVM-based algorithm with those of a deep learning
network architecture based on a combination of long-term
and short-term memory networks and deep residual neural
networks and found that although the SVM algorithm
outperformed the MLP method in terms of training time, the
deep learning network architecture based on a combination
of long-term and short-term memory networks and deep
residual neural networks performed better in terms of ac-
curacy, sensitivity, and so on. The performance is much
better.

With the successful application of deep learning in other
fields, more and more scholars have tried to use deep
learning algorithms to solve practical problems in the field of
ECG signal analysis [16]. Deep learning is an “end-to-end”
approach, which makes predictions directly from raw data
and can cope with a wider range of classification tasks. It can
also improve the effectiveness of the learning process in the
context of big data. Reference [17] in 2017 used Convolu-
tional Neural Network for arrhythmia diagnosis based on
single-lead ECG signals, which trained -a 34-layer con-
volutional neural network to detect arrhythmias in ECG
time series of arbitrary length. Reference [18] et al. per-
formed the classification of ECG signals based on deep
neural networks, and the whole classification network was
built using the current popular TensorFlow and Google
toolboxes for the network. Reference [19], on the other hand,
performed ECG signal classification based on the Alex Net
deep learning architecture and achieved an average correct
rate of 92%.

In summary, the relevance of deep learning network
architectures based on a combination of long-term and
short-term memory networks and deep residual neural
networks to heart failure has been generally recognized by
researchers, and the detection of heart failure using statis-
tical methods or traditional machine learning methods has
achieved some results, but there is still room for further
improvement. The organic combination of deep learning
and expert experience will be an important direction in this
field in the future, and deep learning will also be the next hot
spot for conducting heart failure diagnosis research due to its
ability to extract high-dimensional features.
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F1GURE 1: Heart failure process.

3. Experimental Data

The experimental data for this study were obtained from
PhysioNet, an internationally recognized open-source da-
tabase, which is divided into a clinical database and a
waveform database. The waveform database contains con-
tinuous records of physiological signals in various non-
critical care settings. In this study, we used the bidmc
congestive heart failure database (bidmc-chf), the MIT-BIH
normal sinus rhythm (NSR), and the fantasy database (FD).

The bidmc heart failure database included continuous
ECG data of 15 patients with severe heart failure (NYHA
grade 3-4), including 11 men aged 22 to 71 and 4 women
aged 54 to 63; MIT-BIH normal sinus rhythm database
includes continuous ECG data of 18 healthy people, in-
cluding 5 men aged 26 to 45 and 13 women aged 20 to 50.
The Fantasia database includes the physiological charac-
teristics data of 20 young people (21 to 34 years old) and 20
elderly healthy subjects (68 to 85 years old) who have been
strictly screened after 2 hours of rest. In this study, we first
divide the database into a training set and a test set according
to the subject’s file information. The purpose of this is to
ensure that the data in the test set never appear in the
training stage and prevent the impact of overfitting on the
algorithm evaluation. Then, the continuous heart rate data in
the data set are divided into equal-length data with 500,
1000, and 2000 continuous heartbeats. Table 1 summarizes
the number of samples obtained from the above three da-
tabases after data segmentation. Table 2 shows the infor-
mation of subjects in the test set (there are many subjects in
the training set, which are not listed here). Figure 2 shows
the schematic diagram of two kinds of continuous heart rate
signals when the division length is 500 heartbeats.

4. Deep Network Structure

4.1. DBN Model. The DBN model consists of several layers of
Restricted Boltzmann Machine (RBM) stacked on top of
each other. An RBM contains visible and hidden layers, each

3
TaBLE 1: Sample size of different databases.

Database Split length

500 1000 2000
BIDMC-CHF 3214 1607 803
NSR 3579 1793 869
FD 500 250 125

TaBLE 2: Information of subjects in the test set.

Subject information Split length
54,F#11 50,F,#19830
63,M,#13 38,F,#19140 686 339 164
61,M#14 34,M,#19093

layer consists of several neurons, and its structure is shown
in Figure 3. In the RBM structure, neurons are inter-
connected between the visible and hidden layers, but there
are no connections between neurons within each layer. The
visible layer of the RBM satisfies the Bernoulli distribution or
Gaussian distribution, while the hidden layer is the invisible
feature detected and satisfies the Bernoulli distribution. The
visible and hidden layers are connected by a symmetric
weight matrix with probabilities satisfying the Boltzmann
distribution.

For 1 set of values of (v, h) at a given state, assuming that
both visible and hidden layer neurons obey Bernoulli dis-
tribution, the energy function can be expressed as

E(V,h,@)=—Zzwij1’ihj_zaivi_zbjhj’ (1)
i=1 =1

i=1 j=1

where 0 = w;; is the connection weight between v; and h; a;
and b; are the parameters of the RBM model; v; is the i th
neuron of the visible layer, corresponding to the investment
of the i th item attribute; h; is the j th neuron of the hidden
layer; m and n are the number of neurons in the visible and
hidden layers, respectively; and a; and b; are the unit biases
of the visible and hidden layers, respectively.
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FIGURE 2: Two types of data when the sample length is 500 heartbeats.
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FiGure 3: RBM model.

The visible and hidden layers are independent of each
other, and the conditional probability of h on v is

P(hlv) = [ [ P(hlv). (2)
J

When v;andh; are given, the conditional probability
distribution can be calculated as

P(hj = 1|v; 9) = 0<iwijvi +ai>,
i=1

P(v; = 1|h;0) = U<Zn:wijhj +bj>.
j=1

The excitation function ¢ is chosen as the Sigmoid
function.

(3)

1
ey (4)

o(x) =

Given 1 set of defined training sets {V°|c{1,2,3...c}},
the training objective is to maximize the log-likelihood
function of the established model, and by calculating the

gradient of the likelihood function, the weight update for-
mula of the RBM can be obtained.

Aw;; = S(Edata(vihj) - Emodel(vihj))’ (5)
where ¢ is the learning rate; E 4, is the expected output of the
input data of the observation layer; and E, 4 is the expected
output on the probability distribution of the model.

The DBN model consisting of multiple RBMs stacked
bottom-up is shown in Figure 4. This deep confidence
network is divided into 2 layers, the bottom DBN pre-
training model and the top back propagation (BP) fine-
tuning model, respectively.

4.2. Model Training Method. The traditional neural network
uses the BP algorithm to train the network, but with the
increase of the number of hidden layers, the BP algorithm
has the problems of gradient gradually sparse and easy to
converge to the local minimum. DBN based on deep
learning can better solve the problems of the BP algorithm
by pretraining and fine-tuning the network parameters,
which is divided into the following 2 steps.
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4.2.1. Pretraining. Each layer of the network is trained
separately and unsupervised, and the output of the upper
layer is used as the input of the lower layer to ensure that as
much information as possible is retained when the feature
vectors are mapped to different feature spaces.

4.3. Fine-Tuning. 'The BP network is set up in the last layer of
the DBN to receive the output of the RBM as its input, and
the network is trained in a supervised manner to achieve
top-down fine-tuning of the parameters.

Each layer of the RBM network can only ensure that the
weights within its layer map optimally to the feature vectors
in that layer, so the BP network also propagates the deviation
information from the top-down to each layer of the RBM,
fine-tuning the whole DBN network. The whole training
process can be regarded as the initialization of the weights of
the deep BP network, thus overcoming the disadvantage of
the BP network of randomly selecting the initial values and
falling into the local optimum, and the training time and
convergence speed are significantly improved.

The residual network, a convolutional neural network
proposed by four scholars from Microsoft Research, won the
ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) in 2015 for image classification [20]. The residual
network is characterized by its ease of optimization and its
ability to improve accuracy by adding considerable depth. Its
internal residual block uses jump connections to alleviate the

gradient disappearance problem associated with increasing
depth in deep neural networks and has been used with good
results in practical applications. As shown in Tables 1 and 2,
it directly skips one or more layers, thus introducing the data
output of the previous layers to the input part of the later
data layers.

The emergence of deep residual network structure ef-
fectively solves the degradation problem in deep learning
because the residual network learns the residual function
f (x) = H(x) — x rather than H (x). Although the two forms
of objective functions can approximate the required function
in principle, the difficulty of learning is not the same. In fact,
after a lot of practical verification, the deep residual network
has higher accuracy than other networks, such as VGGNet
and GoogleNet.

4.4. Heart Failure Diagnosis Based on Deep Residual Network.
As described above, the continuous heart rate signal itself is a
time series signal, which has both spatial information and
temporal information. Therefore, based on the deep residual
network, we introduce long short-term memory (LSTM)
units to extract the features of time series more effectively. As
shown in Figure 5, the prototype of long-term and short-
term memory units is a recurrent neural network (RNN). It
improves the processing of time information of long-term
time series by adding an input gate, memory gate, and



forgetting gate. LSTM network is very suitable for classifi-
cation, processing, and prediction tasks based on time series
data and has been successfully applied in the fields of
tourism time prediction and music generation. As shown in
Figure 6, in this study, we use the LSTM network to replace
the convolution network between residual blocks. We
choose adaptive moment estimation (Adam) as the opti-
mizer, and its parameter is set to the learning rate of 0.001, 81
=0.9, and B2 =0.999. Figure 7 is our deep learning model
architecture based on LSTM.

5. Experimental Results and Analysis

5.1. Evaluating Indicator. In this study, we used accuracy,
sensitivity, and specificity as validation indicators. The
specific definitions are as follows:

Se = P ificit
e = oy Specificity,
TN
= 6
Sp TN 5 Fp 2ccuracy, (6)
TN + FP
Acc = .
TP+ FN +TN + FP

It should be noted that in medical diagnosis, sensitivity
refers to the ability of the algorithm to correctly detect
patients with a certain disease, while specificity refers to the
ability of the algorithm to correctly identify people without a
disease.

5.2. Experimental Result. In practical clinical application,
whether a model is mature and effective mainly depends on
whether it can make accurate and reliable detection when
facing patients. Therefore, in this study, we use the unbiased
test to evaluate the effectiveness of the algorithm. Table 3
shows the performance of this method on the unbiased test
set.

Compared with the traditional heart failure recognition
algorithm, the heart failure recognition algorithm based on
deep learning can extract reliable features in high-dimen-
sional space without manual operation and avoid possible
human errors. Deep learning system finds the distributed
feature representation of data by combining low-level fea-
tures, so as to form a more abstract feature representation.

Figure 8 shows that after heart failure and cure, this
method has two advantages. First, heart failure is detected
based on the residual neural network. The decision system
based on this method can automatically obtain useful in-
formation from all data, rather than manual data dimen-
sionality reduction through feature extraction. This can
preserve the useful information of the data to the greatest
extent and avoid potential errors; Secondly, we modify the
network architecture based on the LSTM network unit to
make the model more suitable for the classification of time
series signals. However, this study also has some limitations.
Firstly, this study did not carry out multiclassification
identification of heart failure with different severity and did
not deeply discuss the effect of heart failure drugs on the
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FIGURE 5: Schematic diagram of the residual building block.

continuous heart rate of subjects in the database. Secondly,
this method needs big data to train the model to obtain the
best performance, and the calculation consumption of the
modified network model based on LSTM in the training
stage is low.

6. Case Analysis

6.1. General Information. A total of 60 elderly patients with
severe heart failure treated in the emergency department of
our hospital from August 2019 to August 2021 were selected
as the sample objects of this study. The selected patients were
randomly divided into 30 patients in the control group who
received only ordinary treatment and 30 patients in the
observation group who received combined treatment. There
were 19 male patients and 11 female patients in the control
group, aged 49-71 years, with an average age of (61.3 + 7.1)
years. There were 17 male patients and 13 female patients in
the observation group, aged 48-80 years, with an average age
of (62.1 + 6.9) years.

6.2. Observation Index. The treatment efficiency of the two
groups was compared and analyzed. The higher the score,
the higher the patient’s score, and the better the quality of
life.

7. Results

It can be seen from Table 4 that compared with the control
group only receiving routine treatment, the curative effect of
the observation group receiving combined treatment in-
tervention is better, which is statistically significant
(P <0.05).

It can be seen from Table 5 that the prognosis and quality
of life of patients in the observation group treated with
combination therapy are significantly better than those in
the control group treated only with routine therapy, and the
difference between the two groups is statistically significant
(P <0.05).
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TABLE 3: Performance on unbiased test sets.

Signal length Accuracy (%)

Sensitivity (%) Specificity (%)

500 99.67 99.34 100
1000 98.84 97.53 100
2000 96.63 100 93.64
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FIGURE 8: Heart failure and post cure.
TaBLE 4: Comparison of treatment effectiveness between the two groups.
Group Number of cases Remarkable effect Effective Invalid Effective rate (%)
Control group 30 16 4 10 20(66.67)
Observation group 30 26 4 1 29(96.67)
x? - - - - 9.017
p - - - - 0.003
TaBLE 5: Comparison of quality of life scores between the two groups.
Group Number of cases Physiological function Psychological function Social function Total score
Control group 30 48.62 + 8.32 60.41 + 11.71 61.64 + 9.32 58.75 £ 6.32
Observation group 30 60.69 + 8.19 75.36 £ 10.57 76.95 + 9.53 68.33 + 8.58
T - 5.663 5.191 6.291 4.924
p - 0.000 0.000 0.000 0.000

8. Discussion

The main cause of severe heart failure is the myocardial
strain caused by the patient’s cardiomyopathy, myocardial
infarction, and other hemodynamics with a large load, which
changes the structural properties of the patient’s myocardial
function, and finally leads to the change of a cardiac
function. Patients often show dyspnea and fatigue in the
clinic, which not only reduces the quality of life of patients
but also poses a threat to their life, health, and safety of

patients. Therefore, timely and effective treatment for pa-
tients with severe heart failure is of positive significance to
ensure the life safety of patients. During routine treatment,
as 3 Metoprolol, a receptor blocker, can reduce blood
pressure and control the patient’s heart rate [21], which can
effectively control the catecholamines secreted in the pa-
tient’s body and slow down the myocardial damage, but it
can not effectively improve the level of LVEF and funda-
mentally treat the heart problems of patients with heart
failure. The addition of irbesartan hydrochlorothiazide on
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the basis of ordinary treatment can greatly improve the
therapeutic effect. Irbesartan hydrochlorothiazide is an
angiotensin II receptor inhibitor, which can effectively in-
hibit the activity of angiotensin, so as to reduce the incidence
of hypokalemia and improve the actual treatment effect.
Combined with the survey and research results, the treat-
ment effective rate of the observation group was 96.67%,
while that of the control group was 66.67%, and the quality
of life score of the observation group was significantly higher
than that of the control group (P <0.05).

To sum up, in the treatment of elderly patients with
severe heart failure, metoprolol combined with erbesar is
more effective, can effectively improve the clinical symptoms
and improve the quality of life of patients, and is worthy of
popularization and application.

9. Conclusions

The proposed method is evaluated based on three open-
source databases and four input data of different lengths. The
results show that the accuracy of this method reaches
99.67%, 98.84%, and 96.63%, respectively, when the length is
500, 1000, and 2000. Heart failure detection using contin-
uous heart rate is very important for medical and healthcare
applications, especially for wearable devices such as
smartwatches and bracelets. In the next step, we will deploy
this model to healthcare applications as an auxiliary means
for daily monitoring of patients with heart failure and try to
add an attention mechanism to further improve the
accuracy.
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Objective. The main objective is to study the effect of diabetic nephropathy on pulmonary function and clinical outcomes.
Methods. The method is to retrospectively analyze patients with diabetic nephropathy (DN) in our hospital from April 2018 to
March 2022 as study subjects. The differences in baseline data, serum indicators, renal function indicators, and pulmonary
function of patients at different clinical stages were analyzed and then explored. Finally, logistic regression was used to analyze the
risk factors affecting patients’ clinical outcomes and to evaluate the diagnostic effects. Results. Baseline information (age, disease
duration, BMI, and systolic and diastolic blood pressure), serum indicators (HbAlc, FBG, 2hPG, TG, TC, and LDLC), renal
function indicators (CysC, BUN, and Scr), and pulmonary function (TLC, VC, FEV1, FEV1/FVC, MVV, MEF25, MEF50 MEF75,
DLCO, and DLCO/VA) were significantly different (P <0.01); multiple logistic regression analysis showed that SBP, HbAlc,
FBG, 2hPG, BUN, Scr, TLC, VC, FEV1/EVC, MVV, DLCO, and DLCO/VA were all key factors in the development of clinical
outcomes in DN (P <0.05). ROC analysis showed that all of these important factors had an AUC greater than 0.75 for the
diagnosis of DN with high sensitivity and specificity. Conclusion. Serum and renal function indices of DN patients gradually
increased with stage, accompanied by a decrease in pulmonary ventilation, and diffusion function; SBP, HbAlc, FBG, 2hPG, BUN,
Scr, TLC, VC, FEV1/FVC, MVV, DLCO, and DLCO/VA were all key factors affecting the clinical outcome of DN; controlling
blood glucose, lipids, improving pulmonary ventilation, and diffusion function can better prevent the occurrence and worsening
of DN.

1. Introduction

Diabetic nephropathy (DN) is a diabetic (DM) lesion
involving the kidneys, and approximately 40% of patients
develop this microvascular complication, greatly in-
creasing morbidity and mortality in DM patients [1]. DN
is a progressive disease with a decades-long course that is
irreversible once patients enter the clinical proteinuria
phase, eventually leading to end-stage renal disease [2]. In
clinical practice, the proportion of patients with end-stage
renal disease has increased rapidly in the last decade [3, 4].
Currently, the diagnosis of DN is based on persistent high
proteinuria and decreased glomerular filtration rate
(GFR) [5, 6]. Given the complex pathogenesis of DN,
there is no curative therapy, and most patients require

renal replacement therapy [7]. Diabetic nephropathy is
one of the most common microvascular complications,
and the lung is a relatively microvascular and collagen-
rich organ and therefore vulnerable to diabetic micro-
angiopathy and histone nonglycosylation [2, 8]. Alter-
ations in microvascular ultrastructure regulate the
thickening of the alveolar capillary endothelial cell matrix,
which in turn affects pulmonary ventilation and pulmo-
nary diffusion function [9]. Therefore, assessing pulmo-
nary function in patients with DN can lead to better
prevention and treatment.

DN is a complex disease influenced by several factors,
including susceptibility factors (age, gender, race and family
history, smoking and alcohol consumption, etc.), primary
factors (hyperglycemia, dyslipidemia), and secondary factors
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(hypertension, obesity, etc.) [10, 11]. There was a nonlinear
and significant correlation between HbAlc levels as an
indicator of glycemic control and susceptibility to micro-
vascular complications in DM [12]. Therefore, exploring key
factors for the development of DN would be beneficial for
designing better DN prevention and treatment programs.
Based on this, this study used statistical analysis to in-
vestigate the impact of diabetic nephropathy on pulmonary
function and clinical outcomes and to screen the main
influencing factors of clinical outcomes, aiming to provide a
laboratory basis for early diagnosis as well as prevention and
treatment of the disease. The study is reported as follows.

2. Materials and Methods

2.1. Research Objects. A total of 183 children diagnosed with
DN in the hospital from April 2018 to March 2022 were
recruited as research objects. DM was diagnosed with a
random blood glucose (2hPG) > 11.0 mmol/L, fasting blood
glucose (FBG)>7.0mmol/L, and 2-hour blood glucose
(2hPG) > 11.0 mmol/L. DN was defined as more than 2
urinary albumin excretion rates (AER) greater than 20 ug/
min and exclusion of ketoacidosis, exercise, urinary tract
infections, and other renal diseases.

DN staging criteria (Mogensen staging) were as follows:
Stage III: microalbuminuria (early diabetic nephropathy),
patients with approximately normal GFR and irreversible
renal disease. Stage IV: massive proteinuria, urinary protein
>0.5g/d, late GFR down to 20. Stage V: renal failure, GFR
<20, extensive glomerulosclerosis, and rapid deterioration of
renal function until renal failure occurs.

Inclusion criteria were as follows: all patients met the
diagnostic criteria for DN, aged 18-80 years old, and who
had completed all index examinations and complete clinical
data upon admission. Patients who had been treated with
glucose-lowering, antihypertensive, and lipid-lowering
drugs within the last month, patients with kidney damage
such as urinary tract infections, nephritis, and renal vascular
stenosis, and patients with combined cardiovascular and
cerebrovascular diseases, tumours, and immune system
diseases were excluded. The study was approved by the
hospital ethics committee, and all patients signed an in-
formed consent form.

2.2. Methods

2.2.1. Serum and Renal Function. Fasting blood samples
from patients with DN were collected using EDTA anti-
coagulation tubes (fasting for at least 8 hours) and centri-
fuged for 15 minutes at room temperature. The serum was
carefully separated and packed into centrifuge tubes and
then stored in a refrigerator at 80 degrees. Serum AER,
glycosylated hemoglobin (HbAlc), FBG, 22hPG, triglyceride
(TG), total cholesterol (TC), and low density lipoprotein
(LDLC) were detected by enzyme-linked immunosorbent
assay (ELISA). At the same time, renal function indexes,
cystatin C (CysC), urea nitrogen (BUN), and serum creat-
inine (Scr) were measured. In addition, the baseline data of
patients with DN were collected, including age, gender,
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course of the disease, smoking history, drinking history,
BMI, systolic blood pressure (SBP), and diastolic blood
pressure (DBP).

2.2.2. Detection of Pulmonary Function Index. A spirometer
was used to measure the pulmonary function parameters of
DN patients, total lung volume (TLC), lung volume (VC),
exertional expiratory volume in 1 second (FEV1), exertional
expiratory volume in 1 second rate (FEV1/FVC), maximum
ventilation volume (MVV), maximum expiratory flow in
25% of lung volume (MEF50), 50% (MEF50), 75% (MEF75),
exhaled gas 25%-75% mean flow rate of lung volume
(MEF25-75), lung carbon monoxide dispersion (DLCO),
and carbon monoxide dispersion per alveolar volume
(DLCO/VA). The instrument was calibrated before use, and
each item was repeated 3 times to obtain the maximum value
of the desired curve. All tests were done at 8-10 points and
performed by the same operator.

2.2.3. Statistical Processing. SPSS 22.0 software was used for
statistical processing and analysis. The counting data from
baseline data were expressed as percentages (1%), and y* test
was conducted. The measurement data such as different
indicators were expressed as mean +standard deviation
(% £ 5) using the t-test, with P < 0.05 indicating a statistically
significant difference. GraphPad Prism 9 software was used
to visualise the results of the statistical analysis. Multiple
logistic regression was used to perform risk factor analysis
for clinical outcomes in DN. ROC curves were used to
analyze the predictive outcomes of the included indicators in
DN clinical outcomes, with an AUC >0.75 indicating ac-
curate results.m

3. Results

3.1. Baseline Data for DN Patients with Different Stages.
Baseline data on age, gender, disease duration, smoking
history, alcohol history, BMI, systolic blood pressure (SBP),
and diastolic blood pressure (DBP) of DN patients are
shown in Table 1 and Figure 1. 65 cases of stage II1, 93 cases
of stage IV, and 25 cases of stage V were obtained based on
staging. Statistical analysis revealed significant differences
in age, disease duration, BMI, and SBP between patients
with stage IV and V DN compared to stage III, and DBP
was also significantly different in patients with stage IV DN
compared to stage III (P <0.05). In addition, there were
significant differences in SBP indicators between DN pa-
tients with stage IV and stage V. However, there were no
significant differences in gender (P =0.44), smoking
(P =0.74), and alcohol consumption (P =0.81) among
DN patients with stage IV. This suggests that age, disease
duration, BMI, SBP, and DBP may influence the devel-
opment of DN.

3.2. Serum and Renal Function Indicators in DN Patients with
Different Stages. To further investigate the changes in in-
dicators in different stages of DN, we mainly measured
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TasLE 1: Comparison of baseline data for DN patients with different stages.
Grouping IIT stage IV stage V stage P value
N 65 93 25 —
Age 55.14+4.84 63.10 £6.59 65.00 +3.27 <0.01°
Course of disease 10.60 +2.84 13.37+2.87 13.80 +3.37 <0.01°
Male (n%) 36 (55%) 51 (55%) 14 (52%) a
Gender Female (n%) 19 (45%) 42 (45%) 11 (48%) 0.44
. Yes 36 (55%) 55 (59%) 15 (60%) .
Smoking No 19 (45%) 38 (41%) 10 (40%) 0.74
Yes 46 (71%) 70 (75%) 18 (72%) a
Alcohol No 19 (29%) 23 (25%) 7 (28%) 0.5%
BMI (kg/m>) 23.65 + 1.02 24.23+0.93 24.19+1.10 <0.01°
Systolic blood pressure (mmHg) 140.00 +3.22 144.51 £ 5.41 152.44 + 6.24 <0.01°
Diastolic blood pressure (mmHg) 80.00 +3.08 81.60 + 3.88 83.44 +3.38 <0.01°
Age Disease course
o %t *
o
60 — 15
[ _ -
40 — 10 ~
20 57
0 , 0 T
111 v A% II1 v \'
disease stage disease stage
vs I1I stage “P<0.01 vs IIT stage "P<0.01
11 I
v — v
/v [ Y
(a) (b)
BMI Gender
30 — 60 —
S
40 —
20 - -
£
2
20 - -
10 H
0 T T
0 T mela female mela female mela female
i v \%
di [
isease stage = v
vs III stage "P<0.05,**P<0.01 0 v

I
A
/v

(c)

FiGure 1: Continued.

(d)



Computational Intelligence and Neuroscience

SBP and DBP Smoke
200 60
##
%%
150 ~ T
== 40 —
-t
£ 100
E ot
o - ——
20 —H
50
0 I I I I I I
SI-IBP DIIBP smoking non- smoking non- smoking non-
smoking smoking smoking
vs III stage**P<0.01,vsIV stage##P<0.01
1 m
1 O v
v v
/v
(e) ®
Drink
80 —
60 —
40 —
20
0 T T T T T T
oo [=1o] oo on 1] 1]
5 e g g g =
= = e = = =
£ 2= 5 £ 5 5
! < 3 S 3 s
= = =
S 15 S
= b= =
]
[
/v

(g

Figure 1: Comparison of baseline data for DN patients with different stages.

serum indicators (HbAlc, FBG, 2hPG, TG, TC, and LDLC)
and renal function indicators (CysC, BUN, and Scr). As
shown in Table 2 and Figure 2, the indicators of HbAlc,
FBG, 2hPG, TG, TC, and LDLC were significantly higher in
patients with stage IV and V DN than in patients with stage
IIT (P <0.5); the indicators of HbAlc, FBG, 2hPG, TG, TC,
and LDLC were also significantly higher in patients with
stage V DN than in patients with stage IV; similarly, the
indicators of renal function CysC, BUN, and Scr also showed
the same results. In conclusion, serum indicators HbAlc,
FBG, 2hPG, TG, TC, and LDLC and renal function

indicators CysC, BUN, and Scr may be key markers for DN
staging.

3.3. Pulmonary Function Indicators for DN Patients with
Different Stages. To examine the cumulative lung profile of
DN, we similarly tested pulmonary function indicators
(TLC, VC, FEV1, FEV1/FVC, MVV, MEF25, MEF50,
MEFE75, MEF25-75, DLCO, and DLCO/VA) in patients with
different stages of DN, and the results were shown in Table 3
and Figure 3. The statistical results showed that TLC, VC,
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TaBLE 2: Serum and renal function indicators in DN patients with different stages.
Group Stage I1I Stage IV Stage V P value
Glycosylated hemoglobin (mmol/L) 7.35+0.08 8.65+0.14 9.42+0.12 <0.01°
Fasting blood glucose (mmol/L) 7.86 +0.63 8.86+0.51 9.19+0.57 <0.01°
2-hour blood glucose (mmol/L) 12.66 £0.23 13.67+£0.22 14.66 +0.30 <0.01°
Triglyceride (mmol/L) 2.59+0.20 3.34+0.16 3.61+£0.20 <0.01°
Total cholesterol (mmol/L) 4.56 +£0.23 5.05+0.27 5.44 +0.29 <0.01°
Low density lipoprotein (mmol/L) 2.60+0.18 3.35+0.29 4.20+0.33 <0.01°
Cystatin C (mg/L) 1.85+0.07 2.46+0.17 3.38+£0.20 <0.01°
Urea nitrogen (mmol/L) 6.71+0.57 8.69+0.47 12.74 £ 0.56 <0.01°
Serum creatinine (¢ mol/L) 88.91 +4.90 120.16 +5.11 136.20+4.73 <0.01°
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FIGURE 2: Serum and renal function indicators in DN patients with different stages.

FEV1, FEV1/FVC, MVV, MEF25, MEF50, MEF75, MEF25-
75, DLCO, and DLCO/VA were significantly higher in DN
patients with IV stage and V stage compared to those with III
stage (P <0.01), and each index was also significantly higher
in DN patients with V stage compared to those with IV stage
(P <0.01). This suggests that the involvement of the lungs in
DN correlates with the different stages of the disease and that
the higher the stage, the more severe the impairment in lung
ventilation and diffusion function.

3.4. Comparison of Indicators for DN Patients with Different
Clinical Outcomes. To explore the influence of each index
on the clinical outcome of patients with DN, the differ-
ences in baseline data (age, course of disease, gender,
smoking history, drinking history, BMI, and systolic and
diastolic blood pressure), serum indexes (HbAlc, FBG,
2hPG, TG, TC, and LDLC), renal function indexes (CysC,
BUN, and Scr), and pulmonary function (TLC, VC, FEV1,
FEV1/FVC, MVV, MEF25, MEF50, MEF75, MEF25-75,
DLCO, and DLCO/VA) were also analyzed. As shown in
Table 4, all indicators were significantly different
(P<0.01) for both occurring and nonoccurring clinical
outcome events, except for gender (P = 0.77), with higher
baseline profile levels, serum and renal function indicator
levels for occurring outcome events, and lower for pul-
monary function indicators. It is suggested that age,
disease duration, history of smoking, history of alcohol
consumption, BMI, systolic blood pressure, diastolic
blood pressure, serum, renal function, and pulmonary
function may be risk factors for clinical resolution in
patients with DN.

3.5. Key Factors in Clinical Outcomes for DN Patients. To
further screen for key factors predisposing to clinical
outcomes, we used logistic regression to analyze the cor-
relation between baseline data, serum indices, renal
function indices, and pulmonary function and clinical
outcomes. The results (Table 5 and Figure 4) showed that
SBP [EXP(B) (95% CI)=1.135 (1.014-1.270), P = 0.028],
glycemic index HbAlc [(95% CI)=1.755 (1.007-2.311),
P =0.016], FBG [EXP(B) (95% CI)=2.082 (1.762-3.688),
P=0.033], and 2hPG [EXP(B) (95% CI)=1.638
(1.293-2.547), P = 0.038] BUN [EXP(B) (95% CI)=1.189
(1.049-3.455), P = 0.025], and ScrEXP(B) (95% CI) =1.956
(1.157-3.065), P = 0.041] could significantly improve the
incidence of clinical outcomes.

Translated withhttps://www.DeepL.com/Translator(free
version), TLC[EXP(B) (95% CI)=0.818 (0.716-0.935),
P =0.003], VC[EXP(B) (95% CI)=0.873 (0.778-0.965),
P =0.037], FEV1/FVC [EXP(B) (95% CI)=0.868
(0.713-0.957), P =0.016], MVV[EXP(B) (95%CI)=0.833
(0.794-0.969), P = 0.049], DLCO [EXP(B) (95%CI) =0.901
(0.755-0.987), P = 0.043], and DLCO/VA [EXP(B) (95%CI)
=0.805 (0.625-0.938), P = 0.044]. It can significantly reduce
the risk of clinical outcome events. To sum up, SBP, serum
indexes (HbAlc, FBG, and 2hPG), renal function indexes
(BUN and Scr), and pulmonary function (TLC, VC, FEV1/
FVC, MVV, DLCO, and DLCO/VA) may be the key factors
affecting the occurrence of clinical outcome in DN.

3.6. Predictive Assessment of Key Factors for Clinical Outcomes
in DN Patients. To further assess the efficacy of key factors
affecting clinical outcomes in DN, we plotted ROC curves
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TaBLE 3: Pulmonary function indicators.
Group IIT stage IV stage V stage P Value
Total lung volume 102.90 +3.74 95.40 +4.55 87.24 +5.47 <0.01°
Vital capacity 101.40 +2.26 94.34+£1.76 77.13+£3.68 <0.01°
FEV1 97.13+1.42 89.61 +2.01 76.74 £2.94 <0.01°
Forced expiratory volume 1 second rate 99.14+1.93 91.25+3.02 85.64 +2.03 <0.01°
MVC 98.46 £2.04 90.99 £1.34 86.83 £1.53 <0.01°
25% MMEF 98.66 +1.92 90.51+3.13 86.42 +£3.08 <0.01°
50% MMEF 96.56 £1.95 91.70+1.91 85.21£1.04 <0.01°
75% MMEF. 94.47 £1.68 89.61 +1.97 84.32+1.85 <0.01°
Exhaled gas average flow of 25%-75% lung volume 95.48 +1.79 90.91 £2.04 86.17+1.19 <0.01°
Carbon monoxide diffusion capacity 95.64+2.70 87.59+1.39 75.54 +2.54 <0.01°
DLCO per unit alveolar volume 94.11+1.62 86.69 +£2.10 82.30 £2.85 <0.01°
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FIGURE 3: Pulmonary function indicators for patients with different stages of DN.
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TaBLE 4: Comparison of pathological data of patients with different clinical outcomes.

Group No ending event Ending event Statistical data P value
Age 59.30£5.95 67.10+7.24 6.33 <0.01°
Course of disease 11.80£2.91 15.90 £ 3.04 7.01 <0.01°
Gender (male) 84 (59%) 17 (57%) 0.29 0.77%
Smoking history 79 (53%) 27 (90%) 5.80 <0.01*
History of drinking 106 (69%) 28 (93%) 4.33 <0.01*
BMI 23.70+£0.86 25.40 £ 0.61 10.32 <0.01°
SBP 143.00 £5.36 150.00 £ 6.08 6.40 <0.01°
DBP 80.30+3.12 86.60 + 1.67 10.75 <0.01°
HbAlc 8.22+0.74 8.68 £0.75 3.106 <0.01°
FBG 8.39+0.71 9.38+£0.42 7.38 <0.01°
2hPG 13.30 £ 0.60 13.9+0.61 4.99 <0.01°
TG 3.05+0.42 3.47+0.34 5.15 <0.01°
TC 4.8410.35 5.38+0.32 7.83 <0.01°
LDLC 3.10+0.53 3.71+0.61 5.62 <0.01°
CysC 2.30+0.46 2.74 £0.60 4.54 <0.01°
BUN 8.25+1.80 10.00 £2.18 4.70 <0.01°
Scr 109.00 +£17.50 123.00 +£16.70 4.04 <0.01°
TLC 98.40+5.93 89.40 + 5.87 7.61 <0.01°
VC 95.70+7.09 88.40 +9.55 4.85 <0.01°
FEV1 91.50 £6.04 85.50 +8.08 4.69 <0.01°
FEV1/FVC 93.70 +4.39 89.60 +5.26 4.52 <0.01°
MVV 93.70 + 4.86 89.70+3.72 4.27 <0.01°
MEF25 93.20 £ 3.87 88.30 £ 5.08 6.00 <0.01°
MEF50 91.30+£3.53 89.00+3.43 3.28 <0.01°
MEF75 93.20+3.87 87.01 £ 3.27 8.20 <0.01°
MEF25-75 92.60 + 3.31 88.30+2.84 6.65 <0.01°
DLCO 89.80+6.23 84.10+£7.27 4.46 <0.01°
DLCO/VA 89.50 £4.33 84.60 £ 4.55 5.62 <0.01°

for each factor versus clinical outcomes. The analysis results
(Table 6 and Figure 5) showed that SBP [AUC (95%CI) =
0.80  (0.72-0.88)], HbAlc [AUC  (95%CI)=0.76
(0.67-0.86)], FBG [AUC (95%CI) = 0.90 (0.85-0.95)], 2hPG
[AUC (95%CI) =0.80 (0.71-0.89)], BUN [AUC (95%CI) =
0.79 (0.70-0.88)], Scr [AUC (95%CI)=0.78 (0.69-0.87)],
TLC [AUC (95%CI)=0.86 (0.79-0.93)], VC[AUC (95%
CI)=0.78 (0.69-0.87)], FEV1/EVC [AUC (95%CI)=0.75
(0.65-0.83)], MVV [AUC (95%CI)=0.79 (0.70-0.88)],
DLCO [AUC (95%CI) =0.77 (0.67-0.86)], and DLCO/VA
[AUC (95%CI) =0.80 (0.70-0.89)] had high sensitivity and
specificity, which can accurately predict the occurrence of
clinical outcomes in DN.

4. Discussion

Abnormalities in blood glucose, blood pressure, and renal
function affect the development and progression of DN [13].
Hyperglycemia is the initiator and facilitator of DN [14]. The
literature [15] found that enhanced glycemic control
(HbA1<6.5%) significantly reduced proteinuria, decreased
the deterioration of renal function, and reduced the risk of
end-stage renal disease (ESRD). The literature [16] found
that hyperglycemia promotes apoptosis and induces loss of
MC:s function, that is, low baseline renal function and rapid
decline in renal function, and hypertension is likewise a risk
factor for the development of DN. Stimulation of the
renin-angiotensin-aldosterone system, volume expansion
due to increased renal sodium reabsorption, and reduction

of vasoactive substances have been implicated [17]. The
literature [18] found that DM rats had a significantly in-
creased urinary albumin to creatinine ratio, enlarged glo-
meruli, and decreased levels of transforming growth factor-3
and type IV collagen, with oxidative stress and inflamma-
tion. In addition, stage I obesity 1.36 (95% CI 1.10-1.67),
stage II obesity 1.43 (95% CI 1.16 CI 1.78), and stage III
obesity 1.32 (95% CI 1.05 color 1.66) significantly increased
the risk of DN compared to normal BMI. The literature [19]
found that cystatin C, a 13 kDa cysteine protease inhibitor,
could be used as a biomarker for reduced GFR and early DN.
This study also found that age, disease duration, BMI,
systolic and diastolic blood pressure, serum markers
(HbAlc, FBG, 2hPG, TG, TC, and LDLC), and renal
function markers (CysC, BUN, and Scr) increased signifi-
cantly with increasing clinical stage in patients with DN.
Meanwhile, elevated levels of SBP, HbAlc, FBG, 2hPG,
BUN, and Scr were significantly and positively correlated
with the clinical outcome of DN, which may be a key factor
affecting the clinical outcome of DN.

Abnormalities in pulmonary ventilation and diffusion
function are associated with the development of DN [20].
DN poses a significant impairment of the pulmonary
function indicators FEV1 and FVC, and this impairment is
significantly associated with an increased rate of abnormal
proteinuria (urinary protein/urinary creatinine ratio) [21].
The literature [22, 23] found that DLCO can be used as a
predictor of pulmonary microangiopathy and that somatic
variation in DLCO is a useful noninvasive test for
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TaBLE 5: Analysis of key factors for clinical outcomes of DN.

95% CI of EXP(B)

Variables B S.E Wals df Sig. Exp (B) o o
Lower limit Upper limit
Age 0.045 0.051 0.787 1 0.375 1.046 0.947 1.155
Course of disease 0.088 0.087 1.026 1 0.311 1.092 0.921 1.295
BMI 0.247 0.283 0.757 1 0.384 1.280 0.734 2.230
Gender 0.295 0.552 0.285 1 0.594 1.342 0.455 3.961
Smoking —0.184 0.548 0.113 1 0.737 1.202 0.411 3.517
Alcohol -0.519 0.592 0.767 1 0.381 0.595 0.186 1.901
SBP 0.126 0.057 4.842 1 0.028 1.135 1.014 1.270
DBP 0.031 0.073 0.177 1 0.674 1.031 0.893 1.191
HbA1lc 0.128 0.039 5.914 1 0.016 1.755 1.007 2.311
FBG 0.033 0.053 7.046 1 0.033 2.082 1.762 3.688
2hPG 0.187 0.029 8.764 1 0.038 1.683 1.293 2.547
TG 0.239 1.557 0.024 1 0.878 1.270 0.060 26.865
TC 0.867 0.960 0.815 1 0.367 2.379 0.362 15.622
LDLC 0.095 1.022 0.009 1 0.926 0.909 0.123 6.742
CysC 0.592 1.683 0.124 1 0.725 0.553 0.020 14.984
BUN 0.073 0.044 6.101 1 0.025 1.189 1.049 3.455
Scr 0.045 0.055 8.667 1 0.041 1.956 1.157 3.065
TLC —0.200 0.068 8.655 1 0.003 0.818 0.716 0.935
VC -0.228 0.014 6.059 1 0.037 0.873 0.778 0.965
FEV1 —0.095 0.126 0.574 1 0.449 0.909 0.710 1.163
FEV1/FVC -0.242 0.073 4.988 1 0.016 0.868 0.713 0.957
MVV -0.225 0.082 4.474 1 0.049 0.833 0.794 0.969
MEEF25 -0.121 0.097 1.578 1 0.209 0.886 0.733 1.070
MEF50 0.108 0.160 0.454 1 0.501 1.114 0.814 1.523
MEF75 -0.009 0.150 0.003 1 0.955 0.991 0.738 1.331
MEF25-75 -0.144 0.143 1.019 1 0.313 1.155 0.873 1.527
DLCO —0.301 0.084 4578 1 0.043 0.901 0.755 0.987
DLCO/VA -0.217 0.090 4.803 1 0.044 0.805 0.625 0.938
Pvalue Exp (B)
SBP 0.028 1.135 (1.014- 1.270) :b-l-c
HbAlc 0.016 1.755 (1.007- 2.311) :b—I—c
FBG 0.033 2.082 (1.762- 3.688) i —
2hPG 0.038 2.683 (1.293- 2.547) i —_—
BUN 0.025 1.189 (1.049- 3.455) i»—.—c
Scr 0.041 1.956 (1.157- 3.065) —
1
TLC 0.003 0.818 (0.716- 0.935) -
1
vC 0.037 0.873 (0.778- 0.965) .
1
FEV1/FVC 0.016 0.868 (0.713- 0.957) H ‘:
1
MVV 0.049 0.833 (0.794- 0.956) -c:
1
DLCO 0.043 0.901 (0.755- 0.987) = 1
1
DLCO/VA 0.044 0.805 (0.625- 0.938) [ -c:
[ I I I I I I 1
0.0 1.0 2.0 3.0
Exp (B)

F1GURE 4: Forest plot of key risk factors for the development of clinical outcomes in DN.

identifying pulmonary microangiopathy in patients with ~ Decreases in the pulmonary function indices TLC, VC,
T2DM. As the results of this study showed, pulmonary =~ FEV1/FVC, MVV, DLCO, and DLCO/VA were signifi-
function indices (TLC, VC, FEV1, FEV1/FVC, MVV, cantly associated with the occurrence of clinical outcome
MEF25, MEF50, MEF75, MEF25-75, DLCO, and DLCO/  and could be a key factor in the diagnosis of DN clinical
VA) decreased significantly with increasing clinical stage. =~ outcome.
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TaBLE 6: Results of ROC curve analysis of factors affecting clinical outcomes.
Index AUC (95%CI) Sensitivity Specificity P Value Standard error
SBP 0.80 (0.72-0.88) 0.97 0.87 <0.01 0.041
HbAlc 0.76 (0.67-0.86) 0.87 0.75 <0.01 0.047
FBG 0.90 (0.85-0.95) 0.97 0.90 <0.01 0.025
2hPG 0.80 (0.71-0.89) 0.93 0.88 <0.01 0.047
BUN 0.79 (0.70-0.88) 0.89 0.86 <0.01 0.047
Scr 0.78 (0.69-0.87) 0.86 0.93 <0.01 0.047
TLC 0.86 (0.79-0.93) 0.95 0.88 <0.01 0.034
VC 0.78 (0.69-0.87) 0.98 0.83 <0.01 0.047
FEV1/FVC 0.75 (0.65-0.83) 0.86 0.89 <0.01 0.049
MVV 0.79 (0.70-0.88) 0.88 0.86 <0.01 0.047
DLCO 0.77 (0.67-0.86) 0.91 0.89 <0.01 0.048
DLCO/VA 0.80 (0.70-0.89) 0.93 0.90 <0.01 0.047
ROC curve ROC curve
1.0 ,
0.8 -
5. 0.6 1 =
£ 2
% 04 | %
0.2 - 0.2 -
0.0 : . ; . 0.0 4 T T T T
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F1GUure 5: ROC curve of key factors influencing clinical outcomes.

This study only preliminarily explored the impact of DN on
lung function and clinical outcomes at the clinical level, while
the mechanisms of DN itself are extremely complex in terms of
occurrence and treatment. In subsequent studies, a large
number of animal and cellular experiments are needed to ex-
plore the regulatory mechanisms of various factors and provide
protocols for the personalized prevention and treatment of DN.

5. Conclusion

This study used statistical analysis to investigate the effects of
diabetic nephropathy on pulmonary function and clinical
outcomes and screened key influencing factors on clinical
outcomes. Preliminarily, we obtained that controlling blood
glucose, blood pressure, and improving pulmonary ventila-
tion and diffusion function can better prevent the occurrence
and deterioration of DN, which is a retrospective study, but

this study is a retrospective study and has a small sample size,
and a prospective design of a large sample size and multi-
center study is needed to verify the correctness of the findings.
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With the rapid development of information technology, the amount of all kinds of data information is increasing rapidly. As an
important means to collect, store, and manage massive data, and then analyze and predict the habits and characteristics of certain
groups of people and even the development trend of a certain industry, big data technology provides a comprehensive strategic
basis for management decision makers that the traditional processing mode cannot match. Contemporary management ac-
counting serves the whole process of enterprise internal control, so it will produce a large number of various data. With the
explosive growth of network data and the increasing scale of database, more and more people begin to study data mining, and the
classification algorithm, as the key technology in data mining, has also received extensive attention. In order to further improve
the information technology level of enterprise management accounting and increase the depth of information application, many
enterprises began to pay more attention to data mining, and through deep data mining, the depth and breadth of enterprise data
analysis were improved. In the research of data and accounting informatization, data mining technology accounts for about 50%
of informatization, which is the way for future development. With the advent of the information age, the dependence of en-
terprises on information technology in the process of accounting management has been further improved. If enterprises want to
achieve better development in the information age, they need to pay more attention to the information technology of management
accounting and improve the application ability of enterprise staff in information.

1. Introduction

There are many classify algorithms. This study will focus on
the decision tree, Bayesian, genetic, artificial neural network,
and classify algorithms based on association rules. To
construct a management accounting working method sys-
tem based on statistics mining, we must first make clear the
adaptability of statistics mining to management accounting
and the central link between statistics mining methods and
ideas in management accounting. Statistics mining is an in-
depth analysis of the relationship between statistics, finding
the relationship between different statistics, then analyzing
the business situation of enterprises, finding the problems in
business operation, and promoting the overall improvement
of financial analysis and decision-making level of

enterprises. In statistics analysis technology, statistics clas-
sification algorithm has become more and more important.
With the deepening of statistics analysis research, more and
more statistics classify algorithms have been proposed. A
crucial step in statistics classify is to construct a statistics
classifier, which is used to accurately classify some unknown
types of statistics [1]. In the past, the construction of ac-
counting informatization required the purchase of a large
number of hardwares and softwares, and regular mainte-
nance and upgrading also consumed huge costs. Many as-
pects required a lot of manpower and material support,
which increased the operating costs of enterprises. Statistics
classify algorithm is the core content of big statistics mining.
Its main function is to extract valuable knowledge and
message through a large number of operations on massive


mailto:19401182@masu.edu.cn
https://orcid.org/0000-0002-9862-5601
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3493678

disordered statistics, analyze the characteristics of all kinds
of message, and provide statistics basis for researchers to
further predict a certain trend. With the advent of the era of
big statistics, the number of statistics that enterprises need to
account is also rising, which virtually aggravates the work
intensity and difficulty of accountants. As a product of the
mature development of the Internet, cloud computing has
sufficient network storage space. Cloud computing is a new
computing mode based on shared resources, which has
developed rapidly in recent years [2, 3]. Cloud storage
technology is its core sub-function. Through RAC, net-
working, or multitiered file storage system, a mass storage
device is gathered together through app software to work
together, providing convenient and low-cost mass storage
services. In the era of big statistics, with the changing de-
velopment trend of accounting work, the amount of sta-
tistics involved in accounting work is increasing, and the
difficulty of statistics calculation and analysis is getting
higher and higher, which naturally brings great impact to the
accounting work of enterprises. Statistics mining is to extract
useful knowledge and value from a large number of statistics,
which is the inevitable outcome of the development of
statisticsbase technology. Statistics mining has been widely
used in retail, finance, insurance, medicine, communication,
and other fields. Classify is one of the most important
technologies in statistics mining, and many algorithms have
been proposed so far. Classify is a technology that constructs
a classifier according to the characteristics of statistics sets
and uses the classifier to assign categories to samples of
unknown categories [4].

The goal of accounting is to provide message support for
the internal management and control of enterprises. The
ultimate goal of the management accounting staft to collect
and summarize all kinds of message is to analyze the future
production and operation situation of the enterprise based
on the past production and operation results, so as to
provide support for the strategic decision of the enterprise.
The app of statistics mining depends on the message
technology of management accounting. Through message
technology, the comprehensiveness and depth of statistics
can be improved, the financial analysis ability of enterprises
can be improved, and the financial management level of
enterprises can be improved. With the advent of the statistics
era and the development of cloud service technology, the
investment in hardware and software in the early stage has
been saved to a great extent, and a few computers are often
needed, which greatly saves the cost of enterprises. With the
wide app of statistics mining technology, statistics classify
algorithms are constantly emerging and gradually opti-
mized, among which the classical classify algorithms are
decision tree classify algorithm, naive Bayes algorithm,
support vector machine classify algorithm, artificial neural
network classify algorithm, etc [5].

This study also uses a variety of research methods in its
research. In the research of statistics mining, the principle
model diagram and algorithm formula are established to
study and analyze it. In the research of accounting infor-
matization cloud statistics, the corresponding statistics
graph is established to analyze and explain it.
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The main contributions of this study are:

(1) In this study, an algorithm formula is established to
explain the research.

(2) In the research of statistics mining in this study, a
model diagram is established for analysis.

(3) In the research, this study thinks that under the
premise of statistics mining, accounting informati-
zation can develop better and better.

The rest of this study is arranged: The second part in-
troduces the related work to make a brief analysis of its
research. The third part analyzes and explains the statistics
mining. The fourth part analyzes and introduces the ac-
counting informatization. The fifth part summarizes the full
text.

2. Related Work

As popular technologies such as cloud storage and cloud
computing have greatly met the growing demand for storage
and computing power, security and privacy issues have
become a concern of people. Cloud storage service providers
are not completely trustworthy, and the integrity of user
statistics may be destroyed due to improper management or
insufficient security capability, while bit rot, disk controller
error, and tape failure may also cause the integrity of user
statistics to be destroyed. Scalability and fast scalability. It
can improve the efficiency of accounting when it is applied to
the internal accounting work of enterprises. In the process of
enterprise management accounting message processing, it is
necessary to apply statistics mining technology to carry out
statistics analysis, so as to provide reliable statistics support
for management accounting, and provide reliable guarantee
for the development of enterprises and the improvement of
message processing ability. Accounting is a form of ac-
counting work that takes the internal management and
control of enterprises as its main service object. Because
there is a fundamental difference between financial ac-
counting and financial accounting in the service object, the
message that management accounting pays attention to and
collects is often not only limited to the single financial
message, but also the reflected content is not only the post-
reaction and supervision of the enterprise’s operating re-
sults. Statisticsbase-based knowledge discovery is a com-
puter technology proposed with the rapid development of
artificial intelligence and statisticsbase. It searches the hid-
den useful message from a large amount of statistics by some
algorithm, and many fields such as machine learning, pat-
tern recognition, statistics, knowledge acquisition, intelli-
gent statisticsbase, expert system, and high-performance
computing are closely related to this technology.

Chen put forward the concept of Merkle Hash Tree,
which is a means to greatly reduce the cost of computing
hashes for large-scale statistics structures [6]. A short
message signature scheme proposed by Hu, Chen, and Ling,
compared with RSA and DSA signature schemes, under the
same security condition with a modulus of 1024 bits, the BLS
signature has a shorter number of signatures [7]. Zheng
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proposal makes up for the shortage that the Bayesian classify
algorithm needs a large number of samples [8]. Shi et al. put
forward several improved Bayesian classify algorithms,
among which semi-naive Bayesian algorithm, candidate
compressed Bayesian network construction algorithm, TAN
algorithm, and other effective methods can reduce auton-
omy [9]. Yunyang et al. proposed a CBA classify method.
CBA algorithm is mainly composed of two workflows [10].
Yang proposed a sentinel-based statistics recoverability
proof mechanism, which can not only verify the integrity of
the statistics on the remote node, but also recover the
original statistics to a certain extent if the statistics are
damaged [11].

3. Research on Statistics Mining Technology

3.1. Statistics Mining Technology. The core purpose of sta-
tistics mining is to find interesting parts of statistics message,
and interpret statistics message from the perspectives of its
evolution trend and composition mode. Statistics mining is a
key step in knowledge discovery based on statisticsbase, and
the knowledge learning stage is usually called statistics
mining. For continuous attributes, when each internal node
searches for its optimal splitting standard, it is necessary to
sort the training set according to the value of the attribute,
and sorting is a waste of time. Decision tree classify is an
inductive learning method, which predicts a group of
random and disordered sample statistics in a tree structure.
Decision tree classify algorithm can intuitively reflect the
problems and key problems encountered by decision-
making classes in each decision-making stage, and is
composed of root nodes, internal nodes, leaf nodes, and
directed edge nodes. At present, the classical classify algo-
rithms in the stage of big statistics analysis and statistics
mining mainly include decision tree, naive Bayes, support
vector machine, neural network classify algorithm, and so
on. Among the decision tree classify algorithms, the non-
C4.5 algorithm is typical, but with the development of
computer technology and message technology, 4C5 algo-
rithm can’t meet the increasingly complex statistics classify
algorithms. Therefore, in order to adapt to the processing of
large-scale statistics sets, different classify methods have
their own characteristics, and the problems that need to be
dealt with are not the same [12]. SL IQ algorithm adopts pre-
sorting technology to eliminate the need of sorting statistics
sets at each node of decision tree. Decision tree classify
algorithm is one of the inductive learning algorithms, which
mainly refers to the classify rules that infer “tree” structure
from a series of irregular and unordered sample statistics
message to predict. Compared with traditional statistics
classify algorithms such as statistical methods and neural
network methods, decision tree classify algorithm has many
obvious advantages. For example, the statistics classify rules
of decision tree classify algorithm are simple and clear, easy
to understand, and difficult to make mistakes in actual
operation. By analyzing and summarizing case sets, the
decision tree has the ability of multi-concept learning, which
is easy to use and has a wide range of apps [13, 14]. Decision
tree algorithm is a better choice when classifying large-scale

case statistics represented by unstructured attribute-value
pairs. At present, ID3, C4.5, SLIQ and SPRINT are the most
commonly used decision tree learning algorithms. In the
research, the corresponding model diagrams are established
to analyze and explain them, as shown in Figures 1 and 2.

The data mining principle model diagram in Figure 1
further illustrates the application principle of its data
mining, and also guides the research of its data mining
algorithm. Big statistics mining technology is mainly a
process of collecting and dividing statistics messages from
massive message statistics according to a specified attribute,
and gradually acquiring and accumulating some effective
message. As the product of the development of network
message technology in the era of big statistics, statistics
mining technology mainly involves artificial intelligence,
statisticsbase, statistics, and so on. In cloud storage, the
schemes for verifying statistics integrity can be divided into
statistics holding proof mechanism and statistics recover-
ability proof mechanism according to whether fault-tolerant
preprocessing is applied to the statistics. According to the
specific research of classify algorithm, the correlation be-
tween the effectiveness of classify algorithm and the char-
acteristics of statistics is strong, and the statistics have
vacancy value, loud noise, and dispersion. Part of the sta-
tistics has continuous attribute characteristics; Some sta-
tistics are scattered and mixed. The process of classifier
construction is generally divided into two steps: training and
testing. In the training stage, the characteristics of the
training statistics set are analyzed, and an accurate de-
scription or model of the corresponding statistics set is
generated for each category. In the test phase, the test is
classified by using the description or model of the category,
and its classify accuracy is tested. Generally, the cost of the
testing phase is much lower than that of the training phase
[15, 16]. Big statistics, as an abstract concept, is simply the
mining and integration of massive statistics message. These
statistics types are diverse, the statistics volume is huge, the
value density is low, and the growth rate is fast. Only by
reasonable statistics mining and statistical analysis can the
app value behind them be discovered. With the development
of production in various industries, a large amount of
statistics will be produced every day. Through big statistics
technology, this message has a subtle influence on people’s
current life and even the development of a certain industry.

3.2. Research on Statistics Mining Algorithm. The decision
tree classify algorithm can intuitively show the problems and
key points of decision-making classes in different periods in
the whole decision-making process. The decision tree
consists of root nodes, internal nodes, leaf nodes, and di-
rected edges connecting nodes. The root node is unique, it
represents a group of classified samples, while the internal
group represents the attribute of the object, while the ter-
minal node represents the result of the classify. The algo-
rithm starts from the root node, selects the corresponding
attribute value from top to bottom, sends the branch to the
corresponding node, and repeats this step until the final
node and category of the path are stored in the leaf node.
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FIGURE 2: Statistics mining classify decision analysis model
diagram.

Each branch of the decision tree corresponds to a classify
rule, so the decision tree classify algorithm can finally output
an easy-to-understand rule set. Although the decision tree
statistics classify algorithm has many advantages, it also has
many disadvantages. Because the decision tree determines
the statistics analysis process, in the process of statistics
classity, especially in the process of tree construction, it is
inevitable to scan and sort the statistics several times in
sequence, which will inevitably lead to the whole statistics
analysis process becomes slow. Bayes classify algorithm is
put forward based on the Bayes formula, and it is an al-
gorithm that uses the knowledge of probability statistics to
classify. When the prior probability and class conditional
probability are known, the classify algorithm calculates the
probability that a given sample with unknown class belongs

to each class by Bayes theorem, and selects the class with the
highest probability as the determined class of the sample. Li
algorithm is improved in many aspects based on 4C5 al-
gorithm technology, and it also adopts sorting technology
and breadth-first strategy technology, which makes SLIQ
algorithm technology have good scalability for increasing
the number of records and attributes to a certain extent. In
the research algorithm, corresponding calculation formulas
are established to analyze them, such as formulas (1)-(5).
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Because of the characteristics of C45 algorithm, the
structure of decision tree is completed according to the
depth-first strategy, so every key node must be analyzed in
the process of statistics classify and analysis, and the effi-
ciency is extremely low [17, 18]. However, after the breadth-
first strategy technology is adopted, it is only necessary to
scan each attribute list once for each layer, and the optimal
splitting criteria can be found for each leaf node in the
current decision tree. The naive Bayesian algorithm is rel-
atively stable, and it will not have a great impact on the
classify results because of the different characteristics of the



Computational Intelligence and Neuroscience

statistics itself. The stronger the independence between naive
Bayesian statistics, the more accurate the classify results.
However, we need to pay attention to the premise that the
classify algorithm needs to be based on the conditional
independence hypothesis, which is an ideal state. In practical
app, there will be links between statistics attributes, which
will reduce the classify accuracy, so the effect of this method
is often difficult to reach the theoretical maximum. It is to
improve the ability of statistics processing and increase the
value of statistics. From a technical point of view, the re-
lationship between big statistics and cloud computing is
inseparable like the front and back of a coin. The existence of
big statistics can’t be handled by a single computer, so it
must be implemented in a multitiered architecture, and
massive statistics can be mined in a multitiered way.
However, it must rely on cloud computing’s multitiered
processing and cloud storage virtualization technology.
With the advent of the cloud era, big statistics has gradually
gained more attention.

SPRIN algorithm has made corresponding changes to
the statistics analysis structure of decision tree algorithm,
especially deleting the list of statistics categories that need to
be stored in memory in SLI Q algorithm, and instead
merging the list of statistics categories into the attribute list
of each statistics number. The advantage of this method is
that when analyzing a large number of statistics, it can avoid
repeated statistics analysis when traversing each attribute list
to find the optimal splitting standard of the current node. In
the process of building a decision tree, the most time-
consuming operations are the statistical calculation of the
category distribution message of the statistics set belonging
to each non-terminal node and the splitting of the statistics
set by using splitting criteria. Both operations are realized by
UDF in M IND. Genetic algorithm is an efficient search and
random optimization algorithm that evolved from the
theory of biological evolution. It is an important break-
through in the combination of natural science and computer
algorithm. With the help of the principle of natural evo-
lution, the algorithm transforms the process of solving
problems into the process of finding chromosomes with high
fitness according to the genes on chromosomes. This al-
gorithm combines the advantages of directional search and
random search, so it has good global search ability, and
avoids the disadvantage that most optimization methods are
easy to fall into local optimum. The algorithm combines
random search with directional search, which makes it have
better global optimization performance, and overcomes the
defect that the traditional optimal solution is difficult to
achieve local optimization [19-21]. Like nature, genetic
algorithms can solve problems without knowing them. Its
main job is to evaluate all the chromosomes generated in the
algorithm, and select the corresponding chromosomes
according to their fitness, so that the chromosomes are easier
to reproduce. Although the rise of statistics mining research
is initiated by researchers in the field of statisticsbase, most
of the algorithms proposed so far have not made use of the
related technologies of statisticsbase, and it is difficult for
statistics mining apps to integrate with statisticsbase sys-
tems. This problem has become one of the key issues in this

field. In the research of its algorithms, we have once again
established its algorithm formulas to analyze and explain
them, such as formulas(6)-(9).
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MIND uses the typical decision tree construction
method to build the classifier. The specific steps are similar to
SLIQ. The main difference is that it uses the UDF method
and SQL statement provided by statisticsbase to construct
the tree. Simply put, at each level of the tree, a dimension
table is established for each attribute, and the number of
each value of each attribute belonging to each category and
the node number to which it belongs are stored. CBA al-
gorithm mainly constructs classifier by finding association
rules in training set. The classical algorithm Aprio ri is used
to discover association rules, which is effective for discov-
ering association rules hidden in a large number of trans-
action records. At the same time, statistics mining does not
artificially limit and exclude the types of statistics to be
analyzed. Whether it is financial statistics or non-financial
statistics that can be analyzed by accounting subjects, or even
non-statistics message, statistics mining does not exclude it.
Therefore, statistics mining has strong adaptability to
management accounting in two aspects: purpose and object.
The method of statistics mining can determine the corre-
lation among all kinds of message through the parameter
estimation results of regression analysis, multi-factor vari-
ance analysis, and other methods, thus making it possible to
identify the influencing factors of the message that managers
care about. Genetic algorithm doesn’t need to know
something about the problem when solving it. Its task is only
to evaluate all chromosomes produced in the process of
algorithm, and then to screen chromosomes according to the
fitness value, among which chromosomes with high fitness
value have a greater chance of reproducing the next gen-
eration [22-24].

4. Research on Accounting Message Statistics

4.1. Statistics Mining Management Accounting Message Pro-
cessing Research. With the development of message tech-
nology, financial sharing has good technical conditions. The
development of the Internet can realize the sharing of en-
terprise financial statistics, which has a positive impact on
improving the timeliness of financial statistics in enterprise
accounting message systems. Cloud computing is an im-
portant part of multitiered computing. Specifically, it de-
composes huge statistics computing and processing
programs into countless small programs, and then processes
and analyzes them through a system composed of multiple



servers, and feeds back the results of the small programs to
users. In the early days of cloud computing, it was also a
simple multitiered computing task distribution and inte-
grated computing results. Message management cannot be
separated from advanced software and hardware facilities.
Therefore, we should first strengthen the construction and
improvement of basic management facilities, transform the
existing library resources in the library into digital message
content through the professional library materials input
program, and upload it to the designated library resources
platform, so that people can quickly search and download it
on the platform. In the message platform, the financial
statistics of each region of the enterprise is comprehensively
managed, so that the financial statistics can appear on the
financial sharing platform in time after it happens, so that
the financial personnel can handle the accounts in time after
obtaining the relevant statistics, which plays a positive role in
improving the timeliness of the financial statistics message in
the enterprise accounting message system. In the process of
applying the management accounting message system, we
should further expand the scope of message processing, help
enterprises realize the overall “messagization”, and incor-
porate the operation statistics of other departments into the
accounting message system, so as to realize the supervision
and management of the whole enterprise and improve the
management effect of the accounting message system. In the
research, statistics graphs are established for analysis and
interpretation, as shown in Figures 3 and 4.

According to the survey, although some libraries have
introduced advanced library message management equip-
ment and set up related intelligent message management
platforms at this stage, due to the huge number of books and
materials in their collections, there is a problem that the
reform of message management mode is incomplete, and
most of the books and materials in their collections are still
not entered into the message management platform, but
kept in traditional paper books. At present, the development
of human society has entered the stage of comprehensive
informatization, and batch message processing, rapid
message transmission and message sharing have become the
keywords of the development of the times. It indicates the
coming of the era of big statistics. In the process of in-
stallation, testing, and operation of accounting message
software, a certain amount of capital investment is also
needed, which will test the professional ability of financial
staff. In the later stage, it is still necessary to upgrade the
equipment maintenance software to promote the smooth
operation of accounting message construction. Therefore,
the continuous cost consumption will aggravate the burden
on enterprises, while the traditional accounting message
business process is still relatively complicated. The theo-
retical basis and ideas that statistics mining relies on the
process of message selection and trend analysis come from
statistics. Among the collected message, it is one of the core
ideas of statistics mining to select samples to guess the
characteristics of the population and check whether the
observed samples belong to the same category as the known
population. During the implementation of enterprise
management accounting informatization, it is necessary to
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ensure the reliability and timeliness of the original statistics
in order to dig the statistics message deeply. The timeliness
of financial work has a very important impact on the level of
work and users of financial reports, and the untimely
transmission of original statistics has become an important
reason that affects the informatization level of enterprise
management accounting. In the research, the corresponding
statistics graphs are established for analysis and interpre-
tation, as shown in Figures 5 and 6.

When enterprises carry out management accounting
work, in the process of message processing, it is necessary to
compare the budget statistics, so as to better discover the
problems in operation and carry out financial management
by mining the differences between the statistics. Enterprise
informatization should be applied to budget management,
and the management and control of enterprise financial
work should be strengthened according to budget statistics.
Management accounting message processing based on
statistics mining needs to comprehensively improve the
depth and breadth of financial statistics, and ensuring the
integrity of statistics is an important condition for devel-
oping statistics mining and improving message processing
ability. The final result of the statistics mining process will be
able to provide a powerful help to the core function of
management accounting-forecasting. In the management
accounting work, the forecast can be divided into two parts:
the forecast of the change scale of the existing situation, the
forecast of various risks, and the change probability of other
uncertain factors. It promotes the internal and external
sharing of resources. In the past message environment, al-
though the enterprise supply chain system can share sta-
tistics and messages in many aspects, such as production,
sales, and finance, and its limitations are still very obvious.
Cloud computing technology includes a series of message,
such as financial business warehousing, in the platform,
breaking down the barriers between various departments,
and making the work message of departments no longer
presented in the form of message islands, becoming more
open and transparent, and sharing internal resources is also
an effective supervision for enterprise accounting message.

4.2. Research on Accounting Informatization Strategy.
Paying attention to the integration and classify of message is
one of the optimization strategies to better promote the
development of enterprise accounting informatization by
using cloud computing technology in the era of big statistics.
According to the above analysis, in the current era, the
accounting work of enterprises is already facing a huge
amount of message, and it is undoubtedly a huge challenge
for accountants to complete the processing and processing
of various statistics message in a fixed time. Therefore, it is
even more necessary to use advanced message technology to
classify and sort out the limited financial accounting mes-
sage inside enterprises and reduce the statistics risks outside
enterprises. In order to complete the message collection,
analysis, and calculation more conveniently, it is necessary
to use the message platform and cloud computing tech-
nology to create a more comprehensive and rich enterprise
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accounting message. In the process of perfecting the man-
agement system and system, we can’t ignore the improve-
ment of the comprehensive quality of the library
management team. First, it is necessary to improve the
professional skills of relevant staff, so as to ensure that every

staff involved in message management of books and ma-
terials can master the operation methods of infrastructure,
understand the functions and functions of message man-
agement system, and correctly realize the important sig-
nificance of message management for the management of
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books and materials. The core function of accounting lies in
the supervision and feedback of the existing work results of
each process of enterprise management, and the prediction
of the long-term changes in enterprise management. In this
context, the role of statistics mining will be greatly
strengthened. For the management accounting analysis of
certain messages, the main functions of statistics mining are
cost change analysis, activity-based value analysis, market
forecast, and market segmentation. In the research, a sta-
tistics map is established to analyze and explain it, as shown
in Figure 7.

The management decision of accounting informatization
in Figure 7 accounts for about 90% of the whole accounting
informatization. Budget is an important part of enterprise’s
prior management, and it plays a positive role in improving
management accounting message processing ability and
operation ability. Therefore, in the process of management

accounting message processing based on statistics mining,
enterprises should incorporate the budget work into the
accounting message system of enterprises, use accounting
software to analyze the business situation of enterprises,
formulate a scientific and reasonable budget in combination
with the future development strategy of enterprises, improve
the budget management level of enterprises, and narrow the
difference between budget and actual statistics. As a man-
ager, you should keep abreast of the development of your
own industry and related industries, update your ideas in
time, and know the latest trends. In the era of big statistics,
the better app of cloud computing technology to the internal
financial and accounting management of enterprises needs
to improve relevant laws and regulations to ensure the
message security. Facing the general trend of message
management, we should dare to try, dare to break the
traditional model in the past, pay attention to the
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development of technology and personnel, and realize the
development of accounting messages.

5. Summary

In the era of big statistics, the emergence of cloud computing
technology has brought more possibilities for enterprise
accounting informatization, but at the same time, a series of
risks still exist. How to seize the opportunity to deal with
risks and challenges is still an important problem that every
enterprise is facing in the era of big statistics. Systematically
studying the classify algorithm of statistics mining will help
us to know the advantages and disadvantages of the decision
tree classify algorithm, naive Bayes classify algorithm,
support vector machine classify algorithm and neural net-
work classify algorithm, as well as their applicable scenarios,
and make targeted optimization and improvement on their
shortcomings. Big statistics technology and cloud com-
puting technology bring a lot of convenience to the devel-
opment of accounting informatization, which not only
reduces the cost and improves efficiency, but also realizes the
sharing of resources, and has great development prospects.
With the advent of the era of big statistics, the importance of
statistics classify algorithm will become more and more
obvious, and the characteristics of algorithms such as exe-
cution speed, scalability, and intelligibility of output results
will become the trend of statistical analysis. In the process of
applying statistics mining to management accounting
message processing, enterprises need to pay more attention
to the level of financial personnel, improve the level of fi-
nancial informatization, and provide a human resource

foundation for better development of financial
informatization.
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Objective. The aim of this study was to determine how gemcitabine, oxaliplatin combination, and apatinib affect immune function
and SIL-2R and sicAM-1 levels in patients with gallbladder cancer. Methods. Retrospective analysis of 116 patients with gall-
bladder cancer treated at our institution between February 2019 and February 2021. The patients were randomly divided into
control and study groups, with 58 patients in each group. The study group received the combination of apatinib and the control
group received gemcitabine and oxaliplatin. Immune function, serum tumor markers, short-term efficacy, survival measures, and
incidence of adverse events were monitored and compared between the two groups. Results. CD3+, CD4+, CD4+/CD84+, and NK
levels were significantly higher in both groups after treatment, while CD8+ levels were significantly lower; levels of sicAM-1,
sicAM-1 (VEGF), and CEA were greatly reduced in both groups after treatment; there were significant differences between the
study and control groups in terms of rr46.55% and DCR84.48%; at one year after treatment, the survival rate in the study group
increased from 67.24% in the control group to 79.31%, with an increase in both PFs and 0S. Compared with the control group, the
incidence of hypertension and myelosuppression, neutropenia, proteinuria, and hand-foot syndrome were lower in the study
group (P <0.05). All differences were statistically significant. Conclusion. In the treatment of gallbladder cancer, the use of
gemcitabine and oxaliplatin combined with apatinib can effectively control the progression of patients’ disease.

1. Introduction

Gallbladder cancer is a relatively common malignant tumor
of the biliary system in clinical practice, with insidious onset,
rapid tumor growth, and high malignancy, which is a great
threat to patients’ lives [1]. The occurrence of gallbladder
cancer is related to various risk factors, such as gallbladder
stones, bile duct inflammation, and obesity, but the exact
etiology is still unclear [2, 3]. In the process of continuous in-
depth clinical research on gallbladder cancer, the treatment
methods about gallbladder cancer have been continuously
improved, and the treatment effect of gallbladder cancer has
been significantly enhanced [4, 5]. Due to the high malig-
nancy of gallbladder cancer, chemotherapy can directly kill
tumor cells [6, 7]. Gemcitabine, oxaliplatin, and apatinib all
have significant effects on the treatment of tumors [8, 9].
Gemcitabine has a strong broad-spectrum antitumor activity

and a unique mechanism of action and is widely used in the
treatment of malignant tumors in clinical practice; oxali-
platin has the advantage of significant effects and few adverse
effects; and apatinib is able to antagonize vascular endo-
thelial growth factor receptor 2 (VEGFR-2) and can effec-
tively promote apoptosis of tumor cells. In this paper, the
efficacy of gemcitabine and oxaliplatin combined with
apatinib in the treatment of gallbladder cancer is analyzed
and reported as follows.

2. Material and Methods

2.1. General Material. Patients with gallbladder cancer ad-
mitted to our hospital between February 2019 and January
2021 were randomly divided into two groups: 23 males and
35 females in the control group, aged 42-76 years; 58 pa-
tients in the study group, with a mean age of 56.08 years and
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2
TaBLE 1: Comparison of immune index levels.
. Observation group Control group
Group Period (n=58) (n=58)
Before 47.92 + 9.56 47.85 + 9.58
0,
CD3+(%) After 5483 + 11.97* 62.97 + 12.74*#
Before 3586 + 6.98 3587 + 6.84
0,
CD4+(%) After 40.15 + 7.57* 48.97 + 8.12*#
Before 2512 + 6.42 2513 + 6.48
0,
CD8+(%) After 22.97 + 5.14* 16.89 + 423
Before 1.33 + 0.29 1.35 + 0.26
CDA+/CD8+ ey 1.58 + 0.34* 1.89 + 0.52+*
Before 16.89 + 4.16 17.23 + 4.39
0,
NK(%) After 3276 + 6.98 37.89 + 7.42+%

a mean disease duration of 15.09 months (see Table 1), with a
performance status (ECOG) score of 1 in 11 cases, 2 in 20
cases, 3 in 27 cases, and tumor patients 1 case with score 4
and TNM stage [10] (tumor node metastasis grading). A
total of 17 cases of stage III and 41 cases of stage IV were
found; in the study group, there were 24 males and 34 fe-
males, with ages ranging from 41 to 77 years, mean age
(57.12 + 4.25) years, and duration of disease (15.12 + 2.01)
months. Scores of ECOG: 12 cases were 1, 20 cases were 2,
and 26 cases were 3. 15 cases were classified as stage IIT
according to TNM, and 43 cases were stage IV. The dif-
ferences between the two groups in terms of gender, age, and
disease duration were not statistically significant. The con-
trol group was given gemcitabine and oxaliplatin, while the
experimental group added apatinib to the control group. The
medical ethics committee of the hospital has approved the
study.

2.2. Criteria of Inclusion and Exclusion. Inclusion criteria
were (D Compliance with the guidelines of the Biliary
Surgery Group of the Chinese Medical Association for the
diagnosis of gallbladder cancer [11]; @ confirmed by cell
immunology, imaging examination, and pathological biopsy
of gallbladder cancer; ® aged 18-80 years old, with the first
gallbladder cancer; ® ECOG score of 1-3; TNM stage of
stage III-IV; ® estimated survival time >3 months, which
could not be treated by previous surgery or drugs; ® have
the solid lesions that can be measured (the diameter of the
lesions in the spiral CT examination is >10 mm); @ patients
and members of their families get an explanation of the
study’s goals, and they sign an informed consent form as a
proof of their agreement.

Exclusion criteria were @ Patients with injury or dys-
function of heart and blood vessels and other organs; @
patients with obvious gastrointestinal bleeding, including
local ulcer, hematochezia and hematemesis within two
months, and patients with occult blood in stool; ® patients
with primary gastric cancer without surgical resection, who
are often considered to have massive gastrointestinal
bleeding without examination; @ there are no other diseases
of the gallbladder, such as gangrenous cholecystitis, gall-
bladder atrophy, and diffuse stones; ® abnormal coagula-
tion function, allergic to research drugs; ® accompanied by
cognitive impairment and mental disorders; @ poor
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compliance, recently participated in other clinical drug
researchers.

2.3. Research Methods. After admission, the patients un-
derwent relevant examinations, including laboratory, cy-
tology, imaging, and pathological examination, and were
given basic treatment, including analgesia, sedation, anti-
inflammatory, anti-infection, and  nutritional support.
Gemcitabine and oxaliplatin were used in the control group:
1000mg/m2 gemcitabine (Jiangsu Hausen Pharmaceutical
Group Co. Ltd. Chinese medicine standard word
H20030104) was dissolved in 100 ml of 0.9% normal saline
for 30 minutes, once/week, 3 weeks/course, and then entered
a course after one week’s rest; 85 mg/m? oxaliabine Fire-
seuskaby (Wuhan) Pharmaceutical Co. intravenous instil-
lation for 2.5~3 hours, 2 weeks/time, 2 weeks/course of
treatment, one week of intermediate rest, and then enter a
course of treatment for 4 months. Following this, apatinib, a
drug manufactured by Jiangsu Hengrui Pharmaceutical Co.
Ltd. and given in warm water, 500 mg/time, once a day, 30
minutes after meals, and for two courses of treatment was
administered to the research group. Testing for gastroin-
testinal, liver, and kidney functions should be done as soon
as possible if side effects such as nausea and vomiting occur
during chemotherapy. If the white blood cell level is ab-
normally increased, the electrocardiogram, liver, and kidney
function shall be monitored regularly; if the white blood cell
level is abnormally decreased, the granulocyte colony
stimulating factor treatment shall be implemented; and if
bone marrow suppression occurs, the hematopoietic factor
shall be injected.

2.4. Observational Indicators. @ Immune function mea-
surement: Flow cytometry (Nexcelom Bioscience Company,
USA) identified T cell subsets, in peripheral venous blood
before and 2 months after the natural killer cell. @ Eval-
uation of SICAM-1, vascular endothelial growth factor, and
carcinoembryonic antigen before and after therapy was
conducted. A nocturnal blood sample was taken from the
patient and then centrifuged in the morning. For cold
storage, the supernatant was gathered. In this research, flow
cytometry was used to measure sIL-2R and SICAM-1 levels.
Shanghai BRahman State Biotechnology Co. Ltd. provided
the kit, and the double antibody Sandwich method was used
to measure VEGF and CEA levels. Operate in line with the
instructions provided in the package.® Clinical treatment
effect: complete response (CR): complete tissue disappeared
completely without tumor enhancement >4 weeks; partial
response (PR): a reduction in lesion tissue of at least 50% and
a duration of at least four weeks are required; stable disease
(SD): lesions on the largest scale dropped by 50% or rose by
25%, but no new lesions formed; progressive disease (PD):
lesion tissue grew by more than 25%, or a new lesion was
discovered. Disease control rate (DCR)=(CR+PR+SD)
cases/total cases x 100%; objective response rate
(RR)=(CR + PR) cases/total cases 100%. @ Survival indi-
cators: follow-up (outpatient, SMS, telephone, etc.) and
record the survival indicators of the two groups during one
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FiGure 1: Comparison of immune index levels.

year, including survival rate, survival time, progression-free
survival (progression-free survival,PFs), and overall survival
(0's). Survival was the cumulative survival ratio after the first
year of follow-up. The PFs and 0 s reflect the amount of time
elapsed between the time of enrollment and the time of death
or the last follow-up, respectively. ® Adverse reactions:
patients experienced hypertension, neutropenia, and pro-
teinuria as well as bone marrow suppression and hand-foot
syndrome throughout therapy and follow-up.

2.5. Statistical Treatment. Using SPSS 24.0 statistical soft-
ware, t-tests were employed to compare groups, and mea-
surement data according to a normal distribution was
presented as +. For comparisons between groups, enu-
meration data were reported in terms of number of cases and
percentages (n and %), and a P <0.05 denotes statistically
significant differences.

3. Outcome

3.1. Comparison of Immune Function. Immunological pa-
rameters were not significantly different before treatment.
There was a striking increase in CD3+, CD4+, CD4+/CD8+,
and NK in NK cells and a striking decrease in CD8+ in NK
cells. CD3+, CD4+/CD8, and NK levels in the study group

were significantly higher than CD4+/CD8+ levels in the
control group; see Table 1 and Figure 1.

3.2. Comparison of Serum Tumor Markers. In the compar-
ison of serum tumor markers, the levels of sSIL-2R, SICAM-1,
VEGEF, and CEA were flatly lower in the control group than
in the study group as shown in Table 2 and Figure 2.

3.3. Comparison of Clinical Therapeutic Effects. In terms of
clinical efficacy, the RR after treatment was 46.55% higher
and the DCR was 84.48% higher in the study group than in
the control group, and the differences were statistically
significant as shown in Table 3 and Figure 3.

3.4. Comparison of Survival Indicators. In the comparison of
survival indicators, the one year survival rate after treatment
was 79.31% higher in the study group than in the control
group (P <67.24%), which is remarkable. Table 4 and Fig-
ure 4 show that the survival time, PFs, and 0 s were longer in
the study group than in the control group.

3.5. Comparison of Adverse Reaction Rates. In the compar-
ison of the incidence of adverse reactions, hypertension and
myelosuppression were lower in the study group, but the
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TaBLE 2: Comparison of serum tumor markers.
. Observation group Control group
Group Period (n=58) (n=58)
Before 763.02 + 136.24 76091 + 135.43
SIL-2R (IU/ml) After 649.14 + 115.68° 52832 + 93.61*%
Before 513.21 + 145.76 516.86 + 148.97
SICAM-L (ug/D) After 359.42 + 112.64° 21854 + 79.36*
Before 570.43 + 106.94 573.54 + 109.83
VEGF (ng/ml) After 403.21 + 84.55* 238.17 + 69.31*%
Before 38.20 + 10.93 38.41 + 10.89
CEA (ng/ml) After 2301 + 8.06° 1573 + 4.88"%
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Figure 2: Comparison of serum tumor markers.
TasLe 3: Comparison of clinical efficacy. differences were not statistically significant. Neutropenia,
_ proteinuria, and hand-foot syndrome were quite rare in the
Group Observation group Control group x 2 index P index study group as shown in Table 5 and Figure 5.
(n=58) (n=58)
CR 3(5.17) 8(13.79) — — . .
PR 11(18.97) 19(32.76) — — 4. Discussion
SD 27(46.55) 22(37.93) — — , ‘ ' .
PD 17(29.31) 9(15.52) _ _ The main treatment modality for malignant tumors is
RR 24.14% 46.55% 0.786 0.012 comprehensive treatment, and radical resection is the
DCR 70.69% 84.48% 1.023 0.005 only way to treat patients with gallbladder cancer with the
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TaBLE 4: Comparison of survival indicators.
Observation group Control group T .
Group (n=58) (n=58) Statistical index P index
Survival rate 39(67.24) 46(79.31) 0.201 0.014
Time (months) 815 + 1.23 1093 + 1.26 4.303 0.021
PFs (months) 496 + 1.15 543 + 1.08 5.133 0.004
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FIGUure 4: Comparison of survival indicators.

possibility of cure [12]. Patients with gallbladder cancer
need to undergo surgical exploration first, and resection
at an early stage can effectively prolong the survival time
of patients [13]. However, in actual clinical practice,
many patients with gallbladder cancer are diagnosed in

the middle and late stages because of the early mani-
festations of the disease and the rapid growth of the
tumor, and the tumor cells have already invaded the
plasma membrane, resulting in metastases in the liver and
peritoneum [14]. Patients with advanced gallbladder
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TaBLE 5: Comparison of the incidence of adverse reactions.

Observation group

Control group

Group (n=58) (n=53) x* index P index
Hypertension 11(18.97) 7(12.07) 5.402 0.340
Neutropenia 5(8.62) 1(1.72) 0.185 0.018
Proteinuria 7(12.07) 3(5.17) 0.892 0.006
Bone marrow depression 8(13.79) 3(5.17) 0.418 0.522
Hand-foot syndrome 6(10.34) 5(8.62) 0.322 0.023
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FIGUure 5: Comparison of the incidence of adverse reactions.

cancer have long operation time, large resection area,
high surgical risk, and many postoperative complications
[15]. Therefore, chemotherapy has become the main
treatment modality for this group of patients. Among
them, gemcitabine, oxaliplatin, and apatinib as chemo-
therapy drugs have different anticancer effects and
mechanisms, which can amazingly promote apoptosis of
diseased tissues to inhibit the growth and metabolism of
tumor cells [16]. Currently, the anticancer mechanisms
and effects of gemcitabine, oxaliplatin, and apatinib are
frequently studied at home and abroad, while the effects
of gemcitabine, oxaliplatin, and apatinib on immune
function, sIL-2R, and sSICAM-1 are still relatively limited
[17]. In this study, gemcitabine and oxaliplatin combined
with ~apatinib significantly inhibited tumor vascular
growth, improved somatic cell immune function, alle-
viated sIL-2R, and sSICAM-1 levels, improved short-term
treatment effects and survival time, and controlled the
occurrence of adverse effects.

When cancer cells invade the gallbladder, immune
function is suppressed, allowing the growth and devel-
opment of tumor vascular cells, and increasing the ac-
tivity of tumor biomarkers. This leads to a dramatic
decrease in CD3 +, CD4 +, CD4 +/CD8 +, and NK levels,
an increase in CD8 + and a decrease in anticancer and
anti-infective capacity. The literature[18] treats breast
cancer patients with gemcitabine, which interferes with
the expression of VEGF and its receptor in cancer cells by
engaging the AKT pathway, thereby promoting apoptosis
of tumor cells. Consistent with previous studies, gem-
citabine, oxaliplatin, and apatinib have been shown to
improve immune function, inhibit tumor cell activity,

and reduce the activity and expression of serum tumor
markers in patients with gallbladder cancer [19]. As a
nucleoside analogue, gemcitabine can effectively affect
DNA synthesis during tumor cell metabolism and induce
apoptosis in cancer cells. Oxaliplatin, a third-generation
anticancer drug, has similar effects to gemcitabine and is
involved in the growth and proliferation of tumor cell
DNA. Apatinib, as a VEGFR-2 tyrosine kinase inhibitor,
can effectively bind to the VEGF receptor, inhibit its
expression in tumor cells, and interfere with the growth,
metabolism, and proliferation of tumor blood vessels. It
can also regulate the activity of tumor markers, such as
sIL-2R and sICAM-1, whose synergistic effects can al-
leviate cancer cell-induced immune disorders, promote
body immune regulation, improve immune function, and
enhance therapeutic efficacy.

Chemotherapy and targeted drugs are often used to treat
patients with biliary tract cancer. Among them, chemo-
therapeutic drugs have a strong suppressive effect on the
body’s immune system and are prone to adverse reactions
and drug resistance, which affect prognosis and safety. In
recent years, there has been an explosion of research on
targeted drugs. The positive effects of cancer treatment have
become more pronounced and the side effects have been
greatly reduced. The literature [20] demonstrated that
oxaliplatin and apatinib, adjuvant therapy for patients with
locally advanced biliary tract cancer can significantly im-
prove DCR and therapeutic benefits and enhance anticancer
activity. Apatinib was safe and effective, and no deaths were
reported. The literature [21] showed that gemcitabine,
oxaliplatin, and apatinib significantly improved the short-
and long-term outcomes and reduced the incidence of
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adverse effects in patients with biliary cancer. This finding is
consistent with a previous study by [22] et al. Improved
treatment outcomes and increased overall survival time have
been shown in patients with gallbladder cancer in a manner
that is both very safe and within the tolerable range of
possible side effects [23].

There are certain limitations in this study, mainly
including limited sample size, deviation of the study
results from actual clinical data, which affects the reli-
ability of the study report; insufficient time to assess the
long-term effectiveness and resistance to treatment; and
failure to consider the effects of drug treatment on other
immune mechanisms. Expanding the sample size,
extending the follow-up period, and studying different
mechanisms of action are important to improve the
feasibility and scientific validity of the study results.

The combination of gemcitabine, oxaliplatin, and apa-
tinib has been shown to enhance immune function, limit the
proliferation and spread of tumor vascular cells, and at-
tenuate the expression of sIL-2R and sICAM-1 in patients
with gallbladder cancer. This is a safe and effective treatment
for advanced gallbladder cancer, and it presents a new idea
for clinical trials.
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With the development of Internet technology and computer technology, the network has provided convenience to enterprises
while putting forward new requirements for the development of the accounting industry. The combination of traditional financial
accounting methods and computerized information technology enables accurate and rapid transmission of financial data. At the
same time, the application of network technology optimizes the financial accounting process of enterprises and greatly improves
the efficiency of accounting work and accountants can devote more time and energy to the analysis of enterprise financial
information. However, with the application of Internet technology, the change in financial accounting has also generated new
problems. The article focuses on the topic of financial accounting; first, it briefly introduces the development history of financial
accounting and the Internet; second, it discusses the changes in accounting work mode and its characteristics under the network
environment and analyzes the advantages and problems of combining network technology and financial accounting; and finally, it
puts forward the countermeasures to solve the “Internet+” era financial accounting work for the current situation. Finally, the
countermeasures to solve the financial accounting work in the era of “Internet+” are proposed to improve the professional ability

of financial personnel.

1. Introduction

Compared with the previous enterprise financial manage-
ment work, financial management in the Internet era has
distinct advantages, which effectively expands the scope of
enterprise financial management and allows comprehensive
supervision of the entire financial management work [1]. In
the Internet era, corporate financial management generates
more information and requires rapid transmission of in-
formation in a short period of time [2]. If they want to meet
the development needs of the times, enterprises need to have
a clear understanding and awareness of the importance of
financial and accounting management work to innovate the
working model (Figure 1). At the same time, enterprises also
need to improve the dissemination of financial information
and manage financial accounting information in a diversi-
fied way, which can not only effectively improve the effi-
ciency of enterprise financial management, but also optimize
the working environment comprehensively [3]. In the

Internet era, intelligence has become the main direction of
enterprise financial management work, which is an im-
portant basis for enterprise financial management in the
Internet era and an inevitable trend of the market economy,
which can not only effectively improve the market com-
petitiveness of enterprises, but also facilitate the imple-
mentation of scientific management by relevant financial
and accounting departments and lay a solid foundation for
the efficient development of financial accounting [4].
Therefore, in the Internet era, enterprises need to pay more
attention to the informationization and intelligence of fi-
nancial accounting management, fully meet the develop-
ment trend of the times, and actively promote the
development of enterprises [5].

Nowadays, China has entered the Internet era, and the
vigorous development of the Internet has directly changed
the financial accounting management work, significantly
improved the management quality of financial accounting,
and the content involved in financial accounting has become
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FIGURE 1: New model of financial accounting.

more extensive [6]. For this reason, relevant personnel must
deeply analyze the financial accounting management trends
in the Internet era in order to do their jobs well.

1.1. Expanded Scope of Financial Management. In the In-
ternet era, the management efficiency of enterprises has been
significantly improved, and the financial accounting man-
agement mode has been changed [7]. The most significant
change is that it extends the scope of financial management
and enriches the work of financial management. For ex-
ample, the use of the Internet not only enables direct
procurement and management but also the ability to dis-
cipline suppliers and later sales to ensure the integrity of
management [8].

1.2. Improving the Timeliness of Financial Management.
Real-time and timeliness are the most significant advantages
of Internet technology, so for financial accounting man-
agement work, it is also necessary to improve the speed of
information transmission to help users get accurate infor-
mation [9]. Financial and accounting management pays
more attention to the timeliness of information, and the
existence of Internet technology helps meet this need ef-
fectively [10]. The use of Internet technology enables fi-
nancial management to be more timely and changes the
method of communication, increasing communication and
exchange between personnel [11]. For example, the use of
the Internet makes it possible to lay out the relevant work
content and to monitor the implementation of the work; the
use of the Internet also makes it possible to give feedback to
the company on specific work situations, significantly im-
proving efliciency [12].

1.3. Orderly Operation within the Enterprise. Financial ac-
counting management work in the Internet era can deliver
financial information in a timely manner and make financial
management work more flexible and orderly [13]. Financial
accounting management work is the focus of enterprise
management. In enterprise financial accounting manage-
ment, it is difficult to achieve obvious management effects if
we still rely on the older way to implement management. At
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this time, the use of Internet technology can manage the
financial and business work scientifically and ensure the
orderliness of the internal operation of the enterprise.

At present, China is in the era of intensified economic
globalization and extremely rapid transmission of infor-
mation, and the competition among enterprises is in-
creasingly fierce. In the face of the increasingly competitive
market environment, leaders need to conduct enterprise
management not only to consider the traditional factors of
competition between enterprises, but also to start from the
management level, relying on strong and excellent financial
management to help managers to make appropriate cor-
porate decisions [14]. Therefore, real-time and compre-
hensive financial management information plays a pivotal
role for managers to make decisions.

2. Related Work

Financial accounting is a branch of business accounting that,
together with management accounting, forms the two main
areas of business accounting, known as “traditional ac-
counting” because it follows traditional manual accounting
records, and therefore also known as “external reporting
accounting” because it focuses on the business external
stakeholders’ decision-making needs and financial reporting
outside the enterprise [15]. Financial accounting is an
economic management activity that is carried out through
comprehensive and systematic accounting and monitoring
of the financial flows carried out by the enterprise, with the
main purpose of providing economic information about the
financial position and profitability of the enterprise to ex-
ternal investors, creditors and relevant government agencies
that have an economic interest in the enterprise (refer to
Figure 2).

Financial accounting plays a pivotal role in enterprise
management and can provide useful information to deci-
sion-makers through various accounting procedures, ac-
tively participate in the management decisions of the
enterprise, improve the efficiency of production and oper-
ation activities of the enterprise, and promote the healthy
and normal development of the market economy. Therefore,
financial accounting is crucial and indispensable in the
course of the development of enterprises [16].

The Internet was born in the 1960s and 1970s as a large
global network consisting of a series of common protocols
[17]. As the economy grew, the development of the Internet
accelerated, and by the 1980s and 1990s, it had matured,
become more sophisticated, and gradually began to spread
around the world [18]. Throughout the early development of
the Internet, fundamental changes occurred almost every
decade [19]. In China, the adoption of the Internet began
around 1994 [20].

With the increasing popularity of mobile Internet, cloud
computing, big data, and other technologies, human beings
have stepped into the Internet era. Whether it is attendance
records and online shopping, daily commuting to and from
work, or software used in daily work, Internet technology is
necessary [21]. It can be seen that technology has a decisive
influence on the development of society, and the
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FiGure 2: Traditional financial accounting.

development of network technology will continue to push
human society into a new era.

By applying Internet technology to financial accounting
and management, the transport linkage of computer data
and automatic calculation of data are realized, which in turn
improves the accuracy of financial data in a comprehensive
manner [22]. In addition, with the support of Internet
technology, workers effectively enhance the degree of in-
formation sharing in daily financial accounting or man-
agement and create good conditions for the smooth
implementation of financial supervision [23]. For example,
in daily work, when workers need relevant financial infor-
mation, they can quickly obtain the required information
with the help of information sharing. Although Internet
technology has improved the efficiency and quality of fi-
nancial accounting and management work, the content of
financial accounting and management work in the new era is
gradually diversified and complicated [24].

With the gradual diversification of financial manage-
ment content, the financial management staft of institutions
can fully understand the importance of this work and
continuously improve their Internet technology and fi-
nancial management knowledge and skills to better meet the
needs of the real work, and then give full play to the
maximum value of financial management work [25].

3. Methodology

3.1. Basic Model. An accounting information system (AIS) is
a system that incorporates all accounting information. AIS is
an important application of computer technology in the field
of accounting; the generation of AIS brings accounting from
the original era of manual bookkeeping to the era of machine
bookkeeping, realizing computerization of accounting is an
important reform in accounting practice. Its essence is the
use of computers for an accounting information system.
The mechanism of its role is that the accounting in-
formation system first collects some of the data produced by
the front-end business process that meet the definition of
accounting, then carries out corresponding accounting

processing according to these accounting data, completes
accounting, generates accounting information, and finally,
managers use this accounting information to make business
decisions. Analysis and organization of the role mechanism
of AIS is shown in Figure 3.

In this article, “whether the accounting information
system can realize the sharing of business and financial data”
is taken as the mark of the division between traditional and
financial integration accounting information systems; from
this perspective, the traditional accounting information
system has gone through five rounds of evolution, as shown
in Figure 4.

Although the accounting information system in the first
4 stages could also record some business information, the
content of the recording was very limited, and business
information still needed to be transferred between business
and finance departments through paper-based original
vouchers. Compared with the first 4 stages, the most sig-
nificant feature of this stage is that the front-end business
module is incorporated into the AIS, which helps the AIS
record not only the business data conforming to the ac-
counting definition, but also other types of business data so
that the AIS system provides managers with richer data and
enables managers to see the original business picture more
intuitively through the system.

Through the above 5 stages of development of an ac-
counting information system, we can see that the traditional
accounting information system mainly solves 2 problems:
first, for the paperless bookkeeping vouchers, accounting
personnel use computers instead of manual bookkeeping;
second, recognizing that business data play a very important
role in enterprise management, business department data
and financial data are integrated into the accounting in-
formation system, so that the accounting information sys-
tem can further play its efficient management role.

Through the above development history of traditional
accounting information system, it can be seen that tradi-
tional AIS provides accounting information to managers
and then provides services for their management decisions,
although the MIS (management information system) stage
can already provide business information to managers, but
because business and financial information cannot be shared
resulting in a lower degree of this information used by
managers, so by organizing the traditional AIS functions as
shown in Figure 5.

Industry financial integration AIS means an accounting
information system that can realize business financial in-
tegration, which is an effective platform and tool for en-
terprises to realize business financial integration by using
various modern computer technologies, advancing the fi-
nancial work of enterprises to the business end, through
which enterprises can not only obtain management infor-
mation in terms of financial analysis, but also obtain
management-related information directly from business
data, and managers can use this business-side information
for more in-depth analysis, realizing the integration of in-
formation flow and data flow.

The accounting information system of the combination
of production and finance realizes the information sharing
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of business and financial data, breaks through the limitation
that traditional accounting information systems basically
can only use accounting information to participate in
management, improves the utilization of business infor-
mation, and promotes a deeper combination of accounting
and management; the combination of accounting and
management makes accounting a powerful assistant of
enterprise management. The functions of financial ac-
counting and management accounting are therefore mu-
tually reinforcing and inseparable, as shown in Figure 6.

3.2. Improvement Model. Based on the aforementioned
problems of rigid accounting, rigid management, and rigid
business processes in the application process, the design goal

of the flexible financial integration AIS is to make the fi-
nancial integration AIS flexible, improve the self-adapt-
ability and scalability of the system itself to changes in
external requirements, and then shorten the system rede-
velopment cycle and reduce the cost of redevelopment,
specifically including flexible input and data structure,
flexible data flow, flexible business process, and flexible data
output.

3.2.1. Flexible Input and Data Structure Design.
Traditional industry and finance integration AIS for the
development of data structure design is usually only specific
database tables and fields, that is, the premise that the default
later database table structure does not change, the data table
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FiGure 6: Functional diagram of AIS for business finance integration.

in the data items does not change. This rigid system does not
take into account the possible adjustment of the data
structure in the subsequent use of the enterprise during the
initial design, and of course, there is no input space reserved
for the user to configure the data structure at the front end,
so the developed system lacks self-adaptability for the user to
a certain extent in terms of input and data structure.

Two important concepts in the database related to the
input and data structure design of the flexible industry fi-
nancial integration AIS are triggers and stored procedures.
The trigger mechanism ensures that the trigger action is
executed only when the trigger event occurs and the trigger
limits are met. Each table in the database can set a trigger,
and the role is to establish the connection of multiple tables
in the database to achieve the linkage of data in multiple
tables. A stored procedure is a set of statements to complete a
specific function, through the parameters set so that when
the user performs similar operations on the database, there is
no need to repeat the compilation, so the use of stored
procedures can improve the efficiency of the database
operation.

The design of the data structure in the flexible financial
integration AIS is not only the specific database tables and
fields, but also the “data dictionary,” which stores not the
general specific user data, but the structural data of various
data items, and establishes the connection between the data
dictionary and the entity database tables through triggers
and stored procedures, so that when the structural data in
the data dictionary changes, the corresponding entity table
structure will also change accordingly.

The design of input in the flexible business financial
integration AIS is to present the data dictionary stored in the
database on the page to the user by setting up the data
dictionary function card interface, reserving the input space
for the user to configure the data structure. Using this
function, the following two kinds of operations can be
performed: first, you can create new original documents and
enter the specific data items related to the content; second,
you can modify the original documents in the data items
(such as special enterprises in financial accounting or
managerial decision-making needs may add some special
data items on business documents, which you can add or
modify in the original database forms) and thus meet the
changing needs of enterprises for the data structure.

The “data dictionary” is a “warehouse” that can be used
to store a variety of structural data. It should include the
following two tables: one is the detail table (to store the
content of the data items of each table of the database,
including field names and field types), and the table structure
as shown in Table 1.

The flexible implementation process of input and data
structure is shown in Figure 7. The data update linkage
between the business and finance fusion AIS and the cor-
responding entity tables in the database is done through
triggers and stored procedures. When the user performs the
operation of adding, deleting, or changing in the data dic-
tionary function card of the AIS, the corresponding database
is called using the database interface; the corresponding data
changes are recorded in the detail table; the operation of
adding, deleting, or changing then triggers the trigger
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TaBLE 1: Table of contents.
Field name Meaning
id Table number
T _name Table name
T_type Type
Creator Creator

embedded in the detail table; the data modified by the user
in the front-end page is recorded in the temporary table;
the corresponding stored procedure is executed; and then,
the corresponding entity table is modified. The modifi-
cation of the entity table will be presented on the interface
of the AIS in real-time, so that the user can realize the
change in the data structure of the corresponding form in
the database through the data dictionary function card on
the AIS, which realizes the flexibility of the input and data
structure.

3.2.2. Flexible Data Flow Design. Since the data structure in
the traditional AIS is fixed, the flow of data items between
them is also fixed. Although the flow of data items between
documents, between documents and vouchers, and between
documents/vouchers and reports is possible in the tradi-
tional rigid AIS, this flow is solidified and does not allow
users to configure themselves, for example, some data
grievances exist only in upstream documents and not in
downstream documents, but managers need to add these
data items that exist only in upstream documents to
downstream for management purposes The administrator
also needs to add these data items that exist only in the
upstream documents to the downstream documents for
management purposes. If the new data items do not exist in
the upstream and downstream documents, it is difficult to
configure the process of these extended data items in the
system.

The design of the data flow in the flexible financial in-
tegration AIS focuses on the establishment of visualized
document conversion rules between upstream and down-
stream ~documents, between various documents and
vouchers, and between documents and reports, which can be
configured by users. The specific design diagram is shown in
Figure 8.

Document conversion rules: Document conversion rules
are designed to make the data conversion between docu-
ments more convenient, and through the method of pa-
rameter configuration, the conversion rules are no longer
rigid and unchangeable but can be flexibly deployed. With
the rules to achieve data filtering, grouping, and merging,
calculation and other configurations meet the business needs
of the document conversion process. Document conversion
rules are broadly divided into single-head conversion rules,
entry conversion rules, auxiliary configuration, etc. The
parameter configuration through the single-header con-
version rules can establish the association of each data item
between documents, and the parameter setting in the journal
entry conversion rules can realize the reconfiguration of
generated vouchers.
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3.2.3. Flexible Business Process Design. In the traditional
rigid business finance system, due to the fixed setting of
business processes, business users cannot adjust business
processes according to their actual needs, and the integration
of business and financial processes can only set up financial
indicators according to business needs, and cannot optimize
business processes according to the financial indicators of
enterprises, and the setting of business processes can only
realize the one-way business process of A-B-C one-way
business process. With the large number of business needs of
enterprises, the traditional rigid business process structure
can no longer meet the needs of the complexity of enter-
prises today.

The core of business process design in flexible AIS is that
users themselves can realize business process customization.
Business process customization means that the system
provides a common business process model in advance to
support users to personalize the operation according to their
needs, allowing users to realize the dynamic combination of
processes or dynamic definitions without changing the
source code, increasing the flexibility of business processes
in the financial system. The flexible AIS provides users with
the function of freely configuring business processes, and
realizes the close connection between business process
management and the AIS of financial integration.

The flexibility of business process customization is re-
flected in the following aspects, and the overall process of its
operation is shown in Figure 9.

3.2.4. Flexible Data Output Design. The traditional financial
integration system is relatively fixed in the final output
report format and content, for example, the format of the
four commonly used financial statement templates are
relatively fixed, and the content is relatively fixed, so if the
project name or data source inside the template report
changes, the enterprise cannot change and adjust in time by
itself, so the rigid financial integration AIS has caused the
limitation of management analysis to a certain extent.

The design of flexible data output in the flexible in-
dustry financial integration AIS focuses on the user’s ability
to configure the content and format of information output,
as mentioned above, for the final financial accounting
reports and management accounting reports, the manager
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can choose the output content and format at will, and if the
items in the reports defined in the system template do not
meet the actual needs, the user can customize the report
format and content to meet the personalized needs of
managers. Flexible AIS supports customizable report
function, which allows users to design the report format,
report items, sources, calculation, and processing methods
by using the visualized pages provided and combining
them with the actual situation of the unit and the de-
partment. The system will automatically generate the re-
ports that the user wants according to his or her definition.
Once the user’s needs change, the user can modify the
original report design or design a new report to meet his or
her needs without modifying the accounting information
system itself. That is, the core of the design of data output
flexibility lies in the implementation of the custom report
function, the specific design process of which is shown in
Figure 10.

4. Case Study

A company is a large integrated modern enterprise group.
With the gradual expansion of the group’s scale, it became

difficult to adapt the original financial and business model to
the group’s management needs, which to a certain extent
hindered the group’s development. To keep pace with the
times, in the context of the Internet, it is imperative to make
full use of new information technology tools for reform. We
first show the degree of approval of different employees for
the management upgrading of the financial accounting
system in Figure 11.

Before the implementation of financial sharing, the
finance department of a company was mainly responsible
for daily accounting, expense reimbursement, current ac-
count management, fundraising and operation, investment
management, budget management, tax reporting, state-
ment preparation and analysis, and other work, mainly
centralized financial management. With the development
of a company, the number of subsidiaries, overseas
branches, and strategic business units gradually increased,
the group reformed and adopted the organizational form of
group customer divisions, and established financial divi-
sions within each division; from a centralized financial
management mode to a decentralized financial manage-
ment mode, each divisional financial division is responsible
for its own local business corresponding to the expense
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Ficure 11: Different employees’ opinions on the management
upgrading of the financial accounting system.

reimbursement accounting and other work. Then, each
business unit regularly sends business-related data to the
accounting staff of the business unit, and the accounting
department of each business unit submits the processed
financial and business analysis data to the headquarters
group for data aggregation and analysis.

4.1. Analysis of the Main Problems of a Company before the
Integration of Industry and Finance

(1) High Labor Cost and Low Value Creation. A com-

pany’s customer business units establish the same
function as the finance department: repeatedly
building a finance department is time-consuming
and labor-intensive, and a large number of ac-
counting staff increase the group’s operating costs.
The heavy accounting volume of each finance de-
partment takes up a lot of energy of accounting staff,
making it difficult for them to withdraw business
management and provide decision support for
business strategy management.

(2) Poor Information Communication. First of all, a

company arranges accounting personnel with the
same functions in different group customer divi-
sions, and the financial information is first aggre-
gated and analyzed by the divisional accounting
personnel and then submitted to the group head-
quarters, which may lead to the redundancy of
personnel and departments, resulting in the un-
timely collection of financial information from the
group headquarters, operational errors and prob-
lems such as information asymmetry between online
and offline. Second, there is no good communication
mechanism between business information and fi-
nancial information, and the core data cannot be
unified and centralized in the same system for
business analysis and management. The dual-track
system of business and finance makes it impossible to
allocate and apply enterprise resources efficiently. In
addition, the value application and decision analysis
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of financial management cannot provide support for
business development quickly and timely, and the
efficiency of business execution is low.

4.2. Implementation of a Company’s Financial Integration in
the Internet Era

4.2.1. Background and Significance of Implementation.
With the continuous development of computer technology,
approaching the “Internet” and reshaping the accounting
process to break the “information silo” are undoubtedly
crucial to realize the integration of business and finance of
enterprises. In the background of the group’s increasing
business and continuous expansion, reshaping the corre-
lation between business and finance, through the integration
of business and finance, is conducive to breaking the
awkward situation of information isolation of various de-
partments, so that finance can provide timely and true
tfeedback on business facts, and provide efficient support to
the group’s internal decision-making and control, to achieve
“business pulling finance, finance supporting business.” The
key to the integration of business and finance lies in
achieving the “two-wheel drive” of finance and business. The
key to the integration of business and finance lies in how to
reorganize the accounting process from the group business
process reorganization. The following is an example of a
company’s implementation path, explaining how it uses the
financial sharing platform to integrate business and finance
and empower management.

4.2.2. Implementation Path. To realize the integration of
business and finance for management empowerment, a
company makes full use of the financial sharing platform.
A company’s financial sharing center is an integrated and
unified accounting platform based on front-end business
pull-through. All transactions, invoices, reconciliations,
payments, and other processes in the front-end are
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FiGure 13: The distribution of different accounting operations.

collected as data collection points, and a large amount of
data resources are collected and entered into the data
platform in real-time to store the information, and the
stored data are extracted, summarized, apportioned,
offset and consolidated, and converted into caliber. The
stored data are extracted, aggregated, apportioned, offset
and consolidated, transformed, and then aggregated and
displayed through the management dimension (see
Figure 12).

We further analyzed the changes in different links of
financial accounting operations in Figure 13.

Based on the report format and unified index system, the
group establishes corresponding analysis models; creates a
unified financial data and report platform; prepares financial
statements; provides the group with standardized financial
accounting, multi-dimensional cost and profitability anal-
ysis, and other services; and provides support for relevant
information disclosure, group management, and decision-
making (see Figure 14).

Based on the group’s financial sharing unified data
platform, the shared finance center has also built a multi-
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7 After reshaping the financial process, a company’s in-
ternal financial sharing center platform unified the entire
6

0 1 2 3 4 5

mm Financial management
1 Business management
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dimensional indicator analysis system, establishing multi-
dimensional accountability indicators and analysis systems
corresponding to main business income; profit before tax;
operating net cash flow; major quality issues at the operation
level, management level, and decision-making level, respec-
tively; and using the group’s big data platform for analysis and
display. In Figure 15, we analyze the relationship between
financial management and business management.

Based on the group’s financial sharing unified data
platform, the shared finance center has also built a multi-
dimensional indicator analysis system, establishing multi-
dimensional accountability indicators and analysis systems
corresponding to main business income; profit before tax;
operating net cash flow; major quality issues at the operation
level, management level, and decision-making level, re-
spectively; and using the group’s big data platform for
analysis and display.

process and buried information on key links, so that fi-
nancial rules fully penetrate the whole process of related
transactions, laying a solid data foundation for the group’s
later monthly reconciliation and data management analysis
and improving the efficiency and timeliness of data provi-
sion. It also solves the problems of high labor cost and low
enterprise value creation under the decentralized financial
management model. The sharing center can also generate
two sets of financial reports based on the corporate structure
and management reports based on the management
structure. After the integration of industry and finance, the
operating budget execution report can be issued in real-time,
allowing the group to monitor the specific implementation
of the budget in real-time and providing strong support for
group managers and decision-makers.

5. Conclusion

In conclusion, for enterprises, financial accounting
management is crucial, and it is the basis of enterprise
development, especially in the Internet era; enterprises
need to strengthen the innovation of the financial ac-
counting management mode to help meet the develop-
ment needs of the times. But at present, it is difficult to
adapt some enterprises’ financial accounting manage-
ment work to the development of the network era, and the
management concept has not been updated in time.
Enterprises must pay more attention to this, take rea-
sonable decisions to optimize it, and further expand the
field of financial accounting management by strength-
ening the construction of information technology and
clarifying the outstanding problems, so that enterprises
can obtain new development and improve the level of
financial accounting management comprehensively.
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In the past, the extreme value standardization of indicators, the traditional weighting method, and the multifactor comprehensive
model of land intensive use inevitably linearly correlate the evaluation indicators with the evaluation objects, ignoring the
direction differences of different indicators in different intervals. At the same time, these methods are also difficult to meet the
change of evaluation index weight value with land use type, and cannot adapt to the actual situation of land use environment level
and dynamic change. Considering the objectivity of nonlinear correlation moderate index and weight assignment, based on the
standardization of quadratic function index and entropy assignment, this paper studies the intensive and dynamic use of land in
development zones by different regions to improve the realistic fit of the evaluation model. The results show that the overall level of
land intensive use in Chongqing center district and western Chonggqing is better than that in northeast Chongging and southeast

Chonggqing, roughly showing the state of “high in west and low in east.”

1. Introduction

The more China promotes high-quality economic and social
development and promotes ecological civilization con-
struction, the more it needs to economize and make in-
tensive use of every inch of nonrenewable land. Facing the
dual pressure of protecting resources and ensuring devel-
opment, the economical and intensive use of land has be-
come an inevitable choice to change the way of land use,
optimize resource allocation, expand new drivers of eco-
nomic development, and make use of stock space [1-4]. At
present, scholars and experts have carried out a lot of studies
on land intensive use evaluation, internal coordination
analysis, influencing factors research, evaluation index
system construction, etc. [5-10]. Land intensive utilization
evaluation method concentrates multifactor comprehensive
evaluation method, the neural network algorithm, principal
component analysis (PCA), the fuzzy hierarchy

comprehensive evaluation method, etc. The neural network
algorithm by selecting the evaluation index factor and factor
of unit works is quantified by the appropriate model, cal-
culation and merge, so as to realize the evaluation target; this
is the most commonly used method. For example, standard
deviation standardization method, ratio standardization
method, range standardization method, etc, are common in
calculation, while moderate index is often segmented, and
positive index calculation method is adopted when the value
is less than the ideal value, without fully considering the
nonlinear relationship between evaluation index and eval-
uation result [11-17]. While positive correlation and neg-
ative correlation indicators in the evaluation of land
intensive utilization is the most common, but the land use
structure indicators such as plot ratio and building density,
as well as appropriate population density, ratio and other
indicators, as well as the commonly used dimensionless
index method, cannot eliminate the difference in
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characteristics, and are prone to overestimate some infor-
mation loss caused by the level of intensity [18-22]. Based on
the quadratic function indicator standardization evaluation
index/evaluation results of both nonlinear relationship, it
selects the index weight objective empowerment; confirm
dynamic entropy weight-driven value analysis was used to
explore the change of land intensive use in different time
span; entropy index between different sizes directly reflects
the degree of target state changes; the overall difference
between limit and driving factors avoids the influence of
human factors of subjective weighting methods such as
Delphi method, analytic hierarchy process, and factor pair
comparison method, improves the accuracy and effective-
ness of calculation results, and improves the realistic
goodness of fit of the evaluation model.

2. Research Methods and Data Sources
2.1. Research Methods

2.1.1. Standardization of Quadratic Function Indexes.
The theoretical basis for the standardization of quadratic
function indexes is the law of diminishing marginal utility.
The land users in the study area are set as consumers, the
standardized value of indicators is set as utility, and the
actual value of indicators is set as consumption units. The
process of intensive land users is the process of utility
satisfaction of land users, and the behavior associated with
appropriate indicators according to the law of diminishing
marginal utility.

There are n quantitative ~ evaluation indexes
X1,X2,...,Xn, and m samples constitute the index data
matrix P = {Xij}(i=1,2,...,m;j=1,2,...,n); Xij repre-
sents the value of the j item evaluation index of the ith
sample. The current value of the j index is Xj. The ideal value
of evaluation index Xj is X0. Weight is Wj; The standardized
value is Yj, and the standardized formula of the quadratic
function index is Yj = aXj2 + bXj.

When the actual value of the evaluation index Xj reaches
the ideal state X0, it should be 1 after standardized treatment,
and the evaluation value of the quadratic function index
formed after standardization is between [0, 1]. The ideal
value is X0. According to the function fixed point value
[X0,1] and [0, 0], parameters a and b in the model can be
calculated:

b= i, a= L (1)
Xo Xo

The improved calculation method of combination index
standardization method is shown in formulas (1)-(3). A
multifactor evaluation model is formed as formula (5),
where ] represents the land intensity score of the study area:

(Xj — X min)
(X max — Xmin)’

(2)

positive indicators Y j =

negative indicators Y j = aX;j2 + bXj, (3)
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iate indicators Y i (X max — X) (4)
ropriate indi r =
appropriate cators Y j (X max — Xmin)
J= (Wi X y;% 100). (5)
j=1

Take the derivative of ] with respect to Yj in formula (4),
the derivative of Yj with respect to Xjin formulas(1) and (3),
J =100xWj. Positive indicators: Yj =1/(Xmax - Xmin).
Negative indicators:Yj’ = - 1/(Xmax - Xmin); it can be seen
that the land intensity score J is linearly correlated with the
standardized index Yj; appropriate indicators Yj in (5) is:
J =100xWj (2aXj + b); it can be seen that the land intensity
score ] is linearly correlated with the standardized index Yj.

2.1.2. Entropy Value Method. In comprehensive evaluation,
it is generally believed that the index weight value deter-
mined by entropy method is more objective and more re-
liable than the subjective weight method such as Delphi
method and analytic hierarchy process. Entropy method is
based on the information entropy theory. According to the
difference of the information order degree contained in each
evaluation index, the higher the order degree of a system is,
the greater the information entropy is and the smaller its
utility value is. Different entropy values between indicators
are generally applicable for weight determination in time
series evaluation. To calculate the index entropy e, the
formula is as follows:

1 m
ej :—E;PUXIHPU. (6)

Among them, Pj; is the contribution degree of a single
indicator. The weight Wj is calculated by using the entropy
value obtained, and the calculation formula is as follows:

gi
z;l—1 gi @

Wj is the weight of the j index, and gi is the difference
coefficient of the j index.

2.2. The Data Source. The data were mainly obtained from
Chongqing Land use status change survey data, statistical
yearbook from 2014 to 2018, land use and enterprise survey
data of development zone, dynamic monitoring and su-
pervision system data of land market, Urban and Rural
Development Commission, natural Resources Bureau, etc.

3. The Study Area

As an important area of regional economic development, the
development zone is the scientific and technological inno-
vation base of industrial upgrading and regional develop-
ment and also an important growth point of the sustainable
development of urban economy. As of 2018, Chongging has
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eight national development zones and forty-one provincial-
level development zones, including Xiyong Comprehensive
Bonded Zone, Lianglu-Cuntan Free Trade Port Area,
Chongging Economic and Technological Development
Zone, and Chongqing High-Tech industry development
Zone. There are forty-nine development zones in total which
have greatly promoted regional economic development.
Based on the characteristic support development zone
system of Chongqing center district, western Chongqing,
northeast Chongging, and southeast Chongging as an ex-
ample, this paper evaluated the dynamic situation of land
intensive use from 2013 to 2017 by combining the quadratic
function index standardization and entropy method
weighting method. By the end of 2017, the Chongqing
development zone covers an area of 665.97 square kilo-
meters, with a land development rate of 71.23%, a total
resident population of 2.0741 million, a total investment in
industrial fixed assets of 1.149247 billion, and a total in-
dustrial tax revenue of 50.902 billion.

4. Result Analysis

4.1. Establishment of the Evaluation Index System. In this
paper, a total of ten indicators C1 — 1/C10 — 1) are selected
as the evaluation indicators of the Industrial-led Develop-
ment Zone, and seven indicators C1 — 2/C10 — 2 are selected
as the evaluation indicators of the City-industry integration
development zone, in which the idle rate of land C10 -
1/C10 -2 is a negative indicator, and the building density
C5-1/C5-2 and population density (C9-2) are appro-
priate indicators(Table 1). After the standardization of the
evaluation index by the quadratic function, the ideal value of
the evaluation index of building density in Chonggqing center
district at the end of 2017 is 56.83%, and the quadratic
function value Y=2.149. The ideal value of the evaluation
index of population density is 383.66 people/hectare, and the
quadratic function value Y=1.422. The other evaluation
indexes are all positive indicators.

4.2. Weight Analysis of Evaluation Indicators. The rationality
of index weight directly affects the order of pros and cons of
evaluation objects, thus greatly affecting the accuracy of
comprehensive evaluation. The weight values of dynamic
indicators of the industrial-led development zone are de-
termined according to the entropy method, as shown in
Table 2. The entropy weight of the city-industry integration
development zone is WC1-2 =0.122, WC2-2=0.124, WC4-
2=0.121, WC5-2=0.125, WC8-2=0.143, W(C9-2=0.121,
and WC10-2=0.244.

4.3. Dynamic Comparative Analysis of Land Use Status.
According to the analysis of the current situation values in
different years, the land supply rate of development zones in
Chongqing center district (A), western Chongging (B),
northeast Chongqing (C), and southeast Chongqing (D) was
basically flat, which were all at Chongqing center district
high level, respectively, 91.60%, 89.33%, 86.23% and 89.51%.
The area with the best land supply is Chongging center

district, and the area with the greatest supply potential is
northeast Chongging. The land construction rate, respec-
tively, is 80.53%, 75.43%, 71.73%, and 67.40%. Chongqing
center district has superior location conditions, and the soft
and hard environmental conditions for industrial devel-
opment are better. The land construction rate is the highest.
Compared with the land supply rate of 84.26%, 89.71%,
87.52%, and 64.4% in 2013, and the land construction rate of
83.57%, 97.09%, 87.83%, and 82.72% in 2013, the land de-
velopment rate in Chongqing center district, western
Chongging, and northeast Chongging showed an overall
trend of first decreasing and then increasing. The area in
southeast Chongqing showed a trend of first rise and then
decline, and the land construction rate showed a trend of
saturation decline as a whole, as shown in Figure 1.

In terms of land use structure, intensity and benefit, the
industrial land use rate in western Chongqing is higher than
that in other three areas, and its dynamic change reaches the
highest value of 76.39% in four years. Except for southeast
Chonggqing, the building density, comprehensive floor area
ratio of industrial land, building coefficient of industrial
land, and fixed asset input intensity of industrial land in the
other three regions all showed an upward trend. The average
tax revenue of industrial land in western Chongqing,
northeast Chongqing, and southeast Chonggqing was basi-
cally stable. By the end of 2017, there are 0.0.9% and 0.7% of
idle land in Chongqing center district and southeast
Chongging, and the rate of idle land was relatively low. There
is no idle land in western Chongqing and northeast
Chongqing, and the land management performance is good.
For newly built has not yet been put into production, the
stable industrial land scale is larger; Chongqing center
district has 0.09% idle land, leading to the both of industrial
land tax with the year dropped substantially.

4.4. A Case Study on Comprehensive Evaluation of Land Use
Intensity. According to the weight value of each evaluation
index, the status value of the index ranked fifth was used as
the ideal value of the corresponding index; after the stan-
dardization of indicators, the comprehensive score of land
intensity was calculated. It can be divided into four grades:
extensive utilization (<60), preliminary intensive utilization
(60-70), basic intensive utilization (70-80), and highly in-
tensive utilization (80-100).

On the whole, the intensity score of 49 development zones
in Chonggqing presents a state of “high in the west and low in
the east.” Chongqing center district is the political, economic,
cultural, modern service center, and population agglomeration
area of the whole city, and the development environment of
high-tech industry is good. The second area is western
Chonggqing. As an important manufacturing base of the whole
city, western Chongqing is an important area to gather new
industries and population. The overall level of land intensive
use in Chongqing center district and western Chonggqing is
better than that in northeast Chongging and southeast
Chongqing. 92% of the development zones of type I highly
intensive utilization grade are distributed in Chongging center
district and western Chongqing. Only three development zones
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TaBLE 2: Index weights of the time series.

Land use Land management
Land use status . 8
The target layer efficiency perfor il
Index layer Cl C2 C3 C4 C5 C6 C7 C8 C9 C10
2013 0.559 0.191 0.250
0.053 0.119 0.055 0.118 0.102 0.060 0.052 0.071 0.120 0.250
2015 0.550 0.168 0.282
0.073 0.061 0.083 0.106 0.082 0.063 0.081 0.070 0.099 0.282
2017 0.739 0.202 0.059
0.066 0.078 0.095 0.142 0.076 0.088 0.194 0.139 0.063 0.059
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FIGURE 1: Statistical chart of the current value of land intensive and economical use in the development zone.

in the whole city have the intensity score exceeding 90 points,
including Chongqing Gangcheng Industrial Park = in
Chongging center district 92.33 points, Chongging Tongxing
Industrial Park in Chongqing center district 90.70 points, and
Chongging Fuling Industrial Park in western Chongqing 92.38
points. There are 20 development zones of basic intensive
utilization grade II, which are distributed in all four zones. Due
to the limitation of terrain conditions in northeast Chongqing
and southeast Chongging, the land area of development zone is
relatively small and the building coefficient of industrial land is
relatively high, due to the large proportion of transportation
land, public management land, and public service land in the
development zone of northeast Chongqing; the realization rate
of paid land use in the development zone is reduced to a certain
extent, and the marketization degree of land supply is the
lowest. The lowest score of intensity in northeast Chongqing is
50.83 in Chongging Jiangjin Comprehensive Bonded Tax Zone
and 56.19 in Chongging Fengjie Industrial Park in western
Chonggqing, both of which belong to type IV extensive utili-
zation grade. The development zones with the grade IIT of
preliminary intensive utilization include Changshou Economic
and Technological Development Zone with 67.04 points,
Chongging Chengkou Industrial Park with 61.40 points, and
Chonggqing Pengshui Industrial Park with 69.15 points.
Compared with the four regions in the time series, the
Central District of Chongqing has the highest land intensity
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FIGURE 2: Dynamic change of land use intensity score from 2013 to
2017.

in the past four years, and the land intensity in the Central
District of Chongqing has decreased year by year. However,
at a high level, the degree of land intensity in the western part
of Chonggqing is increasing year by year. The central area of
Chongqing and the western part of Chongqing both
maintained above 80 points, and the northeast of Chongqing
showed a trend of first decreasing and then slightly in-
creasing, reflecting the basic intensive utilization level.
Southeast Chongqing showed a trend of first slight increase
and then strong decrease, as shown in Figure 2.



5. Conclusion

From the perspective of the change of the dynamic evalu-
ation result data and the comprehensive function devel-
opment of the development zone, in recent years, the
Chongging development zone are higher than the average
level of the national development zones in the same year. The
space for improving land use structure and land use intensity
is gradually shrinking, and the overall level of intensity is
relatively high. The development zone has been transformed
from a single industrial park to an urban comprehensive
functional zone, the land use structure has been further
rationalized, and the supply of infrastructure facilities and
public service land has increased. Compared with the
changes over the years and the national level, the short board
of land intensive use in Chongqing Development Zone lies
in the low land use efficiency. Industrial land is below the
national average national level development zone in the
same year tax, and the comprehensive benefits of play is not
enough.

The Chongging development zone should be through the
industry upgrading and transfer, improve the level and
quality of land output per unit area, and reduce the con-
sumption of social economic development on the land. The
extensive road of development by relying on land expansion
can no longer continue. The development mode of land use
should be changed to further release the longitudinal and
vertical space of internal land use. Tap the potential and
invigorate the stock, and improve the postsupply supervi-
sion mechanism, to achieve the connotative intensive and
sustainable development.
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