
Complexity

Modeling and Quanti�cation of
Resilience in Complex Engineering
Systems

Lead Guest Editor: Seyedmohsen Hosseini

Guest Editors: Riccardo Patriarca and Md Sarder

 



Modeling and Quantification of Resilience in
Complex Engineering Systems



Complexity

Modeling and Quantification of Resilience in
Complex Engineering Systems

Lead Guest Editor: Seyedmohsen Hosseini
Guest Editors: Riccardo Patriarca and Md Sarder



Copyright © 2019 Hindawi Limited. All rights reserved.

is is a special issue published in “Complexity.” All articles are open access articles distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



Chief Editor
Hiroki Sayama, USA

Editorial Board

Oveis Abedinia, Kazakhstan
José Ángel Acosta, Spain
Carlos Aguilar-Ibanez, Mexico
Mojtaba Ahmadieh Khanesar, United
Kingdom
Tarek Ahmed-Ali, France
Alex Alexandridis, Greece
Basil M. Al-Hadithi, Spain
Juan A. Almendral, Spain
Diego R. Amancio, Brazil
David Arroyo, Spain
Mohamed Boutayeb, France
Átila Bueno, Brazil
Arturo Buscarino, Italy
Ning Cai, China
Guido Caldarelli, Italy
Eric Campos, Mexico
M. Chadli, France
Émile J. L. Chappin, e Netherlands
Yu-Wang Chen, United Kingdom
Diyi Chen, China
Giulio Cimini, Italy
Danilo Comminiello, Italy
Sergey Dashkovskiy, Germany
Manlio De Domenico, Italy
Pietro De Lellis, Italy
Albert Diaz-Guilera, Spain
ach Ngoc Dinh, France
Jordi Duch, Spain
Marcio Eisencra, Brazil
Joshua Epstein, USA
Mondher Farza, France
ierry Floquet, France
José Manuel Galán, Spain
Lucia Valentina Gambuzza, Italy
Harish Garg, India
Bernhard C. Geiger, Austria
Carlos Gershenson, Mexico
Peter Giesl, United Kingdom
Sergio Gómez, Spain
Lingzhong Guo, United Kingdom
Xianggui Guo, China
Sigurdur F. Hafstein, Iceland
Chittaranjan Hens, India

Giacomo Innocenti, Italy
Sarangapani Jagannathan, USA
Mahdi Jalili, Australia
Peng Ji, China
Jeffrey H. Johnson, United Kingdom
Mohammad Hassan Khooban, Denmark
Abbas Khosravi, Australia
Toshikazu Kuniya, Japan
Vincent Labatut, France
Lucas Lacasa, United Kingdom
Guang Li, United Kingdom
Qingdu Li, China
Chongyang Liu, China
Xinzhi Liu, Canada
Xiaoping Liu, Canada
Rosa M. Lopez Gutierrez, Mexico
Vittorio Loreto, Italy
Noureddine Manamanni, France
Didier Maquin, France
Eulalia Martínez, Spain
Marcelo Messias, Brazil
Ana Meštrović, Croatia
Ludovico Minati, Japan
Saleh Mobayen, Iran
Christopher P. Monterola, Philippines
Marcin Mrugalski, Poland
Roberto Natella, Italy
Sing Kiong Nguang, New Zealand
Nam-Phong Nguyen, USA
Irene Otero-Muras, Spain
Yongping Pan, Singapore
Daniela Paolotti, Italy
Cornelio Posadas-Castillo, Mexico
Mahardhika Pratama, Singapore
Luis M. Rocha, USA
Miguel Romance, Spain
Avimanyu Sahoo, USA
Matilde Santos, Spain
Ramaswamy Savitha, Singapore
Michele Scarpiniti, Italy
Enzo Pasquale Scilingo, Italy
Dan Selişteanu, Romania
Dehua Shen, China
Dimitrios Stamovlasis, Greece



Samuel Stanton, USA
Roberto Tonelli, Italy
Shahadat Uddin, Australia
Gaetano Valenza, Italy
Jose C. Valverde, Spain
Alejandro F. Villaverde, Spain
Dimitri Volchenkov, USA
Christos Volos, Greece
Zidong Wang, United Kingdom
Qingling Wang, China
Wenqin Wang, China
Yan-Ling Wei, Singapore
Honglei Xu, Australia
Yong Xu, China
Xinggang Yan, United Kingdom
Zhile Yang, China
Baris Yuce, United Kingdom
Massimiliano Zanin, Spain
Hassan Zargarzadeh, USA
Rongqing Zhang, China
Xianming Zhang, Australia
Xiaopeng Zhao, USA
Quanmin Zhu, United Kingdom



Contents

Modeling and Quantification of Resilience in Complex Engineering Systems
Riccardo Patriarca and Seyedmohsen Hosseini 

Editorial (2 pages), Article ID 1038908, Volume 2019 (2019)

Sink-Convergence Cascading Model for Wireless Sensor Networks with Different Load-Redistribution
Schemes
Xiuwen Fu  , Haiqing Yao  , and Yongsheng Yang 

Research Article (9 pages), Article ID 7630168, Volume 2019 (2019)

A Resilience Toolbox and Research Design for Black Sky Hazards to Power Grids
Dmitry Borisoglebsky   and Liz Varga 

Research Article (15 pages), Article ID 1065419, Volume 2019 (2019)

Simulating Environmental Innovation Behavior of Private Enterprise with Innovation Subsidies
Hongjun Guan, Zhen Zhang, Aiwu Zhao  , and Shuang Guan
Research Article (12 pages), Article ID 4629457, Volume 2019 (2019)

Measuring Component Importance for Network System Using Cellular Automata
Li He  , Qiyan Cao  , and Fengjun Shang 

Research Article (11 pages), Article ID 3971597, Volume 2019 (2019)

Metrics for Assessing Overall Performance of Inland Waterway Ports: A Bayesian Network Based
Approach
Niamat Ullah Ibne Hossain, Farjana Nur, Raed Jaradat, Seyedmohsen Hosseini  , Mohammad
Marufuzzaman, Stephen M. Puryear, and Randy K. Buchanan
Research Article (17 pages), Article ID 3518705, Volume 2019 (2019)

Stability and Complexity of a Novel 1ree-Dimensional Environmental Quality Dynamic Evolution
System
LiuWei Zhao   and Charles Oduro Acheampong Otoo
Research Article (11 pages), Article ID 3941920, Volume 2019 (2019)

Cascading Failures Analysis Considering Extreme Virus Propagation of Cyber-Physical Systems in
Smart Grids
Tao Wang  , Xiaoguang Wei  , Tao Huang  , Jun Wang, Luis Valencia-Cabrera, Zhennan Fan  , and
Mario J. Pérez-Jiménez
Research Article (15 pages), Article ID 7428458, Volume 2019 (2019)

Identification of Two Vulnerability Features: A New Framework for Electrical Networks Based on the
Load Redistribution Mechanism of Complex Networks
Xiaoguang Wei, Shibin Gao  , Tao Huang  , Tao Wang  , and Wenli Fan
Research Article (14 pages), Article ID 3531209, Volume 2019 (2019)

https://orcid.org/0000-0003-2703-6217
https://orcid.org/0000-0002-4405-7573
https://orcid.org/0000-0002-2281-2865
https://orcid.org/0000-0003-2935-0242
http://orcid.org/0000-0001-6687-3291
http://orcid.org/0000-0001-6955-478X
http://orcid.org/0000-0002-3981-6811
http://orcid.org/0000-0003-4303-5281
http://orcid.org/0000-0002-6564-0055
http://orcid.org/0000-0001-6730-1199
http://orcid.org/0000-0003-2703-6217
http://orcid.org/0000-0003-0368-5212
http://orcid.org/0000-0001-6383-4238
http://orcid.org/0000-0001-9091-3345
http://orcid.org/0000-0002-5504-7848
http://orcid.org/0000-0001-6862-5996
http://orcid.org/0000-0002-9519-9379
http://orcid.org/0000-0002-5504-7848
http://orcid.org/0000-0001-6383-4238


Editorial
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�e identication of criticalities is an important aspect for
any engineering systems. Such identication plays a central
role for safety and security analyses of modern socio-
technical systems. Nowadays, electrical network as well as
information and transportation networks can be enhanced
in reliability, e�ciency, safety and security through the
adoption of automation solutions, and cyber-physical
systems. In this regard, it becomes even more important to
model and quantify the resilience of such systems with
respect to a variety of disruptions. In response to this target,
this special issue aims at providing a forum to present
recent developments in terms of models and metrics for
understanding, assessing, and enhancing system’s resil-
ience. Main challenges in the eld include identication of
vulnerability features, component importance measures,
cascading failures modelling, environmental modelling,
and overall performance assessment. Such aspects are
managed through innovative approaches combining re-
liability engineering, network theory, social sciences,
Bayesian network, genetic algorithms, and articial
intelligence.

�is special issue has attracted high-quality submissions
from scholars worldwide in the areas of resilience engi-
neering, industrial engineering, business management,
systems engineering, civil and environmental engineering,
electrical engineering, energy, logistics, social sciences, and
computer sciences. �e researchers utilized their expertise
and competences and match up to the challenges of de-
veloping solutions for managing the ever-increasing com-
plexity of modern systems.

�e total number of submissions is 16. After single-blind
peer-review by at least two reviewers, 8 papers were nally
accepted to be published. �e acceptance rate is 50%. �e
average number of authors for each accepted paper is 4.1.
�e a�liated institutes of authors are from China (20
contributors), USA (8 contributors), and UK, Spain, and
Italy (2 contributors each). �ese accepted papers can be
organized into two major groups, which in reality are also
inter-related.

�e rst group of papers is about resilience modeling.
�e paper titled “A Resilience Toolbox and Research Design
for Black Sky Hazards to Power Grids” by D. Borisoglebsky
and L. Varga presents a simulation model utilizing a
resilience assessment equation for iteratively selecting the
most appropriate tool for power grids. �e paper titled
“Sink-Convergence Cascading Model for Wireless Sensor
Networks with Di¢erent Load-Redistribution Schemes” by
X. Fu et al. proposes a realistic sink-convergence cascading
model for wireless sensor networks with two load-re-
distribution schemes (i.e., idle redistribution and even re-
distribution). About cascading models, T. Wang et al. focus
on cascading failures in interdependent systems from the
perspective of cyber-physical security for smart grids in the
paper titled “Cascading Failures Analysis Considering Ex-
treme Virus Propagation of Cyber-Physical Systems in
Smart Grids.”�e paper titled “Stability and Complexity of a
Novel �ree-Dimensional Environmental Quality Dynamic
Evolution System” by L. W. Zhao and C. O. A. Otoo de-
scribes an environmental quality dynamic system based on
Bayesian estimation and neural network to e¢ectively
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identify the system parameters for calibration of various
variables and official data. #e paper titled “Simulating
Environmental Innovation Behavior of Private Enterprise
with Innovation Subsidies” by H. Guan et al. adopts a social
science perspective to model behaviors of private enterprises
and simulate their evolution process in different market
mechanisms, product competitions, and innovation
subsidies.

#e second group focuses more specifically on metric
definition and quantification. In the transportation domain,
the paper titled “Metrics for Assessing Overall Performance
of Inland Waterway Ports: A Bayesian Network Based
Approach” by N. U. I. Hossain et al. discusses a novel
multidimensional metric to assess maritime port resilience.
#e paper titled “Identification of Two Vulnerability Fea-
tures: A New Framework for Electrical Networks Based on
the Load Redistribution Mechanism of Complex Networks”
by X. Wei et al. describes a new framework to analyze two
vulnerability features, impactability and susceptibility, in
electrical networks by the perspective of load redistribution
mechanisms. Lastly, the paper titled “Measuring Compo-
nent Importance for Network System Using Cellular
Automata” by L. He et al. concentrates on component
importancemeasures of a network whose arc failure rates are
not deterministic and imprecise.

In summary, the research papers cover a wide range of
applications for resilience modelling in complex networks,
as well as for metric definition able to support decision-
making processes at different organizational levels. Based on
the outcomes of this special issue, more research is still
required to further progress the scientific field, especially
considering more in detail the cyber-physical aspects, as well
as combining the proposed technocentric approaches with a
dominant sociotechnical perspective. In practical terms,
such targets call for the development of efficient algorithms
and frameworks to solve larger and more dynamic models.
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Existing cascading models are unable to depict the sink-convergence characteristic of WSNs (wireless sensor networks). In this
work, we build a more realistic cascading model for WSNs, in which two load-redistribution schemes (i.e., idle redistribution and
even redistribution) are introduced. In addition, failed nodes are allowed to recover after a certain time delay rather than being
deleted from the network permanently. Simulation results show that the network invulnerability is positively correlated to the
tolerance coefficient and negatively correlated to the exponential coefficient. Under the idle-redistribution scheme, the network
can have stronger invulnerability against cascading failures. The extension of the recovery time will exacerbate the fluctuation of
the cascading process.

1. Introduction

Wireless sensor network (WSN) is one of the most important
components of the Internet of Things (IOT) system, because
it has the characteristics of simple deployment, low cost, self-
organization, and so on [1, 2]. In actual WSNs, sensor nodes
are characterized by limited capacity. If the traffic load of a
sensor node is greater than its capacity, its performance will
be severely affected and all or part of its load will be rerouted
to other sensor nodes, further leading to a redistribution of
traffic load across the network.During this process, theremay
be new sensor nodes being failed due to overload. We call
this dynamic process the cascading failures. In WSNs, due to
the existence of cascading failures, even though most failures
emerge very locally, the entire network can be largely affected
or even collapsed globally [3–5].

Existing cascading models for WSNs usually used the
degree or betweenness value of a sensor node to represent
their traffic load.These assumptions are reasonable enough in
the peer-to-peer networks, but they cannot apply toWSNs as
they ignored the impacts of the sink node on network traffic
distribution. Sink convergence is the most evident char-
acteristic that can distinguish WSNs from other networks.
Therefore, this paper proposes a more realistic cascading

model for WSNs. The main contributions of this paper are
as follows:
(1) A cascading model that can depict the sink-conver-

gence characteristic of WSNs is proposed.
(2) Two load-redistribution schemes (i.e., even-redistri-

bution scheme and idle-redistribution scheme) are intro-
duced.
(3) We evaluate the impacts of key parameters in this

model and compare two load-redistribution schemes.
The reminder of the paper is organized as follows.

Section 2 describes recent related work. In Section 3, the cas-
cading model is proposed. In Section 4, simulation results are
given. Finally, conclusion and the future work are presented.

2. Related Work

In the real world, cascading failures are very common in
actual network systems, such as power grid network, sup-
ply chain network, and communication network. Many re-
searchers attempted to model the cascading process of actual
networks [6]. Wang et al. [7] developed an under-load
cascading model of supply chain networks, where each node
is characterized by a capacity with upper and lower bounds.
Rohden et al. [8] studied the cascading invulnerability of
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Table 1: Summary of existing cascading models.

Models Network types Load Metrics Models Network types Load Metrics
[7] supply chain networks degree [14] WSNs betweenness
[8] electricity grids simulated current [15] WSNs degree
[9] communication networks betweenness [16] WSNs betweenness
[10] interdependent networks betweenness [17] WSNs exponential degree
[11] transmission networks betweenness [18] WSNs betweenness
[12] cyber-physical systems betweenness [19] WSNs cluster degree
[13] transportation networks degree [20] WSNs number of messages

electricity grids based on the alternating current model. Ren
et al. [9] proposed a stochastic model to study the cascading
dynamics in communication networks and identified the
vital nodes from the perspective of network invulnerability.
Chen et al. [10] investigated the cascading process in inter-
dependent power grids and communication networks. Wu et
al. [11] analyzed the impacts of link capacity on the cascading
process in general transmission networks and found that
a bifurcation point may exist in some cases which divides
regions of opposite robustness behavior. Tu et al. [12] investi-
gated the cascading invulnerability of cyberphysical systems
and observed that two coupling networks have different
sensitivity to the failure propagated from the other network.
Candelieri et al. [13] investigated the cascading invulner-
ability of public transportation networks against directed
attacks.

WSNs have also received a lot of attention in terms of
cascading failures. Liu et al. [14] proposed a betweenness-
oriented cascadingmodel. In thismodel, the traffic of a sensor
node is defined as its betweenness value. Yin et al. [15] studied
the cascading process of scale-free WSNs and assumed that
the traffic load of sensor nodes is correlated to their degrees.
Li et al. [16] used the probability generation function to
analyze the critical load of scale-free WSNs. In this work, the
load is set to be closely correlated to the betweenness value. Ye
at al. [17] proposed a fault-tolerant scheme to resist cascading
failures inWSNs.They assumed that the load of sensor nodes
is correlated to their degrees in an exponential way. Hu at al.
[18] analyzed the cascading process of WSNs under random
attacks based on the betweenness-load model. In [19], we
presented a cascading model for hierarchical WSNs. In this
model, the nodes’ load is determined by its intercluster degree
and its inner-cluster degree. In [20], we proposed a routing-
based cascading model of WSNs in which the load of sensor
nodes is defined as the real-time number of messages they
carry.

Table 1 summarizes the mentioned cascading models.
Although many cascading models have been proposed, they
do not apply to realistic WSNs because they cannot reflect
the sink-convergence characteristic of WSNs. A sample of
sink convergence in WSNs is shown in Figure 1. In realistic
WSNs, all the data packets collected by general sensor nodes
will eventually be collected at the sink node and then be
uploaded to the cloud; thus WSNs follow a typical many-to-
one transmission paradigm, which makes them exhibit com-
pletely different traffic characteristics from other networks.

sensor node

sink node surveillance area

data cloud

Figure 1: A sample of sink convergence in WSNs.

Therefore, it is necessary to develop amore realistic cascading
model of WSNs.

3. Cascading Model

�.�. Traffic Metric. In [21], we have proposed a traffic metric
“sink-oriented betweenness” to characterize the load distri-
bution of WSNs. Its effectiveness and soundness have been
verified through extensive simulations in [21]. Therefore, in
this work we still use this traffic metric, as described below:

𝐶𝑖 (𝑡) =
∑𝑗∈𝑉 𝑔𝑖,𝑗 (𝑡) /𝑔𝑗 (𝑡)

𝑁
, (1)

where 𝑔𝑖,𝑗(𝑡) is the number of the shortest paths from node
𝑗 to the sink node passing through node 𝑖 at time 𝑡. 𝑔𝑗(𝑡)
is the number of the shortest paths from node 𝑗 to the sink
node at time 𝑡. 𝑉 and 𝑁 are the set of sensor nodes and
the total number of sensor nodes in the network, respective-
ly.

�.�. Load and Capacity. As discussed in the last section, in
actual WSNs, sensor nodes’ initial load is correlated to the
number of shortest paths from all the other sensor nodes
to the sink node passing through it in the network, so it is
reasonable to define the nodes’ initial load as a function of the
sink-oriented betweenness. For this consideration, we define
the initial load of node 𝑖 as

𝐿 𝑖 (0) = 𝐶𝑖 (0)
𝛼 , (2)

where 𝛼 ≥ 0 is the load-exponential coefficient that deter-
mines the distribution of the initial load. We can easily
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observe that the initial load of each sensor node bears a linear
relationship with its sink-oriented betweenness value when
𝛼 = 1.The configuration of 𝛼 is closely related to the data type
ofWSNs. If the data type is the multimedia data, it means that
the initial load will have a rapid growth in an exponential way
with the increase of 𝐶𝑖(0); thus 𝛼 should be set to a relatively
large value. If the data type is the general text data, 𝛼 can
be a small value. It is obvious that the introduction of 𝛼 can
provide a high flexibility for our model to apply to different
types of WSNs.

In most literature [14, 16], the nodes’ capacity is set to be
positively correlated to their initial load, as shown in

𝑊𝑖 = (1 + 𝛽) 𝐿 𝑖 (0) , (3)

where 𝛽 is the overload-tolerance coefficient. However, in
WSNs, this setting is far from the realistic situations. Unlike
power grids in which the nodes’ capacity can be customized
according to the practical demands, the nodes’ capacity in
WSNs is always the same.This is partly because in most cases
the hardware configurations of sensor nodes within the same
WSN are always the same, and partly because it is impossible
to customize the nodes’ capacity when hundreds and even
thousands of them are deployed. Therefore, in this work, the
sensor nodes’ capacity is defined as

𝑊𝑁 = (1 + 𝛽) 𝐿𝑁 (0) = (1 + 𝛽)
∑𝑁𝑖=1 𝐿 𝑖 (0)

𝑁
. (4)

According to (4), each sensor node has the same capacity,
which is positively correlated to the average load of the initial
network.

�.�. Load-Redistribution Schemes. In case that node 𝑖 fails,
its load will be distributed to other nodes in the net-
work. There are two load-redistribution schemes: (1) even-
redistribution scheme; (2) idle-redistribution scheme. The
even-redistribution scheme is widely used in many cascading
models. Under this scheme, the load originally taken by the
failed node will be redistributed to its neighboring nodes. If
node 𝑖 fails at time 𝑡, its neighbor 𝑗 can receive extra load Δ 𝑗𝑖
at time 𝑡 + 1 as follows:

Δ 𝑗𝑖 (𝑡) =
1

𝑁𝑖 (𝑡)
𝐿 𝑖 (𝑡) , (5)

where𝑁𝑖(𝑡) is the number of neighbors that node 𝑖 has at time
𝑡. In some routings protocols of WSNs, sensor nodes do not
have the real-time state information about their neighbors
and they have the same capacity. It is reasonable to assign the
load of the failed node to its neighbors evenly.

With the development of routing technologies in WSNs,
in some routing protocols, sensor nodes can be congestion-
aware, which means that they can own the real-time state
information regarding their neighbors.On this basis, the idle-
redistribution scheme is proposed. If node 𝑖 fails at time 𝑡, its
neighbor 𝑗 can receive extra load Δ 𝑗𝑖 at time 𝑡 + 1 as follows:

Δ 𝑗𝑖 (𝑡) =
𝑊𝑁 − 𝐿𝑗 (𝑡)

∑𝑘∈Ω𝑖(𝑡) [𝑊𝑁 − 𝐿𝑘 (𝑡)]
𝐿 𝑖 (𝑡) , (6)

j

a
Δ

Δ

Δ

b

c

aj

cj

bj

Figure 2: An example of load-redistribution process.

whereΩ𝑖(𝑡) is the set consisting of the neighbors of node 𝑖 at
time 𝑡.𝑊𝑁 − 𝐿𝑘(𝑡) is the idle capacity of node 𝑘, which can
also be understood as the maximum load it can still receive.
According to (6), we can easily find that, under the idle-
redistribution scheme, the node with more idle capacity can
be assigned more load from the failed node.

To illustrate the load-redistribution process more clearly,
we present an example on a simplified network topology
(shown in Figure 2). Assuming that node 𝑗 fails at time 𝑡, the
original load it takes will transfer to its neighbors 𝑎, 𝑏, and 𝑐
according to the load-redistribution scheme. At time 𝑡+1, the
real-time load of nodes 𝑎, 𝑏, and 𝑐 will be updated according
to (7).

𝐿𝑎 (𝑡 + 1) = 𝐿𝑎 (𝑡) + Δ 𝑎𝑗

𝐿𝑏 (𝑡 + 1) = 𝐿𝑏 (𝑡) + Δ 𝑏𝑗

𝐿𝑐 (𝑡 + 1) = 𝐿𝑐 (𝑡) + Δ 𝑐𝑗.

(7)

If 𝐿 𝑖(𝑡 + 1) > 𝑊𝑁, 𝑖 ∈ {𝑎, 𝑏, 𝑐}, another round of node
failures will be triggered and the load of the newly failed node
will transfer to its neighbors. This cascading process will not
stop until the load of remaining nodes is within their capac-
ity.

�.�. Cascading Mechanism. In most of the existing cascading
models, sensor nodes have two states: normal and over-
loaded. According to their assumptions, if the node’s load
is beyond its capacity, then it will be removed from the
network permanently. This assumption is reasonable in the
network like power grids.However, inWSNs, this assumption
is far from the fact. Different from the electricity overload in
power grids, the overload of data packets in WSNs will not
cause physical damage of sensor nodes. Overloaded nodes
will reboot rather than fail permanently. When the reboot
is completed, it will join the network again and function
normally. Thus, in our model, the node at overloaded state
will be given a recovery time Δ𝑡. Within Δ𝑡, this node cannot
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Normal
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Figure 3: Cascading-state transition of sensor nodes.

receive, process, and transmit data packets. When Δ𝑡 is
expired, the node will become “normal” again. It is easy to
understand that overloaded node can be recovered instantly
when Δ𝑡 approaches 0. Apparently, in this case, the damage
caused by overload can be minimized. If Δ𝑡 approaches
∞, our cascading scheme is equivalent to the conventional
“permanent removal” scheme.

Sink convergence is the most evident feature that distin-
guishes WSNs from other wireless networks. In WSNs, if the
link between a sensor node and the sink node is interrupted,
the sensor node will be considered as an isolated node as its
messaging service is not available. When cascading failures
occur, some sensor nodes will become overloaded and the
network connectivity will be severely impaired. During this
process, some nodes will be isolated as their paths to the sink
nodes are cut off.When some overloaded nodes are recovered
via reboot, the network connectivity can be restored and
isolated nodes will return to normal. The state transitions in
the cascading mechanism is shown in Figure 3.

4. Analysis of the Invulnerability of WSNs

�.�. Simulation Settings. In the simulations, we set the net-
work size to 300 and sensor nodes are randomly deployed
in the simulation area. The wireless transmission radius of
sensor nodes is set to 20m and the sink node is placed at
the center of the simulation area. Figure 4 shows the network
topology. In order to trigger cascading failures, we initially
attack the first 10%of sensor nodes in the descending order of
sink-oriented betweenness. Each node in the initial network
before attack is at the normal state.Weuse survival ratio𝐻𝑛 (𝑡)
to measure the network invulnerability against cascading
failures. As discussed in Section 3.4, normal nodes are the
nodes that are not overloaded and can still maintain at least
one effective path to the sink node. 𝐻𝑛(𝑡) can be calculated
by

𝐻𝑛 (𝑡) =
𝑁 (𝑡)

𝑁 (1 − 𝑞%)
, (8)
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Figure 4: Network topology (300 sensor nodes are deployed and the
sink node is marked in red).

where𝑁(𝑡) is the number of normal nodes at time 𝑡. Here we
use𝐻𝑛(∞) to represent the survival ratio when the network
reaches the steady state.

�.�. Simulation Results

�.�.�. Verification of Sink-Convergence Characteristic. The
purpose of this experiment is to verify the sink-convergence
characteristic of the proposed cascading model. In actual
WSNs, since the sensor nodes around the sink node need to
undertake more message-forwarding tasks, their load will be
significantly higher than that of the nodes far from the sink
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Figure 5: Network traffic distribution (NTD) generated by the degree-based and betweenness-based cascading models, respectively.
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Figure 6: Network traffic distribution (NTD) generated by the
proposed cascading model (𝛼 = 1).

node, a phenomenon described by many researchers as the
“sink hole” [22–26]. Apparently, the sink hole phenomenon
is an important indicator for judging whether the network is
characterized by sink convergence.

Figure 5 shows the network traffic distribution created
by the degree-based cascading model and the betweenness-
based cascading model, respectively. It can easily observed
that there is no significant difference between the load of the
nodes around the sink node and the load of the nodes in
other areas, so the energy hole phenomenon is not so obvious.
Figure 6 shows the network traffic distribution created by the
proposed cascading model. We can easily observe a high-
load peak around the sink node, so the sink-convergence
characteristic is verified.

�.�.�. Impacts of Modeling Parameters. As is shown in
Figure 7, we can easily find that, with the increase of exponen-
tial coefficient 𝛼, 𝐻𝑛(𝑡) tends to decrease and the cascading
process will reach the steady state faster. For example, under
the even-redistribution scheme, when 𝛼 = 0.5, 𝐻𝑛(𝑡) will
reach the steady state at 81% at time 𝑡 = 3. When 𝛼 rises
to 2, 𝐻𝑛(𝑡) will stabilize at 17% at time 𝑡 = 5. It is easy to

understand that the load taken by sensor nodes will increase
much faster in an exponential way with the growth of 𝛼,
whichwill lead to amore evident gap between low-load nodes
and high-load nodes.When the high-load nodes are attacked,
the low-load nodes can hardly have enough capability to
tackle the extra load transferred from failed high-load nodes.
In our model, the configuration of 𝛼 is closely related to
the data type of WSNs. The above simulation results tell us
that for the high-volume data type, the risks and the damage
brought by cascading failures will be much higher and the
network designer should pay more attention to prevention of
cascading failures.

Through the comparison between Figures 7(a) and 7(b),
we can also find that the idle-redistribution scheme demon-
strates a stronger invulnerability than the even-redistribution
scheme when facing cascading failures. In the case that 𝛼=1,
under the even-redistribution scheme and idle-redistribution
scheme, 𝐻𝑛(𝑡) will stabilize at 47% and 83%, respectively.
This is because under the idle-redistribution scheme, the
idle capacity can be fully used, and thus more load can be
tackled.

From Figure 8, we can find that the network invulner-
ability can be significantly improved with the increase of
overload-tolerance coefficient 𝛽. In our model, a higher 𝛽
means that sensor nodes can have more capacity to tackle
load. Thus, there is surely a threshold 𝛽∗ that can provide
enough capacity for sensor nodes and can protect them from
being overloaded. From Figure 8(b), we can find that the
cascading process under 𝛽 = 1.5 and 𝛽 = 2 is totally the
same. This phenomenon tells us that the threshold 𝛽∗ should
be within [1, 1.5].

Figure 9 depicts the composition of failed nodes when
the network reaches the steady state. We can clearly find that
although neighboring nodes being overloaded constitute the
major reason that makes nodes isolated, the majority of failed
nodes are isolated nodes. Under the even-redistribution
scheme, in the case that 𝛽 = 0.5, isolated nodes are 63%
and overloaded nodes are 21%. Moreover, with the increase
of 𝛽, the ratio of overloaded nodes tends to be smaller.
When 𝛽 reaches a certain value, there will be no overloaded
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Figure 7: Survival ratio with varying 𝛼 (𝛽 = 1, Δ𝑡 = ∞).
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Figure 8: Survival ratio with varying 𝛽 (𝛼 = 1, Δ𝑡 = ∞).

nodes in the network, whichmeans the cascading processwill
not be triggered and the only damage is the isolated nodes
caused by initial attacks. The existence of 𝛽∗ is further veri-
fied.

As is shown in Figure 10, it can be easily observed that
the threshold 𝛽∗ will increase with the growth of 𝛼, which
means that more capacity resources are required to protect
the network from cascading failures. Through comparison
between Figures 10(a) and 10(b), we can find that at the
same settings 𝛽∗ will be smaller under the idle-redistribution
scheme than under the even-redistribution scheme. The
advantages of idle-redistribution scheme are further veri-
fied.

Figure 11 depicts the impacts of recovery time Δ𝑡 on
survival ratio 𝐻𝑛(𝑡). It can be easily observed that 𝐻𝑛(𝑡)
tends to fluctuate more wildly with the increase of Δ𝑡. In
the case of Δ𝑡=1, when some sensor nodes are overloaded,
on the one hand, they will redistribute their load and cause
some other nodes to overload in the next time step and, on
the other hand, they can recover from overload at the next
time step due to the expiry of Δ𝑡. Therefore, we can find
that at each time step after 𝑡=2, some nodes in the network
fall into failure and some nodes return to normal, which
makes𝐻𝑛(𝑡) demonstrate slight fluctuationswith the network
cascading process. Although in this case the damage caused
by cascading failures can be minimized, it is actually hard to
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Figure 9: Composition of failed nodes with varying 𝛽 (𝛼 = 1, Δ𝑡 = ∞).
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Figure 10: Heatmap of𝐻𝑛(∞) in the parameter space [𝛼, 𝛽] (threshold 𝛽∗ is labelled by the red curve).

achieve because sensor nodes take time to reboot. When Δ𝑡
increases to 2 or 3, overloaded nodes require more time for
recovery, whichwillmake cascading failures spread to awider
range and then lead to more obvious fluctuations of 𝐻𝑛(𝑡).
WhenΔ𝑡=∞, sensor nodes lose the recovery ability and𝐻𝑛 (𝑡)
decreases monotonically to a steady-state value.

5. Conclusions

In this paper, we developed a more realistic cascading model
for WSNs. The most significant advantage of this model is
that it can properly reflect the sink-convergence characteristic
of WSNs. The simulation results show that (1) the net-
work invulnerability is positively correlated to the overload-
tolerance coefficient and negatively correlated to the load-
exponential coefficient; (2) under the idle-redistribution
scheme, the network canhave stronger invulnerability against

cascading failures; and (3) the extension of the recovery time
will exacerbate the fluctuation of the cascading process.These
results provide us with some meaningful guidelines to build
a more invulnerable WSN against cascading failures.
(1) The network with high-volume data type is more

vulnerable to cascading failures.
(2) Due to the advantages of the idle-redistribution

scheme, congestion-aware routing protocols can tackle more
load, thus gaining stronger invulnerability against cascading
failures.

In thiswork, we only discuss the cascading invulnerability
of WSNs with deploying only one sink node. In recent
years, multisink WSNs are becoming more and more widely
used due to their advantages in energy efficiency and load
balancing. Therefore, in our future work, we hope to upgrade
the proposed model to adapt to the multisink WSNs, and on
this basis, study its cascading invulnerability.
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A structured collection of tools for engineering resilience and a research approach to improve the resilience of a power grid are
described in this paper. The collection is organized by a two-dimensional array formed from typologies of power grid components
and business processes. These two dimensions provide physical and operational outlooks, respectively, for a power grid. The
approach for resilience research is based on building a simulation model of a power grid which utilizes a resilience assessment
equation to assess baseline resilience to a hazards’ profile, then iteratively selects a subset of tools from the collection, and introduces
these as interventions in the power grid simulation model. Calculating the difference in resilience associated with each subset
supports multicriteria decision-making to find the most convenient subset of interventions for a power grid and hazards’ profile.
Resilience is an emergent quality of a power grid system, and therefore resilience research and interventionsmust be system-driven.
This paper outlines further research required prior to the practical application of this approach.

1. Introduction

Power grids play an important role for modern society [1].
A failure in a power grid demonstrates a lack of engineered
and engineering resilience to one or more hazards. A failure
in a power grid may result in follow-up failures in the grid
and other infrastructures [2]. Bo et al. [3] mapped and sum-
marized 23 major blackouts from 1965 to 2012, representing
major failures in power grids. Among the surveyed literature,
no additional major blackouts were found, which is partially
validated by the list of billion-dollar weather and climate
disasters [4] in the US. Statistical studies show that major
outages happen more often than can be concluded from
statistics on minor and intermediate outages [5, 6].

Therefore, according to theoretical distributions and his-
tory of disasters, the world will experience major outages in
the future. The probability of an outage in a specific power
grid may be reduced by the application of resilience research
to improve the resilience of power grid infrastructures.

This paper describes an approach for resilience research
to improve the resilience of a power grid. It is based on

mapping existing tools for resilience enhancement in
a matrix-based classification for the follow-up targeted
resilience research. This paper is limited by the tools arising
in the literature review and so does not provide the complete
list of existing tools. The literature does not provide a way to
rank the tools for their effectiveness so no prioritization is
available.

2. Methods

Literature review was performed to identify academic articles
according to two schemas: functional and summary. The
functional schema facilitated the search for tools for resilience
enhancement, definitions of resilience, and experience of
blackouts. The summary schema enabled the identification
of summaries and reviews of resilience assessment frame-
works.

Search strings for advanced search in Scopus database
are shown in Table 1. The primary focus of this article is to
identify and classify the tools for resilience enhancement.
Other search topics provide context.
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Table 1: Strings for search queries run in Scopus database.

Schema Topic Query

Functional Resilience TITLE ( ( resilien∗ ) AND ( electric∗OR power∗ ) ) OR KEY ( ( resilien∗ )
AND ( electric∗OR power∗ ) )

Functional Blackout TITLE ( ( blackout∗OR outage∗ ) AND ( electric∗OR power∗ ) ) OR KEY
( ( blackout∗ OR outage∗ ) AND ( electric∗OR power∗ ) )

Summary Framework TITLE ( resilien∗ AND ( measur∗OR assess∗ OR indicat∗OR quant∗OR
metric∗) AND (review OR overview OR survey OR state ) )

Substation

Long distance
HV transmission

Thermal
power plant

Hydro
source

CCGT

132 or 33 kV supply
to local distribution
networks

Distributed
generation

Heavy
industry

Interconnected
grid

Step up 20 to
400/275 kV

Step down 400/275 to
132 or 33 kV

Figure 1: Generation and transmission network (UK voltages and practice) [7].

The functional review assumes that the search strings
provide source papers for an incomplete yet sufficient study
coverage of the topics. The functional search queries selected
source papers based either on matching titles (TITLE) or on
keyword values (KEY). SCOPUS allows an advanced search
producing a search engine results page with a set of tools
for filtering on the left panel. Using the database’s filtering
capabilities, the initial list of results was cleared of non-
English (e.g., German or Chinese), non-article (a peer-review
is expected for most articles), and irrelevant topics (e.g.,
medicine or biology). The toolbox cites 54 papers, reduced
from 174 papers.

The summaries’ review assumes that a reasonably com-
plete review of resilience assessment frameworks, for the
purpose of this research, is possible via study of existing
review papers on this topic. Papers for review were selected
by the relevance of their titles and abstracts.

3. Results

3.1. Power Grid. A power grid is a system that produces,
transports, and consumes electrical energy. Generators con-
vert fuels and other energy sources into electrical power. Step-
up and step-down transformation stations border transmis-
sion lines with substations in between. The UK power grid
uses several voltageswith 400/275 kV in the transmission grid
and 132/33 kV in distribution grids, similar architecture in
other countries. Accompanied by visualization (see Figure 1),
components of a power grid are listed below:

(i) Producer is a part of a power grid that produces
electrical energy regardless of the amount of energy
or stability of production. A hydropower plant, fossil-
fuel plant, wind generator farm, and a microgrid are
examples of producers of electricity.

(ii) Step-up/down substation is required to transform
current, e.g., from a producer's 20 kV to 400/275 kV
of transition grid and from 400/275 kV to 132/33 kV
of distribution grid.

(iii) Power line is an overhead or underground electricity
transmission line.

(iv) Substation is a station that transitions and controls the
power flow.

(v) Consumer is a part of a power grid that consumes
electrical energy regardless of the amount of energy
or stability of consumption. A factory, a distribution
grid, and a microgrid are treated as consumers of
electricity.

(vi) Control is a hardware, software, or organizational part
of a utility company. While control is not shown in
Figure 1, it is a critical part of a power grid.

3.2. Hazards. Mukherjee et al. [9] analyzed billion-dollar
blackouts in the US between 2000 and 2016, while Bie et
al. [10] provided statistics on of the major blackouts in the
world. While the lists of causes are slightly different, there
is a major difference in the distributions of blackouts by
causes between these two regions (see Table 2). For both the



Complexity 3

Table 2: Causes of major blackouts in the USA and the world.

USA The world
severe weather 52.9% equipment failure 47.8%
intentional attack 22.9% natural disasters 30.7%
system operability disruption 10.3% malfunctions/ miscellaneous 10.1%
public appeal 4.2% vandalism 5.7%
equipment failure 4.0% supply shortage 4.3%
fuel supply emergency 3.1% cyber attack 1.4%
islanding 2.6%

US and world the first three causes are responsible for over
85% of blackouts, 86.9%, and 88.67% respectively. Additional
research is required to explain the difference in causes and
magnitudes.

Type and intensity are the basic characteristics of hazards
when considering the resilience of engineered systems such
as a power grid. Type, e.g., precipitation, earthquake, and
intensity, e.g., 300mm in 24 hours, 4 Richter scale, differ
greatly but canhave similar effects, e.g., outage of a power grid
component. The impact of a hazard is at least infrastructure-,
technology-, and asset-specific. Hazards and their likelihoods
are specific to geographic regions, so despite both being island
nations, the likelihood of earthquakes is much smaller in the
UK than in Japan. A country-specific hazards’ profile must be
addressed during resilience research and for engineering the
resilience of a national power grid. For example,National risk
register of civil emergencies, 2017 edition [11] contains a list of
hazards for theUK. An analysis of global risks [12] is annually
produced by the World Economic Forum, Black Sky hazards
[13] were defined by Electric Infrastructure Security Council,
and academia also produces lists of hazards [14].

3.3. Resilience. In 2015, Fisher [15] mentioned the existence
of 70 definitions for resilience, although a list and analysis
of definitions were absent. 42 instances of definitions for
resilience were collected during literature review. These were
grouped by similarity and the group selected for this black sky
study was the one to include definitions from governmental
or international organizations likely expressing the need for
strategic decision-making, such as the US White House [16],
the UKCabinet Office [17], or the UNOffice for Disaster Risk
Reduction (UNISDR) [18].

The definition by UNISDR [18] is selected for this paper,
resilience is the ability of a system, community, or society
exposed to hazards to resist, absorb, accommodate to, and
recover from the effects of a hazard in a timely and efficient
manner, including through the preservation and restoration
of its essential basic structures and functions. The intended
meaning is expressed in the analysis below.

This definition lists abilities, e.g., resist, recover; however
it does not provide a rationale for the completeness of this
list. This definition states that this ability belongs to an
entity, e.g., system; we treat the power grid infrastructure
as a ‘system’. This definition states that that resilience is a
function of hazards. This definition also states that resilience
is conditional, e.g., exposed to hazards, effects of a hazard,

and suggests either a secondary condition or an insight how
resilience should bemeasured, via timely and efficientmanner.
Resilience is manifested via preservation and restoration of
essential basic structures and functions, noting that not all the
entity’s elements need to be restored

From the literature, the following assumptions, abstrac-
tions, and explications were made for this paper, namely,

(i) A system has a normal and a disrupted state; a hazard
changes a normal state of a system to a disrupted
state. Resilience is the ability of an entity to execute
the opposite transition, namely, from a disrupted state
to a normal state, or to prevent a transition into a
disrupted state.

(ii) A shorter time period in a disrupted state indicates
a more resilient system, as is the ability to make a
faster transition from a disrupted state to a normal
state. Also, limited disruption to critical parts of the
entity and fast recovery of critical parts reflects greater
resilience to the scale of disruption caused by hazards.

(iii) Infrastructure is a complex system constructed from
many alternative assets utilizing different technolo-
gies that work on different physical principles. For the
purposes of this paper we assume a predetermined
power grid configuration. Therefore, the manifesta-
tion of resilience is the preservation or recovery of
basic functions. Basic functions are available to the
customers in volume through time in locations.

(iv) Time, volume and location are possible input data
for resilience assessment although location is mostly
disregarded in this paper as it is focused on resilience
of a whole infrastructure instead of its parts and the
lack of theoretical means to address physical and
likely multilayered virtual subgrids.

In a normal state, an infrastructure delivers a normal volume
of basic functions, while an infrastructure in a disrupted
state, in comparison to expected delivery in a normal state,
delivers a reduced volume. A normal output is delivered by an
infrastructure working in normal conditions, while the same
infrastructure under a pressure of a hazard delivers a smaller
volume. The nearer the volume to the normal output volume
under pressure by a hazard, the greater the resilience, and the
smaller the difference between the outputs; see Figure 2.

3.4. Resilience Assessment. Hosseini et al. [19] provide a
classification of approaches to resilience assessment. The
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the volume delivered to the
end-users is normal

a partially resilient infrastructure
is under pressure by a hazard,
the volume is reduced 

a fully resilient infrastructure is
under pressure by a hazard, the
volume is not reduced

Figure 2: Three simplified hypothetical scenarios on the delivered volume in normal and disrupted states.

Table 3: Mathematical and conceptual representation of volume, time, and volume-over-time frameworks. ‘R’ means resilience value, ‘𝑓’ and
‘𝜌’ mean failure and recovery ratio, ‘v’ and ‘t’ mean volume and time, and ‘D(t)’ and ‘U(t)’ mean disturbed and undisturbed delivery value at
a time; encodings for subscripts, ‘d’ for disaster, ‘e’ for the lowest delivery, ‘n’ for normalization, and ‘o’ and ‘c’ mostly technical indicators of
the opening and closing the chart.
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general measure approach is used in this study because
it is quantitative and generic. Yodo and Wang [20] listed
quantitative resilience assessment frameworks for engineer-
ing systems, and this is used as the initial source of ‘general
measure’ approaches.

A system produces output over time, which can be
visualized via an area chart with volume on Y axis and time
on X axis. This generates three main branches of resilience
assessment, namely, (i) volume-focused that utilizes Y axis,
(ii) time-focused that utilizes X axis, and (iii) volume-over-
time-focused that utilizes X and Y axes. Most frameworks in
Yodo and Wang [20] paper belong to this category.

Quantitative resilience assessment frameworks use math-
ematical equations. For the ease of understanding the idea
behind a branch and an equation, representative examples
were selected from Yodo and Wang’s paper. Volume-focused
framework is referring to [21], time-focused is referring
to [22], and volume-over-time is referring to [23]. The
corresponding mathematical equations are listed in Table 3,
while Figure 3 provides a supplementary visualization.

3.5. Business Processes. Oneormore organizationsmaintain a
power grid and stable supply of electric energy. Just as a power
grid may be described by components (see Figure 1, [7]), an
organization may be described by business processes (see
Figure 4, [24, 25]). The business processes of an organization
influence the abilities of the organization to maintain the
resilience of their products, in particular the operate business
processes that focus on adding value to the customer. If

operate processes are able to ensure that the power grid (the
engineered system) is resilient, then the capabilities of people,
technology, policies, and systems (the engineering system)
that underpin these processes are resilient. Short descriptions
[26] of business processes are provided below.

Manage processes consist of a subset of processes formu-
lating organizations’ vision and mission, methods to achieve
those, and methods for effective utilization of resources. Set
directions focus on formulating the vision and mission of the
organization. Formulate strategies focus on identification and
definition of strategies to reach the vision and mission. Direct
business focuses on use of resources in actions to reach the
vision and mission.

Operate processes consist of a subset of processes that
deliver value to the customer. Develop product focuses on
designing the product or service that would add value to the
customer.

Get order focuses on finding customers and setting
contracts with the customers. Fulfil order focuses on fulfilling
the demand of the market. Support product process focuses
on increasing value of the product or service.

Support processes consist of a subset of processes ensur-
ing that operate processes are running.Manage finance focus-
es on having a sufficient cash flow. Support personnel focuses
on ensuring sufficient human resources for operate and
other processes. Manage technology focuses on creating an
environment without bottlenecks due to a lack of technology.

Corporate learning focuses on increasing the quality of
human resources.
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Figure 3: A disaster decreases the volume of delivery over time with the dark gray highlighting the impact of ‘under-delivery’ area, the solid
black line (D) indicating the actual volume, and the dashed black line (U) indicating that the expected delivery would not make the disaster
happen; encodings for subscripts, ‘d’ for disaster, ‘e’ for the lowest delivery, ‘n’ for normalization, and ‘o’ and ‘c’ mostly technical indicators of
the opening and closing the chart.
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Figure 4: Business process architecture, redrawn from Bititci et al. [24, 25].

The criticality of the different classes of business process is
not addressed; however, ‘value-adding processes’ have direct
influence on operations. However some non-value adding
processes, for example,manage technology, may have a direct
bearing on the ability of operate processes to function.

3.6. Toolbox. Components of a power grid (see Figure 1)
and business processes of an organization operating a power
grid (see Figure 4) are sufficiently descriptive for high-level
resilience modelling of a grid under operation. Together,
these categories form a two-dimensional conceptual space.
Tools to improve the resilience of a power grid may be
assigned to relevant cells in the two-dimensional grid based
on which component of the power grid and which business
process are targeted by the tool. The tools identified in the
literature review have been reviewed and allocated to the
grid (see Table 4). A dash in a cell indicates that there is
the absence of tools to improve resilience associated with the
business process (row) and power grid component (column).
Gaps may present opportunities for new tools to improve
resilience or may indicate areas where resilience is either not
a priority or has not yet been addressed.

Tools for improving resilience of a power grid are listed
and briefly described below. These tools were suggested or
mentioned in journal papers reviewed for this research.
Names of these tools are taken from the papers with minor
changes where needed to improve clarity. Tools are alpha-
betically ordered. The core idea of each tool is taken from
its respective paper, and a short description is adjusted for
the current paper or created when none is explicitly given.
Each tool is described according to the following template:
Name (abbreviation) [source] Short description. Statement on
categorization.

Some of the tools are mentioned in multiple papers,
yet usually a single citation is provided below indicating a
reasonable reference. Because of the specifics of the literature
review, it is assumed that the list of tools is sufficiently
representative, yet it cannot be considered complete. Some
tools are dependent on or are alternatives to other tools. This
has not been addressed in the respective short descriptions.
Another research may allocate tools into different categories,
as a valid deductive or cogent inductive logical and onto-
logical foundation have not been found nor created, and the
current allocation is intuitive.
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Table 4: Index of tools for resilience enhancement of a power grid; tools are referred as abbreviations of their names.

Process Component
Producer Substation Power line Substation Consumer Control

Set directions - - - - - -
Formulate strategies - RAT, RET RAT, RET RAT, RET - CP, OR, RAT, RET

Direct business IB - - - -
CP, DA, DP, DF, DMG,
MAF, OM, PI, RSA, RM,

RP
Get order - - - - - -
Develop product - - - - AC -

Fulfil order DIG, GG, MEG, MG, PP,
RCUC, TESS MUT - - BP, DSM,

LS, MG

CS, CI, DSM, DIA, LS, MG,
NR, pMEG, PP, PSS,
RCUC, RSA, SG, SM

Support product - - - - AC -
Manage finance - - - - - -
Support personnel - - - - - CRS

Manage technology GG, MG, RS RAT, RET,
RS, R&D

MV, OS,
RAT, RET,
RS, UL

MO, OS,
RAT, RET,

RS
MG, RS

DA, DP, DF, MS, MG, MO,
PMU, PI, PSS, RAT, RET,
ST, SCADA, SG, SD, SE

Corporate learning - - - - - BD, RD, SE

Assist customers (AC) [27] is with survivability features
at blackouts, such as backup generators, power storages,
or control components. This service is clearly associated
with the end-user's part of the power grid, and it might
be related to an idea for a new consultation service for the
industry. It is associated with the consumer component and
product development and product support business process-
es.

Backup power (BP) [27–29] improves resilience, mostly
in a form of gas-fired generators. A backup power source is
installed on the customer side and is an alternative means to
order fulfilment process. It is associated with the consumer
component and fulfils order business process.

Blackout drill (BD) [28] is a preparatory measure for
better disaster management. Blackout drills are associated
with the control component and corporate learning business
process.

Contingency plan (CP) [30] is a tool such as cutting off
consumers by a set of criteria to minimize economic loss.
Other types of contingency plans might be deduced for grid
operators and consumers. Contingency plans are likely to be
related to the control component and strategy formulation
and directing business processes.

Control switch (CS) [29]may improve resilience, e.g., after
receiving a signal from a smart meter a control software
switches to a backup power or changes typology of a grid.
This tool is associated with the control component and order
fulfilment business processes.

Controlled islanding (CI) [31–33] may improve resilience
of a power grid. The core idea is based on splitting a grid
into islands of balanced production-consumption, usually
to avoid cascade failure, minimize lost load and speed-up
restoration. Controlled islanding is related to the control
component (though producers and consumers might be
affected as well, and redesign of the grid would affect most

of the physical components) and order fulfilment business
processes.

Crew staging (CRS) [34] is a preparatory measure to
improve resilience. Crew staging is likely to be associated
with the control component and support personnel business
process.

Damage assessment (DA) [27, 34–36] provides the size
and extent of the damage and resources required. Damage
assessment is likely to be associated with the control com-
ponent and direct business and manage technology business
processes.

Damage prediction (DP) [34] is a preparatory measure
to improve resilience. Damage prediction is likely to be
associated with control component and direct business and
manage technology business processes.

Demand-side management (DSM) [37] is a process of
managing energy consumption. Demand-side management
is related to control and consumer components and order
fulfilment business process.

Disaster forecasting (DF) [30], if the industry is notified
about the disaster in advance, damage might be minimized.
Disaster forecasting is related to the control component
and business direction and technology management business
processes.

Disaster management group (DMG) [38] is used to man-
age the impacts of power outages. Groups in Germany are
formed from local fire brigades, administrative departments,
and a disaster management authority [38]. The UK has
similar groups in energy [39] and other sectors. Disaster
management group is a part of the control component and
business directing business process.

Distributed automation (DIA) [29] enhances the resil-
ience of distribution system via accurate and in-time control.
Distributed automation is associated with the control com-
ponent and order fulfilment business process.
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Distributed generation (DIG) [29] enhances the resilience
of distribution system via local sources of energy. Distributed
generation is associated with the producer component and
order fulfilment business process.

Gas-fired generator (GG) [40] is used for distributed
generation. Distributed generation is associated with the
producer component and order fulfilment and technology
management business processes.

Integrate black-start resources (IB) [41] may improve
resilience. It is associated with the producer component and
business direction business process.

Load shedding (LS) [42] is an emergency control action
to avoid cascade failure by cutting a subset of customers.
Load shedding is associated with control and consumer
components and order fulfilment business process.

Maintenance scheduling (MS) [43–45] may improve
resilience of the power grid. Maintenance is associated with
the control component and technologymanagement business
process.

Manage vegetation (MV) [41] is mostly by cutting trees
near overhead power lines. It is associated with the power
line component and technology management business proc-
ess.

Microgrid (MG) [46–52] is a group of interconnected con-
sumers and producers of energy resources that act as a single
controllable entity with respect to the grid. Microgrid may
be associated with producer, consumer, control components,
and order fulfilment and technology management business
processes.

Mobile emergency generator (MEG) [53] is used for tem-
poral distribution generation during emergencies. It is asso-
ciated with producer component and fulfils order business
process.

Mobile unit transformer (MUT) [54] is used during
failures of stationary transformers or their inability to process
the load. It is related to substation component and fulfils order
business process.

Modelling using IEEE bus test systems (MO) [33] and
many other authors have mentioned that IEEE bus models
are useful for evaluating for resilience changes to power
grids. IEEE bus is associated with substation and control
components and technology management business proc-
ess.

Mutual assistance framework (MAF) [27] has been set
up in Europe to aid restoration after major power disasters
with access to spare parts and workforces. The framework is
associatedwith the control component and business direction
business process.

Network reconfiguration (NR) [55–59] is as automatic and
dynamic change of topology of the power grid. Network
reconfiguration is likely associated with the control compo-
nent and order fulfilment business process.

Optimal reactive reserve (OR) [60] that meets demand
spikes under heavily loaded conditions allows the avoidance
of voltage instability problems. Optimal reactive reserve is
likely associated with the producer component and strategy
formulation business processes.

Outage management system (OM) [61] can dramatically
decrease the durations and sizes of power outages. Outage

management system is associated with the control compo-
nent and business direction business process.

Overhead structure reinforcement (OS) [62] improves
resilience of the grid, which can be achieved by use of robust
materials, optimization of tower foundations for soil type
and weather conditions. Overhead structure reinforcement
is associated with the power line component and technology
management business process.

Performance prediction of renewable-based resources (PP)
[63] improves resilience of the grid by overcoming uncer-
tainty and variability of renewable-based production of elec-
tricity. Performance prediction is associated with producer
and control components and order fulfilment business pro-
cess.

Phasor measurement unit (PMU) [64–68] is a device
that provides synchronized, real-time, dense, and highly
accurate measurement of current and voltage phasors. PMU
is associated with the control component and technology
management business process.

Post-incident investigation practices (PI) [35] are used
to study major outages post factum and improve recovery
for the future. These investigation practices are associated
with the control component and business direction and
technology management business process.

Power system stabilizer (PSS) [69] dynamically provides
supplementary feedback signals aiding power system control,
thus adding the grid's resilience. PSS is associated with the
control component and order fulfilment and technology
management business process.

Prepositioning of mobile emergency generators (pMEG)
[53] is a technique for optimization of location mobile emer-
gency generators. It is associated with control component and
fulfils order business process.

Real-time statistical analysis (RSA) [70] may identify
signals of an approaching blackout; thus utilization of this
analysis followed by blackout preventive actions aids the
grid's resilience. The real-time analysis is associated with
the control component and business direction and order
fulfilment business process.

Reallocate transmission routes (RAT) [41, 71]: a grid with
elevated or reallocated substations (and power lines)might be
less prone to extreme weather and floods thus more resilient.
Reallocation of substations is associated with substations
and power lines components and strategy formulation and
technology management business processes.

Redundant transmission routes (RED) [71]: construc-
tion of redundant transmission lines improves resilience of
the power grid. Transmission routes are associated with
substations and power line components and strategy for-
mulation and technology management business process-
es.

Reinforce structure (RS) [41] increases resilience of the
grid. It is associated with all power grid components and
technology management business process.

Research and development of transformers for resilience
(R&D) [35]: continuous R&D of transformers for resilience
improves resilience of the power grid. This activity is
associated with the substation component and technology
management business process.
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Resilience-constrained hourly unit commitment (RCUC)
[72]: this technique optimizes the loading of generators. It is
associated with the produces and controller components and
fulfils order business process.

Restoration drills (RD) [35] increase resilience of the
power grid. Restoration drills are associated with the control
component and corporate learning business process.

Restoration management (RM) [34, 73] may be used to
increase resilience of the power grid. It is likely to be asso-
ciated with the control component and business direction
business process.

Restoration priority (RP) [74] may reduce loss load thus
improving resilience of the power grid. Restoration priority
is likely to be associated with the control component and
business direction business process.

Satellite technology (ST) [75] may be used to detect
power outages in real time, thus improving resilience of the
power grids. It is associated with the control component and
technology management business process.

Supervisory control and data acquisition (SCADA) [6,
76, 77] is a data collection tool for control and manage-
ment of the grid. SCADA is associated with the control
component and technology management business proc-
ess.

Smart grid (SG) [10, 65, 78–84] is a more resilient version
of the power grid. A smart grid utilizes advanced data
collection and analysis. It is associated with the control
component (yet have physical and virtual sensors in all
other components) and order fulfilment and technology
management business processes.

Smart meter (SM) [10, 40, 55, 61, 84] is a device that
feeds data for dynamic control of the grid (e.g., production,
load). Smart meters are installed to all components of the
grid but are associated with the control component and order
fulfilment business process.

Standards' development (SD) [35] for utility cyber control
systems is a strategy for increasing resilience of the grid; this
can be generalized to development of power grid standards
for resilience. Standards' development is associated with
the control component and technology management and
corporate learning business processes.

State estimation (SE) [68, 77] provides a real-time state of
the power system, which is relevant for reactive and proactive
control of the power grid. State estimation is associated with
the control component and technologymanagement business
process.

Transportable energy storage system (TESS) [85] is pro-
posed for post-disaster restoration of large distribution grids
via initialization of microgrids and consists of an energy
storage, means of transportation, control of transportation,
and application scheme.

Undergrounding power lines (UL) [41, 71] could enhance
the resilience via replacement of overhead power as the
underground power lines are less prone to wind-induced
damage, lightning, and vegetation contact. The price of
higher installation and repair costs could be offset against
cost of damage or interruption to service. Undergrounding
is associated with the power line component and technology
management business process.

4. Discussion

4.1. Simulation Modelling. Volume- and time-driven resil-
ience assessment frameworks do not provide insights into
points of failure, triggers, probabilities of failures or triggers,
and asset conditions. These are highly relevant information
to link both hazards and tools to power grid components.
They are needed for resilience research and if a resilience
assessment framework does not address these factors, then
it has limited application. However, resilience assessment
frameworks that do address these factors are subsector
specific and, moreover, asset-specific and therefore have an
absence of a systemic and cross-sectoral understanding of
resilience. They would also require interdependency studies
and cross-sectors resilience-driven projects.

The need for generic and the need for specific resilience
assessment frameworks are a contradiction. This contradic-
tion can be removed by the abstraction between two stages
of resilience calculation. The system output is calculated at
the sector- or asset-specific first stage by the means of real
system or a simulation model. These sector-specific outputs
are processed by the same function into a generic resilience
values at the second stage.

Resilience is an emergent quality of a system to a hazard.
Due to the constructional and behavioral complexity of the
system of interest, the power grids, this emergent quality
cannot be predictedwithout a system.Ahazard and its impact
on the power grid from the producers to the consumers
increase complexity of the resilience research, while the
number of potential tools for resilience engineering and the
number of their combinationsmakes it a challenging research
domain.

It is impossible to replicate most of hazards in a real
power grid, and for many threats, testing is highly expensive
to emulate even on a highly limited scale if legal, e.g., a
cyberterrorism or electromagnetic interference, whichmakes
physical experimentation as a method for resilience research a
very limited application. Mental experimentation has limited
use for a conceptual study of resilience which attempts to
quantify the improvement from alternative interventions
and is an unreasonable method for resilience engineering
of complex systems using a toolbox. Post-event studies of
major outages may provide some important information and
insights, and the lack of observational capabilities on site
during an emergency can be overcome with multitude of sen-
sors logging power grid supply and consumption; however,
access to this data is usually limited due to organizational
reasons; it is a unique case that cannot be replicated, and
it is ex-post evaluation limiting its usability for resilience
engineering. Inductive reasoning is partially applicable to
resilience research as it relies on a strong and cogent selection
of facts, which is limited for the reasons above, similarly,
with formalization for the follow-up logical andmathematical
reasoning. Theoretical reasoning would be a method of
predicting results, but the theory for engineering resilience
does not exist; therefore, it is an inapplicable method at this
moment. Amodelmay selectively address the constructional
and behavioral complexity of a system and provide insights
into the resilience value of alternative subsets of tools without
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the costs or barriers of real-world experimentation which
makes modelling and especially computational modelling,
the most suitable method for ex-post and ex-ante resilience
research.

Banks et al. [86] classify simulation models as either static
or dynamic, deterministic, stochastic, discrete, or continuous.
A model for resilience research and engineering must be
dynamic since static models have very limited capabilities
in addressing behavioral aspects; stochastic as complex mul-
tidomain deterministic rules are very challenging to define;
discrete because continuous models are mostly based on
differential and integral calculus that if applicable has highly
specialized application, e.g., for thermodynamics. Dynamic
stochastic discrete models appear most suitable; however,
multiple formalisms for simulation modelling fit these char-
acteristics, and multiple formalisms might be used within a
complex computational model with some submodels being
static, deterministic, or continuous.

Some architectural considerations could be made for the
modelling- and toolbox-driven resilience research. It can
be safely assumed that resilience research would incorpo-
rate massive simulation modelling. A colossal number of
interactions between elements are expected. A state or a
change of state of elements before an element may result
a change of state in this element. A high-level and light-
weight computation is a preferred option unless required
otherwise. It is beneficial to represent a power grid as a
network of assets producing, transforming, redirecting, or
consuming electric energy, because it fits the typology of
assets and is efficiently computable within vector, matrix, or
tensor algebras and is applicable and partially transferrable
to modelling of infrastructures from other sectors that is
especially relevant for multisectoral resilience research.

Interfaces for control and information exchange model
and submodel are critical, as is parallelization of modelling
and computation to improve computational durations. A
hazard may affect the behavior of consumers, which is one of
viable research objectives, and it is commonly addressed with
agent-based modelling. Toolbox-induced changes in a model
assume the same domain language to describe assets within
the model and tools from the toolbox, and ontology can
address both the structure of the language and the database
of assets and tools.

According to Kelly et al. [87], five modelling approaches
are most commonly used for integrated environmental
assessment and management. Each of these approaches has
been used for modelling complex systems: system dynamics
[88, 89], Bayesian networks [90, 91], coupled component
models [92], agent-based models [93, 94], and knowledge-
based models [95]. In additional to the summary of these
approaches (see Tables 1 and 3 in [87]), Kelly et al. [87]
provided a heuristic for selection of one of these approaches
under standard application (see Figure 1 in [87]). However,
as is shown in review papers [96–107] a more comprehensive
heuristics on a larger spectrum of modelling approaches
would benefit the resilience research and engineering.

4.2. Toolbox. The toolbox is a collection and description
of tools to improve resilience of a power grid. A grid has

a certain level of resilience to a hazard, and by changing
the tools available to the grid its resilience may stay the
same, and it may be increased or decreased to the same
hazard. A change is based on intervention of a subset of tools
into the grid, and tools within a subset might be utilized
with a different intensity. Simulation modelling is the most
convenient method to evaluate the resilience of a changed
grid.

Power grid components and organizational business pro-
cesses are used to structure the toolbox, which currently may
be associated with a two-dimensional array, as a subset for a
change. A network-based model of a grid may also be repre-
sented with arrays. Therefore, this approach on a theoretical
level allows utilization of one of the most convenient and
efficient methods for mass computation, vector operations.
Vector, matrix, and tensor algebras provide a mathematical
apparatus for this and more complex computations, e.g.,
incorporating dynamics or multilayered virtual subgrids;
combinatorics and set theory could support scenario design.

Qualitative resilience assessment frameworks [19] which
could be used to direct attention to certain ‘cells’ in the
toolbox for these frameworks are based on best practices for
resilience.

Examples of such frameworks are a semiquantitative
approach proposed by Shirali et al. [108] qualitative frame-
works that could be transformed into a semiquantitative
index and subsets of resilience indicators proposed by van der
Merwe et al. [109].

The toolbox shows the areas currently lacking tools to
improve resilience. While this could be partially explained by
insufficiently full and systematic literature review, this also
indicated the lack of interest in this area, and if the lack of
interest is unreasonable, then the toolbox shows gaps in the
current state of resilience research and engineering.

While the current two-dimensional classification pro-
vides a valuable categorization for the tools to improve
resilience, it might be insufficient because it does not address
the constructional complexity of a power grid and its com-
ponents. The component dimension might be replaced or
extended with system’s representation (see Figure 2.3 in
[110]), systems engineering processes (see Figure 1.1 in [110]),
domain ontology [111], or systems holarchy [112], though
the latter is more suitable for grid modelling, but a strong
relationship between the holarchy and the toolbox must be
established beforehand. Other classifications might be used
as well.

Similar toolboxes could be created for resilience research
and engineering of other sectors of infrastructure. Mul-
tisectoral toolboxes would require an additional research,
probably resulting in a higher-dimensionality of classification
matrices and generic functional-constructional descriptors of
tools.

4.3. Resilience Value. Most of the general quantitative resil-
ience assessment frameworks in [19, 20] utilize volume, time,
or volume-over-time data to calculate resilience value. These
variables and different operators from different branches of
mathematics form alternative mathematical equations for
calculation of resilience value. Each equation is supported by
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Table 5: A temporal outlook to disruptive events [8]. Relative to a disruptive event, resilience may be improved long before, before, during,
after, and long after the event.

Time period Objectives System state System function Event feature

Long before
Identify possible events, know

system weaknesses, plan response
and restoration, prepare resources

Normal
Awareness,

planning, and
preparation

Predisposition

Before

Monitor system, monitor threats,
ensure resources are available,
switch to alert state if a threat is

detected

Alert Monitor, detect,
recognition Precursors

During Stop effect propagation, core goals,
manage cascade failures Emergency Containment,

mitigation Effects

After
Resume normal operations, reverse
alert/emergency, manage delayed

failures
Restoration

Repair,
reconfigure,
replacement

Impact

Long after

Understand what happened, know
why it happened, plan and

implement actions to improve
resilience

Recovery
Reflection,
learning,

improvement
Outcome

at least one line of argumentation which could be probed and
developed further. Other ideas may and would likely result
from other equations, for example,

(1) Minimum resilience value is taken as the resilience of
the system, and the volume might now be the lowest
delivery. Resilience value is calculated for each time
value at the first step, and the minimum resilience
value is selected at the second step.

(2) Lowest (minimum) delivery volume defines the
resilience of the system. The minimum value is
selected for the equation with the associated time and
this time is used to select the baseline value.

(3) This equation can be further extended by incorporat-
ing more statistical values:

(a) mean (the average) of delivered and baseline
volume during at disrupted state,

(b) median (the middle value of an ordered list) of
volume,

(c) mode (the most common value),
(d) filtering out outliers with the calculation of

averages (or minimum, as above),
(e) using other statistical measures and statistical

analysis techniques, e.g., quartiles with the asso-
ciated box-and-whisker plots.

(4) Statistics may provide additional insights. For exam-
ple, skewness may indicate whether the system fails or
recovers faster, while kurtosis may indicate whether
the system has extreme drops of performance or how
fast the hardest part of the system is processed.While
these can be easily deduced from the visualization, the
quantitative statistical technique is instrumental for
automatic optimization of the infrastructure.

An equation can be used on natural (e.g., litres) and nor-
malized (e.g., percent) data. Some considerations might

require nonlinear normalization (e.g., onto a logarithmic
scale for similar reasons the Richter magnitude scale is a
logarithmic scale) of the input data or resilience values,
in this case an equation might undergo adjustments. The
nonlinear normalization might be the answer to the intensity
aspect of the hazards’ profile, but this requires additional re-
search.

The significance of each tool in isolation with respect
to resilience improvement is questionable unless a sound
logical and pragmatic reasoning is provided; usually, papers
are lacking in that aspect. In the event the toolbox is applied
for resilience research, then one or more equations would
be selected, combined, and developed. Simulation modelling
would support any tool and related equations, subject to
limitations of the platform.

4.4. Decision-Making. Several preconditions must be met
before application of a resilience assessment framework as
resilience values are calculated for strategic decision-making
and operationalization of the decisions. If resilience value
is insufficient, then a change might be introduced into the
system resulting in a new resilience value of the changed
system. The difference between the old and new resilience
values represents the impact of the change on resilience, and
the delta resilience might be compared to delta sustainability
or monetary investment.

Overall, resilience engineering is likely a continuous
activity and resilience of a complex system can be addressed
at different stages to disruptive events; see Table 5.

Multiple methods can be used to define the criteria to
consider whether the output of each resilience assessment
framework indicates a ‘good’ level of resilience. If resilience
value is used for decision-making, it is multicriteria decision-
making, and thus this task is about naming complemen-
tary criteria for the multicriteria decision-making. Three
approaches to multicriteria decision-making are listed below
from the least to the most comprehensive.
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Single criteria indicators: with resilience value as sup-
ply/demand ratio, the criteria are the threshold value for the
volume of delivery or capacity margin.

Multicriteria n-lemmas: an example of such concept is
a well-known cost–quality–time triangle with a heuristics
rule that for any system it is possible to meet two quali-
ties only. Similar triangle is associated with the resilience
of electricity system [113] presenting sustainability–security
of supply–affordability triangle, where resilience is a part
of security and decarbonization is a part of sustainability
indicators.

Evaluation frameworks: HM treasury provides guidance
on how to appraise and evaluate policies, projects, and
programmes; see The Green Book [114].

5. Conclusions

A structured collection of tools for engineering resilience and
an approach for resilience research to improve the resilience
of a power grid infrastructure is described in this paper.
The collection is a two-dimensional array formed from a
classification of components of a power grid and a typology of
business processes. These two dimensions provide a physical
and operational outlook for a power grid. The approach
for resilience research is based on building a simulation
model for a power grid which utilizes a resilience assessment
equation to assess its baseline resilience to a hazards profile,
then iteratively selecting a subset of tools from the collection
and introducing these as interventions in the power grid
simulation. Calculating the difference in resilience associated
with each subset supports multicriteria decision-making to
find the most convenient subset of interventions for a power
grid and hazards profile.

This highlights the importance of a portfolio which is
strategies which should take account of variety of natural
disasters relevant to the regions/geographical areas of the
power grid (in addition to general hazards), as well as
compensating for design decisions which can compromise
resilience.

The approach outlined of iterative testing of subsets of
tools assumes simulation modelling. The simulation model
should be in-line with the structured description of the
elements of the collection and the possible paths of impact
of hazards. Hazard is a mandatory element of resilience
experience; however, resilience of a system to a hazard is
less relevant then resilience of a system to a hazards’ profile.
Matrix algebra, set theory, and combinatorics allow automatic
construction of scenarios within this approach. Volume,
time, or volume-over-time resilience assessment framework
could be selected or designed for the simulation modelling
architecture. The resulting resilience value, in combination
with other factors, could be used for multicriteria decision-
making on the quality of the subset.

Resilience is an emergent quality of a power grid system,
and therefore resilience research and interventions must be
system-driven. Usually, multiple infrastructures are utilized
by social or production systems, and a hazard often affects
multiple infrastructures as well-illustrated by assessment of
volcanic hazards by Wilson et al. [115], which also states

the importance of hazards’ profile for a country. More-
over, interdependencies [1, 2] between infrastructures may
impact the recovery and resilience of a single infrastruc-
ture. Therefore, simulation-based search/optimization for a
resilient infrastructure would benefit from a simultaneous
search/optimization for multisectoral resilience; e.g., Najafi
et al. [52] described resilience improvement of power-water
distribution system. However, simulation-based resilience
research and engineering require in-depth single- or multi-
topic analysis of hazards, infrastructure components, vulner-
abilities, tools, regions, simulation modelling techniques, and
search or optimization algorithms for the follow-up model
driven resilience research and engineering.
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By reducing innovation costs, innovation subsidies can help private enterprises convert their production modes to green
production. Based on method of computational experiment in social science, we construct a dynamic model for environmental
innovation behaviors of private enterprises to simulate their evolution process in different market mechanisms, product
competitions, and innovation subsidies and explore the impact of different subsidy modes on environmental technological
innovation behaviors. The experimental results show that, under actions of multiagents, the combination of market subsidy and
technology transformation subsidy can achieve the highest utilization efficiency of subsidy funds.However, when level of innovation
technology is low, the innovation process should be subsidized at the same time to improve the competitiveness of innovative
products. Besides, according to the level of innovation technology, flexible innovation subsidy combinations can be adopted to
optimize subsidy in the different stages. The experimental results are of great significance for increasing efficiency of innovation
subsidy funds and promoting green sustainable development of private enterprises.

1. Introduction

Due to the uncertainty and dual externalities of environ-
mental technological innovation, for enterprises, the pri-
vate return is less than the social return. Therefore, the
environmental technological innovation levels of enterprises
purely guided by market mechanism are bounded to be
lower than the optimal level of society. Therefore, besides the
two-standard demand-driven and technology-driven factors
[1], the government’s innovation policies have become an
important driving force to stimulate the innovation vitality
of enterprises [2]. It is a common policy for innovative
countries to give some direct subsidies or tax incentives to
technological innovation practices encouraging enterprises
to develop new technology researches and developments [3,
4]. As a technology catching-up country, China government
has also used R&D subsidy as a major policy to encourage
enterprises innovate independently [5].

Compared with state-owned enterprises or foreign-
funded enterprises with strong capital and technical strength,

the private enterprises, mainly small and medium-sized
enterprises, have weak flexibility in choosing alternative
production modes. Li Hongxia (2014) [6] constructed a
green technology preference model for private enterprises
with comparison of the average innovation intensities of
private enterprise, state-owned enterprises, and foreign-
funded enterprises. It was found that, due to high cost of
machine renovation and technological innovation, the small-
scale enterprises hadweak impetus to change to green growth
mode. Although the practices of European countries and
the US have proved that environmental tax can promote
enterprises to abandon the traditional production modes
through continuous technological innovation and realize
the switching to green production mode, tax may increases
the burdens of private small and medium enterprises. It is
even more unfavorable for private enterprises to adopt green
innovation mode. Rather, the financial subsidy for green
technological innovation can reduce the innovation cost of
private enterprises, which is of great significance for the
sustainable development of private enterprises.
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By analyzing the data of the first national economic
census and comparing the efficiencies of supports on direct
subsidy and tax preference to enterprise innovation, Jiang
Jing (2011) [7] found that the direct subsidy policy can signifi-
cantly improve the R&D intensity of domestic enterprises. At
the same time, based on panel data of 28 provinces in China,
Fan Qi and Han Minchun (2011) [8] found that government
innovation subsidy has a significant impact on improving
national and regional independent innovations and the effect
of subsidy on innovations in relatively developed regions is
higher than that in relatively undeveloped regions. As for the
impacts of different subsidy modes on innovations, Sheng
Yanchao (2008) [9] used a three-stage gamemodel to find that
the mode of innovation subsidy on products is more effective
than themode of innovation subsidy on inputs under the gov-
ernment intervenes into the innovation system of technology
alliance. However, through the study of asymmetric Cournot
game model, Chen Lin and Zhu Weiping (2008) [10] found
that innovation input subsidy, represented by “three fees for
scientific research,” did not significantly stimulate the growth
of innovation output of the whole society; thus the effect of
subsidy policies was somehow uncertain.

Although subsidy policies play an important role in tech-
nological innovation of enterprises, their actual performance
is affected by many factors such as subsidy modes and
external atmosphere. In fact, in addition to the external atmo-
sphere impact, the heterogeneity in microlevel of enterprises
also affects their attitudes towards environmental innovation
technology. However, most of the existing studies are based
on panel data to carry out empirical research or build a
mathematical model with government and enterprises as the
two sides of the game, which only analyze the relationship
between government subsidies and technological innovation
performance from the macrolevel. Enterprise environmental
technological innovation is a complex process involving pol-
icy support, market mechanism, and product competition.
Enterprise innovation decision-making depends on many
internal and external factors, such as enterprise nature, capital
situation, risk attitude, market expectation, and innovation
policies. Especially, for private enterprises with small scale
and flexible business model, macrolevel analysis is difficult
to reveal the impact mechanism of policy changes on the
microlevel of private enterprises, while grasping the motiva-
tion of environmental technological innovation inmicrolevel
has a far-reaching significance for private enterprises to turn
to green technology.

Based on empirical data, this paper constructs a dynamic
simulationmodel of environmental technological innovation
behaviors of private enterprises and uses social science com-
putational experiments to dynamically simulate the interac-
tion mechanism between environmental technological inno-
vation behavior of private enterprises and external driving
forces [11, 12]. The purpose of this paper is to clarify the
motivation and influence mechanism of private enterprise’s
environmental technological innovation behaviors, provide
microtheoretical support for environmental policy makers,
promote private enterprises to consciously adopt environ-
mental innovation technology, and adopt green sustainable
development.

2. Model Construction

2.1. Scenario Description. The actual prototype of this model
is a kind of private chemical enterprises. In the initial stage
of the system, all enterprises adopt traditional technology
and use an organic solvent in the production process. The
production process is mature, cost is low, and the quality
is good, but the VOC emission level is high. Although
the emission reduction can be achieved by means of end-
treatment, it is limited by technical means and the emission
reduction effect is unsatisfactory. Environmental innovation
technology uses a certain green solvent resulting from the low
VOC emission, but the use of green solvent requires certain
equipment input and production process reform. Because the
production process is not yet mature, the production cost is
higher and the product quality is not as good as traditional
ones. But, through technological R&D and reformation, the
production process can be continuously improved to reduce
production costs.

The purpose of innovation subsidy is to induce enter-
prises to consciously choose environmental innovation tech-
nology. Sun Xiao Hua et al. (2014) [13] found that consumers’
heterogeneity preference provides niche market for new
products and plays an important role in industrial evolution.
Therefore, the study of different policy efficiency needs to
combine many complex self-correlation evolution mecha-
nisms, such as enterprises competition and market choices.
Because of the reasons that empirical methods are difficult
to find comparative samples of different policy backgrounds,
this paper adopts computing experimental method in social
science, refers to some designed ideas of multiagent model
constructed by Afaroui (2014) [14] and Liu Xiao Feng (2013)
[15], and builds computational experimental model based
on real prototype to simulate environmental technological
innovation processes in complex environment of innovation
subsidy, market mechanism, and enterprise competition.The
proposedmodel emphasizes on dynamics and disequilibrium
processes from an evolutionary perspective. It draws on basic
principles of the evolutionary theory of technological change
[16, 17].

Themodelmainly includes two kinds of subjects: produc-
tion enterprises and consumers. Consumers choose products
from different production enterprises based on their prefer-
ences, while enterprises can freely choose product technology
routes according to their decision rules. In order to better
observe the trajectories of enterprises’ environmental techno-
logical innovation under different innovation subsidies, this
model takes into account the complexity of the real system as
far as possible with abstraction and simplification.

2.2. Basic Hypotheses. According to the scenario description
in Section 2.1, the basic hypotheses of the system are as
follows.

(1) 𝑇1 represents the traditional technology of using
organic solvents; 𝑇2 represents the environmental innovation
technology of using green solvents. The products produced
by the two technologies are technology products 𝑇1 and
technology products 𝑇2. According to Lancaster (1971) [18],
each product is described by three attributes: price (related
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to production costs), quality (representing technical per-
formance), and VOC emissions (representing environment
performance). The prices and qualities of the two products
are different. The VOC emission per unit in the production
process is also different. Moreover, after technological trans-
formation, the lowest production cost, the highest product
quality, and the minimum VOC emissions are also different.

(2) There are𝑚manufacturing enterprises in the system,
which are represented by enterprise number 𝑖 (𝑖=1,2,. . . 𝑚).
At the initial stage, all enterprises adopt technology 𝑇1, but,
because technology 𝑇2 represents the direction of future
development, according to the level of enterprise I’s attention
to technology 𝑇2, a certain proportion of 𝑅&𝐷 input is
applied to the early stage researches and developments of
technology 𝑇2. When certain conditions are met, enterprises
may begin to adopt technology 𝑇2 for formal production,
but technology 𝑇1 can coexist at the same time, until a
certain condition is reached, and enterprises would abandon
technology 𝑇1. The adoption threshold of technology 𝑇2 is
different from the elimination threshold of technology 𝑇1. In
order to ensure stable total number of production enterprises
in the system and maintain the free competition pattern,
it is assumed that when the loss of production enterprises
reaches a certain level, they will withdraw from the market,
while new entrants will enter the market, regardless of the
situation of enterprises obtaining loans and other external
funds.

(3) There are 𝑛 consumers in the system, which are
represented by number 𝑗 (𝑗=1,2,. . . 𝑛) of the consumer
agent. Assuming that the product is a nondurable necessity,
consumers need to buy one product every cycle. Because
consumers do not know the details of production process,
according to model of Zeppini et al. (2014) [19], consumers
would mainly consider product price, performance, con-
sumption habits, and product reputation in the diffusion of
innovative products and have certain social imitation ability.
Therefore, it is assumed that consumers choose products of
different technologies according to product price and quality
and different consumers may have different preferences for
product price and quality. In addition, purchase decisions are
influenced by other consumers. At the same time, considering
that consumers have certain path dependence attributes
under the influence of consumption habits, consumers would
still opt to the original enterprise when the price and quality
of the current production enterprises are within the tolerable
range. Consumers have different tolerances for product price
and quality.

(4) The product is a constant reward type. That is to say,
the production efficiencywill not increase with the expansion
of production scale. Only by technological transformation
can the production cost be reduced [20]. Therefore, it is
assumed that product pricing is based on production cost,
𝑃 = 𝐶(1+𝜇), where 𝑃 is the product price, 𝜇 is the producer’s
satisfactory profit level (considering the producer’s bounded
rationality), and 𝐶 is the production cost. We assume that all
production enterprises have the same satisfactory profit level
and can reflect the product price level through the production
efficiency level of the production enterprises.

2.3. Rules of Agent’s Behavior

2.3.1. Rules of Consumer Behavior. The decision model of
consumers is based on previous theoretical works on evo-
lutionary demand [21]. Bounded rationality characteristic
of customer is embodied by the comparison of specific
threshold and imperfect information and some routines
when they decide to purchase a product and to keep or leave
original enterprise product [22]. Consumers consider both
price and quality factors when choosing products and only
when they reach the highest price affordability and the lowest
quality requirements will they make out purchase decision.
At the same time, different consumers may have different
preferences for price and quality and are influenced by other
consumers’ choices [23]. Therefore, the effect function of
consumers’ choice of products is as follows:

𝑈𝑗
𝑘,𝑖,𝑡

= [(𝐴 − 𝑃𝑘,𝑖,𝑡) × (𝑀𝑠𝑖,𝑡−1 + 𝜇 (0, 0.1))inf]
𝑝
𝑝
𝑗

× [(𝑋𝑘,𝑖,𝑡 − 𝐵) × (𝑀𝑠𝑖,𝑡−1 + 𝜇 (0, 0.1))inf]
𝑝𝑥𝑗

(1)

Among them, 𝑗 is the consumer number, 𝑘 (𝑘=1,2,3,,)
is the product type (traditional technology products or
environmental innovation technology products), 𝑖 is the
manufacturer number, and 𝑡 is the simulation cycle. Assume
that the total evolution cycles of the system are 𝑇; then
each cycle is expressed by 𝑡 = 1, 2, 3, respectively. A is the
highest price that consumers can afford, B is the lowest quality
requirement that consumers can accept, and 𝑃𝑘,𝑖,𝑡 and 𝑋𝑘,𝑖,𝑡
are the price and quality level of product 𝑘 of enterprise 𝑖 in 𝑡
cycle, respectively.𝑀𝑠𝑖,𝑡−1 is themarket share of enterprise 𝑖 in
the previous cycle and 𝑢(0, 0.1) is a random number between
0 and 0.1. It reflects the influence of other uncertain factors in
themarket and avoids the situation that the effect is zerowhen
market share is empty. inf is interpreted as group psychology
effect [24], reflecting consumers’ imitation behavior;𝑃𝑘,𝑖,𝑡 and
𝑋𝑘,𝑖,𝑡, respectively, reflect consumers’ preferences for product
price and quality; 𝑝𝑝𝑗 + 𝑝𝑥𝑗 = 1.

When choosing a product at the first time, consumers
may determine their choice probability according to the effect
function of each product and randomly select the product.
In the follow-up cycle, consumers firstly observe the lowest
price and the highest quality of all current enterprise products
according to the principle of path dependence. When the
quality-price ratio of the original producer’s products is
within the tolerance of consumers, the consumers would
select the original production enterprise; otherwise, the
product selection probability is determined according to its
product effect function and the product is randomly selected.

2.3.2. Rules of Conduct for Manufacturing Enterprises. The
decision model of enterprises is based on the combination
of economic theory and evolutionary theory and observation
[14]: budget, mark-up pricing, R&D allocation, technology
portfolio, and innovation process. Meanwhile, enterprises
are bounded rationality [22]. They choose their technology
portfolio by considering specific thresholds. According to the
hypotheses, in the initial stage of the system, all enterprises
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have the same scale and capital status. In each simulation
cycle, enterprises gain profits from production sales and
carry out technology transformation to improve product
competitiveness. This model does not consider other ways to
obtain funds, such as loans.The total disposable capital of the
producer in each cycle is expressed as

𝐵𝐺𝑖,𝑡 = 𝐵𝐺𝑖,𝑡−1 + Π𝑖,𝑡−1 − 𝑅𝐷𝑖,𝑡−1 (2a)

Among them, Π𝑖,𝑡−1 and 𝑅𝐷𝑖,𝑡−1 are profit and R&D
expenditure of enterprises in the last period.

For new technology 𝑇2 adopters, additional technology
switch cost (such as equipment investment, and staff training
cost) is required.

𝐵𝐺𝑖,𝑡 = 𝐵𝐺𝑖,𝑡−1 + Π𝑖,𝑡−1 − 𝑅𝐷𝑖,𝑡−1 − 𝑆𝐶𝑖,𝑡 (2b)

𝑆𝐶 is the related switching cost for the first adoption of
technology 𝑇2.

As mentioned before, product price can be deduced from
production cost by applying a producer’s satisfactory profit
level𝜇 (also called asmark-up rate) as𝑃 = 𝐶(1+𝜇).Therefore,
the profit formula for each production cycle is as follows:

Π𝑖,𝑡 = (𝜇 × 𝐶𝑖,𝑡 × 𝑄𝑖,𝑡) − 𝐹𝐶 (3)

Among them, 𝜇 is the producer’s satisfactory profit level,
𝐶𝑖,𝑡 is the production cost,𝑄𝑖,𝑡 is the sales of products, and𝐹𝐶
is the fixed cost.

(1) Entry/Exit Rules for Manufacturing Enterprises. When
the disposable capital of a manufacturing enterprise is less
than a certain level, the enterprise declares bankruptcy
and withdraws from the market. At the same time, a new
manufacturing enterprise enters the market as Van der and
Brouillat (2015) [25] suggested.This is to maintain a constant
number of enterprises over the whole time period. The
technological route adopted by new production enterprises
would imitate an existing enterprise in the system and the
probability of choosing the imitated target is based on the
market share of each enterprise. New enterprises imitate the
technological route of target enterprises and the learning
absorptive capacity is described as a randomnumber between
0.8 and 1.2. This enables the new entrant to underperform
or overperform in comparison with the imitated firm at a
reasonable degree. Sensitive tests found that excessively low
learning absorptive capacity would lead to exit from market
faster than existing enterprises while excessively high setting
would lead to outstanding performance. The price, quality,
and 𝑉𝑂𝐶 emission of products are multiplied or divided
by random numbers (multiply positive index and divide
negative index) on the basis of imitated enterprises’ product
indicators, so they can be lower or higher than those of the
imitated enterprises. The initial disposable capital BG and
fixed cost 𝐹𝐶 of the new enterprise are similar to those of
other enterprises at the beginning. The switch cost 𝑆𝐶 of
technology T2 and knowledge K would take the industries’
averages.

(2) Technical Route Selection Rules for Manufacturing Enter-
prises. Innovation is an endogenous and uncertain process.

In fact, enterprises cannot know perfectly the results of their
R&D activity. Therefore, the proposed model considers a
stochastic process of innovation: most behavioral parameters
are randomly drawn, the accumulation of knowledge that
results from technology watch on T2 is stochastic, etc. Firstly,
each enterprise calculates its perception of technology T2
maturity in a given cycle:

𝐴𝐷𝑖𝑛𝑑𝑒𝑥𝑇2𝑖,𝑡 = 𝐾𝑖,𝑡−1 ×𝑀𝑠
𝑇2
𝑡−1 (4)

𝑀𝑠𝑇2 represents the total market share of technology
products 𝑇2, and K represents the knowledge accumulation
of technology 𝑇2 acquired by enterprises through technology
research and development. It is obvious that the possibility of
adopting technology 𝑇2 depends on the knowledge accumu-
lation of technology 𝑇2 and market diffusion of technology
products 𝑇2. When the enterprise considers the fact that
the maturity of technology 𝑇2 is greater than a certain
degree (one of the attributes of the enterprise: technology
𝑇2 adoption threshold), the enterprise checks whether there
is enough disposable capital to support the new technology
transformation. When 𝐵𝐺𝑖,𝑡 ≥ 𝑆𝐶𝑖,𝑡, the enterprise would
formally adopt technology 𝑇2 for production.

Adopting technology 𝑇2 does not necessarily mean aban-
doning technology 𝑇1. It is assumed that technologies 𝑇1
and 𝑇2 can coexist in the same enterprise. Whether or not
to abandon technology 𝑇1 depends on the proportion of
product income of technology 𝑇2 in total enterprise income:

𝑆ℎ𝑎𝑟𝑒𝑇2𝑖,𝑡 =
𝑃𝑇2𝑖,𝑡−1 × 𝑄

𝑇2
𝑖,𝑡

∑2𝑘=1 (𝑃𝑇𝑘𝑖,𝑡−1 × 𝑄
𝑇𝑘
𝑖,𝑡 )

(5)

When the proportion of technology 𝑇2 reaches the
threshold of enterprises abandoning technology 𝑇1, enter-
prises will abandon technology 𝑇1 and adopt technology 𝑇2
exclusively. This threshold also reflects the enterprise’s risk
attitude towards technology 𝑇2. The higher the threshold
value is, the more conservative the enterprise is and the
possibility of technology 𝑇1 being abandoned is less and vice
versa.

(3) Rules of Enterprise R&D Activities. Each enterprise
improves the performance of products through R&D activi-
ties every cycle.The investment amount of R&D is as follows:

𝑅𝐷𝑖,𝑡 = 𝛿 × 𝐵𝐺𝑖,𝑡 (6)

Among them, 𝛿 is the investment ratio of R&D, on the
premise that the enterprise’s current disposable capital𝐵𝐺𝑖,𝑡 >
0.

The R&D investment of enterprises is proportionally
applied to the R&D of technology 𝑇1 and 𝑇2:

𝑅𝐷𝑇1𝑖,𝑡 = 𝛿1 × 𝑅𝐷𝑖,𝑡 (7a)

𝑅𝐷𝑇2𝑖,𝑡 = (1 − 𝛿1) × 𝑅𝐷𝑖,𝑡 (7b)

Among them, 𝛿1 ∈ [0, 1] for enterprises that only adopt
technology 𝑇2, 𝛿1 = 0 for enterprises that only adopt
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technology𝑇1, and (1−𝛿1) represents enterprises’ initial R&D
and learning of technology 𝑇2. That is, 𝑅𝐷𝑇2𝑖,𝑡 = 𝑅𝐷𝑤𝑎𝑡𝑐ℎ𝑖,𝑡.
Because the progress in R&D and learning of technology𝑇2 is
uncertain and is related to funding, therefore, the knowledge
accumulation needs to meet the following conditions:

1 − 𝑒−𝛼𝑤×𝑅𝐷𝑤𝑎𝑡𝑐ℎ𝑖,𝑡 ≥ 𝑢 (0, 1) (8)

where 𝛼𝑤 is a model parameter, which determines the
speed of knowledge accumulation for the current technology.
𝑢 is evenly and randomly distributed in [0,1], reflecting
the uncertainty of innovation activities in the real world.
The closer to 1, the more difficult it is to satisfy condition
(8). If the conditions are met, it means that R&D activities
have achieved phased results, the knowledge accumulation of
technology𝑇2 increases, and the switching cost of technology
𝑇2 decreases. This is shown as

𝐾𝑖,𝑡 = 𝐾𝑖,𝑡−1 + 𝛼𝑘 × 𝑢 (0, 1) × (𝐾max − 𝐾𝑖,𝑡−1) (9a)

𝑆𝐶𝑖,𝑡 = 𝑆𝐶𝑖,𝑡−1 − 𝛼𝑆𝐶 × 𝑢 (0, 1) × (𝑆𝐶𝑖−1 − 𝑆𝐶min) (9b)

𝛼𝑘 and 𝛼𝑆𝐶 are model parameters;𝐾max and 𝑆𝐶min are the
extreme values of knowledge accumulation K and switching
cost SC.

The process of technology transformation in production
activities is similar to that of predevelopment and learning
of T2 technology. The success of technology transformation
depends on whether conditions are met or not:

1 − 𝑒−𝛼1×𝑅𝐷𝑘,𝑖,𝑡 ≥ 𝑢 (0, 1) (10)

Among them, 𝛼1 represents the speed of technology
transformation and 𝑢 reflects the uncertainty of innovation
activities. If the technology transformation is successful, the
attributes of the product will be updated as

𝑋𝑘,𝑖,𝑡 = 𝑋𝑘,𝑖,𝑡−1 + 𝛽1 × 𝑢 (0, 1) × (𝑋𝑘max − 𝑋𝑘,𝑖,𝑡−1) (11a)

𝐶𝑜𝑠𝑡𝑘,𝑖,𝑡 = 𝐶𝑜𝑠𝑡𝑘,𝑖,𝑡−1 + 𝛽2 × 𝑢 (0, 1)

× (𝐶𝑜𝑠𝑡𝑘max − 𝐶𝑜𝑠𝑡𝑘,𝑖,𝑡−1)
(11b)

𝑉𝑜𝑐𝑘,𝑖,𝑡 = 𝑉𝑜𝑐𝑘,𝑖,𝑡−1 + 𝛽3 × 𝑢 (0, 1)

× (𝑉𝑜𝑐𝑘max − 𝑉𝑜𝑐𝑘,𝑖,𝑡−1)
(11c)

where 𝑢 is a uniform random number, 𝛽1 is the product
quality, 𝛽2 is the production cost, and 𝛽3 is the improvement
efficiency of VOC emission. 𝑋𝑘max, 𝐶𝑜𝑠𝑡𝑘max, and 𝑉𝑜𝑐𝑘max
are the extreme value that technology K can reach in all
aspects of product performance. When the actual level of a
given product property comes closer to the limit of what is
achievablewith specific technology, a givenR&Dexpenditure
will achieve less and less progress. The workflow of each
production cycle is shown in Figure 1. This workflow reflects
the basic principle of evolutionary theory of technological
change, such as path-dependency, incremental versus radical
innovation, and innovation risk, being cumulative and local-
ized in a certain direction. Innovation is firm-specific which
leads to technological diversity and heterogeneous perfor-
mances. Consumer choices lead to heterogeneous demand,
coevolution of firm strategies, and market structure.

2.4. Parameter Settings. To set the public parameters and
individualized parameters for system simulation, we should
consider the objective and realistic prototypes as far as possi-
ble. For the parameters that are difficult to quantify in reality
(such as consumers’ preference for product price and quality)
[26], we would use the basic model (no innovation subsidy
situation) to carry out “virtual-real linkage.” By adjusting the
parameters repeatedly, we observe the intermediate results
and the final result tomake the outcomes tally with the reality.
After determining the parameters of the basic model, the
policy parameters are introduced to observe the impact of the
policies on the simulation results.

The main variables and their initial assignment rules in
the system are shown in Table 1.

Empirically based parameters in Table 1 are determined
basically in [14] and data from http://www.cefic.org/Facts-
and-Figures/. Some parameters are adjusted according to
the questionnaire survey of private enterprises in China
(e.g., reduce initial disposable capital from 15 to 12). The
questionnaire is related to enterprise environmental innova-
tion behavior and innovation performance, including “R&D
investment of enterprise environmental innovation,” “factors
affecting enterprise environmental innovation,” and “eco-
nomic performance of enterprise environmental innovation.”
Simulation training parameters are adjusted by the compar-
ison result of benchmark model and empirical investigation.
For example, although most enterprises agree that environ-
mental innovation is the best way to overcome current envi-
ronmental barriers and improve their competitiveness, only
about 10% of enterprises with strong technical strength are
willing to carry out environmental innovation considering a
long-term interest. The reason of low adoption comes from
immature technology, inadequate product competitiveness
of environmental technology, and high expenditure of addi-
tional equipment investment, personnel training and market
development costs, and so on. Therefore, related parameters
are trained to coincide with this empirical result.

3. Simulation Experiment and Result Analysis

Based on the situation of without innovation subsidy, this
model mainly analyses the effects of three subsidy policies on
environmental technological innovation behavior of private
enterprises: process subsidy, technology transformation sub-
sidy, and market subsidy of environmental innovation prod-
ucts. In order to compare the effects of each subsidy policy,
this paper designs the following scenarios for comparative
experiments:

O: no innovation subsidy

P: subsidies for enterprise in the process of environ-
mental technological innovation.

T: subsidies for enterprises to adopt environmen-
tal innovation technology when requiring switching
costs, such as investment in new equipment

M: price subsidies for environmental innovative
products

http://www.cefic.org/Facts-and-Figures/
http://www.cefic.org/Facts-and-Figures/
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Table 1: Main variables and initial assignment rules.

Variables/parameters Implication Assignment Assignment rules
𝑚 Number of enterprises 10 Fixed

Fixed𝑛 Number of consumers 200

𝐴/𝐵 Consumers’ maximum affordable
Price/minimum Acceptable quality 6/20 Simulation training

𝑝𝑝 Consumer price preference [0.1,0.9] Consumer random
inf Consumer conformity effect 0.05 Simulation training
𝑇𝑜𝑙 Consumer tolerance [0.8,1.2] Simulation training

𝑋1max/𝐶𝑜𝑠𝑡1min/𝑉𝑜𝑐1min

Technology product T1 maximum
Quality/minimum Cost/minimum

VOC emission
100/0.4/2 Based on the empirical analysis

𝑋2max/𝐶𝑜𝑠𝑡2min/𝑉𝑜𝑐2min

Technology product T2 maximum
Quality/minimum Cost/minimum

VOC emission
100/0.4/0 Based on the empirical analysis

𝑋10/𝐶𝑜𝑠𝑡10/𝑉𝑜𝑐10
Technology product T1 Initial
quality/initial cost/initial VOC

emission
100/0.5/23 Based on the empirical analysis

𝑋20/𝐶𝑜𝑠𝑡20/𝑉𝑜𝑐20
Technology product T2 Initial
quality/initial cost/initial VOC

emission
32/3/0.05 Based on the empirical analysis

𝐵0 Initial disposable capital of enterprise 12 Based on the empirical analysis
𝜇 Satisfied profit level 0.5 Based on the empirical analysis
𝐹𝐶 Fixed cost 2 Based on the empirical analysis
𝐴𝑑min Threshold of adoption technology T2 [0,2] Enterprise random
𝑆𝐶 Initial switch cost 20 Based on the empirical analysis

𝐴𝑏𝑎𝑛𝑑min
Threshold for abandoning technology

T1 [0.5,1] Enterprise random

𝛿 R&D investment ratio 0.2 Based on the empirical analysis
𝛿1 R&D investment ratio of technology T1 [0,1] Enterprise random
𝛼𝑤 Knowledge speed 0.2 Simulation training

𝑑1
Speed of technology

transformation 0.25 Simulation training

𝐾max
Maximum cumulative value of

knowledge 1 Based on the empirical analysis

𝑆𝐶min Minimum switching cost 10 Based on the empirical analysis

𝛽1/𝛽2/𝛽3
Product quality/production cost/
improvement efficiency in VOC

emissions
0.05/0.08/0.05 Simulation training

PT, PTM, PM, and TM: the combination subsidy
schemes of the above three subsidies accordingly.

According to the above definition, we simulate the pro-
cesses of enterprise environmental technological innovation
in different scenarios and further analyze the efficiencies and
effects of various innovation subsidy schemes.

3.1. Path Analysis of Enterprise Environmental Technological
Innovation on Single Subsidy Scenario. In the scenario P, on
the basis of the basic model, the government implements
a 1:1 matching approach to subsidize the R&D investment
of enterprises for environmental technological innovation.
Therefore, the subsidy of enterprises i in the cycle T is
described as follows:

𝑆𝑢𝑏𝑇2𝑖,𝑡 = (1 − 𝛿1) × 𝑅𝐷𝑖,𝑡 (12a)

In the scenario T, the government subsidizes switching
costs of enterprises to adopt environmental innovation tech-
nology. Therefore, the subsidy of enterprises i in the cycle T
is described as follows:

𝑆𝑢𝑏𝑖,𝑡 = 𝑆𝐶𝑖,𝑡 (12b)

In the scenario M, the government subsidizes environ-
mental innovative products in markets. After subsidization,
the market average price of technology products T2 is equal
to the market average price of technology products T1.
Therefore, the subsidy of enterprises i in the cycle T is
described as follows:

𝑆𝑢𝑏𝑖,𝑡 = (𝑃2,𝑖,𝑡 − 𝑎V𝑔 (𝑃1,𝑖,𝑡)) × 𝑄𝑇2𝑖,𝑡 (12c)

We set the total simulation cycle number to 300 and
repeat simulation 50 times in the different scenarios and
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Figure 1: The workflow of each production cycle.

then take the average of each simulation results. In a single
subsidy scenario, the adoption of environmental innovation
technology by enterprises in each cycle is shown in Figure 2.

Figure 2 shows that different subsidy policies have dif-
ferent impacts on the technological route of enterprises:
(1) compared with the P scenario and the O scenario, the
number of enterprises adopting combination technology has
increased significantly, but no enterprises adopt technology
T2 completely; (2) in the scenario T, from 120th cycle on,

some enterprises have completely switched to technology T2,
and after 150 cycles although most enterprises still retain
technology T1, they have partially or completely adopted
technology T2; (3) in the scenario M, although some enter-
prises begin to completely switch to technology T2 after 120
cycles, 80% of them still do not adopt technology T2. From
the perspective of enterprise technology route only, subsidy
policy in the scenario T is the most effective mode to diffuse
environmental innovation technology.
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Figure 2: Evolution of enterprise technology route under single subsidy policy scenarios.

The market share and competitiveness of products T2 in
the different scenarios are shown in Figure 3.

As can be seen from Figure 3(a), although there are still a
large number of enterprises using only technology T1 in the
scenario M of Figure 2(d), the market share of technology
products T2 is still larger than those of other scenarios. In
the scenario T, although all enterprises adopt environmental
innovation technology, the lack of competitiveness in product
T2 regarding quality and price (Figure 3(b)) leads to a low
market share (lower than P and M scenarios) because the
government only subsidized the technology switching cost
of enterprises. Thus, from Figure 2(c), most enterprises still
retain technology T1. In the scenario P, with the support of
enterprise innovation process subsidy, it can be seen from
Figure 3(b) that the competitiveness of technology products
T2 is rising faster. Therefore, although the adoption rate
of technology T2 in Figure 2(b) is low, the market share
is higher than that in the scenario T. Overall, the three
subsidy policies all have positive impacts on the increase
of market share of technology products T2, but the overall
competitiveness of products T2 is less than that of products
T1 (less than 50). The market diffusion effect of products T2
in cycle 300 is not ideal; even with the highest market share
in the scenario M, the diffusion effect in cycle 300 is only
about 12%. The reason is in the scenario M; although the
price of products T2 has been subsidized, the competitiveness
of products T2 is weak because the quality of products
T2 is not as good as that of technology products T1. In

the scenario P, although the performance of products T2
improves rapidly, the actual adoption rate of technology T2
is low due to the lack of sufficient technology transformation
funds. In the scenario T, although technology transformation
is subsidized, it is difficult for technology products T2 to win
the market due to their slow performance improvement and
weak competitiveness.

3.2. Path Analysis of Enterprise Environmental Technological
Innovation on Combination Subsidies Scenario. In the single
subsidy scenario, the market diffusion effect of technology
products T2 is not ideal. Therefore, various combinations
subsidies are considered: PT, PTM, PM, and TM. In the com-
bination subsidy scenario, the innovation subsidy obtained
by enterprises in each cycle is accumulated with individual
subsidy schemes in each scenario. The adoption of environ-
mental innovation technology by enterprises in each cycle is
shown in Figure 4.

From Figure 4, it can be seen that the proportion of
adopting technologyT2 in the combination subsidy scenarios
is higher than those in the single subsidy scenarios. Especially
in the scenario PTM, all enterprises adopt technology T2
partially or completely after 30 cycles, and 70% of them adopt
technology T2 completely. In the scenario TM, although 10%
of enterprises did not adopt technology T2 in the 300th cycle,
60% of enterprises completely adopt technology T2. In the
scenario PM, the number of enterprises adopting technology
T2 is also significantly higher than that in the scenario P or
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Figure 3: Evolution of market share and competitiveness of product T2 under single subsidy scenario. Note. Product competitiveness is
calculated according to consumer effect function (1). The calculation results are standardized with the maximum value of current consumer
effect as 100. The competitiveness of product T2 is the average value of all standardized products T2 in the market.
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Figure 4: Evolution of enterprise technology route under combination subsidy scenarios.

M alone. In the scenario PT, although all enterprises begin
to adopt technology T2 partly or completely after 60 cycles,
enterprises which adopt technology T2 completely only
appear after the 240th cycle and are only composed of 10%.
Comparedwith other combination policies, the adoption rate
of enterprise environmental innovation technology in the
scenario PT is the lowest.

The market share and competitiveness of products T2 in
the different combination subsidies scenarios are shown in
Figure 5.

Figure 5(a) shows that the market share of technology
products T2 is ordered as PTM > TM > PM > PT, which
corresponds to the technological route adopted by enterprises
in the combination subsidy policies in Figure 4. However,
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Figure 5: Evolution of market share and competitiveness of products T2 under combination subsidy scenarios.

as shown in Figure 5(b), the competitiveness of technology
products T2 in the 300th cycle is ordered as PTM > PM > TM
> PT; that is to say, the subsidies are cancelled after 300 cycles,
because the competitiveness of technology products T2 in
the scenario PM is greater than that in the scenario TM. The
market share of technology products T2 will be PM > TM,
which is due to the fact that PM subsidy mode in technology
T2 innovation process ismore beneficial for the improvement
of product competitiveness than that of TM subsidymode. In
addition, because TM subsidy mode helps more enterprises
to adopt technology T2 in advance by subsidizing enterprises
to complete technology transformation, the market share of
technology products T2 is higher than that of PM subsidy
mode. In the scenario PT, although the innovation process
subsidy benefits the competitiveness of products T2, the
competitiveness of products T2 is still weaker than that of
products T1. In the absence of market subsidy incentives,
products T2 would have the lowest market share.

It can be seen that the combination of M policy (market
subsidies for technological products T2), P policy (subsidies
for enterprise environmental innovation process), and T
policy (technology transformation subsidies for enterprises)
can better promote the diffusion of environmental innovation
technology.

3.3. Analysis of Innovation Subsidy Efficiency in Different Sce-
narios. From the above analysis, it can be seen that different
subsidy policies have different effects on the adoption of
technology T2 and the diffusion of products T2. Assume that
subsidies needed to increase a unit share of products T2 in
the different scenarios are described as follows:

𝑈 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑇2𝑡 =
𝑇 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑇2𝑡
𝑆𝑢𝑝𝑇2𝑡

(13)

𝑇 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑇2𝑡 is the total investment of innovation subsidy
in the cycle T; 𝑆𝑢𝑝𝑇2𝑡 , based on the market share of products
T2 in each cycle under no innovation subsidy, is the growth
rate of market share of products T2 in different scenarios.
𝑈 𝑠𝑢𝑏𝑠𝑖𝑑𝑦𝑇2𝑡 is the subsidy needed to increase the unit share
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Figure 6: Evolution of innovation subsidy efficiency under single
subsidy scenarios.

of products T2. Without considering the indirect effects
of subsidy, such as improvement of the competitiveness of
products t2, the reciprocal of innovation subsidy efficiency
can be regarded as the work efficiency of innovation subsidy
in different scenarios. The reciprocal of innovation subsidy
efficiency in the single subsidy scenario is shown in Figure 6.

As can be seen from Figure 6, in the single subsidy
scenario, the efficiency of innovation subsidy in the scenarios
M and T is the highest, while that in the scenario P is the
lowest.

The reciprocal of innovation subsidy efficiency in the
combination subsidy scenario is shown in Figure 7.

As shown in Figure 7, in the combination subsidy sce-
nario, the efficiency of innovation subsidy is the highest in
the scenario TM and the lowest in the scenario PTM at the
300th cycle. Figures 4 and 5 show that TM subsidy effect is
only second to PTM. Although PTM subsidy effect is the
best, the efficiency of capital utilization is low; especially
after the 180th cycle, it becomes the lowest. We may consider
optimizing the PTM subsidy by stages. PTM can improve the
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Figure 7: Evolution of innovation subsidy efficiency under combi-
nation subsidy scenarios.

competitiveness of products T2 in the early stage and improve
the efficiency of innovation subsidy in the later stage.

4. Conclusions

Taking the environmental technology innovation process of
a private enterprise in a chemical industry as an example,
through social science computational experiment method,
this paper constructs amodel of environmental technological
innovation of private enterprises and simulates the processes
of environmental technological innovation of enterprises in
the different innovation subsidies scenarios. The proposed
model can help to closely observe the dynamic innova-
tion process and technology transformation process from a
microperspective.

As we discussed, under the increasingly severe pressure
of environment problem, more and more enterprises begin
to pay attention to environmental innovation technology.
Enterprises’ original motivation of carrying out environmen-
tal innovation is the improvement of product competitiveness
to obtain higher profits. However, the survey of enterprises’
willingness to adopt environmental innovation technology
found that although most enterprises agree that environ-
mental innovation is the best way to overcome current envi-
ronmental barriers and improve their competitiveness, only
about 10% of enterprises with strong technical strength are
willing to carry out environmental innovation considering a
long-term interest. The reason of low adoption comes from
immature technology, inadequate product competitiveness
of environmental technology, and high expenditure of addi-
tional equipment investment, personnel training and market
development costs, and so on. The price subsidy of environ-
mental innovative products directly improves the price com-
petitiveness of environmental innovative products. The pro-
cess subsidy of environmental innovation helps to improve
the performance of all dimensions of innovative products.
Subsidizing the conversion costs of enterprises when they
adopt environmental innovative technologies can help enter-
prises break through the bottleneck of capital during new
conversion. Therefore, these subsidy modes are conducive

to the improvement of environmental innovation adoption.
The proposed model reveals the influence mechanism of
different subsidy modes on enterprises’ environmental inno-
vation behavior and the limitation of single subsidy mode
from the microperspective. For example, when government
provides market price subsidy for environmental innovative
products, the market for environmental innovative products
is growing, and more enterprises are encouraged to increase
the R&D investment and actual production of environmental
innovative technology. However, high cost of environmental
technology conversion and the difficulty of private enterprise
financing have become the bottleneck of transformation and
upgrading of most private SMEs.Therefore, the combination
subsidy would be the better way to improve the effectiveness
of subsidy.

Simulation experiments under different scenarios show
that efficiency of subsidized funds is related to the level of
innovation technology. When innovation technology is not
mature enough, policy should focus on innovation process
subsidy to improve innovation technology as far as possible.
On the contrary, the combination of product market subsidy
and innovation technology conversion subsidywould achieve
the highest efficiency of capital utilization. Therefore, based
on different levels of innovation technology, flexible combi-
nation of innovative subsidymodes can be applied in different
stages of technology development to optimize the efficiency
and effect of subsidy funds. For example, in the early stage
of innovation technology promotion, PTM subsidy portfolio
policy can be used to improve the market competitiveness
of T2 technology products. When innovation technology
becomes more mature, TM subsidy portfolio should be used
to help enterprises complete the replacement of new and
old technologies and increase the market share of innovative
products.

In practice, in order to ensure the flow and efficiency of
the use of subsidized funds, more flexible specific subsidy
modes can be adopted. For example, the combination of
R&D input plus deduction policy and reward for innovative
achievements can be employed as innovation process sub-
sides, green financial financing mode for innovation tech-
nology transformation can be used as technology conversion
subsidy, and the combination of consumption guidance and
market subsidy can be applied as environmental innovation
product subsidy, and so on.

While designing and analyzing the model, several inter-
esting ideas arise which nevertheless are neglected for the
sake of clarity and simplicity. Some of these ideas deserve
further development as they might develop into fertile new
lines of research: (1) the model assumes that the scale
and capital conditions of enterprises are the same at the
initial stage of the system, without considering the different
enterprise scales. (2) The model does not further discuss
the multistage combination of subsidy policy, nor does it
discuss the evolution of enterprises’ environmental techno-
logical innovation behaviors after innovation subsidy policy.
(3) Consumers’ purchasing decisions only involve product
prices, qualities, consumption habits, and conformity effects,
without considering their preferences for product environ-
mental attributes.
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This paper concentrates on the component importance measure of a network whose arc failure rates are not deterministic and
imprecise ones. Conventionally, a computing method of component importance and a measure method of reliability stability are
proposed. Three metrics are analyzed first: Birnbaum measurement, component importance, and component risk growth factor.
Based on them, the latter can measure the impact of the component importance on the reliability stability of a system. Examples
in some typical structures illustrate how to calculate component importance and reliability stability, including uncertain random
series, parallel, parallel-series, series-parallel, and bridge systems. The comprehensive numerical experiments demonstrate that
both of these methods can efficiently and accurately evaluate the impact of an arc failure on the reliability of a network system.

1. Introduction

As a quantitative measure, reliability can be broadly inter-
preted as the ability of a system to perform its intended
function. During the past ten years, a significant amount of
research has been conducted to address reliability evaluation.
Network reliability can be estimated using Bayesian approach
[1], Monte Carlo simulation [2, 3], genetic algorithm [4],
fault-tree analysis [5], etc. Obviously, all those methods
apply numerical reliability or boundary value to indicate the
reliability of network systems. However, two main questions
must be answered for designing a network system.Question 1:
Which component is the most important? Question 2: How
does the importance of component impact the system reli-
ability stability? For answering such questions, component
importancemeasuresmust show the effect and rank in system
design and preventive maintenance.

Determining the importance of components in complex-
ity networks is crucial. Several importance measure methods
have been introduced in [6, 7], including Birnbaummeasure,
criticality importance, improvement potential, risk achieve-
ment worth, and risk reduction worth. Based on the fun-
damental component importance theory initially proposed
by Birnbaum [6], there have been a number of approaches
used to show component importance. Generally speaking,

the traditional component importance evaluation methods
are classified into two kinds, one is on the components failure
rates, and the other is without taking components charac-
teristic into account. The first category method is mainly
based on the graph theory, including reliability Boolean
polynomial [7], minimum trees and their number [8], and
minimal cut set. In [9], criticality importance measures for
components with respect to system failure intensity and
the total system failure count are presented. To evaluate
reliability importance of components in a network system,
Zio et al. [10] present generalized importancemeasures based
on Monte Carlo simulation. Meanwhile, Wang et al. [11]
introduce the failure critically index, restoring critical index
and operational index. In [12], importance measures with
respect to system failure intensity are developed and it also
points out that the Barlow [11] importance only measures
the contribution of a component as the last failure in a
minimal cut set, not the total contribution. Contini et al.
[13] also evaluate network system importance with respect
to the system failure. However, an obvious shortcoming
is that the impact of the component characteristic on the
failure rate of network is not considered. Some examples,
including the reliability of Boolean polynomial [7],minimum
spanning tree [14, 15], minimum cut set and minimum path
set [16], and fault-tree analysis [9], attempting to incorporate
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more features of network topology consisting of multiple
terminals and dependency between topology are researched.
Meanwhile, simulation based on Monte Carlo method [10]
often depends more on the convergence of probability than
the number of network components; statistical error dur-
ing reliability analysis may result in slow convergence for
achieving acceptable accuracy in low probability estimations.
Therefore, thesemethods depend on themodel to decompose
the network topology and calculate the reliability of network.
And the complexity of calculation will increase by index level
as the size of network grows. Although these methods have
adequately considered the characteristic of component in
network system, how to improve the efficiency of calculation
to strength the practical of importance measurements is still
a focus.

Recently, importance measure to estimate the effect of a
component residing at certain states on the performance is
proposed in [17]. Importance measure of components when
the system may be reconfigured is designed [18]. Liu [19]
presents a chance theory, which contains some basic con-
cepts including chance measure, uncertain random variable,
and chance distribution. Then, Gao and Yao [20] research
the importance index of components in uncertain random
systems; a concept of importance index on a component in
uncertain random variable and Boolean system is proposed.
At the same time, link component importance is analyzed
in [21]. Component maintenance priority is used to select
component for preventive maintenance. And a Monte Carlo-
basedmethod to generate probability distributions of the two
metrics for all of the components of the network is proposed
and a stochastic ranking approach based on the Copeland’s
pairwise aggregation is used to rank components importance
in [22]. In addition, a strategy for solving the component
placement problem by maximizing the information gain in
terms of users’ choices in [23] is proposed. At last, Zhu
et al. [24] present a nonlinear binary programming model,
which focuses on embedding the Birnbaum importance in
heuristics and themethod of dealing withmore than one type
of components.

However, to the best of our knowledge, none of the exiting
classical importance methods based on Cellular Automata
are directly applied to measure the impact of the compo-
nent importance on the reliability of system. The Birnbaum
importance, risk growth factor, and reliability stability to
measure the importance of a component or a group of
components are defined. A computingmethod of component
importance (NEA) based on Cellular Automata is designed;
in addition, a new measure method of reliability stability
(NSA) is proposed in this paper. At last, the validities of
NSA and NEA are proved by experiments. And it is also
proved that the proposed algorithm NSA is more accurate
in calculating the importance of the system components
compared to the classical algorithm in [25].

The main contributions are as follows:

(i) defining the Birnbaum importance, risk growth fac-
tor, and reliability stability;

(ii) designing a model for measuring the network system
component importance;

(iii) designing a method for measuring the reliability
stability of network system.

The rest of this paper is organized as follows. Three met-
rics of component importance are introduced in Section 2,
and the validity of these measurements is verified in this
section. In Section 3, we put forward our system models.
In Section 4, we evaluate the component importance and
describe our algorithms. In Section 5, the parameters of
experiment are given and the performance of the algorithms
is analyzed. The conclusion is drawn in Section 6.

2. Preliminaries

Let 𝐺 = (𝑉, 𝐸) be a network system, where 𝑉 is the set of 𝑛
nodes, 𝑉 = {V𝑖 | 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛}. 𝐸 ⊆ 𝑉 × 𝑉 is the set of 𝑚
arcs, 𝐸 = {𝑒𝑖 | 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑚}. 𝐺 is a directed, connected,
acyclic graph which contains an initial node 𝑠 and a terminal
node 𝑡. In order to study the issue of this paper, there are some
assumptions.

(i) The state of each node and arc is statistically indepen-
dent.

(ii) The evaluation of network reliability 𝑅 is considered
so that the probability of the initial node 𝑠 successfully
connects to the terminal node 𝑡.

�.�. Birnbaum Measure. The significance of network system
component importance is the influence degree of network
system components (nodes or links) on network system con-
nectivity, which can be expressed by the Birnbaum measure
[9], denoting the importance of network system decided
by the reliability of network system and component. The
nature of this definition mathematically denotes the partial
derivative on the reliability of component to the reliability
of network system; that is, when the component reliability is
changed, the network system reliability will be accordingly
changed. For a network system with 𝑚 components, its
Birnbaum measure can be defined as

𝐼𝐵𝑖 (𝑡) = 𝜕𝐹 (𝑡)𝜕𝐹𝑖 (𝑡) , 1 ≤ 𝑖 ≤ 𝑚. (1)

Here 𝐹(𝑡) is the function of network system failure, 𝐹𝑖(𝑡) is
the failure function of network system component 𝑖, and the
relation of failure function and reliability function is 𝐹(𝑡) =1 − 𝑅(𝑡).
Theorem 1. For a network system with 𝑚 components, the
mathematical expression of Birnbaum measure is

𝐼𝐵𝑖 (𝑡) = 1 − 𝜕𝑅 (𝑡)1 − 𝜕𝑅𝑖 (𝑡) = 𝜕𝑅 (𝑡)𝜕𝑅𝑖 (𝑡) , 1 ≤ 𝑖 ≤ 𝑚. (2)

Here, 𝐼𝐵𝑖 (𝑡) is the Birnbaum measure of component 𝑖, 𝑅(𝑡)
is the function of network system reliability, and 𝑅𝑖(𝑡) is the
reliability function of component 𝑖. If 𝐼𝐵𝑖 (𝑡) is larger, the impact
on network system reliability𝑅(𝑡) is greater when the reliability
of component 𝑖 is changed.



Complexity 3

Equation (�) shows the changes of network system reliabil-
ity in the case of component 𝑖 from normal state to failure state.
�us, Birnbaum measure can be defined as

𝐼𝐵𝑖 (𝑡) = 𝜕𝑅 (𝑡)𝜕𝑅𝑖 (𝑡) = 𝑃𝑟 (𝑅𝑒𝑖=1 (𝑡)) − 𝑃𝑟 (𝑅𝑒𝑖=0 (𝑡)) ,
1 ≤ 𝑖 ≤ 𝑚.

(3)

Here 𝑅𝑒𝑖=1(𝑡) is the network system reliability when component𝑖 is normal and 𝑅𝑒𝑖=0(𝑡) is the network system reliability when
component 𝑖 is failure.
�.�. Critical Importance. In network system, the failure rate
of each component is different, so Lambert [9] proposes a
critical importance to describe the probability of network
system failure caused by network system component 𝑖. It can
also be functioned as

𝐼𝐶𝑀𝐹𝑖 (𝑡) = 𝜕𝐹 (𝑡)𝜕𝐹𝑖 (𝑡) × 𝜕𝐹𝑖 (𝑡)𝜕𝐹 (𝑡) , 1 ≤ 𝑖 ≤ 𝑚. (4)

From the perspective of the whole system, (4) can be further
converted to the following one:

𝐼𝐶𝑀𝐹𝑖 (𝑡) = 𝐼𝐵𝑖 (𝑡) × 𝜕𝐹𝑖 (𝑡)𝜕𝐹 (𝑡) , 1 ≤ 𝑖 ≤ 𝑚. (5)

Equation (5) shows that the reliability of network system is
the product of the Birnbaummeasure of component 𝑖 and the
ratio of system failure rate, when the state of component 𝑖 is
from the normal to failure.

�.
. Network System Reliability Stability. Assuming that a
network system 𝐺 contains 𝑚 components, the risk growth
factor [26] of component 𝑖 can be defined as

𝑅𝐺𝐼𝑖 (𝑡) = 𝐹𝑒𝑖=0 (𝑡) − 𝐹 (𝑡)
= (1 − 𝑅𝑒𝑖=0 (𝑡)) − (1 − 𝑅 (𝑡))
= 𝑅 (𝑡) − 𝑅𝑒𝑖=0 (𝑡) .

(6)

Here 𝐹𝑒𝑖=0(𝑡) is the network system failure rate when compo-
nent 𝑖 is in malfunction.This formula describes the impact of
the failure of component 𝑖 on system reliability. In addition,
based on (6), the other two reliability metrics, average risk
and reliability stability, can be concluded, which measure
the impact of single component malfunction on network
reliability. The average risk growth factor can be expressed as
follows by its own definition:

𝐴𝑅𝐺𝐼 (𝑡) = ∑𝑚𝑖=1 𝑅𝐺𝐼𝑖 (𝑡)𝑛 = ∑𝑚𝑖=1 𝑅 (𝑡) − 𝑅𝑒𝑖=0 (𝑡)𝑛 , (7)

where is the average impact of all components failure indi-
vidually on the network system reliability. On the basis of (7),
the network reliability stability [26] can be formulated as

𝑅𝑆 (𝑡) = 𝑅 (𝑡) − 𝐴𝑅𝐺𝐼 (𝑡)𝑅 (𝑡) . (8)

It can be known, by the definition of network system reliabil-
ity stability, that the network system reliability stability and
network system reliability are greatly related to the network
system average risk growth factor. When 𝑅𝑆(𝑡) → 1, the
network system component failure has little impact on the
network system reliability, and vice versa.

�.�. Experimental Analysis. For any network system, it is
noted that the complexity of network topology can make
network components decomposed as combination of series
and parallel system, and the complexity needed by optimal
solution grows exponentially with the network size [27]. Next
we will verify the validity of the previous measurements for
different network structures using typical data recommended
by [5, 14].

(�) Series System. Assuming that a system has𝑚 components
connected in series configuration, the system will operate
as long as all components are working. For Figure 1(a), the
failure rates of components 1, 2, 3 in the network are 𝑓1 ≐0.001, 𝑓2 ≐ 0.003, 𝑓3 ≐ 0.004. When 𝑡 = 50, their reliabilities
are, respectively, 𝑅1 = 0.95, 𝑅2 = 0.86, and 𝑅3 = 0.82. By
[27], the reliability of network system is 𝑅(𝑡) = 𝑅1×𝑅2×𝑅3 =0.6703, so the Birnbaummeasurements of three components
are as follows.

𝐼𝐵1 (𝑡) = 𝜕𝑅𝜕𝑅1 = 𝑅2 × 𝑅3 = 0.7046
𝐼𝐵2 (𝑡) = 𝜕𝑅𝜕𝑅2 = 𝑅1 × 𝑅3 = 0.7788
𝐼𝐵3 (𝑡) = 𝜕𝑅𝜕𝑅3 = 𝑅1 × 𝑅2 = 0.8187

(9)

Obviously, 𝐼𝐵1 (𝑡) < 𝐼𝐵2 (𝑡) < 𝐼𝐵3 (𝑡). Component 1 has more
impact on the system. Increasing or decreasing the failure
of component 3 will be the biggest change to the reliability
of the system, so component 3 is the most important com-
ponent of the system. In addition, the critical importance
of components can be computed based on the Birnbaum
measurements and (5).

𝐼𝐶𝑀𝐹1 (𝑡) = 𝐼𝐵1 (𝑡) × 1 − 𝜕𝑅1 (𝑡)1 − 𝜕𝑅 (𝑡) = 𝐼𝐵1 (𝑡) × 1 − 𝑅11 − 𝑅
= 0.1407

𝐼𝐶𝑀𝐹2 (𝑡) = 𝐼𝐵2 (𝑡) × 1 − 𝜕𝑅2 (𝑡)1 − 𝜕𝑅 (𝑡) = 𝐼𝐵2 (𝑡) × 1 − 𝑅21 − 𝑅
= 0.3636

𝐼𝐶𝑀𝐹3 (𝑡) = 𝐼𝐵3 (𝑡) × 1 − 𝜕𝑅3 (𝑡)1 − 𝜕𝑅 (𝑡) = 𝐼𝐵3 (𝑡) × 1 − 𝑅31 − 𝑅
= 0.4501

(10)

By 𝐼𝐶𝑀𝐹1 (𝑡) < 𝐼𝐶𝑀𝐹2 (𝑡) < 𝐼𝐶𝑀𝐹3 (𝑡) and the definition of
critical importance, the probability of component 3 leads to
the malfunction when the system is failure.
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Figure 1: Series system and parallel system.

Based on (6), the risk growth fact of each component in
system can be computed.

𝑅𝐺𝐼1 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒1=0 (𝑡) = 𝑅 (𝑡) = 0.6703
𝑅𝐺𝐼2 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒2=0 (𝑡) = 𝑅 (𝑡) = 0.6703
𝑅𝐺𝐼3 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒3=0 (𝑡) = 𝑅 (𝑡) = 0.6703

(11)

The reliability stability depends on the risk growth fact of
component, so the reliability stability can be calculated.

𝑅𝑆 (𝑡) = 𝑅 (𝑡) − (𝑅𝐺𝐼1 (𝑡) + 𝑅𝐺𝐼2 (𝑡) + 𝑅𝐺𝐼3 (𝑡)) /3𝑅 (𝑡)
= 0

(12)

The result of risk growth fact is not the same as Birnbaum
measurement. For each component, 𝑅𝐺𝐼1(𝑡) = 𝑅𝐺𝐼2(𝑡) =𝑅𝐺𝐼3(𝑡). According to physical significance, the failure of any
network component in the series network system will lead to
the failure of the network system, so the normal operation
of series network requires no failure of all components.
However, the reliability stability of network system is 0; on the
basis of the definition of reliability stability, when𝑅𝑆(𝑡) → 0,
the failure of component has an increasing influence on the
reliability of network system. therefore, if there is a single
component failure, the network must be failure.

(�) Parallel System. For Figure 1(b), the failure rates of
components 1, 2, 3 in the network are 𝑓1 = 0.001, 𝑓2 =0.003, 𝑓3 = 0.004. When 𝑡 = 50, their reliabilities are,
respectively, 𝑅1 = 0.95, 𝑅2 = 0.86, and 𝑅3 = 0.82. Based on
[14], the reliability of network system is 𝑅(𝑡) = 1 − (1 − 𝑅1) ×(1 − 𝑅2) × (1 − 𝑅3) = 0.9892, so the Birnbaummeasurements
of three components are as follows.

𝐼𝐵1 (𝑡) = 𝜕𝑅𝜕𝑅1 = (1 − 𝑅2) × (1 − 𝑅3) = 0.0252
𝐼𝐵2 (𝑡) = 𝜕𝑅𝜕𝑅2 = (1 − 𝑅1) × (1 − 𝑅3) = 0.0088
𝐼𝐵3 (𝑡) = 𝜕𝑅𝜕𝑅3 = (1 − 𝑅1) × (1 − 𝑅2) = 0.0067

(13)

Obviously,𝐼𝐵1 (𝑡) > 𝐼𝐵2 (𝑡) > 𝐼𝐵3 (𝑡). Component 1 has
more impact on the system. Increasing or decreasing the
failure of component 1 will be the biggest change to the
reliability of the system, so component 1 is themost important

component in the system. In addition, the critical importance
of components can be computed based on the Birnbaum
measurements and (5).

𝐼𝐶𝑀𝐹1 (𝑡) = 𝐼𝐵1 (𝑡) × 1 − 𝜕𝑅1 (𝑡)1 − 𝜕𝑅 (𝑡)
= 𝐼𝐵1 (𝑡) × 1 − 𝑅1(1 − 𝑅1) × (1 − 𝑅2) × (1 − 𝑅3)
= 0.9907

𝐼𝐶𝑀𝐹2 (𝑡) = 𝐼𝐵2 (𝑡) × 1 − 𝜕𝑅2 (𝑡)1 − 𝜕𝑅 (𝑡)
= 𝐼𝐵2 (𝑡) × 1 − 𝑅2(1 − 𝑅1) × (1 − 𝑅2) × (1 − 𝑅3)
= 0.9923

𝐼𝐶𝑀𝐹3 (𝑡) = 𝐼𝐵3 (𝑡) × 1 − 𝜕𝑅3 (𝑡)1 − 𝜕𝑅 (𝑡)
= 𝐼𝐵3 (𝑡) × 1 − 𝑅3(1 − 𝑅1) × (1 − 𝑅2) × (1 − 𝑅3)
= 0.9945

(14)

Based on 𝐼𝐶𝑀𝐹1 (𝑡) > 𝐼𝐶𝑀𝐹2 (𝑡) > 𝐼𝐶𝑀𝐹3 (𝑡) and the definition
of critical importance, if network system is failure, the
probability of component 3 leading to the failure of system
is the biggest.

According to (6), the risk growth facts of components are
as follows.

𝑅𝐺𝐼1 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒1=0 (𝑡)
= 𝑅1 × (1 − 𝑅2) × (1 − 𝑅3) = 0.0240

𝑅𝐺𝐼2 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒2=0 (𝑡)
= 𝑅2 × (1 − 𝑅1) × (1 − 𝑅3) = 0.0076

𝑅𝐺𝐼3 (𝑡) = 𝑅 (𝑡) − 𝑅𝑒3=0 (𝑡)
= 𝑅3 × (1 − 𝑅1) × (1 − 𝑅2) = 0.0055

(15)

However, the reliability stability depends on the risk growth
fact of each component, so the reliability stability of the
system is as follows.
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𝑅𝑆 (𝑡) = 𝑅 (𝑡) − (𝑅𝐺𝐼1 (𝑡) + 𝑅𝐺𝐼2 (𝑡) + 𝑅𝐺𝐼3 (𝑡)) /3𝑅 (𝑡)= 0.9875 (16)

The result of risk growth fact is not the same as Birnbaum
measurement; for each component, 𝑅𝐺𝐼1(𝑡) = 𝑅𝐺𝐼2(𝑡) =𝑅𝐺𝐼3(𝑡). According to physical significance, the failure of
any network component in the parallel network system has
little influence on the reliability of network system. However,
the reliability stability of network system is 0.9875; on the
basis of the definition of reliability stability, when 𝑅𝑆(𝑡) →1, the failure of component has less and less influence on
network system reliability. Therefore, in the parallel network,
the probability of the failure of single component leading to
system’s failure is very small, so the parallel network is more
stable than the serial network.

3. Network Topology Decomposing Model
Based on Cellular Automata

For large-scale network system, decomposing algorithm
makes it simpler subsystems from scratch. In this paper, we
use DB-CA algorithm based on cellular automaton (CA) to
decompose network in [2]. In network G, let 𝐼𝑉𝑖 and 𝑂𝑉𝑖
be neighborhood of node 𝑖, with each node 𝑖 mapping to a
cell whose neighborhood is represented by two sets of nodes
connected to it by its input arcs and output arcs, respectively.𝐼𝑉𝑖 = {𝑒𝑗 | 𝑒𝑗 = ⟨V𝑘, V𝑖⟩, 𝑗 ∈ (1,𝑚), V𝑘 ∈ 𝑉, 𝑒𝑗 ∈ 𝐸}, 𝑂𝑉𝑖 ={𝑒𝑗 | 𝑒𝑗 = ⟨V𝑖, V𝑘⟩, 𝑗 ∈ (1,𝑚), V𝑘 ∈ 𝑉, 𝑒𝑗 ∈ 𝐸}. The state of each
node at time 𝑡𝑠 is represented by a set 𝐼𝑆𝑖(𝑡𝑠). The elements
appearing in set 𝐼𝑆𝑖(𝑡𝑠) can be expressed as 𝑒∗𝑖1𝑒∗𝑖2 ⋅ ⋅ ⋅ 𝑒∗𝑖𝑘, 𝑒∗𝑖𝑗 ∈{1, 𝑒𝑖𝑗, 𝑒𝑖𝑗}, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑘. Let 𝑒∗𝑖𝑗1 = 1𝑒∗𝑖𝑗 = 𝑒∗𝑖𝑗.
Theorem 2 (see [2]). For any 𝑝𝑖, 𝑝𝑗 ∈ 𝑆𝑃, there exists item 𝑒𝑘,
such that both 𝑃𝑖 and 𝑃𝑗 contain the same items, and the items
in 𝑃𝑖 and 𝑃𝑗 are complementary; then 𝑃𝑖 and 𝑃𝑗 are disjoint.
Otherwise 𝑃𝑖 will intersect with 𝑃𝑗.

Collecting all output paths generated by Algorithm �, path
set 𝑆𝑃 of the network is obtained, it is clear from Algorithm �
and�eorem � that 𝑆𝑃 is a disjoint path set. Let𝑝 is the number
of items in 𝑆𝑃, 𝑃 be the items constituting the 𝑆𝑃, and 𝑐 be the
number of arcs in 𝑃𝑖. By using �eorem � together with (�) in
[�], the network fuzzy reliability expression at time 𝑡 takes the
following form:

�̃� (𝑡) = 1 − 𝑝∏
𝑖−1

(1 − 𝑐∏
𝑗=1

𝑅𝑖𝑗)
𝑤ℎ𝑒𝑟𝑒 {{{

𝑅𝑖𝑗 = 𝑒−ℎ̃𝑘𝑡, if (𝑒⋆𝑖𝑗 = 𝑒𝑘) ;
𝑅𝑖𝑗 = 1 − 𝑒−ℎ𝑘𝑡, if (𝑒⋆𝑖𝑗 = 𝑒𝑘) .

(17)

4. Component Importance Estimation
�.�. Component Importance Evaluation Model Based on DB-
CA. To simplify the importance evaluation method dis-
cussed in Section 3, an importance measure model based on
two hypotheses is proposed; the network node reliability and
the link failures are independent of each other.

Theorem 3. For a network 𝐺 with 𝑚 components, the impor-
tance evaluation index of its any component 𝑖 is as follows:

importance: 𝐼𝐵𝑖 (𝑡) = 𝜕𝑅(𝑡)/𝜕𝑅𝑖𝑡 = 𝑃𝑟(𝑓𝑒𝑖=1(𝐺) = 1) −𝑃𝑟(𝑓𝑒𝑖=1(𝐺) = 0);
critical importance: 𝐼𝐶𝑀𝐹𝑖 (𝑡) = 𝐼𝐵𝑖 (𝑡) × 𝐹𝑖𝑡/𝐹𝑡;
risk growth factor: 𝑅𝐺𝐼𝑖(𝑡) = 𝐹𝑒𝑖=0(𝑡) − 𝐹(𝑡) = 𝑅(𝑡) −𝑅𝑒𝑖=0(𝑡).

Here 𝑓𝑒𝑖=1(𝐺) denotes the reliability function of 𝐺 when
network component 𝑖 is normal and 𝑓𝑒𝑖=0(𝐺) represents the
reliability function of 𝐺 when network component 𝑖 is failure.
Lemma 4. In a network 𝐺, the Birnbaum measure of any
component 𝑖 in the network can be obtained by the following
recursion formula:

𝐼𝐵𝑖 (𝑡) = {𝑃𝑟 (𝑓𝑒𝑖=1 (𝐺) = 1) − 𝑃𝑟 (𝑓𝑒𝑖=0 (𝐺) = 1) 𝑗 = 𝑖,
𝑃𝑟 (𝑒𝑗 ≐ 1) × 𝑃𝑟 (𝑓𝑒𝑖=1 (𝐺) = 1) − 𝑃𝑟 (𝑒𝑗 ≐ 0) × 𝑃𝑟 (𝑓𝑒𝑖=1 (𝐺) = 1) 𝑗 ̸= 𝑖. (18)

Lemma 5. �e network topology decomposing method based
on Cellular Automata in Section 
 decomposes network 𝐺,
a disjoint set denoted as 𝐷𝐵(𝐺) can be calculated, and the
Birnbaum measure of any component 𝑖 in the network can be
obtained by the following recursion formula:

𝐼𝐵𝑖 (𝑡) = 𝑅𝑒𝑙 (𝐷𝐵 (𝐺) , 𝑖)

=
{{{{{{{{{{{{{

+𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=1 , 𝑖) 𝑗 = 𝑖
−1 × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=0 , 𝑖) 𝑗 = 𝑖
+𝑃𝑟 (𝑒𝑗 = 1) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=1 , 𝑖) 𝑗 ̸= 𝑖
−1 × 𝑃𝑟 (𝑒𝑗 = 0) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=0 , 𝑖) 𝑗 ̸= 𝑖

(19)

where 𝐷𝐵(𝐺)|𝑒𝑖=1 is the remaining links in a path when
component 𝑖 works normally,𝐷𝐵(𝐺)|𝑒𝑖=0 is the remaining links
in a path when component 𝑖 is failure. If 𝐷𝐵(𝐺)|𝑒𝑖=1 does not
contain component 𝑖, then𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑖=1, 𝑖) = 1; if𝐷𝐵(𝐺)|𝑒𝑖=0
contains component 𝑖, then 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑖=0, 𝑖) = 0.

Consequently, the network system component impor-
tance algorithm (NEA) can be designed as in Algorithm 2.

�.�. Network System Reliability Stability Evaluation Based on
DB-CA. The stability describes the impact of component
failure on the reliability of network system: the greater the
stability value is, the less the impact of component failure on
the reliability of network system is; otherwise the impact will
be greater.
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Input: a network 𝐺(𝑉, 𝐸) with source node 𝑠 and terminal node 𝑡 are represented by node V1 and V𝑛 respectively;
Output: decomposed path set 𝑆𝑃;(1) Let 𝐼𝑆1(𝑡𝑠) = {1}, 𝑡𝑠 = 0;(2) for V𝑖 ∈ 𝑉 and V𝑖 ̸= V1 do(3) 𝐼𝑆𝑖(𝑡𝑠) = 0;(4) end for(5) for V𝑖 ∈ 𝑉 and V𝑖 ̸= V𝑛 do(6) 𝐼𝑆𝑖(𝑡𝑠 + 1) = 0, ∀𝑚 ∈ 𝐼𝑆𝑖(𝑡𝑠), call Enumeration Procedure (m)[2];(7) end for(8) if ∃V𝑖 ∈ 𝑉, V𝑖 ̸= V𝑛 and 𝐼𝑆𝑖(𝑡𝑠 + 1) ̸= 0 then(9) 𝑡𝑠 = 𝑡𝑠 + 1, go to (5);(10) end if

(11) 𝑆𝑃 = 𝑡𝑠⋃
𝑖=0

(𝐼𝑆𝑛(𝑖));(12) return 𝑆𝑃;
Algorithm 1: DB-CA.

Input: Network 𝐺 with source node 𝑠 and terminal node 𝑡;
Ouput: 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) and 𝑅𝑒𝑙(𝐷𝐵(𝐺));(1) Use DB-CA to decompose network 𝐺;(2) Let 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) = 0;(3) Assume𝐷𝐵𝑖(𝐺) = 0 and 𝑅𝑒𝑙(𝐷𝐵(𝐺)) = 0;(4) Let 𝑅𝑒𝑙(𝑝𝑗) = 1 for any 𝑝𝑗 in𝐷𝐵(𝐺);(5) for any path 𝑘 in 𝑃𝑗, do(6) 𝑅𝑒𝑙(𝑝𝑗) = 𝑅𝑒𝑙(𝑝𝑗) × 𝑃𝑟(𝑒𝑙),where 𝑙 ∈ [1, 𝑘];(7) if i == k, then(8) put path 𝑝𝑗 into𝐷𝐵𝑖(𝐺);(9) end if(10) end for(11) Let 𝑅𝑒𝑙(𝐷𝐵(𝐺)) = 𝑅𝑒𝑙(𝐷𝐵(𝐺)) + 𝑅𝑒𝑙(𝑝𝑗),(12) if there are any path not been precessed then(13) go to (5);(14) end if(15) return 𝐷𝐵(𝐺) and 𝑅𝑒𝑙(𝐷𝐵(𝐺));(16) for any path 𝑝𝑗 in𝐷𝐵𝑖(𝐺), 𝑅𝑒𝑙(𝑝𝑗) = 1 do(17) while 𝑘 ̸= 𝑖 do(18) 𝑅𝑒𝑙(𝑝𝑗) = 𝑃𝑟(𝑒𝑘 = 𝑆𝑡𝑎𝑡𝑒) × 𝑅𝑒𝑙(𝑝𝑗 | 𝑒𝑘 = 𝑆𝑡𝑎𝑡𝑒),where 𝑆𝑡𝑎𝑡𝑒 ∈ {0, 1};(19) end while(20) while 𝑘 == 𝑖 do(21) 𝑅𝑒𝑙(𝑝𝑗) = 𝑃𝑟(𝑒𝑘) × 𝑅𝑒𝑙(𝑝𝑗 | 𝑒𝑘);(22) if 𝑒𝑘 = 0 then(23) 𝑅𝑒𝑙(𝑝𝑗) = −1 × 𝑅𝑒𝑙(𝑝𝑗);(24) else {𝑒𝑘 = 0}(25) 𝑅𝑒𝑙(𝑝𝑗) = 1 × 𝑅𝑒𝑙(𝑝𝑗);(26) end if(27) end while(28) end for(29) Let 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) = 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) + 𝑅𝑒𝑙(𝑝𝑗)(30) if there are any path in𝐷𝐵(𝐺) not given processed then(31) go to (16)(32) end if(33) return 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) and 𝑅𝑒𝑙(𝐷𝐵(𝐺)).

Algorithm 2: NEA.
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Input: Network 𝐺 with source node 𝑠 and terminal node 𝑡;
Output: 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖) and 𝑅𝑒𝑙(𝐷𝐵(𝐺), 𝑖);(1) Use DB-CA to decompose network 𝐺;(2) Let 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑗=0) = 0;(3) for any not been processed path 𝑃𝑗 in𝐷𝐵(𝐺), do(4) 𝑅𝑒𝑙(𝑝𝑗) = 1;(5) for any not been processed link 𝑒𝑘 in 𝑝𝑗, do(6) 𝑅𝑒𝑙(𝑝𝑗) = 𝑅𝑒𝑙(𝑝𝑗) × 𝑃𝑟(𝑒𝑙),where 𝑙 ∈ [1, 𝑘], 𝑙 ̸= 𝑖(7) if l = i, then(8) 𝑅𝑒𝑙(𝑝𝑗|𝑒𝑙=1) = 0 or 𝑅𝑒𝑙(𝑝𝑗|𝑒𝑙=0) = 1 × 𝑅𝑒𝑙(𝑝𝑗)(9) end if(10) end for(11) end for(12) if there are any link in 𝑝𝑗 not been precessed then(13) go to (5);(14) end if(15) Let 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑗=0) = 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑗=0) + 𝑅𝑒𝑙(𝑝𝑗),(16) if there are any path not been precessed then(17) go to (3);(18) end if(19) return 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑗=0);(20) if component 𝑐 is present in the network 𝐺,its 𝑅𝑒𝑙(𝑝𝑗|𝑒𝑐=0) is not been computed, then(21) go to (2);(22) end if(23) return 𝑅𝑒𝑙(𝐷𝐵(𝐺)) and 𝑅𝑒𝑙(𝐷𝐵(𝐺)|𝑒𝑗=0), j = 1, 2, . . . ,m.

Algorithm 3: NSA.

Lemma 6. For the network𝐺with𝑚 components, the reliabil-
ity stability can be expressed as follows.

𝑅𝑆 (𝑡) = (1/𝑚) × ∑𝑚𝑗=1 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑗=0)𝑅𝑒𝑙 (𝐷𝐵 (𝐺)) (20)

Proof. By (8), the following result is

𝑅𝑆 (𝑡) = 𝑅 (𝑡) − 𝐴𝑅𝐺𝐼 (𝑡)𝑅 (𝑡) = 1 − 𝐴𝑅𝐺𝐼 (𝑡)𝑅𝑒𝑙 (𝐷𝐵 (𝐺)) (21)

and based on (7)

𝐴𝑅𝐺𝐼 (𝑡) = ∑𝑚𝑖=1 𝑅 (𝑡) − 𝑅𝑒𝑖=0 (𝑡)𝑛
= 𝑛 × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)) − ∑𝑚𝑗=1 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑗=0)𝑚

(22)

so

𝑅𝑆 (𝑡) = (1/𝑚) × ∑𝑚𝑗=1 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑗=0)𝑅𝑒𝑙 (𝐷𝐵 (𝐺)) (23)

and this is the end of the proof.

Lemma 7. With�eorem �, the risk growth factor is 𝑅𝐺𝐼𝑖(𝑡) =𝑅(𝑡)−𝑅𝑒𝑖=0(𝑡) for any component 𝑖. �us the risk growth factor
of component 𝑖 and the network reliability are related to the
network reliability when component 𝑖 is failure; the network

reliability and the network reliability when component 𝑖 fails
must be calculated.�e computing process of network system is
as follows.

𝑅𝑆 (𝑡) = 𝑅𝑒𝑙 (𝐷𝐵 (𝐺))
= {{{

+𝑃𝑟 (𝑒𝑖 = 1) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑗=1) 1 ≤ 𝑗 ≤ 𝑛
−1 × 𝑃𝑟 (𝑒𝑖 = 0) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑗=0) 1 ≤ 𝑗 ≤ 𝑛

(24)

Based on Lemma �, the recurrence formula of network system
reliability under component 𝑖 failure can be proposed.

𝑅𝑒𝑖=0 (𝑡) = 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=0 , 𝑖)

=
{{{{{{{{{{{{{{{

+0 × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=1 , 𝑖) 𝑗 = 𝑖
−1 × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=0 , 𝑖) 𝑗 = 𝑖
+𝑃𝑟 (𝑒𝑖 = 1) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=1 , 𝑖) 𝑗 ̸= 𝑖
−1 × 𝑃𝑟 (𝑒𝑖 = 0) × 𝑅𝑒𝑙 (𝐷𝐵 (𝐺)|𝑒𝑖=0 , 𝑖) 𝑗 ̸= 𝑖

(25)

On the basis of this, the evaluation algorithm of reliability
stability evaluation algorithm is as shown in Algorithm 
.

5. Numerical Examples

In this section, NEA and NSA will be applied to the sample
networks, shown in Figure 2; thus the Birnbaum measure of
component and network reliability stability of each sample
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Figure 2: Network topology.

network can be calculated. By comparing the importance
of the components in some network systems with different
network topologies in Figure 1, the correctness of algorithms
can be verified.

For all the sample networks in Figure 2, assuming that
the failure rate of each component recommended by [5, 14]
is 0.003 and 𝑡 = 50, by DB-CA, the disjoint paths set of each
sample network is obtained as follows:

𝑆𝑃1 = {𝑎𝑒𝑑, 𝑎𝑓𝑐𝑑, 𝑎𝑒𝑏𝑐𝑑, 𝑎𝑏𝑒𝑓𝑐𝑑};
𝑆𝑃2 = {𝑏𝑓, 𝑏𝑎𝑐𝑔, 𝑏𝑓𝑑𝑐𝑔, 𝑏𝑎𝑐𝑔𝑒𝑓, 𝑏𝑓𝑑𝑎𝑐𝑔};
𝑆𝑃3 = {𝑎𝑓𝑔, 𝑎𝑏𝑐, 𝑎𝑏𝑑𝑔, 𝑎𝑓𝑔𝑒𝑐, 𝑎𝑏𝑑𝑔𝑒𝑐, 𝑎𝑏𝑐𝑒𝑔, 𝑎𝑏𝑑𝑓𝑔,𝑎𝑏𝑑𝑓𝑔𝑒𝑐, 𝑎𝑏𝑐𝑒𝑑𝑔, 𝑎𝑏𝑐𝑑𝑒𝑓𝑔};
𝑆𝑃4 = { 𝑎𝑓, 𝑎𝑐ℎ𝑓, 𝑎𝑏𝑒𝑐𝑓𝑏𝑔, 𝑎ℎ𝑐𝑒𝑓𝑏𝑔, 𝑎ℎ𝑏𝑐𝑓𝑑𝑒,𝑎ℎ𝑏𝑐𝑒𝑓𝑑𝑔, 𝑎ℎ𝑓𝑏𝑔; 𝑎𝑏ℎ𝑓𝑑𝑔, 𝑎ℎ𝑐, 𝑎𝑐𝑏𝑒ℎ, 𝑎𝑐𝑒𝑏𝑔ℎ, 𝑎ℎ𝑏𝑔}.

As a result, the corresponding components Birnbaum
measure and risk growth factor RGI of all sample networks
in Figure 1 are shown in Table 1. And according to (1), the
results are as follows:

(i) the network reliability of sample network 1 is 0.7496,
and the network reliability stability is 0.7038;

(ii) the network reliability of sample network 2 is 0.9273,
and the network reliability stability is 0.8683;

(iii) the network reliability of sample network 3 is 0.9550,
and the network reliability stability is 0.9132;

(iv) the network reliability of sample network 4 is 0.9892,
and the network reliability stability is 0.9759.

�.�. Test Analysis I. Through the study of all sample networks
in Figure 2, with corresponding components Birnbaum
measure and risk growth factor𝑅𝐺𝐼, the importance of link 𝑑
in Figure 2(a) is 0.9388, which is higher than those of link 𝑓,𝑔 in Figure 2(b). Combining with the topology of Figure 2(a)
and Figure 2(b), we can conclude that the fewer the links to a
node, the more the importance to the reliability of the node.
Correspondingly, the same results can be concluded from the
Birnbaum measures of link 𝑐, 𝑔 in Figure 2(c) and link 𝑓, 𝑔,ℎ in Figure 2(d)).

Analyzing the importance of network system compo-
nents, the next step is reliability calculation. Therefore, the
computing time can be used as an important factor to
evaluate the efficiency of algorithm. Accordingly, we compare
the computational efficiency of network system component
importance analysis method based on Cellular Automata
(NSA) proposed in this paper and importance analysis
method based on Monte Carlo (MCC) [27]. Since the MCC
will spend more time on the sample collection process to
calculate the reliability and component importance, the time
ofMCC is almost twice asmuch as that of NSA for the sample
networks 1, 2, 3, 4. Thus, the efficiency of NSA proposed
in this paper is better. From the time cost of each sample
network in Table 2, combined with its own topology, we can
conclude that, for the same number of nodes, the network
topology is more complex and the rise of the computing
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Table 1: Birnbaum measure and risk growth factor RGI.

link Sample Network 1 Sample Network 2 Sample Network 3 Sample Network 4
Birnbaum
Measure RGI Birnbaum

Measure RGI Birnbaum
Measure RGI Birnbaum

Measure RGI

𝑎 0.3115 0.2749 0.1108 0.1101 0.1457 0.1254 0.0511 0.0440𝑏 0.0131 0.0098 0.2758 0.2133 0.0301 0.0259 0.0370 0.0318𝑐 0.1125 0.0959 0.1916 0.1865 0.1333 0.1148 0.0226 0.0195𝑑 0.9388 0.7496 0.0062 0.0106 0.0178 0.0153 0.0039 0.0034𝑒 0.1492 0.1384 0.0292 0.0106 0.0301 0.0259 0.0039 0.0034𝑓 0.0907 0.0632 0.4210 0.2133 0.1520 0.1308 0.0226 0.0195𝑔 − − 0.1308 0.1101 0.1644 0.1415 0.0370 0.0318ℎ − − − − − − 0.0511 0.0440

Table 2: Comparative experiment.

Sample Network NSA MCC

reliability stability Computing
time/𝑠 reliability stability Computing

time/𝑠
1 0.7496 0.7038 0.853 0.7550 0.6996 1.429
2 0.9273 0.8683 1.235 0.9342 0.8635 2.013
3 0.9550 0.9132 1.573 0.9597 0.9106 2.987
4 0.9892 0.9759 1.823 0.9206 0.9699 3.581

time cost is almost doubled, which is related to the time cost
increasing with the complexity of network when the network
topology is decomposed by DB-CA.

�.�. Test Analysis II. In all sample networks in Figure 2, we
assume that the failure rate of each component in networks
recommended by [5, 14] is 0.003 and the interval time 𝑡=50;
the reliability of each sample network and the corresponding
network reliability stability are shown in Figure 3. Firstly,
we compare sample network 1 and sample network 2 with
5 nodes, and in sample network 1, there is a single link to a
node; based on practical engineering experience, compared
with sample network 2 the impact on the network reliability
is more serious when the link is failure in sample network
1, which conforms to the result shown in Figure 3. Next, the
sample network 2 and sample network 4 with 5 nodes are
compared; the reliability and reliability stability of sample
network 4 are higher than those of sample network 2.
Because, with the same nodes, when some link fails in a
network, the one withmore links has more choices to achieve
network connectivity, the survivability of the network is also
improved. Finally, the sample network 2 and sample network
3 with 5 nodes and 7 links are compared; the reliability and
reliability stability of sample network 3 are higher than those
of sample network 2, because of the difference of network
topology. In the case where origin node 1 and destination
node 5 are connected, sample network 2 has longer path,
which increases the failure probability of path and leads the
reliability and reliability stability of sample network 2 to be
lower than those of sample network 3. Through the above
comparison results, it will be found that network survivability
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Figure 3: The reliability stability of sample networks.

can be described by the network reliability stability in the case
of the random failure of network system components.

In the sample network in Figure 2(b), according to
the measure method of link importance proposed in the
literature [25], the Hash map is as shown in Figure 4. The
comparison of the Birnbaum measure of sample network 2
in Table 1 and the Hash map can be concluded: the most
important component of sample network 2 by 2 methods is
link 𝑏; when the network link importance is calculated by
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NSA, the partial order relationship of Birnbaum measures
and the Hash map of each link are consistent, which proves
the correctness of the methods proposed in the paper.

However, it is found that the importance on some links
cannot be ordered, by analysis in Hashmap, for example, link𝑏 and 𝑓, link 𝑎 and 𝑔, and link 𝑑 and 𝑒 in sample network 2.
However, based on proposed methods in this paper, it can be
concluded that the importance of link𝑓 is higher than that of
link 𝑏, the importance of link 𝑔 is higher than that of link 𝑎,
and the importance of link 𝑒 is higher than that of link 𝑑.
6. Conclusion

Evaluating the importance of components for complex net-
works is of great significance to the research of survivabil-
ity and robusticity of networks. A component importance
algorithm (NSA) and a reliability stability measure algorithm
(NEA) based on DB-CA are proposed in this paper. NSA
can well identify the importance of component with lower
computational complexity, NEA can evaluate the influence of
component failure on the reliability of network system, and
the impact value can mostly affect the reliability of network
system. The experimental results show that the proposed
methods can effectively and precisely evaluate the impact of
an arc failure in a network system. Future work is to imple-
ment our methods in various types of real network systems,
for example, cloud computing system, social network system,
and traffic network system. In particular, the 𝑘-out-of-𝑛
system will be the next topic, in addition to correspondingly
perfect and optimized measure methods according to system
usage pattern.
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Because ports are considered to be the heart of themaritime transportation system, thereby assessing port performance is necessary
for a nation’s development and economic success. This study proposes a novel metric, namely, “port performance index (PPI)”, to
determine the overall performance and utilization of inland waterway ports based on six criteria, port facility, port availability,
port economics, port service, port connectivity, and port environment. Unlike existing literature, which mainly ranks ports based on
quantitative factors, this study utilizes a Bayesian Network (BN) model that focuses on both quantitative and qualitative factors to
rank a port.The assessment of inland waterway port performance is further analyzed based on different advanced techniques such
as sensitivity analysis and belief propagation. Insights drawn from the study show that all the six criteria are necessary to predict
PPI. The study also showed that port service has the highest impact while port economics has the lowest impact among the six
criteria on PPI for inland waterway ports.

1. Introduction

With the aid of technology, multiple transportation modes
such as rail, water, road, and air are used to transfer goods
from one destination to another in a timely fashion. Certain
important goods, such as heavy load items or bulk cargos
(e.g., ore, grains, and coal), machinery, bulk liquids and oils,
automobiles, containers, and perishable refrigerated items
require safe shipping to the desired destination. Research
showed that ground or air transport is not recommended
for these types of goods and the preferred transportation
option is by maritime [1]. Maritime transportation is more
economic, safe, and environmentally friendly.

Ports are mainstay on maritime transportation system as
they play a major role in the global and domestic freight
transportation. Ports are generally categorized into twomajor

classes: seaports and inland waterway ports. Inland ports,
known as coastal gateways for global trade, contribute to
the rural, industrial, and agricultural development [2, 3].
Statistics show that 41 US states are being directly served by
inland and intracoastal waterways for freight and passenger
transportation. Inland waterway ports are located near a
navigable river connected by a series of major canals and
operated by lock and dam mechanism [4]. Unlike seaports,
inland waterway ports do not have a deep draft; thus they
cannot handle barges drafting more than 9 feet. Inland ports
serve as a principal media for bulk transportation of the
agriculture, mining, and manufacturing sectors with the
connection of other intermodal facilities such as railroads
and highways [3, 4]. A high number of current US ports are
still underperforming due to the lack of proper management
plans and decisive operational strategies [5]. To improve the
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overall ports’ performance, port authorities should advance
their operational strategies by integrating cutting-edge tech-
nologies and agile planning. Port performance measurement
is quite complex, due to the different port activities ranging
from economic to technical to environmental. The overall
ports’ performance can be assessed through calculations of
various performance activities [6, 7].

Due to the rapid advancement of global supply chain,
inland waterway transport has become one of the important
transportation modes (Weigmans et al., 2014).Thus, there is a
need to employ a more “systemic” approach to better under-
stand and manage any kind of undesirable consequences
emanated from this complex system [8–10]. A major issue
germane to inland port is the selection of ports based on
performance indicators where these indicators determine
the ranking of ports. Over the last decade, many port-
related researches including sea and inland waterway are
conducted on performance management and site selection.
For example, Wiegmans et al. (2014) conducted a detailed
statistical analysis on the performance of the Dutch inland
ports. They measured the performance of inland ports
through transhipment level and growth in transhipment
influenced by economic factors. Results indicated that the
presence of a robust container terminal is necessary for a
better port performance. Shetty and Dwarakish [7] identified
a correlation between different port performance parameters
such as loading/unloading rate, container dwell time, and
terminal storage with overall productivity. The productivity
is measured based on the number of vessels handled by
the port. Along the same line, Kutin et al. [11] analyzed the
relative efficiencies of fifty ASEAN ports and rank the ports
efficiencies based on inland or sea type and supportive yard
equipment. Alamoush [12] used a quantitative approach to
study the impact of hinterland transport, specifically land
transport (trucks) on the operational performance of the
Jordanian inland port system. The findings from this study
indicate that efficient hinterland transport system improves
the operational performance of the inland waterway port.
Oliveira and Cariou [13] developed a truncated regression
model to explore the influence of interport competition on
port efficacy and to investigate how the interrelationship
between interport competition and efficacy can be varied
if the assessment is performed at different geographic level.
They suggested that interport competition has a reverse
relationship with port efficacy and this negative relationship
becomes more widespread when the competition occurs at
a regional level compared to global levels. Bichou and Gray
[14] proposed a conceptual framework of port performance
through the lens of logistic and supply chain perspectives.

The current body of the literature is replete with other
theoretical and empirical studies that focus on the subject
of port performance and different types of port efficiencies.
Interested readers can refer to the works of Coto-Millan et
al. [15], Notteboom et al. [16], Barros [17], Dı́az-Hernández et
al. [18], Panayides et al. [19], Wanke [20], Chang and Tovar
[21, 22], and Tovar and Wall [23]. Likewise, there are some
analytical studies that have been devoted to other aspects
pertaining to seaports, such as seaport characterization and
classification (e.g., [24]), port operations and resilience (e.g.,

[25–27]), port selection (e.g., [28–31]), and port competitive-
ness (e.g., [32, 33]). In this research we propose a unique set
of determinants (i) port facility, (ii) port availability, (iii) port
economics (iv) port service, (v) port connectivity, and (vi) port
environment that impact the inland port performance.These
determinants were derived based on Minimum Link Set
(MLS) perspective. A MLS is a minimum set of operational
factor or component required for the system to actively
perform (Johansen and Tien; 2017), which implies failure of
any factor or component within a system triggers cascading
impact and leads to failure of the MLS (Jianag et al., 2016).
Table 1 provides a summary of the current themes related to
the different aspects of port literature. These themes serve as
a baseline in the development of the proposed model.

Although there are many theoretical and empirical stud-
ies focused on the analysis and characterization of seaports,
there is scant research that has attempted to quantify the
performance of inland port using unique set of determinants.
To address this gap, the following are the contributions made
by this research:

(i) Propose a new metric “port performance indicator
(PPI)” to assess the probability of an inland port
performance.

(ii) Propose a probabilistic graphical model, a Bayesian
network (BN), to predict the probability of port
performance based on six criteria.

(iii) Conduct different types of analysis such as belief
propagation and sensitivity analyses to provide better
insights regarding the results of the proposed model.

(iv) Use BN as an effective tool in solving transportation
and logistics management problems.

To the best of our knowledge, this is the first attempt to assess
the probability of inland port performance using a Bayesian
approach (BN).This research also presents the efficacy of BN
tool in the context of transportation and logistics manage-
ment. BN has some advantages over other approaches. BN is a
powerful analytical tool that can be used for decision-making
under uncertainty. Another important feature of BN is the
ability to model both qualitative and quantitative variables
which is different from other approaches such as swing
weight, Analytical Hierarchy Process (AHP), or Technique
for Order of Preference by Similarity to Ideal Solution
(TOPSIS). BN can also be used to conduct probabilistic
scenario analysis known as belief propagation analysis. BN
accounts for all causal factors to produce a final model, to
reduce the burden of parameter acquisition, and to overturn
the previous assumption by taking new evidences into con-
sideration such as subjective belief and objective data [34].
The Bayesian approach has been used in different domains
and applications such as electrical infrastructure system [35],
security management [36], customer service management
[37], traffic accidents [38], manufacturing systems [39], nat-
ural resource management [40, 41], power system [42], and
data classification [43], electric vehicle [44], and supply chain
and logistics [45, 46].

An overview of BN is presented below, followed by the
identification of the criteria and subcriteria that impact the
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Table 1: Current themes of the port literature.

Authors Measures for port Approach
Wiegmans et al. (2015) Inland port performance Statistical (regression) analysis
Shetty and Dwarakish [7] Inland port performance and productivity Statistical analysis
Kutin et al. [11] Relative efficiencies Data Envelopment Analysis (DEA)
Alamoush [12] Port operational performance Conceptual framework with analytical model
Oliveira and Cariou [13] Port efficiency Data Envelopment Analysis (DEA)
Bichou and Gray [14] Port performance Conceptual logistic and supply chain approach
Coto-Millan et al. [15] Port economic efficiency Stochastic Cost Frontier (SCF)
Notteboom et al. [16] Relative efficiency of container terminal Stochastic Cost Frontier (SCF)
Baros [17] Technical efficiency Stochastic Cost Frontier (SCF)
Dı́az-Hernández et al. [18] Technical and allocative efficiency Stochastic Cost Frontier (SCF)
Panayides et al. [19] Economic efficiency Data Envelopment Analysis (DEA)

Wanke [20] Physical infrastructure efficiency, shipment
consolidation efficiency Data Envelopment Analysis (DEA)

Chang and Tovar [21, 22] Technical efficiency Stochastic Distance Function (SDF)
Tovar andWall [23] Port productive efficiency Directional technology distance function approach
Bichou and Gray [24] Terminology for classifying seaport Conceptual framework
Hosseini and Barker [25, 26] Resilience Bayesian approach
Sierra et al. [27] Harbour operability Numerical Model
Ugboma et al. [28] Port selection Analytical Hierarchy Process (AHP)
Chang et al. [29] Port selection factor Exploratory factor and confirmatory factor analyses
Gohomene (2008) Port selection Analytical Hierarchy Process (AHP)
Nur et al. [31] Port selection Stochastic Analytical Hierarchy Process (SAHP)
Song and Yeo [32] Competitiveness of container ports Analytical Hierarchy Process (AHP)
Yeo et al. [33] Competitiveness of container ports Fuzzy methodology

overall inland port performance and translate these criteria
into BN model to assess the probability of PPI. From this,
belief propagation and sensitivity analyses are presented,
respectively. The paper concludes with implications, recom-
mendations, and future research.

2. Fundamentals of Bayesian Network

BN is a Directed Acyclic Graph (DAG) which consists of
vertices (nodes) and edges (arcs) where vertices represent the
variables and edges signify the relationship between the two
variables in the existing network. BNs are structured based
on Bayes’ theorem, capable of making statistical inferences
in a rational way by updating the prior beliefs of any event
which means entering an evidence in an child node will
lead to backward belief propagation and ultimately result in
updating the probability distributions for the parent node(s)
and vice versa [34]. BN requires fewer probability parameters
compared to a full joint probability model. Equation (1)
represents the generic rule of the Bayesian theorem [47].

𝑃𝑅 (𝐴1, 𝐴2, 𝐴3 . . . 𝐴𝑛) =
𝑛

∏
𝑖=1

𝑃𝑅 (𝑎𝑖 | 𝜇𝑖) =
𝑛

∏
𝑖=1

𝜙𝐴𝑖|𝜇𝑖 (1)

In (1), the underlying network is specified by a pair R = {𝐺,Θ}
where G is the directed acyclic consisting of a set of random

variables 𝐴1, 𝐴2, 𝐴3 . . . 𝐴𝑛, and Θ representing the set of the
probability functions. Each a𝑖 in A𝑖 is provisioned on 𝜇i for
the set of the parameters of A𝑖 in G.

In the underlying structure of a BN, the initial prob-
abilities (unconditional) or prior information of the root
nodes can be obtained from a subjective judgment (e.g.,
expert knowledge /historical data) or through a frequentist
approach (observed data). The conditional probabilities refer
to the quantitative degree of belief to describe uncertainty
among nodes. In some cases, it is challenging to define the
conditional probability table (CPT) for a large set of data.
Thus, we used AgenaRisk software to offset this challenge,
having said that Bayesian equation is used to calculate CPT
with known initial probabilities of each node as shown in (2)
[48].

𝑃 (𝐴𝑗 | 𝐵) =
𝑃 (𝐵 | 𝐴𝑗) x𝑃 (𝐴𝑗)
𝑃 (𝐵 | 𝐴 𝑖) x𝑃 (𝐴 𝑖)

(2)

where 𝑖= 1, 2, . . . , 𝑛; 𝑗 = 1, 2.
To illustrate the operational principle of BN networks,

let us consider a BN structure with a set of variables
𝑅 = {𝐴1, 𝐴2, 𝐴3, 𝐴4, 𝐴5, 𝐴6} and a set of edges to show
the conditional interdependencies among the variables (see
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Figure 1: A sample of the Bayesian Network (BN) with six nodes.
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Figure 2: Proposed framework for inland port performance assessment.

Figure 1). The general expression of the full joint probability
distribution can be represented as follows:

𝑃 (𝐴1, 𝐴2, 𝐴3, . . . 𝐴𝑛) = 𝑃 (𝐴1 | 𝐴2, 𝐴3, . . . 𝐴𝑛)

⋅ 𝑃 (𝐴2 | 𝐴3, . . . , 𝐴𝑛) . . . 𝑃 (𝐴𝑛−1 | 𝐴𝑛) 𝑃 (𝐴𝑛)

=
𝑛

∏
𝑖=1

𝑃 (𝐴 𝑖 | 𝑃𝑎𝑟𝑒𝑛𝑡𝑠 (𝐴 𝑖))

(3)

The corresponding decomposition of the joint distribution of
variables can be streamlined as follows:

𝑃 (𝐴1, 𝐴2, 𝐴3 . . . 𝐴6) = 𝑃 (𝐴1) 𝑃 (𝐴2) 𝑃 (𝐴4)

⋅ 𝑃 (𝐴3 | 𝐴1) 𝑃 (𝐴5 | 𝐴2, 𝐴3, 𝐴4) 𝑃 (𝐴6 | 𝐴5) 𝐴4
(4)

3. Proposed Framework for Inland Port
Performance Assessment

The proposed framework consists of five phases as illustrated
in Figure 2.

(i) Phase I. Identification of factors and subfactors: the
first phase is to identify the factors and subfactors that
could impact the performance of port infrastructure.
First, the current research related to port performance
is studied and analyzed, and initial subcriteria are
constructed. Second, opinions from domain experts
are incorporated into the scope of port performance
management and the less important subcriteria are
discarded, and finally all the subfactors are clustered
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Table 2: Inland port performance index scale.

Intensity of PPI Definition Significance
PPI > 80% High Standard Maintains superior standard on all the performance criteria.
60% < PPI < 80% Moderate Standard Meets adequate performance standard, but the scope of improvement is available.
PPI < 60% Low Standard Performance level is lower than average and significant improvement is needed.

into six main criteria, namely, (i) port facility, (ii) port
availability, (iii) port economics, (iv) port service, (v)
port connectivity, and (vi) port environment.

(ii) Phase II.Quantification and assessment of factors and
subfactors: the second phase is to quantify the factors
and subfactors. It also includes the determination of
the likelihood of the related factors based on the
subjective or frequentist approach.

(iii) Phase III. Construction of BN model: a BN is used to
quantify the probability of the port performance.

(iv) Phase IV. Analysis of result: different techniques such
as sensitivity analysis and belief propagation analysis
were conducted to draw the insights from Phase III.

(v) Phase V. Recommendation for port performance
improvement: based on the analysis, different recom-
mendations are provided to improve the overall port
performance.

3.1. Performance Standard for Inland Waterway Port

3.1.1. Proposed Inland Port Performance Index (PPI). Based
on existing literature, a number of interrelated factors that
influence the performance of inland waterway ports are
identified. This research summarized all the possible factors
and classified them into six criteria: (i) port facility, (ii) port
availability, (iii) port economics, (iv) port service, (v) port
connectivity, and (vi) port environment. The proposed Inland
Port Performance Index (PPI) describes the probability of
the performance standard that an inland waterway port
can meet. For instance, the probability of PPI being 80%
true means that there is 80% likelihood that the specific
port will meet the performance standard based on the cited
criteria.

The characterization of PPI incorporates the most signif-
icant parameters that impact the performance standard of
the inland waterway port. In order to express PPI through
a numerical scale, a value between 0 and 100 is assigned. It is
important to note that the selected metric is based on expert
knowledge within inland waterway port system and is used
to highlight the overall performance of an inland waterway
port. The subjective description of the metric values of PPI
is explained in Table 2 and the base model of the BN for
measuring PPI is illustrated in Figure 3.

3.1.2. Port Facility (Criterion #1). An inland port is highly
integrated with amaritime terminal to ensure smooth flow of
logistical activities across the globe. Port terminal amenities
and other key facilities such as warehouse area, outdoor
ground storage, and dock-wall depth govern the overall facil-
ity of the inland port for freight handling and distribution.

(i) Terminal facility: it consists of three contributors port
throughput, types of existing terminal, and number of
diversified products.

(a) Throughput: it is volume of cargo or number
of vessels that a port can handle over time.
Throughput can bemeasured in terms of tons or
transportation equivalent units (TEU). Differ-
ent factors such as competition between ports,
international and domestic cargo demand, and
business arrangements can influence the termi-
nal throughput [49].

(b) Types of existing terminal: from a transport
facility viewpoint, a top-tier inland port pos-
sesses three kinds of terminals: Satellite terminal
located near the port facility and used mainly
for container trans-loading, Freight distribution
cluster or load center dedicated to support ware-
housing and logistic functions, and intermodal
terminal used to regulate freight circulation
through intermodal facilities [50].

(c) Number of diversified products: based on United
Nations Conference on Trade and Development
(UNCTAD), five categories of seaborne trade
that a port can handle are containers, petroleum,
crude oil, main bulk commodities, and other dry
products. However, for an inland port, diversity
in the type of products handled is limited to two
to three types.

(ii) Key facilities: warehouse area, outdoor ground stor-
age, and dock-wall depth play a vital role in freight
storage and port performance.

(a) Warehouse area: warehouse facility is tied up
with freight storage and distribution operations.
Sometimes warehouse areas are facilitated by
staging areas to support loading and unloading
operations.

(b) Outdoor ground storage: outdoor ground stor-
age offers port expansion opportunity due to
possible growth rate in port throughput. Some
ports use outdoor ground storage as cargo
staging/assembly zone, maintenance area, barge
consolidation and deconsolidation facility, and
container depot.

(c) Dock-wall: dockwall facilitates berthing area for
vessel/cargo.

3.1.3. Modelling of Port Facility. In order to model port
facility, three variables were used: (i) Boolean variables are
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Figure 3: Base model of the Bayesian Network for measuring PPI of inland port.
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expressed in forms of a dichotomous response (true/false,
yes/no) to present positive and negative outcomes respec-
tively, (ii) fixed variables are modelled in constant values, and
(iii) continuous variables are random variables with a known
probability distribution.

A Boolean variable with two states of true and false are
used to model facility, terminal facility, and key facilities
nodes. The true state represents a positive outcome while
the false state indicates a negative outcome. For instance, in
Figure 3 the probability of facility being true or likelihood of
meeting port facility is 87.41% while the probability of facility
being false is 12.58%. Similar logic is also applicable to the
other two Boolean nodes (terminal facility and key facilities).

Truncated normal distribution is used to model con-
tinuous variables such as throughput, warehouse facility,
outdoor ground storage, and dock-wall area. Truncated
normal distribution is a simple modification of a normal
distribution that confines the mean values between lower
and upper bounds. For example, the area of the warehouse
facility cannot be negative and maximum warehouse area
for the inland port does not generally exceed 1,50000 m2.
Hence, the truncated normal distribution is found to be the
most appropriate distribution to model the aforementioned
continuous variables. The truncated distribution is defined
in terms of four parameters: 𝜇, mean (i.e., central tendency);
𝜎2, variance (i.e., confidence in the results); lower bound and
upper bound.

It is apparent from Figure 3 that port facility is condi-
tioned upon terminal facility and key facilities. There might
be other hidden factors contributing to port facility. This can
be better described by the NoisyOR function. These hidden
or missing parameters are known as “leak parameters” in
NoisyOR function (see (5)).

𝑁𝑜𝑖𝑠𝑦𝑂𝑅 (𝐴1, 𝑆1, 𝐴2, 𝑆2, . . . 𝐴𝑛, 𝑆𝑛, 𝑙) (5)

Leak factor (l) can be defined as the extent to which missing
factors from the model can contribute to the consequence
being true. It is the probability that B will be true when all
of its causal factors are false. The conditional probability of
B obtained with the NoisyOR function is presented below in
(6).

𝑃 (𝐵 = 𝑇𝑟𝑢𝑒 | 𝐴1, 𝐴2 . . . 𝐴𝑛)

= 1

−
𝑛

∏
𝑖=1

[ (1 − 𝑃 (𝐵 = 𝑇𝑟𝑢𝑒 | 𝐴 𝑖 = 𝑇𝑟𝑢𝑒) (1 − 𝑃 (𝑙)) }]

(6)

Themodelling procedure for port facility and its contributors
are summarized in Table 3.

In the proposed BN model, in order to calculate the
posterior probability of the “port facility”, we used NoisyOR
function, which is represented in (7). The equation means
that, in order to meet port facility, both factor terminal
facility and key facility are equally responsible (75%) and

other hidden factors are contributing rest of 25% to achieve
desired port facility.

𝑃𝑜𝑟𝑡 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = 𝑁𝑜𝑖𝑠𝑦𝑂𝑅 (𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦, 0.75,

𝐾𝑒𝑦 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦, 0.75, 0.25)
(7)

3.1.4. Port Availability (Criterion #2). Availability is the level
towhich the system (port) can self-organize itself to avoid any
discontinuity of the system’s performance due to undesirable
consequences. In terms of inland port, availability refers to
the readiness of the adequate resources to perform the daily
operation. Inland port availabilities can bemeasured through
port resilience, the readiness of different kinds of equipment
and labour support, dredging maintenance, and congestion
rate.

(i) Port Equipment. In order to perform daily operations
such as handling cargo and stevedore operations,
port authorities use different kinds of capital equip-
ment, such as gang-tree/rubber-tree cranes, mooring
instruments, forklifts, reach stackers, and towing
vehicles. For the inland waterway port, gang-tree
cranes and straddle carriers aremost commonly used.

(ii) Port Resilience. Ability of a port to bounce back to
its normal operating condition after any type of dis-
ruption such as adverse weather conditions, human-
made error, and/or cyberattack. Resilience capacities
are the strategies to recover a region/entity from
any shock or external perturbation due to disrup-
tion. Resilience capacities can expressed by means of
absorptive capacity, adaptive capacity, and restorative
capacity of the corresponding system [35, 39, 51–53].
It is generally designed based onmetastructure under
internal deterioration and external perturbation [54].
Absorptive capacity is an endogenous feature of the
system and is also considered to be the first course
of defense to minimize the impacts of the disruption
[25, 26, 39, 52].Maintenance, availability of additional
capital equipment, and skillful response team are the
mainstay of the port absorptive capacity. Adaptive
capacity, which is considered to be the midline of
defense, is described as the ability of a system to self-
organize itself and provide immediate solutions to
cope with the external shock without any recovery
activity [25, 26, 35]. Alternate routing and relocating
of resources are the key factors germane to the adap-
tive capacity within port infrastructure. Restorative
capacity considered to be the last line of defense is
the degree to which a system can efficiently repair
or restore from the degraded state [35]. Within the
restorative capacity of port infrastructure, two salient
determinants are identified: restoration of resources
and restoration of service.

(iii) Workforce. Workforce is an asset to any port infras-
tructure. Operators and stevedores also ensure proper
utilization of the available resources and reduce the
delay during port operations such as loading and
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Table 3: Modelling of variables contributed to port facility.

Variable Name Modelling
Technique Modelling Description

Throughput TNORM Based on inland port statistics, a truncated normal distribution is used to approximate the
annual throughput of an inland port with an average of 20 million ton/year.

Product Diversity Trinagular Product diversity is approximated with a triangular distribution with minimum, most likely,
and maximum of 2, 3, and 5 respectively.

Types of Terminal Arithmetic Types of the terminal are fixed and equal to 3 to avail the proper terminal facility.
Warehouse Area TNORM Warehouse area is defined by truncated normal distribution with a mean of 7,5000m2.

Outdoor Ground Storage TNORM The outdoor storage area is approximated using truncated normal distribution with an
average of 40 acres.

Dock-wall TNORM A truncated normal distribution is used to approximate the dock wall parameter of an
inland port with an average of 700m.

Terminal Facility Comparative
Expression

Threshold for throughput and product diversity are set as 20 million/year and 2 respectively
while port should have exactly 3 types of terminal to avail the proper terminal facility.

Key Facilities Comparative
Expression

The key facilities will be suitable (true) for port operational activities if the parameters of
dock-wall, warehouse area and outdoor ground Storage are higher than 600m, 50,000m2,

and 30 acres respectively.

Table 4: Modelling of equipment variable.

Variable Name Modelling
Technique Modelling Description

Equipment Comparative
Expression

An IF logic is used for modelling an “equipment” node. The threshold for number of
cranes and straddle is considered to be one In order to perform the regular operation, the
port equipment requirements will be met (true state) if the number of cranes and straddle

is more than one and otherwise not (false state).

unloading, recouping, grading, fuel transfer from
vessel to the pier, gate operations, and others.

(iv) Port Congestion. A main parameter to measure port
availability. Congestion occurs when vessels enter
into a queue and wait for an extended period of time
to access port facilities.

(v) Dredging Maintenance. Dredging is important for
inland ports to maintain the desired water depth
at their approach channels, specifically for those
ports where the waterway accumulates silt quickly.
Enhanced dredging capability also positively impacts
the availability of the port.

3.1.5. Modelling of Port Availability. Boolean variables were
used to model the contributors of port availability. For
instance, the prior distribution of the resilience variable with
two states of True = 93.35% and False = 6.65%, which means
that there is an 93.35% chance that a strong resilient port
infrastructure would contribute to increase the availability of
the port facility, while there is a 6.65% chance that it may fail.
In other words, the resilience of the port system is successful
93.35% (True state) and fails 6.65% (False state) of the time.
The same logic is applicable for other Boolean nodes under
port availability variables. Table 4 provides detailed model
description of the equipment variables.

Port resilience and availability criterion is designed using
NoisyOR function and equation is presented below:

𝑃𝑜𝑟𝑡 𝑟𝑒𝑠𝑖𝑙𝑖𝑒𝑛𝑐𝑒 = 𝑁𝑜𝑖𝑠𝑦𝑂𝑅 (𝑎𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑒V 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦,

0.70, 𝑎𝑑𝑎𝑝𝑡𝑖V𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦, 0.70, 𝑟𝑒𝑠𝑡𝑜𝑟𝑎𝑡𝑖V𝑒 𝑐𝑎𝑎𝑝𝑐𝑖𝑡𝑦,

0.80, 0.15)

(8)

𝑃𝑜𝑟𝑡 𝐴V𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑙𝑦

= 𝑁𝑜𝑖𝑠𝑦𝑂𝑅 (𝐷𝑟𝑒𝑑𝑔𝑖𝑛𝑔 𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒, 0.50,

𝑙𝑎𝑏𝑜𝑟 𝑠𝑢𝑝𝑝𝑜𝑟𝑡, 0.50, 𝑝𝑜𝑟𝑡 𝑐𝑜𝑛𝑔𝑒𝑠𝑡𝑖𝑜𝑛, 0.20,

𝑝𝑜𝑟𝑡 𝑟𝑒𝑠𝑙𝑖𝑒𝑛𝑐𝑒, 0.50, 𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡, 0.50, 0.15)

(9)

3.1.6. Port Economics (Criterion #3). Port economics: the
solvency of the major stakeholders, the overall status of the
global economy, and port pricing also influence the port
economics.

Port associated cost consists of terminal-handling costs,
port calling cost, and concession pricing.

(i) Terminal-handling cost (THC): it is related to the
cost for loading or unloading, container service
and clearance, storage, repacking, and forwarding. It
includes all services essential for moving the freight
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Table 5: Modelling of variables contributed to port pricing.

Variable Name Modelling
Technique Description

Terminal Handling Cost
(THC) TNORM

Based on inland waterway port data, the average terminal cost is the $6,500/barge with a
variance of $25 and cost varies fromThe $5,000 to $8,000 based on the size of the barge

and other related factors.

Port Calling Cost (PCC) TNORM Port calling cost varies from $1,800 to $3,800 depending upon the size of the vessel with
an average of $2,500 dollar/ vessel.

Concession pricing
(Upfront fee) TNORM Concession granting depends upon the area of the facility and follows a truncated normal

distribution with an average of $60 million upfront fee.

Table 6: Modelling of port pricing variable.

Variable Name Modelling Technique Description

Port pricing cost Comparative Expression
IF the THC, PCC and concussion grant are lower than $7000, $2,800 and $65 million,
respectively then the port economy cost is within limit (true state), otherwise not (false

state).

onwards through the port before being loaded onto
a vessel. More precisely, beyond the sea freight, THC
is the charge that is paid by shippers for handling the
containers at the inland port.

(ii) Port calling cost: it is the costs related to all types of ser-
vices offered to handle a ship or vessel. More precisely,
it is the summation of prices to be paid for various
services including access to the terminal, pilotage,
time costs, damage and delay, and bunkering.

(iii) Concession cost: it is decided by the port governing
body and it is the cost of acquiring a dedicated
maritime facility such as a terminal, yard, or outdoor
storage. It is mainly a leasehold agreement and used
for a variety of reasons.

Tables 6 and 5 describe the modelling details of port pricing
variables and its contributed factors, respectively.

NoisyOR function, which is discussed in the previous
section, is applied to design the economic criterion as
presented below.

𝑃𝑜𝑟𝑡 𝐸𝑐𝑜𝑚𝑜𝑛𝑖𝑐𝑠 = 𝑁𝑜𝑖𝑠𝑦𝑂𝑅 (𝑃𝑜𝑟𝑡 𝑝𝑟𝑖𝑐𝑖𝑛𝑔, 0.50,

𝑠𝑜𝑙V𝑒𝑛𝑐𝑦 𝑜𝑓 𝑚𝑎𝑗𝑜𝑟 𝑢𝑠𝑒𝑟, 0.50, 𝑒𝑐𝑜𝑛𝑜𝑚𝑖𝑐 𝑐𝑙𝑖𝑚𝑎𝑡𝑒,

0.50, 0.15)

(10)

3.1.7. Port Service (Criterion #4). An inland port’s service
level indicator is highly integrated with response rate, service
availability, container dwell time, and vessel transit time at the
port.

(i) Response rate: a measure of port service includ-
ing faster documentation, availability and quick
updates of electronic information, early detection,
and response to problems. The higher response rate
reduces unnecessary cost pertaining to any port.

(ii) Service availability: it is a measure of port perfor-
mance that refers to port services at any time of the

day or the service is restricted for a fixed time. High
service availability means the operational hours of a
port is higher than normal and vice versa. Generally,
for an inland waterway port the service hours vary
from 8 to 24 hours per day.

(iii) Dwell time: dwell time is measured by the amount of
time a container waits to be picked up at a marine
terminal after being offloaded from a ship or vessel
[55]. This is considered as a key benchmark for port’s
service level indicator. Port authority always expe-
riences a constant challenge to keep the dwell time
down while accommodating inbound and outbound
vessels.

(iv) Transit time: transit time management is one of the
main concerns of port authority. It is the amount of
time that a vessel spends in different ports on the way
to its destination port.This also includes waiting time
dockside before loading/unloading.

3.1.8. Modelling of Port Service. As apparent from Figure 3,
port service consists of four main contributors including
response rate, service availability, dwell time, and transit time.
Truncated normal distribution similar to what is explained in
the previous section is applied to model the aforementioned
four contributors. The modelling procedure of port service
and its contributors are summarized in Tables 7 and 8.
The modeling procedure of geographical location and port
accessibility is summerized in Table 9.

3.1.9. Port Connectivity (Criterion #5). Connectivity refers
to the level of ease that an inland port supports freight
transportation through the supply chain network.

(i) Geographical Location. Some geographic areas pos-
sess natural advantages for business flourishment. It
is beneficial for an inland waterway port to have a
logistic cluster, a major supplier, and an intermodal
connection within its vicinity. Geographical locations
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Table 7: NPTs of the variables describing response rate, service availability, dwell time, and transit time.

Variable Name Modelling Technique Modelling Description

Response rate TNORM Based on the inland port statistics, the response rate of inland port varies from 85% to
95% with an average of 90%.

Service availability TNORM At the worst possible scenario, the port operating hours are not lower than 16 hours and
at the best possible the port provides 24 hours service a day.

Dwell time TNORM Dwell time is modelled with a truncated normal distribution with mean, LB, and UB of 3,
1, and 4 hours respectively.

Transit time TNORM A truncated normal distribution is used to approximate the transit time of a vessel with
an average of 24 hr.

Table 8: Modelling of service variable.

Variable Name Modelling Technique Modelling Description

Port Service Comparative Expression
If the values of response rate or service availability are greater than 90% or 12 hours,

respectively AND dwell time or transit time is lower than 3 or 30 hours, respectively then
the satisfactory service level is achieved (true state), otherwise not (false state)

Table 9: NPTs of the variables describing the contributor to geographical location and port accessibility.

Variable Name Modelling
Technique Modelling Description

Distance to Logistic &
Industrial Area Arithmetic Distance to logistic & industrial cluster is constant: 75 miles.

Distance to Major Supplier Arithmetic The distance between port and major supplier is constant: 50 miles.
Distance to Intermodal
Connection Triangular The distance between the port and the intermodal connection is modelled with triangular

distribution with mean, LB, and UB of 50, 35 and 65 miles respectively.

Geographical Location Comparative
Expression

Based on the historical data, if the logistics cluster, major supplier, and intermodal
connection are within 75, 50, and 50 miles from the inland port location, then port has
suitable geographical location for trade and commence (true state), otherwise not (false).

Port accessibilities Boolean
We assume that 90% of the time, the port is accessible by all required modes of

transportation. On very few occasions, port entire accessibility is halted by natural
calamities, human error and/or cyber-attack.

associated with modal accessibility and availability of
inland regional access influence shaping of the devel-
opment of surrounding locality [56]. All these criteria
boost productivity, save time, lower the logistic cost,
and provide access to global markets.

(a) Proximity to the industrial area and logistics clus-
ter: logistics clusters provide integrated services
in logistics. If the port location is close to the
logistics cluster center, the port may perform
better than port locations farther away from the
cluster center. Port proximity to industrial areas
has a great impact on port choice.

(b) Proximity to major supplier: proximity to major
suppliers will enhance national and interna-
tional trade throughout the port. Traders can
exploit economies of scale in shipping products
and, in turn, will be benefitted from in time
delivery and lower inventory holding costs.

(c) Proximity to intermodal connection: the strength
of inland intermodal transportation network
includes the availability of railway, roadway, and
rail spur in the port province. The ports that

are close to intermodal connection generally
get better transportation facilities, such as high-
ways, railroads, and airports.

(ii) Port Accessibility. Port accessibility means the port
location can be approachable by different modes of
transportation. Port accessibility depends upon the
location and the overall infrastructure of the port.

3.1.10. Modelling of Port Connectivity. NoisyOR function, as
discussed in the previous section, is used here to calculate the
conditional probability of connectivity criterion as defined in

𝑃𝑜𝑟𝑡 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖V𝑖𝑡𝑦 = 𝑁𝑜𝑖𝑠𝑦𝑂𝑅(𝑝𝑜𝑟𝑡 𝑎𝑐𝑐𝑒𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦,

0.75, 𝑔𝑒𝑜𝑔𝑟𝑎𝑝ℎ𝑖𝑐𝑎𝑙 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 0.75, 0.20)
(11)

The above equation means that port accessibility and geo-
graphical locations are equally responsible to obtain desired
connectivity and there are other hidden factors directly or
indirectly influencing to achieve preferred port connectivity.

3.1.11. Port Environment (Criterion #6). Two main subcri-
teria, emission at port and probability of natural disaster,
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Table 10: Modelling of variables related to emission at the port.

Variable Name Modelling Technique Description

CO2 Level TNORM
The level of CO2 emission (million tonnes/year) follows a truncated normal distribution
(TNORM) with an average of 15 and variance of 2.5. The level of CO2 emission (million
tonnes/year) never goes below 12 (lower bound) and 18.5 (upper bound), according to the

historical data for the inland waterway port.

NOx Level TNORM
The level of NOx (million tons/year) follows a truncated normal distribution with an average
of 0.2, the variance of 0.005 with lower bound and upper bound of .1 million tons/year and

0.4 million tons/year, respectively.

Table 11: Modelling of emission at port variable.

Variable Name Modelling Technique Modelling Description

Emission at Port Comparative Expression
An IF logic is used for modelling “emission at port” node. The threshold for CO2 and
NOx level are considered to be 18 and 0.2 respectively. The emission index will meet

(true) if the levels of CO2 and NOx at the port are less than 18 million tons/year and 0.2
million tons/year respectively.

Table 12: NPT for port environment.

Emission True True
Disruption False True False True
False 0.2 0.15 0.15 0.05
True 0.8 0.85 0.85 0.95

are found as the main determinants to the environmental
criterion for port performance.

(i) Emission at port: shipping emission has a substantial
impact on the overall environment of the port. Most
shipping emissions in ports account for discharges of
CO, SOx, and NOx. The quantity of total emissions
depends on the type and size of vessel berth at the
port. At the same time, emission due to regular port
equipment also accounts for deterioration of the air
quality of the port. In order to reduce these emissions,
strong policy along with public awareness is required.

(ii) Probability of natural disaster: the inland waterway
port is often susceptible to different natural disas-
ters such as hurricanes, cyclones, drought, or flood,
combined with the prevailing port temperature and
humidity.

3.1.12. Modelling of Port Environment. Figure 3 shows that
port environment mainly conditioned upon two determi-
nants: disruption of probability and emission at the port.The
Boolean node is used to express the probability of disruption
and emission at the port. For instance, disruption probability
of 15% means that, according to the historical data, there is a
15% chance that the inland portmight be impacted by adverse
weather conditions. Tables 10 and 11 show the procedures
of modelling for emission at the port and its contributed
variables.

The NPT is the probability table that summarizes
the occurrence probability between the causal relationship
nodes. NPT can be developed manually or achieved by elicit-
ing the distribution or related expression. For a node without

its parent node, the NPT would be simply the probability
distribution of that specific node. NPT for port environment
is shown in Table 12.

3.1.13. Modelling of Port Performance Indicator. The ultimate
target node “port performance index” is conditioned on its
contributed criteria (i) port facility, (ii) port availability, (iii)
port economics, (iv) port service, (v) port connectivity, and
(vi) port environment. The posterior probability of PPI is
calculated as the weighted sum of its contributed criteria.
Initially, it is assumed that the weight of each factor is equally
distributed. The general equation associated with a weighted
mean (WMEAN) is presented in (12), where (i) is the number
of variables connected (six in this case) to the weighted
average node of port performance index (see Figure 2) and
𝑊𝑖 is the weight associated with the 𝑖th variable.

WMEAN = ∑𝑊𝑖𝐴 𝑖, = 1, 2 . . . 𝑛,

∀i = 1 0 < 𝑊𝑖 < 1, ∑
𝑖

𝑊𝑖 = 1
(12)

To compare the port performance index, based on above-
mentioned criteria, the probability the probability of PPI
being true is 87.82%, meaning that there is 87.82% likelihood
(chance) that the specific port will meet the performance
standard based on the cited criteria.

4. Validation of the Model

In order to validate the structure of the BNmodel, apart from
traditional methods, sensitivity analysis (SA) is considered a
powerful technique. It is a useful approach to examine the
impact of the contributors on the target node within the same
model, i.e., which node has more impact to its connected
node. This is obtained by recalculating the outcomes of the
targeted node under possible alternative assumptions. The
object of the SA is to check that the outcomes generated
from the propagation analysis are consistent with the expert’s
expectation. To obtain more insights and better understand-
ing of the simulation model, we used AgenaRisk software
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P(Availability = False)
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Figure 4: Sensitivity analysis of PPI.

to investigate the extent to which the six key performance
contributors affect the port performance index. We per-
formed SA on PPI as a target node with respect to its causal
factors including (i) port facility, (ii) port availability, (iii)
port economics, (iv) port service, (v) port connectivity, and (vi)
port environment as subsequently shown in Figure 3. Tornado
charts, generated during the SA analysis, identified the lowest
and highest values of a posterior probability for each possible
state of the target node if specific observations are inputted
into the model. To be more specific, the length of the bars
corresponding to each sensitive node in the tornado graph
illustrates ameasure of the impact of that corresponding node
on PPI. Figure 4 shows the impact of those variables when the
PPI is “true.” It is apparent fromFigure 4 that the length of the
bar chart for all the selected variables is almost same; however,
port service has a slightly higher impact on PPI than other
variables, whereas port economics has a lower impact on PPI
among all the variables. To elaborate, from Figure 4 it is also
apparent that the probability of PPI (“true”) for the first port
given the result of port service goes from 0.755 (when port
service is “false”) to 0.921 (when port service is “true”). In
other words, the probability of PPI for first port is 0.921 when
the port service is met.This range (0.755–0.921) is exactly the
bar that is plotted in the tornado graph illustrated in Figure 4.
This range varies from 0.752 to 0.918 for the port economics
which implies port economics has the lowest impact on the
PPI among all the variables. From Figure 4 it can also be
interpreted that the probability of PPI for the port is more
sensitive to the changes in the states of port service and least
sensitive to changes in port economics. It can be concluded
that although all the factors have almost same importance
to the variability of PPI, port service ranked top in terms of
contribution to the variability of PPI, and therefore the port

authorities and top management should emphasize more on
port service than others determinants.

5. Propagation Analysis

The feature of the BN to disseminate the effect of evidence
through the network is defined as “propagation analysis”.
Special types of reasoning can be done through propagation
analysis. During propagation analysis, different evidences
(observations) can be entered anywhere in the underlying
BN model to update the marginal probabilities of all unob-
served variables. In this section, we have conducted forward
propagation analysis to predict the probability distribution
of PPI under the combination of the aforementioned six
contributors. The related probability is represented in (13)
(Zhou, 2018).

𝑃 (𝑇 = 𝑆𝑡𝑎𝑡𝑒𝑡) =
𝑛

∑
𝑛=1

(𝑃 (𝑃𝑃𝐼 = 𝑆𝑡𝑎𝑡𝑒𝑡 | 𝐴1 = 𝑎𝑗, 𝐴2

= 𝑎𝑗, . . . 𝐴𝑛 = 𝑎𝑗) 𝑥𝑃 (𝐴1 = 𝑎𝑗, 𝐴2 = 𝑎𝑗, . . . 𝐴𝑛

= 𝑎𝑗)

(13)

where n refers the number of parent nodes and a𝑗 is the 𝑖th
state of the parent node. (𝑃(𝑃𝑃𝐼 = 𝑆𝑡𝑎𝑡𝑒𝑡 | 𝐴1 = 𝑎𝑗, 𝐴2 =
𝑎𝑗, . . . 𝐴𝑛 = 𝑎𝑗) is conditioned probability distribution when
T= State𝑡 .

During the forward propagation analysis, we have
designed two scenarios (1) pessimistic and (2) optimistic. Sce-
nario 1 (pessimistic scenario) accounts for two assumptions:
(i) the service hours of the port is set to 8 hours instead of
truncated normal distribution with a mean of 16 hours and
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Table 13: Summary of propagation analyses.

Scenario Description of the
Scenario PPI Standard of

the Port Significance of the propagation Remarks

Base Case Underlying BNModel 87.82% Class B - -

Scenario 1
(Pessimistic
Scenario)

Service hr = 8hr, Transit
time=36hr

(Other variables remain
unchanged)

74.87% Class C
Shows how probability of PPI

changes with service level (service
availability and transit time)

Port Service criterion has a
significant impact on the

probability of PPI.

Scenario 2
(Optimistic
Scenario)

Throughput=30 million
ton, Dredging

Maintenance=100%
True,

Port environment =100
True% (all

environmental criteria
are met)

91.28% Class A

Shows how probability of PPI varies
with port facility (throughput), port
availability (dredging maintenance)

and port environment.

Port facility, port availability and
port environment have less

impact on the probability of PPI
compared to port service

(ii) the transit hours of the port are set to 36 hours in lieu of
truncated normal distribution with an average of 30 hours.
Scenario 1 measures the changes in the probability of PPI of
the first port if the service hours reduced to a constant value
of 8 hours and transit time increased to a constant value of
36 hours. From Figure 5, the probability of PPI of the first
port significantly reduced from 87.82% to 74.87% which
indicates the importance of service hours and transit time on
PPI. Scenario 2 (optimistic scenario) simulates the impact of
throughput, dredging maintenance, and port environment
on PPI for the inland port. We set the throughput to 30
million/year, dredging maintenance and environmental as
100% instead of their prior distribution parameters which
increases the PPI from 87.82% to 91.28% (see Figure 6). This
type of propagation analysis gives the capability to decision
makers to make any number of observations especially on
variables with inherent uncertainty and measures.

A summary of propagation analyses is s given in Table 13.
Scenario 1 and 2 are illustrated in Figures 5 and 6, respectively.

6. Conclusion

In this study, a novel dimensionless metric named port
performance indicator (PPI) is introduced to assess the
level of port performance based on six basic determinates
named: port facility, port availability, port economics, port
service, port connectivity, and port environment. In order to
calculate the probability of PPI, we developed a Bayesian
framework that captures the possible factors and subfactors
pertaining to the level of port performance.The PPI indicates
the level of performance that will be met by a specific
port. It also provides a better understanding regarding the
performance of a specific port under uncertainty. The PPI
will aid port stakeholders inmaking better decisions in terms
of the management of port supply chain and infrastructure.
Such decisions include the number of port service hours,
scaling port throughput, and others. In real-world practices,
it is quite difficult to predict a port performance because
of uncertainty and ambiguity (e.g., operational uncertainty,
disruption uncertainty, etc.). In response, predicting the PPI
through the Bayesian approach can help to substantially

reduce this uncertainty and will ensure better visibility for
decision-making. Belief propagation feature of the Bayesian
approach allows practitioners to run different future scenar-
ios where assumptions and alterations in conditions or states
can be tested and verified. Belief propagation analysis also
demonstrates the weightage of interdependency among the
different variables of the underlying BN structure. The BN
structure is also validated through sensitivity analysis. The
general interpretation of the sensitivity analysis indicates that
all six criteria are important to predict PPI; however, port
service has a slightly higher impact and port economics has a
lower impact among all factors in predicting the probability
of PPI.The novelty of this work is summarized.

(i) The development of a model to assess port perfor-
mance indicator (PPI).

(ii) The underlying determinates pertaining to port per-
formance were identified and classified with respect
to six main factors named: port facility, port availabil-
ity, port service, port economics, port connectivity, and
port environment.

(iii) The proposed model is then tested and validated
through different types of analysis to draw better
managerial insights to handle uncertainties. Results
indicate that all the factors have almost same impor-
tance to the variability of PPI, port service ranked top
in terms of contribution to the variability of PPI, and
therefore the portmanagement should stress more on
service criterion than others factors.

(iv) Demonstrate the efficacy of BN as an effective tool
in solving transportation and logistics management
problems.

This study can be extended in several research directions.
In our study, NPT has been defined based on subjective
judgment (expert opinion) and frequentist approach (his-
torical data). Other methods such as swing weights, Delphi
technique, and the classical method can be used to improve
the accuracy of NPT. Furthermore, a deep investigation is
required to identify the other related factors that might
indirectly impact the PPI.
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Figure 5: The developed BN model for scenario 1.
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Figure 6: The developed BN model for scenario 2.
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In this paper, a novel three-dimensional environmental quality dynamic system is introduced. Bayesian estimation was used to
calibrate environmental quality variables, and Genetic algorithm (GA) optimized Levenberg-Marquardt Back Propagation (LM-
BP) neural network method was used to effectively identify the system parameters for calibration of various variables and official
data.The studies found that the effect of increasing investment in environmental protection on energy intensity and environmental
quality is not obvious, and it also aggravates the economic instability. Adjustment of peak parameters of pollution emissions can
accelerate the evolution of energy intensity and environmental quality to a stable speed and eventually stabilize with a certain value.
But if the peak value of pollution emissions reaches too early, it will pose a certain threat to the environment. Although the speed
of ecological environment self-repair is increased, it cannot effectively reduce energy intensity, improve environmental quality, and
maintain economic growth; it can control the stability of the control system or effectively control pollution. Therefore, in order to
improve the environmental quality, we need to take more measures in parallel, use more means and resources for environmental
governance, and ultimately achieve “win-win” between environmental quality and economy.

1. Introduction

With the rapid development of economy and society, a
series of problems such as shortage of resources, environ-
mental degradation, and ecological destruction have become
increasingly prominent. Since the evolution of the environ-
ment complex giant system follows the nonlinear mecha-
nism, the new quality will be continuously innovated, and
the world will become more diversified and complicated. It
can be said that nonlinearity is the basic guarantee for the
enrichment and complexity of the environmental system.
Just because more and more new substances are produced,
evolution continues, substances become more complex, and
the amount of information contained increases and accumu-
lates by nonlinear action. Only in this way can development
be sustainable. The effect of complex nonlinear is common
between the environmental system and the external and
internal elements of the system, so that the system forms a
relatively stable structure, organizational model, and control

mechanism, which can stimulate or limit the evolution of the
whole system. In addition, the exchange of matter, energy,
and information in the cyclic motion of environmental
systems and subsystems can lead to chaotic or disordered
states, which requires humans to fully understand and guide
the chaotic or disordered of environmental systems in a
coordinated and orderly manner of orbit to evolve.

At present, the study of the complexity of the nonlin-
earity of ring systems has been more extensive. For exam-
ple, Gudo Buenstor pointed out that the ecosystem is a
self-organizing system, and its sustainable development is
related to the self-organizing characteristics of the system.
If various environmental problems will affect the process of
economic development, then the thermodynamic changes of
ecosystem (energy and entropy transformation) will have a
guiding significance for the corresponding countermeasures
of economic system [1]. Luis A et al. pointed out that there
are relatively few studies on how human beings intervene
in environmental systems and how natural phenomena
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lead to changes in ecosystems [2]. Ranjit Kumar Upadhyay
and others believe that structural complexity is one of
the most fundamental problems of dynamic complexity of
ecosystems. The development and application of dynamic
system theory are helpful to understand the complexity of
ecosystem. It is pointed out that structural complexity and
dynamic complexity are interrelated. Simple dynamic models
of ecosystem show that simple structural systems can produce
very complex and unpredictable dynamic behavior in some
cases. However, the ecosystems with complex structures may
not necessarily produce complex dynamic behaviors [3].
Sazykina andMilan demonstrated that the nutrient structure
of ecosystem is a self-organizing process through dynamic
analysis of ecosystem models [4, 5]. Bianciardi proposed
an experimental model for quantifying the complexity and
self-organizing characteristics of complex ecosystems. When
the input variables of the system change, the complexity
of the system changes, and the system needs to reorganize
and continue to change to another equilibrium state [6].
Wu et al. expounded that environmental system is a typical
complex system, which has the characteristics of nonlin-
earity, irreversibility, multilevel, openness, self-organization,
and criticality [7]. For example, there are many species in
the environmental system. There are complex relationships
among species, such as parasitism, symbiosis, and natural
enemies. There are direct or indirect connections among
all species, which constitute a complex ecological network.
Because the environmental system has the characteristics of
nonlinearity, self-organization, nonnegotiability, dynamics,
openness, multilevel, self-similarity and so on, it is a typical
complex system, and it is a large system with many elements,
levels, and complex relationships. If we want to solve the
current environmental problems facing mankind, we must
apply complexity theory to environmental problems making
the structure of environmental system more reasonable and
the balance of environment, economy, and society rebuilt.

Chaos theory is one of the key methods to study complex
dynamics. It was originally developed under the background
of physics. However, many scholars have found that social,
ecological, and economic systems are all nonlinear, while
nonlinear relationships evolve dynamically over time. Based
on the hypothesis of participant’s bounded rationality, a novel
Cournot Duopoly game model of carbon emission reduction
is established, and the dynamic adjustment mechanism of
emission reduction on enterprises participated in is also
analyzed [8]. Fang et al. obtained the attractors of energy-
saving and emission-reduction by a series of energy saving
and emission reduction system models. Using the energy
intensity formula varying with time, the effectiveness of
energy-saving and emission-reduction was evaluated [9–12].
Yuan et al. analyzed the relationship between energy intensity
and technological progress based on Douglas production
function [13]. Long used game theory to analyze the optimal
strategies between the government and enterprises in the pro-
cess of implementing energy-saving and emission-reduction
actions and obtained Nash equilibrium solution of mixed
strategies [14].

At present, China’s environmental protection is still
lagging economic and social development. The problem of

multistage, multifield, and multitype pollution has accumu-
lated on a long time. The environmental carrying capacity
has reached or approached the upper limit, and the trend
of ecological environment deterioration has not been fun-
damentally reversed. In the process of dealing with these
problems, people gradually realized that how to deal with
resource utilization problems and environmental problems
and control pollutant emissions is the key to improving
environmental quality. It is related to the sustained and
healthy development of the economy and society. An impor-
tant breakthrough in adjusting the economic structure and
realizing the mode of economic growth is to establish a new
economic competition and introduce a good opportunity for
green development and environmental protection industry
development.

In the process of further promoting environmental gov-
ernance measures in China, the environmental problems
left behind have become more complex and difficult to
solve, and the work of further promoting environmental
governance and quality improvement has become more
arduous and complex. At present, with the acceleration of
industrialization, urbanization, andmodernization in China,
the demand for energy is in a rapid growth stage. The
sustained growth of fossil energy consumption and the
prominent “high pollution” characteristic of “high emission”
have become a major constraint on China’s sustainable
development. Although the quality of China’s ecological
environment has improvedwith active efforts, the complexity,
urgency, and long-term nature of environmental issues have
not changed. We must clearly understand and grasp the
grim current situation of China’s ecological environment,
and we must rationally, objectively, and persistently promote
the improvement of environmental quality. We should fully
understand the complexity of the environment and the lag of
environmental protection, reasonably reduce environmental
pollution, and effectively improve economic growth to meet
the people’s pursuit of a beautiful ecological environment and
higher quality of life. It plays an important role in alleviating
the contradiction between human and nature and enhancing
the effect of environmental protection. At the same time,
the existing research extends from the focus on improving
the effect of environmental governance to the idea of envi-
ronmental governance system engineering, but the research
on the mechanism of energy saving and economic growth
to improve environmental quality needs to be improved.
It is necessary to construct an environmental quality con-
trol system suitable for China’s national conditions in this
situation. Reasonably coordinate the relationship between
various variables in the environmental quality management
system, explore the vector sensitive to the environmental
quality index in the environmental quality system, and find
practical and feasible ways to reduce environmental pollution
and have no significant impact on the economy. Provide
theoretical basis and technical support for China to formulate
policies and regulations to improve environmental quality
and effectively promote the development of environmental
management. This is the key to study the mechanism of
improving environmental quality with strong theoretical
expansion and practical application value.
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This article is organized as follows. In Section 2, we have
model building and interpretation, dynamic analysis, and
showing the dynamic features of this system with numerical
simulations, including bifurcation diagram, phase portrait,
and sensitive dependence on initial conditions. In Section 3,
we have data acquisition and processing of the model and
LM-BP neural network is optimized based on genetic algo-
rithm to identify systemparameters. In Section 4, the depth of
the key influential parameters is analyzed and studied in the
identified model. Section 5 is the main research conclusion of
this study.

2. Model Establishment and Analysis

�.�. Modeling and Interpretation. In this paper, we consider a
new three-dimensional energy and economic growth system
with environmental quality constraints, which can better
simulate the actual situation and meet the requirements of
practical development. The dynamic system is in the form of
the following differential equations:

�̇� = 𝑎1𝑥(1 − 𝑥𝐹) + 𝑎2𝑦(1 −
𝑦
𝐸) − 𝑎3𝑧

̇𝑦 = −𝑏1𝑥 − 𝑏2𝑦 − 𝑏3𝑧
�̇� = −𝑐1𝑥 + 𝑐2𝑦(1 − 𝑦

𝐻) + 𝑐3𝑧 (
𝑥
𝑃 − 1)

(1)

where 𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡), respectively, are the level of pollution
emission, the level of economic growth (GDP), and the level
of environmental quality in period 𝑡, 𝑎𝑖, 𝑏𝑖, 𝑐𝑖 (𝑖 = 1, 2, 3, 4),𝐹, 𝐸, 𝐻, 𝑃 are normal numbers, 𝑡 ∈ 𝐼, and 𝐼 is an economic
cycle. 𝑎1 represents the development rate elasticity coefficient
of pollution emission 𝑥(𝑡), 𝑎2 represents the influence coef-
ficient of economic growth 𝑦(𝑡) on pollution emission 𝑥(𝑡),𝑎3 denotes the inhibition coefficient of environmental quality𝑧(𝑡) on pollution emission 𝑥(𝑡), 𝐹 represents the peak value
of pollution emission 𝑥(𝑡) in an economic cycle, 𝐸 represents
the peak value of economic growth 𝑦(𝑡) in an economic cycle;𝑏1 represents the influence coefficient of pollution emission𝑥(𝑡) on economic growth 𝑦(𝑡), 𝑏2 represents the restraint
factor of investment in reduction pollution emission 𝑥(𝑡)
on economic growth 𝑦(𝑡), 𝑏3 represents the restraint factor
of investment in improving environmental quality 𝑧(𝑡) on
economic growth 𝑦(𝑡); 𝑐1 represents the inhibition coefficient
of pollution emission 𝑥(𝑡) on environmental quality 𝑧(𝑡),𝑐2 represents the influence coefficient of economic growth𝑦(𝑡)’s investment on improving environmental quality 𝑧(𝑡),𝑐3 represents the speed coefficient of ecological environment
self-repair without external intervention, 𝐻 represents the
peak value of the impact of economic growth 𝑦(𝑡) on
environmental quality 𝑧(𝑡) in an economic cycle, and 𝑃
represents the maximum amount of pollution that can be
contained by the ecological environment.

In system (1), �̇� represents the level of change in pollution
emissions in 𝑡 period; ̇𝑦 represents the growth level of
economic growth in the 𝑡 period; �̇� represents the change
level of environmental quality in 𝑡 period. When the impact
of pollution exceeds the maximum capacity of the ecological

environment (that �̇� > 0), it means that the ecological
environment is deteriorating. In this case, the ecosystem
cannot rely on self-regulation to repair. Therefore, when this
situation continues, the ecological environment will eventu-
ally be sold out; when �̇� ≤ 0, it means that the environmental
quality has reached a dynamic balance or gradually improved,
and only under this condition can the ecological environment
be the basis of human social development [15–17].

Energy mildness is the ratio of energy utilization to eco-
nomic or material output. The energy intensity of a country
or region is usually expressed in terms of energy consumption
per unit of gross domestic product as follows:

Energy intensity

= Energy consumption over an economic period
GDP over an economic period

(2)

In other words, 𝑥∗(𝑡) = 𝜑1(𝑡, 𝑘𝑥, 𝑦, 𝑧) and 𝑦(𝑡) = 𝜑2(𝑡, 𝑥, 𝑦, 𝑧)
can be deduced from system (1), where 𝑥∗(𝑡) represents
energy consumption over time in an economic period; 𝑘 =1/𝑘0, 𝑘0 represents the pollutant discharge coefficient of
standard coal. Therefore, the energy intensity in an economic
period can be expressed as follows:

𝑈 (𝑡) = 𝜑1 (𝑡, 𝑘𝑥, 𝑦, 𝑧)𝜑2 (𝑡, 𝑥, 𝑦, 𝑧) , 𝑡 ∈ 𝐼. (3)

Lemma 1 (see [18]). �is is the 𝑛 dimensional discrete dynam-
ical system and all the eigenvalues of Jacobian matrix 𝐽(𝑥∗) of
the right function in this system must satisfy the condition that|𝜆𝑛| < 1 in order to stabilize the equilibrium point 𝑥∗.

�̇�1 = 𝑓1 (𝑥1 (𝑡) , 𝑥2 (𝑡) , . . . , 𝑥𝑛 (𝑡))
�̇�2 = 𝑓2 (𝑥1 (𝑡) , 𝑥2 (𝑡) , . . . , 𝑥𝑛 (𝑡))

⋅ ⋅ ⋅
�̇�𝑛 = 𝑓𝑛 (𝑥1 (𝑡) , 𝑥2 (𝑡) , . . . , 𝑥𝑛 (𝑡)) .

(A1)

�.�. Dynamic Analysis of the Model. Then we will analyze
the dynamics of environmental quality system. System (1)
is determined by the eigenvalues of the Jacobian matrix as
follows:

𝐽 =
[[[[[[
[

(𝐹 − 2𝑥) 𝑎1𝐹
(𝐸 − 2𝑦) 𝑎2𝐸 −𝑎3

−𝑏1 −𝑏2 −𝑏3
−𝑐1 + 𝑧𝑐3𝑃

(𝐻 − 2𝑦) 𝑐2𝐻 (𝑥𝑃 − 1) 𝑐3

]]]]]]
]
. (4)

System (1) is a very complex dynamic system, when 𝑎𝑖,𝑏𝑖, 𝑐𝑖, 𝐹, 𝐸, 𝐻, 𝑃 values are different, system (1) also shows
different dynamic behavior. Therefore, in order to facilitate
the study of system (1), the coefficients in system (1) will be
set as follows: 𝑎1 = 0.055, 𝑎2 = 0.896, 𝑎3 = 0.114, 𝑏1 = 0.759,𝑏2 = 0.075, 𝑏3 = 0.003, 𝑐1 = 0.355, 𝑐2 = 0.674, 𝑐3 = 0.8127,𝐹 = 1.6, 𝐸 = 2.55,𝐻 = 0.25, 𝑃 = 2.4.
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Figure 1: Three-dimensional attractor diagram of system (1): 3D (𝑥 − 𝑦 − 𝑧).

Setting parameters are brought into system (1). By calcu-
lation, we get the two real equilibrium points of system (1)
respectively: 𝑂(0, 0, 0) and 𝑆(0.7118, −3.9918, −80.2967).

For equilibrium 𝑂(0, 0, 0), system (1) matrix of linear
approximation system is as follows:

𝐽0 = [[
[

𝑎1 𝑎2 −𝑎3
−𝑏1 −𝑏2 −𝑏3
−𝑐1 𝑐2 −𝑐3

]]
]
, (5)

If 𝑓(𝜆) denotes the characteristic polynomial of the Jacobian
matrix 𝐽(𝑂), then

𝑓 (𝜆) = 𝜆3 + 𝐴𝜆2 + 𝐵𝜆 + 𝐶 = 0, (6)

where𝐴 = 𝑏2+𝑐3−𝑎1, 𝐵 = 𝑎2𝑏1+𝑎3𝑐1+𝑏3𝑐2+𝑏2𝑐3−𝑎1(𝑏2+𝑐3),𝐶 = 𝑎3𝑏2𝑐1 − 𝑎2𝑏3𝑐1 + 𝑎3𝑏1𝑐2 − 𝑎1𝑏3𝑐2 + 𝑎2𝑏1𝑐3 − 𝑎1𝑏2𝑐3.
By simple calculation, we get three eigenvalues of the

matrix 𝐽(𝑂): 𝜆1 = −0.7876, 𝜆2,3 = −0.0225 ± 0.78595𝑖.
According to Lemma 1, 𝜆𝑖 < 1(𝑖 = 1, 2, 3), that equilibrium
point 𝑂(0, 0, 0) is unstable.

Let 𝑏1 be any value, the corresponding characteristic
equation is as follows:

𝑓 (𝜆) = 𝜆3 + 0.8327𝜆2 + 𝑏1 (0.6513 + 0.896𝜆)
− 0.0263𝜆 − 0.0075 = 0. (7)

Let 𝑝1 = 0.8327, 𝑝2 = 0.896𝑏1 − 0.026319, 𝑝3 =−0.0075 + 0.6513𝑏1; according to Routh-Hurwitz criterion,
the necessary and sufficient conditions for the real part of
all characteristic roots of the equation to be negative are as
follows: 𝑝1 = 0.8327 > 0, 𝑝1𝑝2 − 𝑝3 > 0, 𝑝1𝑝2𝑝3 − 𝑝23 >0. By calculation, we know when 0 < 𝑏1 < 0.0114 that
equilibrium point 𝑂(0, 0, 0) is unstable. By calculating, the
Jacobian matrix of system (1) at the equilibrium point 𝑆, we
get the eigenvalue 𝜆1 = 0.8405, 𝜆2,3 = −0.7405 ± 0.6863𝑖.
∇𝑉 = 𝜕�̇�𝜕𝑥 +

𝜕 ̇𝑦
𝜕𝑦 +

𝜕�̇�
𝜕𝑧 =

(𝐹 − 2𝑥) 𝑎1𝐹 − 𝑏2 + (𝑥𝑃 − 1) 𝑐3
= 𝑎1 − 𝑏2 − 𝑐3 + 𝑥 (𝑐3𝑃 −

𝑎1𝐹 )
(8)

When 𝑐3/𝑃−𝑎1/𝐹 = 0, 𝑎1−𝑏2−𝑐3 < 0, system (1) is dissipative.

Next, the dynamic simulation of system (1) is carried
out, setting the parameter values of the system is substi-
tuted with initial values [0.758, 1.83, 1.5]. Three-dimensional
attractor diagrams of system (1) are given in Figure 1; two-
dimensional attractor diagrams of system (1) are given in
Figure 2; Figure 3 shows the time series diagram of system
(1) (𝑥(𝑡), 𝑦(𝑡), 𝑧(𝑡)); Figure 4 shows bifurcation diagram and
corresponding Lyapunov exponential diagram of the variable𝑏1 ∈ [0.7, 1.3] change of system (1); sensitive dependence
of the dynamical system (1) on initial conditions is given in
Figure 5.

When time tends to be infinite, all orbits of unsteady flow
on any bounded set tend to a bounded set called attractor, and
such a set also has very complex geometric structure. Figure 1
shows that the trajectory of system (1) moves irregularly into
the set of shapes with the increase of time. Figure 2 shows
the different prints of the phase of system (1) on the two-
dimensional plane, which also fully reflects that the trajectory
of system (1) is irregular. Because the attractors are closely
related to chaos, it is necessary to explore the properties
of attractor sets to better reveal the law and structure of
chaos in system (1). Figure 4 shows the bifurcation diagram
and the corresponding Lyapunov exponential diagram of
system (1) with the change of parameter 𝑏1 ∈ [0.7, 1.3];
we found the very complex dynamic behavior of system
(1) from Figure 4. The Lyapunov exponential diagram is
a quantitative quantity of system stability. The maximum
Lyapunov exponent is greater than 0, which indicates that the
system has chaotic behavior. For a four-dimensional system,
if the maximum Lyapunov exponent at one point is equal to
0 and the rest is less than 0, it can indicate that the system
has bifurcation. Impact of initial state on the system (1),
Figure 5 gives the sensitive dependence on initial values. The
sensitivity of system (when losing stability) with (𝑥, 𝑦, 𝑧) =(0.758, 1.83.1.5) and (𝑥1, 𝑦, 𝑧) = (0.757, 1.83.1.5) and small
changes of the initial conditions may cause the observed large
changes of the system, which is sensitive to initial states.
The butterfly effect is also an important symbol of chaotic
motions. Figure 5 shows the difference among the different
orbits with slightly deviated initial values which builds up
rapidly after many iterations, although their initial states are
indistinguishable.
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Figure 2: Two-dimensional attractor diagram of system (1): (a) 2D (𝑥 − 𝑦), (b) 2D (𝑥 − 𝑧), (c) 2D (𝑦 − 𝑧).
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3. Parameter Identification of the System
Based on GA Optimization LM-BP Neural
Network Method

�.�. Data Acquisition. The system is based on the complex
relationship betweenpollution emission reduction, economic
growth, and environmental quality. The determination of
parameters in the system is of great significance to practical
research. Based on the statistical data of China, the param-
eters of the actual system are obtained by GA optimizing
LM-BP neural network method. The evolutionary relation-
ship between actual pollution emission, economic growth,
and environmental quality is analyzed. The environmental
quality, energy intensity, and economic growth are affected
with those variables.

In this paper, according to China Statistical Yearbook
2018, the main indicators of pollution emissions are energy
and carbon emissions caused by energy consumption in a

cycle, and GDP is the main choice for economic growth.
Environmental quality is the key variable in this paper, but
how to measure it accurately is one of the difficulties faced
by relevant research. This paper mainly refers to the research
on the quality of economic growth of Chao Xiaojing and Ren
Baoping and calculates the environmental quality index using
the principal component analysis method (PCA) based on
covariance matrix [19]. In order to ensure the consistency
of statistical caliber (in 2017, the Ministry of Ecology and
Environment revised the standard system, survey methods,
and related technical regulations of the statistical system.
For this reason, the data selected in this paper are up to
2017.), we selected the per capita urban green space area
(hectare/urban population), forest coverage (%), and the area
occupied by nature reserves (%) from 2000 to 2017 as the
positive indicators of environmental status. The per capita
water resources (cubic meters/person), per capita industrial
wastewater discharge (ton/person), and per capita industrial
solid waste production (ton/person) were taken as the pos-
itive indicators of environmental status. Average industrial
exhaust emissions (cubic meters per person) are regarded as
the inverse indicators of potential environmental pressure,
and all the inverse indicators are treated by reciprocal positive
treatment, so that the effect of all indicators on environmental
quality is similar. In view of the difference of dimension and
magnitude, the results of main components will be biased to
the indexes with larger variance or magnitude, so this paper
treats all the indexes by means of dimensionless processing.
By observing the cumulative contribution rate of the main
components, the weight of each index is determined by the
standard orthogonal eigenvector of the firstmain component.
In addition, in order to make the environmental quality
index positive, the logarithmic logistic model is adopted to
standardize the data, and all the data are processed based on
1999.The final number is shown in Table 1.

�.�. System Parameter Identification and Model Validation.
GA optimized LM-BP neural network method has better
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Figure 4: Bifurcation diagram and corresponding Lyapunov exponential diagram of the variable 𝑏1 ∈ [0.7, 1.3] change of system (1): (a)
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identification accuracy for the parameter identification of the
nonlinear system. Firstly, system (1) is discretized and the
following difference equations are obtained:

𝑥 (𝑘 + 1) = 𝑥 (𝑘)
+ 𝑇 [𝑎1𝑥 (1 − 𝑥𝐹) + 𝑎2𝑦(1 −

𝑦
𝐸) − 𝑎3𝑧]

𝑦 (𝑘 + 1) = 𝑦 (𝑘) + 𝑇 [−𝑏1𝑥 − 𝑏2𝑦 − 𝑏3𝑧]
𝑧 (𝑘 + 1) = 𝑧 (𝑘)

+ 𝑇 [−𝑐1𝑥 + 𝑐2𝑦(1 − 𝑦
𝐻) + 𝑐3𝑧 (

𝑥
𝑃 − 1)]

(9)

Table 1: Statistics on energy consumption, economic growth, and
environmental quality in China.

Year x y z
2000 1.0455 1.1085 0.9837
2001 1.1066 1.2228 0.9595
2002 1.2064 1.3482 0.9347
2003 1.4020 1.5283 0.8747
2004 1.6382 1.8062 0.7741
2005 1.8594 2.0813 0.7242
2006 2.0380 2.4509 0.6403
2007 2.2156 3.0307 0.5455
2008 2.2808 3.5976 0.4752
2009 2.3912 3.8997 0.4061
2010 2.5656 4.6020 0.3693
2011 2.7534 5.4243 0.3565
2012 2.8608 6.0326 0.3210
2013 2.9659 6.6068 0.2817
2014 3.0292 7.2151 0.2575
2015 3.0583 7.6813 0.2322
2016 3.1004 8.2872 0.2159
2017 3.1942 9.2297 0.2147

The front 𝑛 − 1 sets of actual statistical data are used as
input data of GA optimized LM-BP neural network after 𝑛−1
sets as output data of GA optimized LM-BP neural network,
and the data are normalized in 𝑥𝑖 = (𝑥𝑖 − 𝑥min)/(𝑥max −𝑥min) form. All other parameters are random numbers. The
appropriate feedforward neural network is selected, and its
output results are brought into the system (9). The results
are compared with the target output. By comparing and
controlling the error at 10−6, the identified system parameters
are obtained as shown in Table 2.

In order to verify the feasibility of obtaining identification
parameters, this paper chooses the data of 1980 as the initial
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Table 2: Identifying the actual parameters of system (1) by identify-
ing the actual data.

𝑎1 𝑎2 𝑎3 𝑏1 𝑏2 𝑏3 𝑐1
0.0945 0.0348 0.0161 0.0262 0.0834 0.0734 0.0321
𝑐2 𝑐3 𝐹 𝐸 𝐻 𝑃
0.0151 0.1401 1.5616 2.7837 1.1943 2.3121
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Figure 6: Three-dimensional phase diagram of system (1) with
identified parameters: 3D (𝑥 − 𝑦 − 𝑧).

value of the system [0.658, 1.73, 1.1211] and obtains the
actual system diagram as shown in Figures 6 and 7. From
the phase diagram of the actual system, we can find that the
system is developing steadily, which is consistent with the
actual situation.

4. Analysis of the Influencing Factors
of the System

In order to better study the stability of system (1) and how to
reduce energy intensity and improve environmental quality
more effectively, it is necessary to do in-depth analysis and
research on some key parameters of system (1).

Figure 8 shows under different values the influence of
the system parameter 𝑐2 on the evolution path of energy
intensity and environmental quality based on the parameters
of system (1) as shown in Table 2 and the initial conditions
are unchanged. When 𝑐2 = 0.0151, system (1) evolves as
shown in the red curve in Figure 8; when 𝑐2 = 0.0159,
system (1) evolves as shown in the blue curve in Figure 8.
By comparing Figure 8, we can find that the effect of
increasing investment in environmental protection on energy
intensity and environmental quality is not obvious, and
it also aggravates the economic instability; the fluctuation
around a central value is not conducive to the control of
environmental pollution with the course of time. Therefore,
simply increasing investment in environmental protection
with the stability of effectively reducing energy intensity and
improving environmental quality is not obvious.

Figure 9 shows the effect of different values of the system
parameter 𝐹 on energy intensity and environmental quality
based on the parameters of system (1) as shown in Table 2
and the initial conditions are unchanged. When 𝐹 = 1.5616,
system (1) evolves as shown in the red curve in Figure 9;

when 𝐹 = 1.2616, system (1) evolves as shown in the blue
curve in Figure 9. By comparing Figures 9(a) and 9(b), it
can be found that when 𝐹 = 1.5616, energy intensity and
environmental quality fluctuate around a central value in
the course of time. This phenomenon is not conducive to
controlling pollution emissions (that is, it cannot effectively
reflect the effect of energy saving and emission reduction)
and improving environmental quality; when 𝐹 = 1.2616,
the evolution of energy intensity and environmental quality
tends to be stable at a faster speed and eventually stabilizes
with a certain value, which indicates that the development
of a good control system or effective control of pollution can
be achieved. In addition, it is found that the peak value of
pollution emissions arrives too early, but it poses a certain
threat to the environment from Figure 9(b). The reason for
this phenomenon is that the peak value of pollution emissions
exceeds the speed of natural environment itself and envi-
ronmental remediation from the outside, and the pollutants
in the environment rapidly accumulate to the maximum
capacity of the environment. Therefore, it is very important
to control the peak value of pollution emission reasonably
for the stability of control system and the improvement of
environmental quality.

Figure 10 shows the environmental quality under the
influence of different system parameters 𝑐3, based on the
parameters of system (1) as shown in Table 2 and the initial
conditions are unchanged. Figure 10 shows the parameter𝑐3 = 0.1401, and the evolution of system (1) is shown in
the red curve; when parameter 𝑐3 = 0.2401, the evolution
form of system (1) is shown in the blue curve. By comparing
Figure 10, when the speed of ecological environment self-
repair is 𝑐3 = 0.1401, energy intensity and environmental
quality fluctuate around a central value in the course of time,
which is not conducive to controlling pollution emissions and
improving environmental quality; when 𝑐3 = 0.2401, energy
intensity, environmental quality, and economy eventually
evolve into stable values. Although it cannot effectively
reduce energy intensity, improve environmental quality, and
maintain economic growth, it can control the stability of the
control system or effectively control pollution.

Figure 11 shows the parameter 𝑃 = 2.3121, and the
evolution form of system (1) is shown in the red curve; when
parameter 𝑃 = 2.0121, the evolution form of system (1)
is shown in the blue curve; when parameter 𝑃 = 2.8121,
the evolution form of system (1) is shown by green curve.
By comparing Figure 11, it can be found that, in the short
term, the environmental capacity has no obvious impact on
the system, but when the environmental capacity decreases,
the environmental quality fluctuates around a central value
in the course of time and the vibration amplitude increases
when the environmental capacity decreases to a certain extent
(that is, when the pollution impact exceeds the ecological
environment). When the amount of environmental pollution
reaches the maximum capacity of the ecological environment
system, the environmental system will collapse: that is, the
ecological environment will deteriorate and the ecosystem
cannot rely on self-regulation to repair in this situation.
As a result, the situation continues, and the ecological
environment is eventually sold out.
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Figure 8: The influence of system (1) parameters 𝑐2 on energy intensity and environmental quality: (a) energy intensity, (b) environmental
quality, and (c) GDP.
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5. Conclusion

In this paper, a model of energy-saving and emission-
reduction with environmental constraints is constructed by
using dynamic large-scale system modeling method. The
stability and complexity of the model are analyzed in depth
by applying system science analysis theory, game equilibrium
theory, control optimization theory, complex system analysis,
and decision-making theory model. Then the environmen-
tal quality variables are calibrated by Bayesian estimation,
and the system parameters are effectively identified by GA
optimized LM-BP neural network method for calibration of
variables and official data. Finally, the influence of the change
of key parameters on the stability, energy intensity, and
environmental quality of the system is analyzed.Therefore, in
order to improve the environmental quality, we need to take
more measures in parallel, use more means and resources for
environmental governance, and ultimately achieve “win-win”
between environmental quality and economy.
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Communication networks as smart infrastructure systems play an important role in smart girds to monitor, control, and manage
the operation of electrical networks. However, due to the interdependencies between communication networks and electrical
networks, once communication networks fail (or are attacked), the faults can be easily propagated to electrical networks which
even lead to cascading blackout; therefore it is crucial to investigate the impacts of failures of communication networks on the
operation of electrical networks.This paper focuses on cascading failures in interdependent systems from the perspective of cyber-
physical security. In the interdependent fault propagation model, the complex network-based virus propagation model is used
to describe virus infection in the scale-free and small-world topologically structured communication networks. Meanwhile, in
the electrical network, dynamic power flow is employed to reproduce the behaviors of the electrical networks after a fault. In
addition, two time windows, i.e., the virus infection cycle and the tripping time of overloaded branches, are considered to analyze
the fault characteristics of both electrical branches and communication nodes along time under virus propagation. The proposed
model is applied to the IEEE 118-bus system and the French grid coupled with different communication network structures.
The results show that the scale-free communication network is more vulnerable to virus propagation in smart cyber-physical
grids.

1. Introduction

The smart grid, as a modern electrical network (EN) infras-
tructure, can enhance the efficiency, reliability, and security of
traditional ENs based on the advancement of cyber-physical
systems [1–3]. In a smart grid, the monitoring, control,
and management of the EN depend closely on the smart
information and communication (cyber) network [4–6],
which works such that the EN ensures not only its own secure
operation but also reliable operation of the entire commu-
nication network. Meanwhile, when the EN fails (especially,
through cascading failure), fault cross-propagation between
the electrical and communication networks (ECNs), called

interdependent network, occurs, which increases the com-
plexity of fault propagation owing to interactions between
the ECNs. For example, the Italian blackout of 2003 was
triggered by effects of the ECN [7]. Therefore, exploring the
propagation mechanism of interactive cascading failures [8]
in an interdependent network has been receiving increasing
attention.

To date, the connection between the different coupling
modes between ECNs and the robustness/vulnerability of
interdependent networks has been investigatedwidely [9–12].
Studies have demonstrated that the different types of links
between ECNs greatly impact the robustness of the network.
For example, [10] reveals the double-network link allocation
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strategy is superior to single-network link allocation strategy.
Therefore, reasonably allocating the interconnecting links
between ECNs is vital for improving the robustness of
interdependent networks. Accordingly, a few models (e.g.,
Petri nets) have been introduced to reveal the mechanism of
interactions leading to catastrophic blackouts [13]. However,
these works have been done merely from the perspective of
the structure of the coupling of the ECNs.

Meanwhile, the physical and operational characteristics
considering the interactions have been focused on as well.
In [14], the impact of communication network vulnerability
on power system operation was assessed considering both
latency and communication interruptions.The data exchange
model is introduced for modeling cascading failures in
interdependent networks [15]. Reference [16] proposes a
simulation platform to analyze the ECN vulnerability by
considering the control strategy of power balance. Simi-
larly, other simulations [17, 18] have been proposed to ana-
lyze the fault mechanism considering interactions between
ECNs. Although these studies have included the interactions
between the communication network and EN, their focus
is only to study how to set up the simulation platform by
considering both the communication network and the EN.
Moreover, the operational characteristics are only studied
from a steady state point of view.

In addition, as communication networks become increas-
ingly smart and as smart grids are increasingly accessed using
the Internet owing to advancement of the energy Internet [19,
20], cyber threats (e.g., virus propagation; hacking attacks)
leading to interactive cascading failures should be focused on
[21, 22]. For instance, the 2015 blackout in the Ukraine was
a typical coordinated cyber-attack in which malicious code
was employed to tamper with data and control the server of
the monitoring system [23]. In the face of potential threats,
measures to enhance information security of communication
networks [24] and a few robust and efficient cyber infras-
tructures [25] have been proposed. For example, in Qinghai,
China, to prevent viral infection of networks, an antivirus
system was installed to manage the power dispatching data
network. This system successfully detected and neutralized
3384 viruses in 2010-2012 [26]. It is manifest that there is a
need to consider the virus propagation in the communication
network although it is a low-probability event, as such an
event can cause immense harm to the ECN owing to the
subtlety of the virus and the high speed at which the network
is infected by using advanced attack methods.

With this background, in our paper, we propose a
framework to analyze the performance of the ECN by con-
sidering the interactions between two types of propagations:
fault propagation in the EN and virus propagation in the
communication network.

In the EN, cascading failures have been analyzed from
the perspective of the overloaded mechanism [15, 27–29].
When a line fails, the power transmitted over the line will
be redistributed in the network, and thus, a fault may cause
increased flow in other branches and even overload them,
leading to the fault propagation. However, those analyses are
generally performed by through a steady state fashion. In

our study, we improved the dynamic power flow method
to redistribute loads and adjust unbalanced power in the
network during fault propagation by introducing the primary
frequency regulation and the equations of rotors of gener-
ators. Notably, we only consider high-voltage transmission
networks as the study objects.

For the virus propagation, virus spread models [30, 31]
with time delay have been developed based on the complex
network theory (CNT) from the perspective of the topolog-
ical structure of the communication network. Generally, the
communication network mainly has two topical topological
structures: scale-free and small-world networks. This paper
focuses on investigating the impacts of two types of networks
on electrical networks during virus propagation. In other
words, we analyze which type of communication network
is more vulnerable from the network-wise perspective, i.e.,
once viruses are propagated in a communication network,
which type of communication network can cause more
damage to the electrical network. Meanwhile, we further
analyze that in a communication network, the vulnerability
of communication nodes with different degree is revealed by
investigating the number of fault branches and blackout level
of coupled electrical networks.

In addition, it should be noted that the most modern
malware, surely most malware is used in known attacks to
power grids and industrial controls, limits its own effec-
tiveness by prematurely destroying/disabling nodes and is
not self-replicating. Furthermore, currently in a real-world
communication network vertexes will not be homogeneous;
thus they will not support most of self-propagating malicious
code. However, in order to consider a low-probability but
high consequence scenario, in this paper, we assume a
random constant spreadmalicious code (called “virus” in this
paper) with the following features to investigate the impact of
extreme case of self-propagating virus on the power system
from the network-wise perspective:

(1) the virus can block the communication between
infected vertexes and the control center;

(2) the virus can self-propagate among homogeneous
vertexes;

(3) a few infectious vertexes can be cured with the
probability owing to the strengthening of security measures;

(4) the differences of security level of each node are not
considered.

The remainder of this paper is organized as follows.
Section 2 describes the interactions between the ECNs in
the coupling relationships and topological structures. In
Section 3, the virus propagation models with time delay
and information exchange model in the communication
network are introduced. The dynamic power flow method
and the overloadmechanism are established in Section 4.The
cascading failuresmodel considering the interactions and the
corresponding simulation analysis are described in Sections
5 and 6, respectively. In Section 7, we further discuss the
contribution of this paper and the external validity of the
modeling. Finally, conclusions are given with possible future
work in Section 8.
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Figure 1: Diagram of ECN in smart grids.

2. Interaction between Electrical and
Communication Networks in Smart Grid

�.�. Interdependent ECN in Smart Grids

ECN Spatial Model. The ECN in a smart grid is shown
in Figure 1. The communication network, a hierarchical
structure, is composed of optical fibers and synchronous
digital hierarchies (SDHs), including control centers and
communication vertexes [14, 32]. Generally, the substations
(generators and loads) in the electrical network have the cor-
responding communication vertexes. The coupling between
the substations and the communication vertexes is modeled
by a smart communication module comprising three layers:
process, bay, and control layers. Among the three layers,
the bay layer is mainly responsible for accepting commands
from the control layer to protect and monitor the electric
network and realizing real-time interaction of information
between the control and the process layers. The control

layer is responsible for sending real-time messages from
the electrical network to the control center as well as for
accepting commands from the control center through the
communication network.

ECN Operation Model. We analyze the ECN operation model
from the perspective of energy flow. In an ECN, there are two
types of energy flows: power flow and communication flow,
as shown in Figure 2. In an EN, power flow changes with time
via buses or lines. Conversely, because the communication
vertexes transmit and receive messages at regular intervals,
the communication flow is transmitted based on discrete
time.

Communication Topology between Vertexes and Branches.
Because there is a consistent one-to-one match between each
communication vertex and each bus node, each transmission
branch Bj has two related communication vertexes Vm1

and Vm2 during normal operation. In this paper, only Vm1



4 Complexity

Power flowCommunication flow

Figure 2: Information flows of electrical and communication
networks in smart grids.

is considered for exchanging information packets with the
control center [15].

�.�. Topological Structures of ECN

Electrical and Communication Network as Graphs. For sim-
plifying analysis of the topological structures, we abstracted
the ECN as graphs. The EN can be considered as a complex
network with nodes and links. The buses, including gener-
ators, loads, and substations, can be viewed as nodes while
transmission lines can be viewed as branches; therefore, the
electrical network is represented as the graph G𝐸 = (N,B).
The adjacent matrix 𝐺𝐸 = (𝑎𝑖𝑟)𝑀𝑁×𝑀𝑁 is employed to define
G𝐸 as follows:

𝑎𝑖𝑟 =
{
{
{

1 ∃𝑁𝑖𝑁𝑟 = 𝐵𝑗
0 ¬∃𝑁𝑖𝑁𝑟 = 𝐵𝑗

(1)

where𝑁𝑖𝑁𝑟 = 𝐵𝑗 represents that there is a branch𝐵𝑗 between
nodes𝑁𝑖 and𝑁𝑟.

Similarly, the optical fibers and SDHs of the commu-
nication network can be considered as edges and vertexes,
respectively; therefore, the communication network is repre-
sented as the graph G𝐶 = (V ,E). The adjacent matrix 𝐺𝐶 =
(𝑎𝑚V)𝑀𝑉×𝑀𝑉 is employed to define G𝐶 as follows:

𝑎𝑚V =
{
{
{

1 ∃𝑉𝑚𝑉V = 𝐸𝑎

0 ¬∃𝑉𝑚𝑉V = 𝐸𝑎

(2)

where𝑉𝑚𝑉V = 𝐸𝑎 represents that there is an edge 𝐸𝑎 between
vertices 𝑉𝑚 and 𝑉V.

Because the buses are coupled with the corresponding
communication vertexes by the communication module,
which is represented as L = {𝐿𝑏 | 𝐿𝑏 = 𝑁𝑖𝑉𝑚, 𝑖 = 𝑚},
the ECN can be developed as an interdependent graph G =
G𝐸 ∪ G𝐶 = (N ∪ V ,B ∪ E ∪ L).

Topological StructureAnalysis.We analyze the structural char-
acteristics from the perspective of theCNT. Existing literature

indicate that ENs have small-world networks [33–35], which
demonstrates that ENs have a relatively small average shortest
path but a very large cluster coefficient. Thus, the small-
world electrical networks reveal that if a node (or branch)
in the network fails, the adjacent and even nonadjacent
nodes (or branches) could fail, leading to cascading failures.
Meanwhile, ENs has scale-free characteristics, as determined
by analyzing changes in the network structure and function
when one or more nodes (or branches) are removed from
the network, which shows the networks are highly vulnerable
under deliberate attacks but robust under random attacks
[28]. However, fault propagation mechanism of ENs studied
from the perspective of pure topological structure is not
comprehensive and should more focus on the physical and
operational features.

In communication networks, generally, there are two
types of topological networks: scale-free networks and small-
world networks [15, 36, 37]. Communication networks with
scale-free structures contain a few nodes with high degree,
and they can be considered center nodes. Compared to the
small-world networks, the distributions of degree of which
are more uniform, scale-free networks have higher com-
munication efficiency but are more vulnerable to deliberate
attacks.

From the perspective of pure topological structures, com-
pared to ENs, fault (or virus) propagation in communication
networks is largely determined by its topological structure.
That is, a fault node (or branch) only causes neighboring
nodes to fail. Therefore, we employ the CNT to develop the
virus propagation models (VPMs) based on the topological
structures.

In summary, the EN and communication network in
smart grids have two essential differences in terms of the
interactions of cascading failures.

Features �. From the perspective of time scales, the power
flow is transmitted based on continuous time, while the
communication flow is transmitted based on discrete time.

Features �. From the perspective of topological structures,
fault propagation in the communication networks depends
more on the network structures. Compared with the commu-
nication networks, fault propagation in ENs depends more
on physical and operational modes because ENs comply with
operational rules, for example, Kirchhoff ’s law.

3. Virus Propagation and
Information Exchange Models in
Communication Networks

Before analyzing VPMs, we introduce the following topolog-
ical concepts:

The degree 𝑘𝑉𝑚 of 𝑉𝑚 is the number of neighboring
vertexes connected to 𝑉𝑚, as expressed by

𝑘𝑉𝑚 =
𝑀𝑉

∑
V=1
𝑎𝑚V (3)
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Degree distribution p(k) is the distribution function of
the degrees. That is, when a vertex is randomly selected from
the network, the probability that its degree is equal to k is p(k).

�.�. Virus Propagation Model Based on CNT. According to
Feature �, virus propagation in the communication network
depends on the network structure; therefore, we employ
the SI [38–40] and SIR [41, 42] models based on CNT to
simulate virus propagation. In the SI model, the vertexes of
the communication network are divided into two groups:
susceptible setS and infectious set I. InS, the probability that
a susceptible vertex contracts the virus from the infectious
vertexes is 𝛽. Meanwhile, because the virus spends some
time in destroying the functions of susceptible vertexes (e.g.,
tampering with data or instructions), the susceptible vertexes
take time to get infected. Therefore, we introduce time delay
(virus infection cycle) to develop the SI model as follows:

𝑑𝑆 (𝑡)
𝑑𝑡 = −𝛽𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1)

𝑑𝐼 (𝑡)
𝑑𝑡 = 𝛽𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1)

(4)

On the basis of the SImodel, the SIRmodel considers that
a few infectious vertexes can be cured with the probability
owing to the strengthening of related antivirus measures
(e.g., formatting operation).Thus, the infectious vertexes can
obtain immunity in a certain virus removal cycle. Therefore,
the vertexes add a group called removed setR.The SIRmodel
with time delay is given as

𝑑𝑆 (𝑡)
𝑑𝑡 = −𝛽𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1)

𝑑𝐼 (𝑡)
𝑑𝑡 = 𝛽𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1) − 𝛼𝐼 (𝑡 − 𝜏2)

𝑑𝑅 (𝑡)
𝑑𝑡 = 𝛼𝐼 (𝑡 − 𝜏2)

(5)

Because an infectious vertex only transmits the virus
to its neighboring vertexes, the topological structure of the
network greatly influences virus propagation. When the
communication network is a small-world network, which can
be regarded as a uniform network owing to the relatively
uniform distribution of degree [37], the degree 𝑘𝑉𝑚 of 𝑉𝑚
is approximately equal to ⟨𝑘⟩, and the SIR model can be
presented as follows:

𝑑𝑆 (𝑡)
𝑑𝑡 = −𝛽 ⟨𝑘⟩ 𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1)

𝑑𝐼 (𝑡)
𝑑𝑡 = 𝛽 ⟨𝑘⟩ 𝐼 (𝑡 − 𝜏1) 𝑆 (𝑡 − 𝜏1) − 𝛼𝐼 (𝑡 − 𝜏2)

𝑑𝑅 (𝑡)
𝑑𝑡 = 𝛼𝐼 (𝑡 − 𝜏2)

(6)

𝑑𝑆 (𝑡)
𝑑𝑡 = −𝛽𝑘𝑆𝑘 (𝑡 − 𝜏1)

∑𝑘 𝑘𝑝 (𝑘) 𝐼𝑘 (𝑡 − 𝜏1)
⟨𝑘⟩

𝑑𝐼 (𝑡)
𝑑𝑡 = 𝛽𝑘𝑆𝑘 (𝑡 − 𝜏1)

∑𝑘 𝑘𝑝 (𝑘) 𝐼𝑘 (𝑡 − 𝜏1)
⟨𝑘⟩

− 𝛼𝐼 (𝑡 − 𝜏2)
𝑑𝑅 (𝑡)
𝑑𝑡 = 𝛼𝐼 (𝑡 − 𝜏2)

(7)

When the communication network is a scale-free net-
work, the vertexes have different damage levels from the
perspective of virus propagation because the distribution of
degree follows a power law.That is, the greater the 𝑘𝑉𝑚 of𝑉𝑚,
themore serious it is for the𝑉𝑚 to spread or contract the virus
to more vertexes. The SIR model can be expressed as (7) in
terms of the vertex degree [43, 44].

Generally, in the SI and SIR models, virus propagation is
faster in scale-free networks owing to the power law distri-
bution. In addition, by comparing SI and SIR models, once
virus propagation occurs in the communication network, we
can investigate whether the related antivirus measures with
time delay can play an important role to prevent the fault from
spreading across the EN.

�.�. Information Exchange Model in Communication Net-
work. In the smart grid, the communication vertexes send
operational data (parameters) associated with branches to
the control center and receive commands from the control
center step-by-step through the communication network in
the form of information packets. At every step, the same
information packets can be received and sent only by each
communication vertex. Before constructing the information
exchange model, three simplifications are made as follows.

(1)The communication blocks of vertexes (or edges) are
not considered in process of the information transfer when
the vertexes work orderly.That is, the capacity of the vertexes
is adequate to exchange/handle the information packets.

(2) Because the vertexes send and receive information
packets at intervals of 0.833 ms [45], the time required
for information exchange between the vertexes and control
center can be ignored because it is very small compared to
the time required for fault propagation in the EN.

(3) Because we focus on the interactions between the
ECNs, the methods of gathering and dealing with the infor-
mation (such as the measuring units, transmission channels
and protocols, encryption and decryption algorithms, etc.)
are not considered.

Based on the above simplifications, the information
exchange model is constructed based on the structure of the
communication network.

Communication Rules between Target Vertex and Control
Center. The vertexes abide by the rule of first-in-first-out
to send out information packets to avoid exchange of the
information packets to be in the same edge. At first, the target
vertex produces information packets. Then, the information
packets are sent to all its neighbor vertexes. If the control
center is one of the neighbor vertexes, the information
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transfer ends; otherwise, all neighbor vertexes, acting as
target vertexes, continue to send the information packets to
their corresponding neighbor vertexes until the information
packets are sent to the control center. In the above process,
the information packets are transmitted successfully between
the target vertex and control center if a path exists between
them in the communication network.

4. Dynamic Power Flow and Overload
Mechanism Models in Electrical Networks

�.�. Dynamic Power Flow in Electrical Networks. To redis-
tribute power flow during disturbances, we employ primary
frequency regulation [46, 47] and rotor equation [48] to
model the dynamic power flow method.

System Frequency Characteristics. We employ primary fre-
quency regulation to adjust the power flow. The characteris-
tics of load and generation frequency are given by (8) and (9),
respectively.

Δ𝑃𝑋 = 𝐾𝑋Δ𝑓 (8)

Δ𝑃𝑊 = 𝐾𝑊Δ𝑓 (9)

𝐾𝑋 and𝐾𝑊 are calculated as follows:

𝐾𝑋 =
∑𝑁𝑋

𝑞=1 (𝐾𝑅𝑞 ⋅ 𝑃𝑅𝑟𝑞)
∑𝑁𝑋

𝑞=1 𝑃𝑅𝑟𝑞
(10)

𝐾𝑊 = ∑𝑁𝑊
𝑐=1 (𝐾𝑊𝑐 ⋅ 𝑃𝑊𝑟𝑐)
∑𝑁𝑊

𝑐=1 𝑃𝑊𝑟𝑐

(11)

Unbalanced Power Redistribution. To redistribute the unbal-
anced power Pun due to disturbances of the system, we
first calculate the change in system frequency by using the
primary frequency regulation and the rotor equation.

𝑇𝐽
𝑑Δ𝜔
𝑑𝑡 = 𝑃𝑢𝑛 − 𝐾𝐸 ⋅ Δ𝜔 (𝑡) (12)

In (12), Pun is calculated as follows:

𝑃𝑢𝑛 =
𝑀𝑊

∑
𝑐=1

𝑃𝑊𝑐 −
𝑀𝑋

∑
𝑐=1

𝑃𝑋𝑞 (13)

When Pun < 0, we consider the characteristics of load and
the generation frequency to adjust the system frequency:

𝐾𝐸 = 𝐾𝑋 + 𝐾𝑊 (14)

WhenPun > 0, we consider only the generation frequency
characteristic:

𝐾𝐸 = 𝐾𝑊 (15)

By using (8)-(15), the changes in every generator and load
can be expressed as follows:

Δ𝑃𝑋𝑞 = 𝐾𝑋𝑞 ⋅ Δ𝜔 (𝑡) (16)

Δ𝑃𝑊𝑐 = 𝐾𝑊𝑐 ⋅ Δ𝜔 (𝑡) (17)

Then, we employ the P-Q power flow to calculate the
power flows of each bus (𝑞 = 𝑐 = 𝑖) as follows:

𝑃𝑖 = −Δ𝑃𝑊𝑞 + Δ𝑃𝑋𝑐

+ ]𝑖
𝑀𝑁

∑
𝑢=1

]𝑢 (𝐺𝑖𝑢 cos 𝜃𝑖𝑢 + 𝐵𝑖𝑢 sin 𝜃𝑖𝑢)

= (−𝐾𝑊𝑞 + 𝐾𝑋𝑐) Δ𝜔

+ ]𝑖
𝑀𝑁

∑
𝑢=1

]𝑢 (𝐺𝑖𝑢 cos 𝜃𝑖𝑢 + 𝐵𝑖𝑢 sin 𝜃𝑖𝑢)

(18)

𝑄𝑖 = ]𝑖
𝑀𝑁

∑
𝑢=1

]𝑢 (𝐺𝑖𝑢 sin 𝜃𝑖𝑢 − 𝐵𝑖𝑢 cos 𝜃𝑖𝑢) (19)

Dynamic Power Flow Method. When branches fault during
fault propagation in the network, the dynamic power flow can
be calculated in Algorithm 1.

�.�. Overload Mechanism of Electrical Networks. In this
paper, cascading failures in the EN are analyzed from the
perspective of the overload mechanism. When one or more
lines are cut off, the other lines are overloaded owing to
the redistribution of power flow in the EN [27, 28]. When
a branch is overloaded, the larger the power flow over the
branch, the shorter is the operational time for which the
branch is permitted to continue working [15]. As most of
other studies [15, 49], in this paper, we assume that during
the fault propagation, the control center tries to maintain
the secure operation of the EN and lower the load shedding
amount, thus the control strategy includes which branches
to trip, how to adjust the generators output, as well as to
shed which load of howmany percentages, etc.Therefore, for
some of the branches, the tripping command has to come
from the control center. Of course, for some of the faulted
lines, the tripping signal should be issued by a local protection
unit. However, to simplify the process, we simply assume
that the tripping command comes from the control center.
Thus, under thus simplification, when the corresponding
communication vertexes send information about overloading
to the control center via the communication network, the
control center must quickly send trip commands to the target
vertexes. We employ the inverse-time overcorrect protection
scheme [15, 49] to calculate the overloaded operational time.

𝑡𝐵𝑗 =
𝜅

𝐼𝐵𝑗/𝐼𝐵𝑗

𝜎
− 1 (20)

If the data exchange between the target vertex and control
center to trip the branchBj is completedwithin tBj, the control
is successful; otherwise, the control is unsuccessful.

5. Interactive Cascading Failure Model

A diagram of cascading failures considering the interactions
between the ECN is shown in Figure 3. During the cascading
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Input: Electrical network information
Output: Power flows of branches, frequency violation
Step 1: Unbalanced power: Employ Equation (13) to

calculate the unbalanced power 𝑃𝑢𝑛 of the
network.

Step 2: System frequency characteristic: IF 𝑃𝑢𝑛 < 0, employ
Equation (14) to calculate 𝐾𝑆 and go to the next
step; ELSE, IF 𝑃𝑢𝑛 > 0, employ Equation (15) to
calculate 𝐾𝑆 and go to the next step; ELSE, go to Step 4.

Step 3: Frequency calculation: Calculate variation Δ𝑓(𝑡) of
frequency of the network by Equation (12) solved
using improved Euler method (Δt = 0.01 s).

Step 4: Generator frequency detection: IF Δ𝑓(𝑡) is beyond
limits of generator i, cut off generator i and return
to Step 3; ELSE, go to the next step.

Step 5: Frequency violation: IF Δ𝑓(𝑡) is beyond limits
the network, end the algorithm and send warnings of
of instability; ELSE, go to the next step.

Step 6: Power flow calculation: Employ the P-Q power
flow to calculate the power flows of every branch.

Algorithm 1: Dynamic power flow method.

failures in the EN, if branch𝐵𝑗 is overloaded, according to the
control strategy, 𝐵𝑗 generates fault information packets, and
the corresponding communication vertexes then send these
packets to the control center via the communication network.
Thereafter, the control center sends the commands back to 𝐵𝑗
within 𝑡𝐵𝑗 .

In addition, when the virus spreads through the com-
munication network, the infectious vertex 𝑉𝑙 will lose the
function of information exchange and connectivity 𝑎𝑚𝑙 with
its neighbor vertexes, according to

𝑎𝑚𝑙 = 0 (m = 1, 2, . . . ,MV) (21)

Meanwhile, the virus will cause branches to trip or lead
to an outage directly or indirectly because the infectious ver-
texes lose the function of information exchange. Accordingly,
there are four types of fault branches.

Type �. The branch is forced to trip because the correspond-
ing communications get infected, also called forced outage
branches B𝐹𝑂.

Type �. The branch is tripped properly because the control
center successfully sends commands to the corresponding
vertexes based on the received overload information and con-
trol strategy with 𝑡𝐵𝑗 , also called overload tripping branches
B𝑂𝑇.

Type �. The branch is damaged irreparably owing to control
failures via the communication networks, leading to overload
operational time exceeding tBj, also called irreparable fault
branches B𝐼𝐹.

Type �. The branch undergoes forced outage owing to
network splitting, also called network splitting branchesB𝑁𝑆.

Dynamic power flow 
calculation

Overload tripping

Forced outage

Irreparable faults

Overload

Removed vertexes

Infectious vertexes

Susceptible vertexes

Virus propagation

Control center

SIR model

Normal operation Information 
packets

Commands

Electrical network Communication network

BFO

BOT

BIF

S

I

R

Figure 3: Cascading failures considering interactions between
ECNs.

Based on the above analysis, cascading failure con-
sidering the interactions between the ECNs is modeled
in Algorithm 2.

6. Case Study

The proposed model was applied to the IEEE 118-bus system
and the French grid [50]. The small-world and scale-free
networks were adopted to represent the respective commu-
nication networks. The computational work was performed
in MATLAB running on a laptop. The laptop (Compaq,
v3646TU) was equipped with an Intel� Core� 2 Duo CPU
T7250@2.00 GHz, 2.00 GB RAM, and 64-bit Windows 7
operating system.
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Input: Electrical network information and parameters,
communication network information and parameters, 𝜂, I,
𝛽, 𝛼, 𝜏1
Output: 𝜗, B𝐹𝑂, B𝑂𝑇, B𝐼𝐹, B𝑁𝑆

Step 1: Initialization: t = 0 s, 𝜗 = 0, B𝐹𝑂 = 0, B𝑂𝑇 = 0,
B𝐼𝐹 = 0, B𝑁𝑆 = 0, B𝑂 = 0, S = 0, R = 0, R = 0 and
I = 0.
Step 2: WHILE t<𝜂
Electrical network:
Step 3: Forced branch outage: IF the corresponding
vertexes coupled with the branch 𝐵𝑗 (j = 1, 2, . . . ,MB) are in
I, add the branch 𝐵𝑗 to B𝐹𝑂 and trip it.
Step 4: Overloaded branch tripping: IF the overload
operation time of 𝐵𝑥(𝐵𝑥 ∈ B𝑂)(x = 1, 2, . . . ,MO) in tBx = t,
and the fault packages between the corresponding vertexes
and control center are exchanged successfully, add 𝐵𝑥 to
B𝑂𝑇, and delete 𝐵𝑥 from B𝑂; ELSE, IF tBx > t, add 𝐵𝑥 to
B𝐼𝐹, and delete 𝐵𝑥 from B𝑂

Step 5: Network splitting: Detect and split the electrical
network. IF there exists the forced outage branch 𝐵𝑧

(z = 1, 2, . . . ,MNS) due to the splitting, add 𝐵𝑧 to B𝑁𝑆.
Step 6:Network operational status: Calculate the power
flow over 𝐵𝑗 (j = 1, 2, . . . ,MB). IF 𝐵𝑗 is overloaded,
calculate tBj of 𝐵𝑗 by Equation (19), and add 𝐵𝑗 to B𝑂.
Communication network:
Step 8: Infectious vertexes detection: IF the infection time
of the candidate vertex 𝑉𝑘 (k = 1, 2, . . . ,MI ) in I is equal to
t, add 𝑉𝑘 to I and delete it from I.
Step 10: Removal of vertex detection: IF the removal time
of the candidate vertex 𝑉𝜔 (w = 1, 2, . . . ,MR ) in R is equal to
t, add 𝑉𝑤 to R, and delete it from R.
Step 7: Virus propagation: The susceptible vertex 𝑉𝑔 (𝑔 =
1, 2, . . . ,MS) contracts the virus with probability 𝛽
according to Equation (6). IF 𝑉𝑔 gets infected, delete 𝑉𝑔
from S, add 𝑉𝑔 to I, and label its infectious time t + 𝜏1.
Step 9: Vertex immunization: The infected vertex 𝑉𝑙 (l =
1, 2, . . . ,MI) is immunized with the probability 𝛼 according to
Equation (6). IF 𝑉𝑙 obtains immunity, delete 𝑉𝑙 from I, add
𝑉𝑙 to R, and label its immunity time t + 𝜏2.
Step11: t = t + Δt; ENDWHILE.

Algorithm 2: Cascading failure model considering interactions between ECNs (SIR model as an example).

�.�. IEEE ���-Bus System. We randomly chose the commu-
nication vertexes as the initial infectious vertexes and then
performed 1000 cascading events to investigate load shedding
and number of instances of the four types of fault branches
(MIF, MOT, MFO, and MNS) based on the different VPMs and
topological structures of the communication network with
the parameters Δt = 0.01 s, 𝜏1 = 𝜏2 = 5𝑠, 𝛼 = 𝛽 = 0.3, 𝜅 = 7
and 𝜎 = 1.5. The averaged results are shown in Figure 4 and
listed in Table 1.

Figure 4 shows that the load shedding changes with the
passage of time based on the different topological structures
of the communication networks and the SI model. Owing
to space limits, the SIR-model-based load shedding is not
given herein. In Figure 4, the propagation time of interactive
cascading failures depends on the virus propagation time 𝜏1,
and the load shedding is themaximumwhen the propagation

time is approximately 10s. Compared with the small-world
communication network, the propagation time of interactive
cascading failures is longer in the scale-free communication
network.Moreover, coupling with the scale-free communica-
tion network, the fault branches of the EN result in irrepara-
ble faults (MIF = 3.415) with higher probability than that (MIF
= 0.245) in the case of coupling with the small-world com-
munication network, as summarized in Table 1.Therefore, the
coupling of EN with the scale-free communication network
is affected more severely as the propagation time increases
because the connectivity between vertexes often depends
on a few hub vertexes (i.e., high-degree vertexes), and the
exchange of information packets becomes difficult, leading to
network paralysis once a few hub vertexes are infected.

A comparison of the SI and the SIR models shows that
different VPMs have very small impacts on fault propagation
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Table 1: Average numbers of four types of fault branches.

VPMs Structures MFO MIF MOT MNS

SI SW 148.164 0.245 14.589 9.1554
SF 142.977 3.415 14.643 10.1554

SIR SW 148.222 0.139 14.658 9.336
SF 143.104 1.371 16.588 10.064
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Figure 4: Load shedding of IEEE 118-bus system over time based on
SI model.

in the EN, which indicates that once fault propagation occurs
in the EN, the related antivirus measures with time delay
can barely prevent the fault from spreading across the EN.
However, the number of fault branches with irreparable
faults can be reduced, especially in the case of coupling with
the scale-free communication network. This is because the
immune vertexes treated with the antivirus recover their
function of data exchange, and a few overloaded branches can
receive trip commands from the control center in a timely
manner, thus avoiding irreparable faults.

Furthermore, we analyze the interactive cascading fail-
ures by selecting different initial infectious vertexes. We used
the SI model as an example. Because the degree distributions
of the small-world communication network are known, we
take the scale-free network as the basis to select the high-
degree (vertexes 115 and 116) and small-degree (vertexes 4
and 8) vertexes as the initial infectious vertexes. Figures 5
and 6 show the total and real-time load shedding changes
with the passage of time for different virus propagation times
𝜏1= 2 s, 5 s, and 8 s. The initial vertexes have small impacts
on fault propagation in the EN owing to the known degree
distribution. However, in case of the coupling of the EN with
the scale-free communication network, the initial vertexes
greatly impact fault propagation. Compared to the small-
world communication network, when the initial vertexes
are high-degree vertexes in the scale-free communication
network, the propagation time is obviously shorter, which
demonstrates the hub can rapidly spread the virus, leading
to rapid collapse of the EN. By contrast, the propagation

time is longer when the initial vertexes are the low-degree
vertexes, and when the load shedding peaks, as shown in
Figure 6, the interactive cascading failures continue to spread,
which indicates virus propagation times are longer than
fault propagation times. That is, when fault propagation has
stopped, virus propagation continues.

�.�. FrenchGrid. A real French gridwith 1951 nodes and 2956
branches was employed to simulate the interactive model.
Owing to computational complexity, we only choose the
high-degree vertexes as initial infectious vertexes considering
the topological structures of the communication network
with the parameters Δt = 0.01 s, 𝜏1 = 𝜏2 = 2s, 𝛼 =
𝛽 = 0.3, 𝜅 = 7, and 𝜎 = 1.5. Figure 7 shows that
the total and real-time load shedding of system changes
with the passage of time. Compared to the small-world
communication network, the propagation times are longer
in the case of EN coupled with scale-free communication
network, but the load shedding peaks at approximately 8.3 s
under both topological structures.

Furthermore, we investigated the numbers of the three
types of fault branches (MIF, MOT, and MFO) at different
moments, as shown in Figures 8(a) and 8(b). Between 6 s
and 7 s, the fault propagation is at its height, which indicates
that the numbers of infectious vertexes and forced outage
branches B𝐹𝑂 are the highest, leading to rapid collapse of the
EN and surging load loss. In addition, in the fault propagation
process in the EN, the fault branches with irreparable faults
are not found when the EN is coupled with the small-world
communication network. By contrast, there are many fault
branches of this type at different moments in the case of
EN coupled with the scale-free communication network.
Therefore, when the communication network is scale-free, it
is more vulnerable which cannot effectively resist the virus
propagation leading to the more severe damage to the EN.

The conclusions obtained from these two cases are
summed up in Table 2. In practice, when ENs are faced with
hacker attacks, because the attackers find it relatively difficult
to obtain complete information about the communication
networks, such as topological structures, their attacks are
random to some extent, which means scale-free communica-
tion networks are more appropriate for the ENs [10, 30, 31].
However, when ENs are faced with the threat of a cyber
virus, the virus must be cleared promptly. Once the virus
spreads, regardless of whether the initial infectious vertexes
are selected randomly or deliberately, the infectionwill lead to
a severe damage in the scale-free communication networks.
Therefore, due to the propagation features of the scale-
free communication networks, the simulation results show
that software engineers should strengthen more the software
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Figure 5: Load shedding of IEEE 118-bus system over time in the case of high-degree initial infectious vertexes. (a) Total load shedding over
time; (b) real-time load shedding.
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Figure 6: Load shedding of IEEE 118-bus system over time with low-degree initial infectious vertexes. (a) Total load shedding over time; (b)
real-time load shedding.

protections in the scale-free communication networks by
means of more frequent update of the firewalls and antivirus
software, strategies of automatic system restoration, etc.

7. Discussion

In this paper, we extend the state of the art for the study of the
integrated communication network and electrical network.
Compared with other literature, the main contributions of
our paper are as follows:

We propose an interdependent fault propagation model
which holistically considers the extreme virus propagation
in the communication network to reveal the vulnerability
of electrical network coupled with different communication
network structures at the first time.

In the fault propagation model, to better reproduce the
ex-post behavior of the electrical networks, we extended the

dynamic power flow by including the primary frequency
regulation and the equations of rotors of generators.

To solve the issue of different time frames in the interde-
pendent system, we adopt two time windows, i.e., the virus
infection cycle of nodes and tripping time of overloaded
branches during fault propagation to analyze the fault mech-
anism of both electrical branches and communication nodes
along time.

It should be noted that even though the electrical network
and communication network are both presented as graphs
to conveniently describe their interdependent topological
relationship in this paper, the modeling approach captured
most of the relative features of the two networks.

For the electrical network, besides the commonly consid-
ered steady state physical and operational rules, we also adopt
the rotor equation and system frequency to consider simple
system dynamics in order to present the interactions between
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Table 2: Comparison of propagation times between SW and SF networks.

Objects Types of propagation Initial factious vertexes
High-degree Low-Degree

ECN Interactive SW>SF SW<SF
Electrical network Fault SW=SF SW=SF
Communication Network Virus SW>SF SW<SF
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Figure 7: Load shedding of IEEE 118-bus system over time based on SIRmodel. (a) Total load shedding over time; (b) real-time load shedding.
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Figure 8: Numbers of different types of fault branches over time based on SIR model. (a) Scale-free network; (b) small-world network.
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the electrical network and the communication network. As
for the communication networks, we assume that the security
level of each node is the same in terms of the infected rate.
By contrast, in reality, the probability of the communication
nodes got infectedmay vary for different nodes. However, the
assumptionmade in our paper does not change the essence of
the analysis and results in terms of evaluating which topology
of communication networkwould have higher impacts on the
electrical network during cyber-attacks.

8. Conclusions

The cyber-physical security of power systems is attracting
increasing attention, especially after more and more evi-
dences show that failures or attacks happening in the cyber
system can greatly destroy the secure operation of power
systems and bring tremendous consequences. To investigate
the possible consequences, we propose an approximate inter-
active model to study cascading failures in ENs caused by
virus in communication networks via two types of propa-
gation. Our simulation on a standard study case, i.e., IEEE
118-bus system, and a realistic network, i.e., French grid,
shows that the structure of the communication network has
decisive impacts on the ECN in terms of the propagation
time of cascading failures, loading shedding, number of
faulted branches, etc. However, due to the simplification
of the communication network and the virus propagation
mechanism, the model can still be refined. In addition, the
analysis is only focused on the overload of the system which
may limit the results to part of behaviors of the EN.

Owing to the complexity of the propagation mechanism
of interactive cascading failures, future work in this field will
focus on considering more factors, such as data transmission
delay, to simulate interactive cascading failures. Meanwhile,
we also can investigate the impacts of differences of virus
infection of nodes on interdependent fault propagation for
electrical and communication networks. In addition, we can
also analyze other aspects of the integrated CPS system, such
as reliability, resilience, etc., under the virus propagation, to
provide other dimensions for understanding the CPS.

Nomenclature

ECN: Electrical and communication network
SDH: Synchronous digital hierarchy
CNT: Complex network theory
VPM: Virus propagation model
SM: Small-world
SF: Scale-free
EN: Electrical network.

Sets (Note �at | ⋅ | Represents the Dimension of a Set)

N: Set of nodes (i.e., buses) in an electrical
network, N = {⋅ ⋅ ⋅ , 𝑁𝑖, ⋅ ⋅ ⋅ }, |N| = 𝑀𝑁

W: Set of nodes with generators,
W = {⋅ ⋅ ⋅ ,𝑊𝑐, ⋅ ⋅ ⋅ } ⊆ N, |W| = 𝑀𝑊

X: Set of nodes with loads,
X = {⋅ ⋅ ⋅ , 𝑋𝑞, ⋅ ⋅ ⋅ } ⊆ N, |X| = 𝑀𝑋

B: Set of branches (i.e., lines) in an
electrical network, B = {⋅ ⋅ ⋅ , 𝐵𝑗, ⋅ ⋅ ⋅ },
NiNr = Bj, |B| = 𝑀𝐵

G𝐸: Electrical network, G𝐸 = (N,B)
V : Set of vertexes (i.e., optical fibers) in a

communication network,
V = {⋅ ⋅ ⋅ , 𝑉𝑚, ⋅ ⋅ ⋅ }, |V | = 𝑀𝑉

E: Set of edges (i.e., SDHs) in a
communication network,
E = {⋅ ⋅ ⋅ , 𝐸𝑎, ⋅ ⋅ ⋅ }, VmVv = Ea, |E| = 𝑀𝐸

G𝐶: Communication network, G𝐶 = (V ,E)
L: Set of links which present the couples

between electrical network and
communication network,
L = {⋅ ⋅ ⋅ , 𝐿𝑏, ⋅ ⋅ ⋅ }, 𝐿𝑏 = 𝑁𝑖𝑉𝑚, 𝑖 = 𝑚,
|L| = 𝑀𝐿

G: Electrical and communication network,
G = G𝐸 ∪ G𝐶

S: Set of susceptible vertexes,
S = {⋅ ⋅ ⋅ , 𝑉𝑔, ⋅ ⋅ ⋅ } ⊆ V , |S| = 𝑀𝑆

I: Set of infectious vertexes,
I = {⋅ ⋅ ⋅ , 𝑉𝑙, ⋅ ⋅ ⋅ } ⊆ V , |I| = 𝑀𝐼

I: Set of candidate infectious vertexes,
I = {⋅ ⋅ ⋅ , 𝑉𝑘, ⋅ ⋅ ⋅ } ⊆ V , |I| = 𝑀𝐼

R: Set of removed vertexes,
R = {⋅ ⋅ ⋅ , 𝑉ℎ, ⋅ ⋅ ⋅ } ⊆ V , |R| = 𝑀𝑅

R: Set of candidate removed vertexes,
R = {⋅ ⋅ ⋅ , 𝑉𝑤, ⋅ ⋅ ⋅ } ⊆ V , |R| = 𝑀𝑅

B𝐼𝐹: Set of branches with irreparable faults
due to the control failures,
B𝐼𝐹 = {⋅ ⋅ ⋅ , 𝐵𝑒, ⋅ ⋅ ⋅ } ⊆ B, |B𝐼𝐹| = 𝑀𝐼𝐹

B𝑂𝑇: Set of fault branches with overload
tripping due to the control successes,
B𝑂𝑇 = {⋅ ⋅ ⋅ , 𝐵𝑔, ⋅ ⋅ ⋅ } ⊆ B, |B𝑂𝑇| = 𝑀𝑂𝑇

B𝐹𝑂: Set of branches with forced outage due
to the corresponding communication
vertexes get infected,
B𝐹𝑂 = {⋅ ⋅ ⋅ , 𝐵𝑦, ⋅ ⋅ ⋅ } ⊆ B, |B𝐹𝑂| = 𝑀𝐹𝑂

B𝑁𝑆: Set of branches with forced outage due
to the network splitting,
B𝑁𝑆 = {⋅ ⋅ ⋅ , 𝐵𝑧, ⋅ ⋅ ⋅ } ⊆ B, |B𝑁𝑆| = 𝑀𝑁𝑆

B𝑂: Set of overloaded branches,
B𝑂 = {⋅ ⋅ ⋅ , 𝐵𝑥, ⋅ ⋅ ⋅ } ⊆ B, |B𝑂| = 𝑀𝑂.

Constants

𝑎𝑖𝑟: The branch between Ni and Nr
𝑎𝑚V: The edge between Vm and Vv
PWrc: Power rating of generator c
PRrq: Power rating of load q
KWc: cth generator unit power regulation
KW: Equivalent generator unit power

regulation
KXq: qth load frequency regulation
KX: Equivalent load frequency regulation
KE: System unit power regulation
TJ: Equivalent Inertia time constant
TJc: Inertia time constant of generator c
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kVm: Degree of vertex m
p(k): Degree distribution
𝜅: Proportional coefficient of inverse-time

overcurrent protection
𝜎: Power coefficient of inverse-time

overcurrent protection
𝐼𝐵𝑗: Current limit of branch Bj.

Variables

t: Time / clock
tBj: Overloaded operational time of branch Bj
𝜂: Simulation time
⋅(t): Value / set of a variable at time t
Δt: Time step
⋅k: Value / set of vertex(es) with k degrees
Pun: System unbalanced power
Δf: Frequency offset
ΔPW: Changes of power of all generators
ΔPWc: Changes of power of generator c
ΔPX: Changes of power of all loads
ΔPXq: Changes of power of load q
PXq: Power of load q
IBj: Current over branch Bj
Pi: Injection active power of node i
Qi: Injection reactive power of node i
Biu: Equivalent susceptance between nodes i and u
Giu: Equivalent conductance between nodes i and u
𝜃𝑖𝑢: Voltage phase angle difference between nodes i

and u
]𝑖: Voltage of node i
Δ𝜔: Changes of angular acceleration of equivalent

generator
𝜗: The percentage of load shedding
S: Percentage of susceptible vertexes, S = MS/MV
I: Percentage of infectious vertexes, I = MI/MV
R: Percentage of removed vertexes, R = MR/MV
𝛽: Infection rate from susceptible vertex to

infectious vertex
𝛼: Recovery rate from infectious vertex to

removed vertex
𝜏1: Virus infection cycle
𝜏2: Virus removal cycle.

Matrix

𝐺𝐸: Connectivity of the graph G𝐸, G𝐸 = (𝑎𝑖𝑟)𝑀𝑁×𝑀𝑁
𝐺𝐶: Connectivity of the graph G𝐶, G𝐶 = (𝑎𝑚V)𝑀𝑉×𝑀𝑉 .
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This paper proposes a new framework to analyze two vulnerability features, impactability and susceptibility, in electrical networks
under deliberate attacks based on complex network theory: these two features are overlooked but vital in vulnerability analyses. To
analyze these features, metrics are proposed based on correlation graphs constructed via critical paths, which replace the original
physical network. Moreover, we analyze the relationship between the proposed metrics according to degree from the perspective
of load redistribution mechanisms by adjusting parameters associated with the metrics, which can change the load redistribution
rules. Finally, IEEE 118- and 300-bus systems and a realistic large-scale French grid are used to validate the effectiveness of the
proposed metrics.

1. Introduction

Critical component identification is an important part of
security analyses for electrical networks [1–3]. The main idea
is to rank the weakness of the equipment in an electrical
network via a set of metrics.

As an artificial network, electrical grids have topological
similarities to other general networks. They also exhibit
several typical features of complex networks, such as small-
world properties [4–6]. Therefore, complex network theory
(CNT) is a popular method to assess the vulnerability of
electrical networks[3, 4, 7–13].The construction of structural
metrics is an important branch of vulnerability evaluations
[14] based on CNT. CNT uses the connectivity information
abstracted from the network to create indices based on
statistics and, sometimes, physical features of the network are
added to improve the effectiveness of the indices [10, 11].

However, there are still several problems with this
method. Compared to general networks (or systems), an
electrical network has its own characteristics that limit the
wide application of CNT. First, analyzing the topological

structures of electrical networks without considering their
operational status does not disclose the real features of the
systems [10, 11]. Secondly, in most general networks, when a
vertex (or an edge) of a network fails, the direct neighbors
are the first to be affected or have the largest impact based
on CNT. However, this is not generally true for electrical net-
works [15]. Moreover, the structural metrics are static indices
[12, 13, 16] that only consider the normal operational status
of the network. To overcome the above problems, statistical
graphs [17, 18] are employed to analyze the vulnerability or
cascading failures of electrical networks. For example, [19,
20] proposed a sequential attack graph (SAG) to identify
critical nodes while [21] proposed a correlation matrix. In
addition, [22] proposed influence graphs to analyze cascading
failures. Statistical graphs have also provided promising
options for security, because they comprehensively consider
the topological, physical, and operational characteristics of a
system.

In addition, another problem inwhich features of vertices
(edges)(For clarity, hereinafter the terms “network, branch
and node” are used only for electric systems and “graph,
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edge and vertex” only for complex networks.) in complex
network vulnerability detection, especially in electrical net-
works, should be distinguished, is often overlooked. For
example, some vertices can easily spread faults leading to a
high probability of a network failure event. Conversely, some
vertices are easily affected by propagated faults. Therefore, it
is necessary to devise a method to identify these two features
of vertices and to better reveal the vulnerabilities of net-
works.

In summary, our main contributions are as follows.
First, we propose a new framework that employs sta-

tistical graphs to represent the useful information for ana-
lyzing the network vulnerability from the original physical
grid, using CNT, compared to a traditional framework that
employs the original topological structure of the gird.

Secondly, inspired by [19–24], we propose a correlation
graph (CG) generated via critical paths to analyze the electri-
cal network vulnerability.

Thirdly, using benchmarks, we analyze the topological
properties of the CGs based on CNT via the cumulative
distributions of the vertex degrees. According to the analysis,
the CGs are scale-free graphs, which verifies that electrical
networks have scale-free properties under deliberate attacks,
as opposed to traditional complex network methods, which
verify the properties by correlating the drop in the network
demand (or efficiency) with the attacked branches.

Finally, we define two vulnerability features from the
perspective of CNT and then map the features onto electrical
networks. Further, we employ the scale-free structures of the
CGs to construct vulnerability metrics for the first time to
differentiate the two features from the perspective of the load
redistribution mechanism of CNT.The features of the metrics
are explained in detail, including their relationship with the
degree.

In addition, note that, even though dynamic models ana-
lyzed by real-time simulation platforms[25] are more com-
prehensive for security analyses in the real world, they require
much longer simulation times and result in an immense
computational burden, which makes it difficult to analyze
a large-scale network. Meanwhile, as a media connecting
equipment in the power system, the transmission network
has notably fast dynamics/transients, compared to rotating
devices. In other words, the transmission network per se can
usually be considered to be a static component. Therefore,
static models from the perspective of the load redistribution
are widely employed to analyze the network vulnerability
in existing literature [10–24]. Based on above, we focus on
understanding the nature of the transmission network using
static models by the load redistribution from the entire
network.

2. Correlation Graph

We constructed a CG to incorporate both the structural
features and the operational status of power systems, using
critical paths from the point of view of load redistribution
mechanism (LRM). The constructed graph considers both
the topological structures and the operational features under
fault operation of the system. For example, branches of an
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Figure 1: Comparison between proposed idea and existing litera-
tures based on CNT.

electrical network can be transformed into vertices in a
new graph while edges are formed to reflect the adjacent
relationships between branches.

2.1. Vulnerability Assessment: A New Framework. To over-
come the limitations of structural vulnerability identification
methods by applying CNT to the electrical network vulner-
ability assessment, we need to consider the following two
aspects: (1) the importance of a vertex and (2) the adjacent
relationships between vertices. To assess the importance of a
vertex, there are many indices (e.g., degree and betweenness)
that can be used to qualify it from the perspective of LRM.
Comparatively, there are few indices for quantifying the
importance of branches because it is difficult to assess edges
under LRM. In addition, in most general networks, when a
vertex (or an edge) of a network fails, the adjacent relationship
between vertices usually imply that the immediate neighbors
are the first to be affected or suffer the largest impact based
on CNT. However, this is not generally true for electrical
networks; sometimes, nonadjacent branches are the first to
be affected due to the physical laws of electric circuits and
the physical and operational constraints [15]. Therefore only
using the information of the structure of an electrical network
cannot effectively identify the critical branches.

In summary, it is spatially insufficient to analyze the
network vulnerability using only the topological structures
of the girds. Therefore, we propose a new framework that
employs statistical graphs [19–24] to represent information
useful for analyzing the network vulnerability from the
original physical grid, using CNT, as shown in Figure 1. In
the existing methods, the topological structures are employed
to assess the electrical network vulnerability based on the
CNT on the original physical networks. Its main idea is
to focus on the importance of branches by constructing
statistical metrics without the evolvement of the operational
feature of the system. However, we construct statistical
graphs comprehensively considering topological, physical
and operational features of power systems, and further based
on the constructed statistical graphs which can reveal not
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Figure 2: An example to explain the electrical vulnerability.

only importance of branches but also adjacent relationships
among branches we assess the vulnerability with two features
by replacing the original electrical networks.

2.2. Correlation Graph. Although many statistical graphs are
proposed in references [19–21], there are still many limita-
tions in the construction of statistical graphs to identify criti-
cal branches. In references [19, 20], a SAGwas constructed by
investigating different node combinations under sequential
attacks. However, a SAG cannot be used to identify the
critical branches of a large-scale electrical network because
the different branch combinations will increase exponentially
with increasing network scales. In reference [21], a correlation
matrix was constructed under N-1, but an N-k contingency
was not considered and the proposedmethodwas not verified
on a large-scale grid. Meanwhile, the above statistical graphs
are only analyzed from the perspective of static statistical
indices (e.g., degree).

Therefore, it is necessary to construct a new statistical
graph to apply to the identification of vulnerable branches
of large-scale networks under the N-k contingency and the
corresponding properties should be analyzed in depth. To
explain the rationale of the construction of a statistical graph,
we use a cup of water as an example. The cup represents
the topological structure of an electrical network and the
water in the cup represents the operational status, as shown
in Figure 2. Under normal operation, the system opera-
tor decides on an optimal/appropriate operational point,
considering different constraints, including the necessary
security margin. The optimal/appropriate point corresponds
to a certain electric load level in the electrical network,
represented by the water level in the cup. When a hole “A”
in the cup is created, for example, by a contingency 1 due to
structural damage, the optimal level for the water will change.
Therefore “A” decides the optimal/appropriate water level,
analogous to the electric load level, which can be viewed
as the importance of the elements inside the contingency 1.
Further, we assume that there are two potential holes, i.e.,
“B” and “C,” which can only be revealed after contingency 1,
and that “C” is more decisive for the appropriate water level
than “B.”This infers that the adjacent relationship “A”→“C”
is more important than that of “A”→“B.” Therefore, the
adjacent relationship “A”→“C” and the properties of “C”
decide the appropriate water level. Accordingly, “A”→“C”
can be viewed as the adjacent relationship between two
branches during fault propagation.

Note that, in every step, we only need to pick the most
decisive “hole” in the cup,which is nearest to the optimal level
of the water.

To trace the adjacent relationships between branches, we
need to consider different combinations. Now, the computa-
tional burden becomes an issue. For example, if we consider
theN-k criterion, for an electrical network withN𝐿 branches,
we need to calculate N𝑘 contingencies. For a French grid with
2596 branches, we need to calculate 17.5 billion contingencies
for N-3.

Therefore, to simplify the calculation, we constructed
critical paths [17, 18] to trace the adjacent relationships.
We employed a Branch loading assessment index (BLAI)
introduced in our precious work [17, 18, 26] to select an
attacked branch, having the largest impact on the electrical
network, as the next contingency. In addition, a commonly
used termination condition, i.e. the blackout size, was used
to mark the end of the critical paths [20].

To select a branch, the BLAI is employed to reflect the
loading burden and its possibility of failure under the current
contingency from the perspective of the load redistribution.
The index can be calculated as

𝛼𝑗 = 𝑓𝑥𝑗 − 𝑓0𝑗𝑓𝑀𝑗 exp(𝑓𝑥𝑗 − 𝑓𝑀𝑗𝑓𝑀𝑗 ) (1)

The blackout size is adopted tomark the end of the critical
paths and is viewed as a measure of the gravity of a critical
path. The blackout size is defined as

𝛿𝑥𝑧 = 1 − ∑𝑑∈B𝑧 𝑃𝑥𝑑∑𝑑∈B𝑧 𝑃(𝑥−1)𝑑 (2)

Λ = 𝑁𝑆−1∑
𝑥=1

𝑍𝑥∑
𝑧=1

𝛿𝑥𝑧 (3)

and when Λ ≥ Δ, we terminate the process.
Based on the above-mentioned considerations, we

employ the structural features and the operational status of
the electrical network to construct a CG to reveal the adjacent
relationships between the branches. Using the CG, the spatial
association network between branches was translated into
a CG. However, before introducing the CG, we define
the vulnerability relationship to describe the relationship
between the two branches.

Vulnerability Relationship. We denote two adjacent links on a
critical path as having a vulnerability relationship.
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Critical Path Generation Method. To explore the vulnerability
relationship, we use the critical paths of a network to con-
struct a CG. For a network with 𝑁 branches, we treat every
branch as a triggering fault.We canobtain𝑁 paths of a critical
path. Note that some paths may contain only one vertex.
DC-OPF (optimal power flow) is employed to optimize
the operation status in different topological structures. The
critical path is generated as follows.

Step 1. Input the electrical network information. InitializeS =𝜙 and Δ. Select a branch as a triggering fault.

Step 2. Remove the selected branch from the electrical
network and add it to S.

Step 3 (island detection and partition). Calculate the DC
power flow [27–29] of every island. Employ (1) to calculate𝛼 for every branch.

Step 4. Take (2) as the objective function. Calculate the
minimum 𝛿 of every island using the DC-OPF algorithm
[1, 28]. Employ (3) to calculate Λ.
Step 5. If Λ ≥ Δ, end the critical path generation process;
otherwise select the branch whose 𝛼 is the maximum of all
the branches as the candidate branch under next contingency
scenario and go to Step 2.

Step 6. Output S.

By above process, we can simply and quickly develop crit-
ical paths and efficiently reduce the computational burden.

CG Generation Method. To map a critical path S𝑖 ={𝐿𝑖1, 𝐿𝑖2, . . . , 𝐿𝑖𝑁𝑆 } onto a graph G𝑖, let the branches in S𝑖 be
the vertices of G𝑖, i.e., V𝑖 = {V𝑗 | V𝑗 = 𝐿𝑖𝑗, 𝑗 = 1, 2, . . . , 𝑁𝑖𝑁𝑆}.
Then the edges can be defined asE𝑖 = {𝑒𝑖𝑞 | 𝑒𝑖𝑞 = 𝐿𝑖𝑗𝐿𝑖𝑗+1, 𝑗 =1, 2, . . . , 𝑁𝑖𝑁𝑆 − 1}. By merging corresponding 𝑁𝐿 graphs, we
can obtain the CG, i.e., G = G1 ∪ G2 ∪ . . . ∪ G𝑁𝐿 . Finally the
CG is represented as

G = {(V,E) | V = V
1 ∪ V
2 ∪ ⋅ ⋅ ⋅ ∪ V

𝑁𝐿 ,E = E
1 ∪ E
2

∪ ⋅ ⋅ ⋅ ∪ E
𝑁𝑆} . (4)

Obviously, the CG is an undirected and unweighted graph.

CG Topological Features. To analyze the topological features
of the CG, we employ four benchmark systems (described
in Table 1). We set the threshold Δ = 20% [20]. The CG
of the IEEE 14-bus system, shown in Figure 3, manifests
the adjacent vulnerability relationship between the branches.
Using the CG, the spatial association network between the
branches in the electrical network can be translated into a
statistical graph.

The cumulative distributions of the vertex degree
[29]𝑃(𝐾 > 𝑘) = ∑𝐾>𝑘 𝑃(𝑘) in CGs are all power laws whose𝑟 and 𝑅2 are given in Table 2, except for the CG of the

Table 1: Description of test benchmarks.

Test benchmarks 𝑁𝐵 𝑁𝑊 𝑁𝐿
IEEE 14-bus system 14 5 20
IEEE 118-bus system 118 54 186
IEEE 300-bus system 300 69 411
French Grid 1951 391 2596
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Figure 3: Mapping between IEEE 14-bus system and CG.

Table 2: Parameters 𝑟 and 𝑅2 of cumulative distributions of the
vertex degree in three CGs. Generally, 𝑅2 ≥ 80% has a satisfactory
fitting effect.

Test benchmarks 𝑟 𝑅2
IEEE 14- bus system 0.8880 0.7254
IEEE 118-bus system 1.3023 0.9338
IEEE 300-bus system 1.3500 0.9166
French grid 1.2180 0.9497

IEEE 14-bus system because its vertices are too few to allow
statistical conclusions to be drawn. Table 2 indicates that CGs
are scale-free graphs (i.e., 𝑃(𝐾 > 𝑘) ∼ 𝑥−𝑟), which have high
robustness under random vertex attacks, but low robustness
under intentional attacks. In addition, we can employ the
CGs to verify the scale-free properties of electrical networks
under deliberate attack, and compared them to traditional
complex network methods which verify the properties by
correlating the drop in the network demand (or efficiency)
to the attacked branches. Due to its scale-free features, its
statistics of under faults operation and its vulnerability
relationships between branches, we can indirectly assess the
electrical network vulnerability using the CG.

3. CG Based Vulnerable Indices with
Two Vulnerability Features Using CNT

In this section, we define the two vulnerability features.
Then we propose CG based metrics to differentiate the two
features to assess the electrical network vulnerability from
the perspective of LRM. Before defining the two vulnerability
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features, we briefly introduce the taxonomy from CNT used
in this paper.

Flow is a tangible or intangible substance that exists in a
specific network. For example, in physical networks, such as
water networks, the water flow is the flow. In social networks,
the flow is the communication between people.

Load is defined as the quantity of a flow that a vertex owns
for a certain status of the network [30].

Load capacity is the maximum load that a vertex can
withstand [31]. Once the load of a vertex is beyond the load
capacity, the vertex is then in overload.

Load redistribution is the process where, when a vertex
fails or is removed, its corresponding load needs to be reallo-
cated or transferred to other vertices following certain rules.
In particular, when the corresponding load is reallocated to
the adjacent vertices that are directly connected to the fault
vertex, the redistribution rule is called neighbor distribution
rule (NDR)[32]; meanwhile when the load is reallocated to all
the other vertices, the redistribution rule is called the global
distribution rule (GDR) [31]. When the corresponding load is
evenly reallocated to selected vertices, the redistribution rule
is called a uniformity distribution rule.

In this paper, we analyze the vulnerability from the angle
of LRMof CNT [33, 34].That is, we assess the vulnerability of
the network by the changes due to load redistributions when
a vertex fails.

3.1. Two Vulnerability Features. At present, a popular vulner-
ability analysis is to identify the critical vertices (or edges) of
an electrical network, which easily leads to a network failure
event under deliberate attacks [1]. Such approaches only
identify critical branches that can easily affect the network
when they fail, as shown in Figure 4(a). However, they ignore
the other feature of critical branches which are easily affected
by faults of other branches, as shown inFigure 4(b).Therefore
it is necessary to differentiate the two vulnerability features
and we call impactability and susceptibility.

When a branch fails (is attacked), it causes obvious or
serious changes in the original status of the network in one
or more aspects, such as the topological structure and the
function, and in such a case, the branch is called an impactable
vertex.

When one or more network branches fail, if a branch
is easily affected by the faults, leading to changes in the
original status of this branch, such as the load increasing

(even overload), branch failure, then the branch is called a
susceptible vertex.

The impactability of a branch in an electrical network
describes how the failure of that branch can cause a con-
siderable load increase in other branches, leading to serious
system changes. The susceptibility of a branch in an electrical
network describes, when other branches fail, the branch, and
how easily the branch is affected by a fault, leading to a severe
load increase or failure.

The differentiation of these two features of branches
has practical implications. First, it provides useful lists of
critical branches corresponding to different operation states
for power dispatchers tomonitor. For example, under normal
operation, dispatchers need to give priority to impactable
branches because they can easily spread faults when they
are attacked. Conversely, under fault operation, dispatchers
should also pay attention to susceptible branches because
they can easily be affected by other faults. Secondly, ana-
lyzing the impactability of branches provides suggestions to
offenders about how to cause significantly large disturbances
to a system and to defenders about how to protect the safe
operation of a system at the lowest cost. By analyzing the
susceptibility of branches, it can reduce or avoid further
deterioration of the system under a deliberate attack. In
summary, the differentiation of the two features can improve
the management of system security.

3.2. Proposed Vulnerability Metrics with the Two Features.
Previous studies of the load in LRM in complex networks
have primarily focused on the load model (e.g., the initial
load) and the load redistribution strategy. For example, the
betweenness or degree is generally employed to define the
initial load of a vertex [32, 33, 35–37]. Similarly, we employ
the degree to define the load of a vertex because the degree
can reflect its importance in the propagation process. For
the load redistribution strategy, [33, 36] investigated NDR
while [37] proposed stochastic probability redistribution
models. However, the redistribution rule they proposed is not
adjustable. References [32, 34] first considered the adjustable
redistribution rules for the load. To define the vulnerability
metrics by means of LRM, we adopted the adjustable load
redistribution strategy to study LRM. Before defining the
metrics, we introduce some new concepts based on CNT as
follows.
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The vulnerability flow is a virtual substance that reflects
the vulnerability relationship between the branches. For
example, we can define the flow that exists in the CG as
the vulnerability flow. The vertices of the CG carry a certain
proportion of the vulnerability flow called the load.The edges
of the CG reveal the paths of transmitted load. When a
branch of an electrical network fails, it causes changes in other
branches in terms of their loads. If we map a contingency
onto the CG, it describes the corresponding vertex failures,
causing the reallocation of the load onto other vertices (i.e.,
load redistribution) via the edges.

Initial Load. In a CG, a higher degree vertex plays a more
important role in the fault propagation process; therefore we
employ the degree of the vertices to quantify the amount of
the initial load [34]. The initial load of vertex V𝑗 is expressed
as

𝜌𝑗 = 𝐷𝑗𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏 (5)

Distance. In a CG, there may be more than one path between
any two vertices. Therefore, to quantitatively depict the
distance between any two vertices, we use the minimum
path between them [32, 34] to quantify their vulnerability
relationship.

In an electrical network, the failure of a branch will cause
the redistribution of the initial power flow in the fault branch
to other branches, leading to an increase in the transmitted
power over other branches. Correspondingly, when wemap a
contingency onto the CG, the relevant fault vertex will lead to
the redistribution of its initial load to other vertices.Therefore
we use the increase in the vulnerability flow at other vertices
to quantify the impact of the corresponding fault branch on
the electrical network.

The load redistribution Δ𝜌𝑗→𝑘 from vertex V𝑗 to vertex V𝑘
in the set of affected vertices Q𝑗 (V𝑘 ∈ Q𝑗) is defined as

Δ𝜌𝑗→𝑘 =
{{{{{{{

𝑙−𝜆𝑗𝑘∑𝛾∈Q𝑗 𝑙−𝜆𝑗𝛾 𝜌𝑗, 𝑘 ∈ Q𝑗

0, 𝑘 ∉ Q𝑗

(6)

Q𝑗 = {{{𝑘 
𝑙−𝜆𝑗𝑘∑𝑁𝐿𝛾=1 𝑙−𝜆𝑗𝛾 > 𝜂, 0 < 𝜂 ≤ 1𝑁𝐿 − 1 }}} (7)

Obviously, the load redistribution is proportion to the
distance between V𝑗 and V𝑘. 𝜆 controls the portion of the
load that V𝑗 reallocates to V𝑘, and 𝜂 is used to define the set
Q𝑗. Equation (6) reflects not only the importance of a vertex
but also the vulnerability relationships between that vertex
and others. We employ the parameters 𝜏 and 𝜆 to adjust
the proportion between the importance of a vertex and its
vulnerability relationships.

Impactability Metric (IM). To describe the impactability
of a fault vertex V𝑗 in a CG, we introduce the entropy
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Figure 5: An example to understand (8).

expressed in the following to measure the load change in the
graph.

𝐸𝑗 = − ∑
𝑘∈Q𝑗

Δ𝜌𝑗→𝑘 lnΔ𝜌𝑗→𝑘 (8)

Eq. (8) considers the severity of the fault in terms of the
affected number of vertices and measures the uniformity
of the load redistribution. Further, E𝑗 is larger for more
severe faults and/or more even load redistributions between
affected vertices. To illustrate the two aspects we mentioned
for Equation (8), we use 3 vertexes depicted in Figure 5.
Assuming under even load redistribution strategy, the 𝐸𝑗−2
of V𝑗−2 is greater than 𝐸𝑗−1of V𝑗−1 solely because V𝑗−2 affects
more vertexes. In contrast, with the same number of affected
vertexes, 𝐸𝑗−2 of V𝑗−2 is greater than 𝐸𝑗−3 of V𝑗−3 due to amore
uniform load redistribution.

However, note that some vertices may exist whose
entropy is greater than that of others, due to more even load
redistributions between larger affected number of vertices,
yet cause small load increases for other vertices, resulting in
a small overall impact. To exclude these vertices, we further
refine

𝐼𝑉𝑗 = 1𝑁𝑄𝐸𝑗 = − 1𝑁𝑄 ∑𝑘∈Q𝑗Δ𝜌𝑗→𝑘 lnΔ𝜌𝑗→𝑘 = − 1𝑁𝑄
⋅ ∑
𝑘∈Q𝑗

𝑙−𝜆𝑗𝑘∑𝑟∈Q 𝑙−𝜆𝑗𝛾 (
𝐷𝑗𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏)

⋅ ln 𝑙−𝜆𝑗𝑘∑𝛾∈Q𝑗 𝑙−𝜆𝑗𝛾 (
𝐷𝑗𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏)

(9)

We define 0 ln 0 = 0.
Susceptibility Metric (SM). To describe the susceptibility of an
affected vertex V𝑘 in a CG, we use the average incremental



Complexity 7

load redistribution from all other fault vertices into that
vertex:

𝑆𝑉𝑘 = 1∑𝑁𝐿𝑗=1 𝜎 (Δ𝜌𝑗→𝑘)
𝑁𝐿∑
𝑗=1

Δ𝜌𝑗→𝑘
∀V𝑗 ∈ G, 𝑗 ̸= 𝑘

(10)

𝜎 (Δ𝜌𝑗→𝑘) = {{{
1, Δ𝜌𝑗→𝑘 > 0
0, Δ𝜌𝑗→𝑘 ≤ 0 (11)

3.3. Load Redistribution Rules for IM and SM. In this subsec-
tion, we discuss two rules for the load redistribution: NDR
and GDR which explore the relationship between the two
metrics and the degree.

Neighborhood Distribution Rule. When 𝜆 = +∞, the load
redistribution rule is NDR.

(1) For IM, (9) is simplified as

𝐼𝑉𝑗 = − 𝐷𝑗𝜏−1∑𝑁𝐿𝑗=1𝐷𝑗𝜏 ln
𝐷𝑗𝜏−1∑𝑁𝐿𝑗=1𝐷𝑗𝜏 (12)

When 0 < 𝜏 < 1, 𝐼𝑉𝑗 is inversely proportional to 𝐷𝑗.
When 𝜏 = 1, 𝐼𝑉𝑗 is constant, i.e., 𝐼𝑉1 = 𝐼𝑉2 = ⋅ ⋅ ⋅ = 𝐼𝑉𝑁𝐿 .
Clearly, 𝐼𝑉𝑗 is invalid in terms of identifying the impactability
for IM under NDR. When 𝜏 > 1, 𝐼𝑉𝑗 is proportional to𝐷𝑗.

(2) For SM, (10) is simplified as

𝑆𝑉𝑘 = 1𝐷𝑘
𝐷𝑘∑
𝑗=1

𝐷𝑗𝜏−1∑𝑁𝐿𝑗=1𝐷𝑗𝜏 (13)

When 𝜏 = 1, 𝑆𝑉𝑘 is a constant and 𝑆𝑉1 = 𝑆𝑉2 = ⋅ ⋅ ⋅ =𝑆𝑉𝑁𝐿 . When 𝜏 ̸= 1, 𝑆𝑉𝑘 is determined by𝐷𝑗 and𝐷𝑘. If for two
existing vertices 𝐷𝑘1 = 𝐷𝑘2 and ∑𝐷𝑘1𝑗=1 𝐷𝜏−1𝑗 > ∑𝐷𝑘2𝑗=1 𝐷𝜏−1𝑗 , then𝑆𝑉𝑘1 > 𝑆𝑉𝑘2. This indicates that a vertex is more susceptible
to its high vertex degree neighbors.

Global Distribution Rule. When 𝜆 = 0, then the load
redistribution rule is the GDR.

(1) For IM, (9) is simplified as

𝐼𝑉𝑗
= − 1𝑁𝐿 − 1 (

𝐷𝑗𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏) ln 1𝑁𝐿 − 1 (
𝐷𝑗𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏)

(14)

(2) For SM, (10) is simplified as

𝑆𝑉𝑘 = 1
(𝑁𝐿 − 1)2 (1 − 𝐷𝑘𝜏∑𝑁𝐿𝑗=1𝐷𝑗𝜏) (15)

Equations (14) and (15) show that 𝐼𝑉𝑗 is proportional
to the degree 𝐷𝑗, while 𝑆𝑉𝑘 is inversely proportional to the
degree𝐷𝑘.

The analysis shows that when 𝜏 has different values; the
impactability and susceptibility of the branches are different
under the same redistribution rule. In addition, one can infer
that compared with all other topologies, the central vertex in
a star graph has the largest impactability and susceptibility
(refer to the proof in the appendix).

4. Simulation and Analysis

The simulations were performed for the IEEE 118-bus system,
the IEEE 300-bus system, and a French gird and were
implemented in MATLAB to verify the validity of the pro-
posed method by sequentially attacking branches to calculate
the total amount of affected loads and the relevant load
decreasing speeds. For all the simulations conducted below,
we set the parameter 𝜂 = 5.40×10−3, 2.43×10−3, and 3.85×10−4
in the IEEE 118- and 300- bus systems and the French gird,
respectively.

4.1. Relationship between the Two Metrics and the Degree
under Different Load Redistribution Rules. To visualize the
relationships under different rules, we employ the TSCG of
French grid and change the values of 𝜆 (𝜆 = 0, +∞, 0.5) and𝜏 (𝜏 = 0.1, 1, 1.5).
(1) 𝜆 = +∞ (NDR). It can be seen from Figure 6 that when𝜏 = 1, both IM and SM are constant and do not change with
the degree of vertexes.When 𝜏 = 0.1 and 𝜏 = 1.5, the values of
the IM of a vertex are inverse and direct power law functions
of the vertex’s own degree, respectively. In contrast, the values
of the SM of a vertex are not closely related to the vertex’s
own degree. In other words, the degree is invalid to identify
the vulnerability of the vertexes. However, in this case, our
proposed SM is still valid to identify the vulnerable vertexes.

(2) 𝜆 = 0 (GDR). Figure 7 shows that the IM and SM of a
vertex are inverse and direct proportional to the vertex’s own
degree, respectively. It demonstrates that, under the GDR, the
metrics of a vertex are only dependent on its own degree.

(3) 𝜆 = 0.5 (an example of some value in (0, +∞)). When𝜆 ∈ (0, +∞), the corresponding redistribution rule can be
regarded as somewhere in between the GDR and the NDR.
For example, in Figure 8(a), when 𝜏 = 0.1, the IM of a vertex
is not obviously in proportional relationship with its own
degree. It indicates that the distance plays a more important
role in (12) in this case. On the contrary, when 𝜏 = 1 or𝜏 = 1.5, the values are approximately of power law with
respect to a vertex’s own degree. By simulations performed on
different systems for many times, the authors find that when𝜆 takes any fixed value in (0, +∞), with the increase of 𝜏,
the degree have more impact on the IM than the distance.
In Figure 8(b), the SM is decided jointly by both the distance
and degree, and when 𝜆 takes any fixed value in (0, +∞), the
SM increases with the growth of 𝜏.

Further, we analyze the changes of metrics with 𝜆 when𝜏 is fixed. Figures 9(a) and 9(b) display the changes of two
randomly chosen branches: the IM of branch 513 and the
SM of branch 2372, respectively. When 𝜆 changes from 0.1
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Figure 6: The relationship between metrics and degree in NDR. (a)IM and (b)SM.
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Figure 7: The relationship between metrics and degree in GDR. (a)IM and (b)SM.
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Figure 8: The relationship between metrics and degree in between. (a)IM and (b)SM.
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Figure 9: The trend of the change of metrics with 𝜆 increasing. Here, (a) IM of branch 513 and (b) SM of branch 2372.

to 0.8 with an interval of 0.1, both the IM and the SM exhibit
stepwise features, which indicates that there exists points that
divide 𝜆 into different segments, and the values of the IM and
SM are insensitive to 𝜆 in each segment. In practice, in order
to enlarge the discriminative ability of the proposed metrics,
a larger 𝜆 is recommended.

In summary, our proposed metrics can identify the
vulnerability when degree fails. The 𝜆 is vital in the two
metrics as it defines the elements in Q𝑗, which further
affects the relationship between the metrics and degree. The
proposed metrics can be applied to both neighborhood and
global redistribution rules by simply adjust 𝜆 and 𝜏.
4.2. Vulnerability Analysis of Electric Networks. To verify the
validity of the proposed method, we sequentially attack the
20, 40 and 140 critical branches in the IEEE 118- and 300-
bus systems and the French gird, respectively, as identified
by IM and SM, and evaluated the remaining load and rate of
load decrease. For all the attacks, after removing an identified
branch, DC-OPF was used to redispatch the network, with
the objective of minimizing the load shedding.

The remaining loadwas used to evaluate the gravity of the
attack, and is obtained at the end of the simulation.

The rate of load decrease was adopted to reflect the speed
at which the load decrease reached important vertices. We
calculated the slope between the adjacent samples and then
the average slope was used to represent the rate of load
decrease, as shown in

𝜅 = 1𝑌
𝑌∑
𝑦=2

(𝜓𝑦 − 𝜓𝑦−1) (16)

In our simulations, 𝜆 varied from 0 to 2 with an interval
of 0.2 and 𝜏 varied from 0 to 2 with an interval of 0.2. In
addition, to considerNDR,we also set𝜆 = +∞.With all these

Table 3: Performances of the metrics by remaining load.

Test benchmarks 𝜓 IM SM

IEEE 118-bus system >80% 52.81% 80.32%>90% 23.87% 58.74%

IEEE 300-bus system >80% 35.09% 74.67%>90% 16.02% 43.32%

French grid >80% 100% 100%>90% 52.46% 100%

Table 4: Comparisons between the IM & SM using remaining load.

Test benchmarks 𝜓𝐼𝑀 < 𝜓𝑆𝑀 𝜓𝐼𝑀 > 𝜓𝑆𝑀
IEEE 118-bus system 96.28% 3.72%
IEEE 300-bus system 94.29% 5.71%
French grid 94.47% 5.53%

Table 5: Comparisons of the metrics by the rate of load decrease.

Test benchmarks 𝜅𝐼𝑀 < 𝜅𝑆𝑀 𝜅𝐼𝑀 > 𝜅𝑆𝑀
IEEE 118-bus system 76.37% 23.63%
IEEE 300-bus system 79.21% 20.79%
French grid 67.19% 32.81%

combinations, for the IM and SM, we can obtain 12 × 11=132
sets of critical branches.

The simulation results are given in Tables 3–5. Table 3
gives the statistical results of the 132 attacks. IM is better at
identifying critical branches than SM. For example, removing
branches according to the IM can cause the grid to lose more
than 10% of its load in approximately half of the simulations
of the French grid, compared to SM.
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Figure 10: Distribution of removing load under different parametric combinations on the French grid. (a)IM and (b)SM.

To be more quantitative, Table 4 shows the performance
difference of the two metrics according to the residual load
of the systems under the same 𝜆 and 𝜏. The second to
the third columns list the percentage of the two metrics
in which (1) IM is better than SM and (2) SM is better
than IM. It is clear that a load associated with a fault can
easily be redistributed to many other branches; therefore, the
branches can distinctively exhibit one of the two features, i.e.,
impactability or susceptibility.

In addition to the percentage of the remaining load, we
compared the performance of the metrics according to the
speed of the load decrease, as shown in Table 5. Similarly, in
themajority of the simulations, the speed of the load loss after
an attack following IM is faster than that after SM in the three
benchmarks. The speed signifies the intensity of the attack.
The faster the load decreases the more difficult it is for the
system operator to apply control strategies to stop cascades.

Combining the results from Tables 3–5, we can infer that
the identification of the two features becomes increasingly
important, becasue they reveal different features in terms of
the fault propagation. In general, both from the perspective
of a power grid and a general graph, the branches with high
impactability more easily spread faults; therefore, they decide
the speed of the consequences (in the power system cases
used in this paper, this is the loss of the load) and the affected
area. Conversely, when branches with high susceptibility are
attacked, the fault propagation is slow and load loss is small.
This is because the susceptible vertices do not propagate
faults as easy as impactable vertices do; they usually work
as propagation sinks. So they define the consequences of a
cascade.

Accordingly, in practice, with the distinction of the two
features of the branches, a system operator can deploy
better defense strategies resorting to the most relevant fea-
tures under different operation states. Protecting impactable
branches can effectively avoid triggering failures. However,

during a cascading process, particularly under deliberate
attacks or fault propagation, susceptible branches can be
easily affected by a fault, which can deteriorate the network
functionality due to the enhanced consequences from them.
Therefore susceptible branches also need to be protected and
considered as well.

Furthermore, we investigated the distribution of removed
load for different parametric combinations. Due to space
limitations, we offer only the French grid (Figure 10) as an
example. In Figure 10, when there are different combinations
of 𝜆 and 𝜏, the load removed from the system is different,
which demonstrates the importance of the branches and
the adjacent relationships between vertices on determining
the vulnerability of a system. In addition, the distribution
of the removed load is relatively centralized. For example,
the removed load is less when 𝜆 and 𝜏 are 0-1.8 and 0-0.8,
respectively. Meanwhile, note that to obtain the optimum of
parametric combination, which is analogous to the parameter
selection of deep-learning algorithms, some optimization
algorithms, such as genetic algorithms, can be employed.

4.3. Comparison with Existing Methods. Compared to sus-
ceptible branches, because impactable branches can eas-
ily spread faults, which cause the gird to collapse faster,
impactable branches will be primary targets for deliberate
attacks. To verify this, we compared the proposed impactable
branches to the critical branches as ranked by the degrees
of the CGs, betweenness, electrical betweenness, network
efficiency [11] and network ability [19] of system structures
on the French grid, and the IEEE 118- and 300- bus systems.

In the three benchmarks, when (1) 𝜆 = 0.6 and 𝜏 = 2,
(2) 𝜆 = 0.6 and 𝜏 = 1.4, and (3) 𝜆 = 0.6 and 𝜏 = 1,
the rankings of the impactable branches had the optimum
values, respectively. Figure 11 shows that the remaining load
after the removal of the branches ranked by IM of the
branches is generally smaller than the degree of the CG.This
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Figure 11: The remaining load with the number of the critical branches increasing. (a) IEEE 118-bus system; (b) IEEE 300-bus system; (c)
French grid.

indicates that the vulnerability of branches is related not only
to the importance of the branches but also to the adjacent
relationships between the vertices. Therefore, considering the
relationships to construct indices is necessary to improve the
accuracy of vulnerability assessments.

Further, we compared our proposed method to other
indices and random attacks for the three benchmarks. For
random attacks, some branches are randomly selected and
successively removed from benchmarks. Figure 11 shows
that the remaining load after the removal of the branches
identified by our model is smaller, which indicates that
our proposed method has better accuracy when identifying
vulnerable branches. In addition, in the three benchmarks,
when 𝜆 = 1 and 𝜏 = 1, our results have also the relatively

better accuracy than other indices even if we did not set the
adjustable parameters (𝜏 and 𝜆).
5. Conclusions

In this paper, we employed structural, physical, and oper-
ational features to construct a CG to analyze the electrical
network vulnerability. On this basis, IM and SM are built
to distinguish these two vulnerability features. Adjusting
the parameters associated with the metrics can dynamically
change the load redistribution rules. Simulations based on
benchmarks systems proved the validity of the proposed
method. Both IM and SM can identify critical branches of a
system; however, IM is more effective than SM in most cases.
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Thanks to the general features of the proposed method,
i.e., from the perspective of the LRM of the CNT, the IM
and SM can also be applied to identify the impactable and
susceptible vertices of other networks, e.g., water networks
and transportation networks. Similarly to the application we
conduct in this paper for electric network, the IM and SM are
also expected to not only identify the vulnerability in these
networks but also reveal their roles in it.

However, there are still some existing problems to over-
come. First, it is important to reduce the time complexity
so that our proposed method can be applied to an online
assessment of large scale electrical networks. Parallel or dis-
tributed computing such as PC clusters and, cloud computing
may help to combat the time complexity issue. Secondly, even
though adjusting the associated parameters of the twometrics
can dynamically change the redistribution rules, there is
currently no guidance available as to how to choose them.

Appendix

Proof of the Maximum of the IM and SM

We are interested to find when the IM and SM reach their
maximum, regardless of the values of 𝜆 and 𝜏. For the IM,
supposing that 𝑁𝑄 and 𝐷𝑗𝜏 are fixed, if (9) reaches its maxi-
mum, (A.1) needs to be satisfied by themaximum principle of
the entropy. Obviously, the necessary and sufficient condition
for (A.1) is (A.2).

𝑙−𝜆𝑗1∑𝑟∈Q 𝑙−𝜆𝑗𝑟 = 𝑙−𝜆𝑗2∑𝑟∈Q 𝑙−𝜆𝑗𝑟 = ⋅ ⋅ ⋅ = 𝑙−𝜆𝑗𝑁𝑄∑𝑟∈Q 𝑙−𝜆𝑗𝑟 (A.1)

𝑙𝑗1 = 𝑙𝑗2 = ⋅ ⋅ ⋅ = 𝑙𝑗𝑁𝑄 = 1 (A.2)

From (A.4), it is manifested that if and only if the other
vertexes are all neighbors of the vertex V𝑗, which means V𝑗 is
located at the central position in a star graph, 𝐼𝑉𝑗 reaches its
maximum expressed in (12).

For the SM, supposing𝑁𝑄 is fixed, we firstly focus on one
of the vertexes affecting the vertex V𝑘 , say vertex V𝑗. If and only
if (A.3) and (A.4) are satisfied, Δ𝜌𝑗→𝑘 takes the maximum
value, which indicates that only degree of V𝑗 can be greater
than or equal to 1 and the degree of other vertexes including
V𝑘 must be equal to 1. Further, we analyze the impact
of 𝑁𝑄 vertexes on V𝑘. When Δ𝜌1→𝑘, Δ𝜌2→𝑘, . . . , Δ𝜌𝑁𝑄→𝑘
simultaneously reaches their maximum values, i.e., (A.3) and
(A.4) are satisfied at the same time, 𝑆𝑉𝑘 arrives themaximum.
To simultaneously satisfy (A.3) and (A.4) for all Δ𝜌𝑗→𝑘 (𝑗 =1, 2, . . . , 𝑁𝑄), if and only if 𝐷𝑗 = 1 (𝑗 = 1, 2, . . . , 𝑁𝑄) and𝐷𝑘 = 𝑁𝑄, i.e., V𝑘 is located at the central position in a star
graph, 𝑆𝑉𝑘 reaches its maximum value expressed in (13).

𝑙−𝜆𝑗𝑘 = 1 (A.3)

𝐷𝑟 = {{{
𝐷𝑗, 𝑟 = 𝑗
1, 𝑟 ̸= 𝑗 ∧ 𝑟 ̸= 𝑘 (A.4)

Symbols

Electrical Network

L: Set of branches (i.e., lines, transformers) in
a transmission network, = {⋅ ⋅ ⋅ , 𝐿𝑗, ⋅ ⋅ ⋅ },
dim{L} = 𝑁𝐿

B: Set of nodes (i.e., buses) in a transmission
network, dim{B} = 𝑁𝐵

S: Critical path. S = {⋅ ⋅ ⋅ , 𝐿𝑗, ⋅ ⋅ ⋅ }, S ⊆ L,
dim{S} = 𝑁𝑆𝛼𝑗: Loading assessment index of the branch 𝑗,𝐿𝑗 ∈ L𝑓0𝑗 : Power flow of the branch 𝑗 under normal
operation, 𝐿𝑗 ∈ L𝑓𝑥𝑗 : Power flow of the branch 𝑗 during the
contingency 𝑥, 𝐿𝑗 ∈ L𝑓𝑀𝑗 : Flow limit of the branch 𝑗, 𝐿𝑗 ∈ L𝑃𝑥𝑑 : Active load during the contingency 𝑥,𝑑 ∈ B𝛿𝑥𝑧 : Load shedding percentage in the 𝑧th
island during contingency 𝑥𝑍𝑥: Number of islands during the contingency𝑥Λ: Normalized total load shedding
percentage (0 ≤ Λ ≤ 1)Δ: Threshold for total load shedding
percentage

Correlation Graph

V: Set of vertices in a graph, dim{V} = 𝑁𝐿
E: Set of edges in a graph, dim{E} = 𝑁𝑞
G: A correlation graph, G = {V,E}
V𝑖: Set of vertices in critical path 𝑖,

V𝑖 = {⋅ ⋅ ⋅ , V𝑗, ⋅ ⋅ ⋅ }, V𝑗 = 𝐿𝑖𝑗, V𝑖 = S𝑖,
dim{V𝑖} = 𝑁𝑖𝑆

E𝑖: Set of edges in critical path 𝑖,
E𝑖 = {⋅ ⋅ ⋅ , 𝑒𝑖𝑞, ⋅ ⋅ ⋅ }, 𝑒𝑖𝑞 = 𝐿𝑖𝑗𝐿𝑖𝑗+1, 𝑞 = 𝑗,
dim{E𝑖} = 𝑁𝑖𝑆 − 1

G𝑖: Graphic representation of critical path 𝑖,
G𝑖 = {V𝑖,E𝑖}𝑟: Power exponent of cumulative
distributions𝑅2: Fitting effect of the power law𝜌𝑗: Initial load of the vertex V𝑗𝐷𝑗: Degree of the vertex V𝑗𝜏: Scale factor for initial load, 𝜏 > 0

Q𝑗: Set of vertices affected by vertex V𝑗.
Q𝑗 = {⋅ ⋅ ⋅ , V𝑘, ⋅ ⋅ ⋅ }, Q ⊆ V, dim{Q𝑗} = 𝑁𝑄Δ𝜌𝑗→𝑘: Load variation of vertex V𝑘 due to failure
of vertex V𝑗𝑙𝑗𝑘: Distance between the vertices V𝑗 and V𝑘𝜆: Portion control factor for load
redistribution, 𝜆 ≥ 0𝜂: Threshold for selection of vertices into Q𝑗𝐸𝑗: Entropy of the vertex V𝑗
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𝐼𝑉𝑗: Impactability of the vertex V𝑗𝑆𝑉𝑘: Susceptibility of the vertex V𝑘𝜎(⋅): Impulse response function𝜓𝑦: Percentage of remaining load when
attacking 𝑦 branches𝜅: Descent rate𝑌: Number of adjacent samples.
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