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In order to meet the requirements of UAV motion control and tracking control, an adaptive sensor-based technology is proposed.
The main content of the technology is based on the mathematical model of the adaptive sensor, through the quaternion attitude
update model, using nonlinear attitude SVDCK filtering and dynamic adaptive adjustment factors and other technologies, and
finally through simulation experiments and analysis to build the research means of UAV motion control and tracking control
system. The experimental results show that the roll Angle, pitch Angle, and yaw Angle of SVDCKF are 1.703, 1.972, and 1.928,
respectively. By adjusting the dynamic adaptive factor, the attitude-filtering algorithm reduces the error of the attitude solution
and improves the robustness of the attitude solution under high dynamic conditions. Conclusion. The technology research
based on adaptive sensor can meet the requirements of UAV motion control and tracking control.

1. Introduction

In many application scenarios of UAV, target tracking is a
very typical task. In the process of target tracking, UAV uses
its mounted sensor to continuously observe the tracked target,
which can obtain a lot of information about the target, and
then realize the target identification and precise positioning.
Therefore, UAV target tracking has great application value
in battlefield reconnaissance, ground attack, city antiterrorism,
and maritime search and rescue, and has received more and
more attention [1]. Four-rotor UAVs are widely used in sur-
veying, mapping, monitoring, and other fields due to their
small appearance and easy concealment. In some specific sce-
narios, it is necessary to pay attention to the flight status of the
UAV at all times, so the visual tracking of the UAV is partic-
ularly important, and the challenge of realizing efficient visual
tracking lies in the reasonable appearance of the target and the
selection of appropriate tracking strategy.

Due to the influence of UAV motion constrained sensor
observation range and complex environmental conditions, a
single UAV is usually not enough to achieve accurate and
continuous target tracking. Therefore, multiple UAVs are
needed to maintain the robustness of target tracking task

and obtain higher target positioning accuracy. Compared
with single UAV target tracking, multi-UAV cooperative
target tracking has two key problems. Collaborative fusion
estimation of target state, that is, how to effectively fuse the
target observations from different UAVs to obtain the opti-
mal estimation of target state. Trajectory optimization deci-
sion of cooperative target tracking and observation by
multiple UAVs, namely, how to coordinate the movement
of these UAVs to obtain better observation of the target (to
optimize the performance of target state estimation) [2].
Therefore, at present, domestic and foreign scholars have
carried out a lot of research on these two key problems in
cooperative target tracking of multiple UAVs. With the
rapid development of UAV technology, it has gradually been
applied to aerial photography, aerial detection, geographic
mapping, power line inspection, personnel search, express
delivery, maritime rescue, agricultural plant protection,
environmental monitoring, and other fields. With the rapid
development of UAV technology, autonomous tracking
and landing of dynamic targets by UAV has become a key
issue for many researchers.

With the rapid development of modern science and
technology, UAV technology is widely used in surveying,
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geology, meteorology, plant protection, inspection and mon-
itoring, and other fields, and the application of UAV
+ industry is in the ascendant [3]. With the rapid develop-
ment of UAV information technology, lightweight and min-
iaturized mission load technology, satellite communication
technology, composite material structure technology, high
efficiency aerodynamics technology, new energy and high
efficiency power technology, integration technology of light
and small sensors and data processing system, and take-off
and landing technology, the performance of UAV is con-
stantly improving. Functions continue to expand, various
types of UAVs continue to emerge, and the application field
is more and more extensive.

2. Literature Review

At present, UAV attitude calculation algorithms mainly
include complementary filtering, Kalman filtering, and so
on. Among them, complementary filtering relies on the
frequency complementary characteristics between sensors
and fuses sensor data to calculate the heading. UAV tech-
nology is widely used in today’s society. UAV has the
characteristics of low-cost, high efficiency, maneuver, flex-
ibility, real-time, high resolution, simple operation, high
image resolution, and little influence by terrain factors. It
can adapt to a complex environment outside, and has
good controllability of flight routes during aerial survey,
which can be set according to actual needs. As an aerial
IoT device, UAV has many different characteristics from
low-orbit satellites and ground networks. UAV has lower
path loss and is very beneficial to wireless transmission
in the Internet of Things because of its on-demand
deployment in hover mode [4]. However, the excessive
dependence of the cellular Internet of Things on ground
infrastructure is not conducive to the deployment of the
Internet of Things in remote areas and disaster areas. In
contrast, UAVs have the flexibility to respond quickly to
remote operations and control, can deploy IoT quickly
without ground infrastructure, and UAVs have air superi-
ority and access to better line-of-sight links, conducive to
sending information sufficiently close to IoT devices. As
a result, UAVs can quickly meet a variety of business
needs, such as providing data offloading wireless coverage
communications relays and edge computing for hot spot
disasters and remote areas as well as military operations.
UAV aerial photography is a combination of visible light
camera, infrared thermal imager, hyperspectral imager,
laser radar and image transmission equipment carried by
UAV, and aircraft with image transmission technology to
transmit high-definition pictures in real-time and complete
image information processing of the control area.
Unmanned aerial vehicle (UAV) with the aid of wireless
control technology and process control devices to operate
applications, use of prior planning process to realize the
automatic operation intelligent vehicle has the most
advanced visual system and sensor system, can be in a sta-
ble hover flight, with automatic returning obstacles percep-
tion and auxiliary function, and can carry specified parts
to adapt to different scenarios [5].

To solve the above problems, in order to meet the
requirements of UAV motion control and tracking control,
an adaptive sensor-based technology is proposed. The main
content of the technology is based on the mathematical
model of the adaptive sensor, through the quaternion atti-
tude update model, using nonlinear attitude SVDCK filter-
ing and dynamic adaptive adjustment factors and other
technologies, and finally through simulation experiments
and analysis to build the research means of UAV motion
control and tracking control system. For small unmanned
aerial vehicle (UAV) under the condition of complex flight
navigation position of calculating precision and robustness
problem, this paper proposes a dynamic adaptive adjust-
ment of the singular value volume navigation pose estima-
tion of the Kalman filter algorithm, considering the low-
cost airlines posture sensor random, the problem of large
deviation, the navigation position sensor random deviation
as to estimate parameters and to eliminate the influence of
stochastic error sensor [6].

3. Research Method

3.1. Adaptive Sensor Mathematical Model

3.1.1. Quaternion Attitude Update Model. In the attitude
representation method of UAV strapdown, unit quaternion
is usually used for fast calculation of attitude update and
rigid body transformation, as shown in the following:

q = qw + qxi + qy j + qzk =
qw

qv

" #
=

cos θ/2ð Þ
ex sin θ/2ð Þ
ey sin θ/2ð Þ
ez sin θ/2ð Þ

2
666664

3
777775: ð1Þ

In the formula, qw is the real part of a quaternion, qv is
the imaginary part of a quaternion, and e is the rotation axis.
Quaternion continuous multiplication operation can be
defined by the following:

p ⊗ q =
pwqw − pTv qv

pwqv + qwpv + pv × qv

" #
, ð2Þ

q ⊗ q−1 = 1, 0, 0, 0½ �T: ð3Þ
In formulas (2) and (3), the quaternion multiplication

operator is a reversible quaternion of q, and the quaternion
must satisfy the orthogonal principle of

qj j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q ⊗ q−1

p
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2w + q2x + q2y + q2z

q
= 1: ð4Þ

In this paper, the unit quaternion is used to update the
UAV attitude, the quaternion attitude differential equation
is solved by the first-order Picard’s substitution method,
and the discrete model is given [7, 8].

Attitude calculation is dependent on measurements from
attitude sensors using low-cost attitude sensors, mainly
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including gyroscopes, accelerometers, and magnetometers.
These sensors are attached to the center of gravity of the
small UAV body, and the three axes of the sensor are
orthogonal to each other under ideal conditions [9].

UAV attitude model is a nonlinear system in practice.
Therefore, this paper establishes the nonlinear system model
of UAV attitude in the Gaussian discrete state, as shown in
the following:

xk = f xk−1, vk−1ð Þ +mk−1,

zk = h xkð Þ + nk:

(
ð5Þ

In the formula xk is the attitude state estimation
parameters, f ð·Þ is the nonlinear dynamic function, vk−1
is the attitude sensor input parameters, zk is the attitude
observation parameters, and hð·Þ is the nonlinear observa-
tion function. Among them, mk−1 and nk are system
dynamic noise and observation noise, respectively. It is
assumed that both of them are zero-mean Gaussian white
noise and unrelated.

3.1.2. Nonlinear Attitude SVDCK Filtering. For nonlinear
pose filtering, CKF filtering method is adopted in this paper,
which has better solution accuracy than EKF and UKF. The
Cholesky decomposition state covariance matrix P and P =
U ’U ,U is the triangular matrix [10]. However, there are
some problems with using the Cholesky decomposition.

(1) When Cholesky decompose the state covariance
matrix P, P must satisfy the property of positive def-
inite or symmetric positive definite, which limits the
value range of P and leads to unstable attitude
solution

(2) The state covariance matrix may become a sparse
matrix during the operation of the attitude-filtering
algorithm, which destroys the requirement of Cho-
lesky’s decomposition for P

Therefore, this paper uses Singular Value Decomposi-
tion (SVD) to replace Cholesky’s decomposition, so that
the state covariance matrix P can overcome the above prob-
lems as shown in Figure 1.

3.1.3. Dynamic Adaptive Regulatory Factor. Under different
flight conditions of UAV, the triaxial acceleration of the
accelerometer will change greatly, especially some harmful
acceleration or abnormal measurement values may affect
the value of acceleration [11]. Also, during the drone flight,
body jitter and turbulence will also make the acceleration
value uncertain. Therefore, based on the adaptive adjust-
ment of the noise variance of the sensor, a dynamic adaptive
adjustment factor is designed to improve the noise variance
of the accelerometer. And, the flight conditions of UAV are
divided into static conditions, low dynamic conditions, and
high dynamic conditions. Figure 2 is the block diagram of
dynamic adaptive SVDCKF filter, in which the dynamic

acceleration factor can be defined by the following:

∂ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2f x + a2f y + a2f z

q
− g

��� ���: ð6Þ

(1) Static condition: before the UAV takes off, the flight
state on the horizontal ground can be assumed to be
in static condition. At this time, the triaxial accelera-
tion is only affected by the local gravitational acceler-
ation and slight shake of the body. Due to the use of
low-cost inertial devices, the device itself has great
sensor noise [12]

(2) Under low dynamic conditions: the UAV is affected
by body jitter and airflow disturbance in the flight
process, which is transmitted to the accelerometer
and produces harmful accelerations. These harmful
accelerations will pollute the triaxial acceleration
value and then lead to the failure of UAV attitude
calculation [13]

(3) In high dynamic conditions, the UAV can be dis-
turbed by some bad factors during flight, such as
strong winds, turbulence, and birds. These sudden
and dramatic changes will all cause triaxial accelera-
tion to be unusable

3.1.4. Key Technology. The key technology of UAV full-flight
self-optimizing control in complex environment integrates
advanced information technology, communication technol-
ogy, control technology, sensor technology, and system inte-
gration technology. The intelligent control of traditional PID
flight control system is optimized by using the modern con-
trol technology of artificial intelligence and the analysis and
fusion of a large number of flight case data [14].

Complex environment refers to complex geographical
environment, complex meteorological environment, com-
plex electromagnetic environment, complex scenes, and a
variety of complex UAV platform models.

Gyroscope data

Accelerometer data

Figure 1: Block diagram of nonlinear attitude filtering.
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(1) The nonlinear adaptive variable parameter control
algorithm, fault self-diagnosis, and control law
reconstruction are proposed to solve the problem
of accurate control of UAV trajectory and navigation
point in complex environment. The whole process
control strategy control process and control algo-
rithm of UAV from takeoff to landing are proposed
to realize intelligent and accurate autonomous con-
trol of UAV in complex environment [15]

(2) Based on the pilot following method, artificial poten-
tial field method, virtual structure method, and
behavior-based method, the optimal estimation filter
and vertical high-order control loop were con-
structed by integrating multisensor information
under different mission requirements and aircraft
type conditions. The problem of precise cooperative
control and collision avoidance of multiple aircraft
formations is solved, and the cooperative formation
flight of UAVs in wide airspace with long distance
and large speed is realized [16]

3.2. Simulation Experiment

3.2.1. Experimental Platform and Analysis. In this paper, the
experimental platform is used to collect UAV attitude sen-
sor data, including MPU6500 inertial measurement unit
and HMC5893 magnetometer. During the experiment,
rotor UAV was used to collect attitude sensor data under
static and low dynamic conditions, and fixed wing UAV
was used to collect attitude sensor data under high
dynamic conditions [17].

In order to better verify the performance of the proposed
attitude-filtering algorithm, the collected attitude sensor data
is used to analyze the algorithm on the simulation software,
and the algorithm is compared with EKF and CKF attitude
filtering [18].

Figure 3 describes the variation of UAV’s triaxial acceler-
ation under static conditions. Compared with EKF and CKF,
the attitude error of the proposed aeropose-filtering
algorithm is the smallest. Since the variation of triaxial accel-
eration under static conditions is relatively stable, the mea-
surement noise has little influence on the accuracy of
aeropose. In this case, the accurate nonlinear attitude model

and the high-dimensional nonlinear attitude-filtering algo-
rithm will affect the solution of the attitude accuracy [19].
In this paper, a 13-dimensional attitude estimation model
and high-dimensional singular value volumetric Kalman fil-
ter are designed to improve the accuracy of attitude filtering
and reduce the interference of some uncertain factors.

Figure 4 describes the variation of UAV’s triaxial acceler-
ation under low dynamic conditions. Under low dynamic
conditions, EKF’s attitude filtering attitude error is the
largest, mainly because EKF introduces rounding error to
the first-order truncation description of nonlinear attitude
model, which is then transmitted to the attitude solution
and amplifies the error of attitude solution [20]. Although
the attitude calculation error of CKF is smaller than that
of EKF, the measured value of triaxial acceleration will
be interfered by some uncertain factors during low
dynamic flight. At this time, the acceleration noise will
be constantly changing. CKF cannot eliminate the influ-
ence brought by these disturbances because the constant
acceleration noise variance is set. Therefore, a dynamic
adaptive adjustment factor is designed in this paper,
through which the acceleration noise variance is constantly
adjusted to reduce the attitude error.

Gyroscope
Triaxial angular velocity

attitude quarternion updated

Te acclerometer
Triaxial acceleration

Magnetometer
Triaxial magnetic feld strength

Calculation of course Angle observations

Figure 2: Adaptive filtering block diagram of SVDCKF.
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Figure 3: Roll Angle, pitch Angle, and yaw Angle error diagram
under static condition.
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Figure 5 describes the variation of UAV’s triaxial acceler-
ation under high dynamic conditions. In low dynamic con-
ditions, fixed-wing UAV is used in this paper to collect
attitude sensor data under high dynamic flight conditions.
Compared with rotor-wing UAV, fixed-wing UAV has faster
flight speed and more flexible maneuvering. The attitude
error of EKF attitude filter changes sharply after 40s. This
is because, under high dynamic conditions, the nonlinear
degree of the sailing attitude model is enhanced, which leads
to an increasingly large rounding error caused by EKF first-
order truncation. Under high dynamic conditions, SVDCKF
with dynamic adaptive adjustment factor has better process-
ing effect on the acceleration measurement noise than CKF,
which eliminates the influence of nonacceleration on the
attitude calculation and improves the calculation accuracy.

4. Interpretation of Result

In this paper, a SVDCKF nonlinear attitude-filtering
algorithm with dynamic adaptive adjustment factor is
proposed. Taking small unmanned aerial vehicle (UAV)
as the research object, the attitude calculation require-
ments of UAV during flight are analyzed and designed,
which improves the accuracy and robustness of UAV
attitude calculation. Compared with other attitude algo-
rithms, the proposed attitude algorithm has the following
advantages:

(1) A nonlinear attitude system model of the attitude
state was designed, and the random errors of the
gyroscope accelerometer and magnetometer were
used as state estimation parameters to eliminate the
influence of the random errors of the attitude sensor
on the accuracy of the attitude solution

(2) In view of the nonlinear problem of UAV attitude
model and matrix nonpositive definite problem of
state covariance in the filtering process, singular
value decomposition was used to replace Cholesky’s
decomposition, and then combined with volume
Kalman filter, the nonlinear attitude model was
processed to improve the accuracy of attitude solu-
tion [21].

(3) A dynamic adaptive adjustment factor was designed
to deal with the variance of acceleration measure-
ment noise, which improved the robustness and
immunity of the attitude filtering

Table 1 provides the mean absolute error standard devi-
ation and root mean square error of EKF, CKF, and
SVDCKF attitude accuracy of UAV under high dynamic
conditions. As can be seen from Table 1, the value of
SVDCKF roll Angle is 1.703, pitch Angle is 1.972, and yaw
Angle is 1.928. By adjusting the dynamic adaptive factor,
the proposed algorithm can reduce the error of attitude cal-
culation and improve the robustness of attitude calculation
under high dynamic conditions.
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Figure 4: Error diagram of roll Angle, pitch Angle, and yaw Angle
under low dynamic condition.
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Figure 5: Roll Angle, pitch Angle, and yaw Angle error diagram
under high dynamic condition.

Table 1: Comparison of attitude accuracy among EKF, CKF, and
SVDCKF.

Method
The attitude angle/(°)

Roll angle R Angle of pitch P Yaw angle Y

EKF

MAE 3.294/7 5.147/8 6.011/5

STD 6.007/5 9.869/7 12.594/0

RMSE 9.037/3 14.801/0 22.694/0

CKF

MAE 2.712/3 3.714/3 4.014/3

STD 5.057/0 6.510/5 6.380/4

RMSE 6.786/8 7.608/6 10.264/0

SVDCKF

MAE 1.703/6 1.972/3 1.928/0

STD 3.548/2 4.396/8 4.467/2

RMSE 3.335/1 3.436/3 4.136/2
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5. Conclusion

To solve the above problems, in order to meet the require-
ments of UAV motion control and tracking control, an
adaptive sensor-based technology is proposed. The main
content of the technology is based on the mathematical
model of the adaptive sensor, through the quaternion atti-
tude update model, using nonlinear attitude SVDCK filter-
ing and dynamic adaptive adjustment factors and other
technologies, and finally through simulation experiments
and analysis to build the research means of UAV motion
control and tracking control system. Considering the influ-
ence of the triaxial acceleration in the attitude sensor on
UAV attitude calculation under different flight conditions,
a dynamic adaptive factor was proposed based on the idea
of adaptive filtering to continuously adjust the noise variance
of the acceleration measurement, which improved the
robustness of the attitude filtering under complex condi-
tions. Aiming at the nonlinear problem of the UAV’s atti-
tude model and the matrix nonpositive definite problem of
the state covariance in the filtering process, the singular
value decomposition is used to replace the Cholesky decom-
position, and then combined with the volumetric Kalman
filter, the nonlinear attitude model is analyzed. Processing
to improve the accuracy of the attitude calculation, experi-
mental results show that the proposed algorithm not only
effectively improves the accuracy of the nonlinear attitude
model and meets the flight requirements of small UAVs
but also eliminates the influence of the random deviation
of the attitude sensor and the noise of the triaxial accelera-
tion measurement on the attitude solution, and improves
the robustness and immunity of the algorithm.
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In order to control the grassland ecological environment, an application method of multisource data fusion technology in the
construction of land ecological index is proposed. Due to the high requirements for grassland environmental monitoring, the
use of traditional technologies to monitor grassland environmental conditions lacks certain effectiveness, has high investment
costs, and consumes a lot of manpower and material resources. The use of sensors to dynamically monitor the grassland
environment is conducive to monitoring the environment from a scientific and technological level. By understanding the
fusion principle and process of three fusion methods, adaptive weighted average, BP neural network, and D-S evidence theory,
the construction of Bashang grassland ecological energy big data platform based on multisource data fusion is proposed. A
two-level data fusion model based on grassland environmental monitoring is proposed. Several environmental parameters in
the experimental environment were monitored, and the validity of the two-level fusion model was verified by two evaluation
indicators, the mean absolute percentage error and the corrosion error. This suggests that a combination of BP neural network
and D-S proof theory improves system performance. It provides the possibility for more comprehensive monitoring of
grassland ecological environment in the future.

1. Introduction

In recent years, data fusion technology is widely used in both
military and civil fields. With the continuous development
of informatization in China, scholars began to apply multi-
source data fusion technology to environmental monitoring.
In the earth’s ecological environment, grassland ecology, as
an important part, has laid a solid foundation for the devel-
opment of animal husbandry. The study of multisource data
integration technology in the background of pastureland
monitoring helps to effectively manage the pasture environ-
ment and is a valuable scientific guide to pastureland protec-
tion [1, 2]. After the reform and opening up, some
achievements have been made in the development of animal
husbandry economy, but behind its remarkable achieve-
ments, it is obtained at the expense of grassland ecology.
The main reasons for the destruction of grassland ecosystem

are as follows. (1) Global warming: the chief culprit of the
rapid degradation of grassland environment is the continu-
ous drought of grassland. Most of the annual rainfall in the
grassland ecological area is less than the annual evaporation,
which increases the risk of grassland desertification and deg-
radation and significantly reduces the vegetation coverage.
(2) Unreasonable utilization of grassland: with the increase
of population, driven by their own interests, it is common
to turn natural pastures into grain fields. However, due to
wind erosion and the reduction of soil fertility, it is very dif-
ferent from the expected economic benefits. As a result, most
of the reclaimed land is abandoned, and the area of grass-
land is gradually decreasing.

However, it is gratifying that the seriousness of the prob-
lem has attracted people’s attention. In order to implement
the restoration of grassland ecology, a series of countermea-
sures are formulated, of which the most important is to
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monitor the grassland environment. Traditional grassland
environmental monitoring uses a single sensor to collect
the data of various environmental factors, but due to its
instability, if the sensor fails, the data is likely to be lost,
resulting in the paralysis of the whole system. Now, people
use multiple sensors to receive these data. Using multiple
sensors to collect information obviously enhances the sur-
vivability of the system, but the redundancy between the
measured information is high, so these data need to be proc-
essed [3]. Considering comprehensively, this topic intro-
duces multisource data fusion technology into grassland
environment monitoring and deeply studies the relevant
theories and key technologies of multisource data fusion in
grassland environment monitoring. The final results can
accurately reflect the situation of grassland environment;
this is a reference to pastureland science management and
governance measures [4].

2. Literature Review

Data fusion technology began to develop gradually in recent
30 years, and there is still no exact concept up to now. The
definition proposed by JDL (joint) in 1991 is widely used
today. It gives the definition of data fusion, from a multifac-
eted and multilevel perspective, so as to improve the accu-
racy of characteristic estimation and completely evaluate
the battlefield situation and threat [5]. In 1973, research
institutions in the United States began to study sonar signals.
This study is regarded as the earliest research related to
information fusion [6]. In the future, relevant fusion tech-
nologies came into being. Until the late 1970s, the concept
of multisource information fusion appeared in the published
literature. In 1988, information fusion technology was listed
by the US Department of Defense as one of the key technol-
ogies for development and research in the 1990s [7]. The C3
Technical Committee (TPC3) under JDL has established a
professional group to organize and guide relevant work. In
1991, the United States used data fusion technology in mili-
tary electronic systems. As early as 1973, relevant institu-
tions began to study sonar signal system. In 1984, the
United States established an expert group to do research
on it. In 1988, data fusion was included in the plan of accel-
erating development and research by the United States [8].
The research on this aspect started relatively late. Until the
late 1980s, the research on related technologies began to be
reported one after another, and there were different opinions
on its understanding. The main formulations were data syn-
thesis, compilation, collection, and fusion. Although China
started late, its development is relatively fast. In the early
1990s, it caused heated debate in China, prompting colleges
and universities and scientific research institutes to start
research. Until the mid-21st century, the technology was fur-
ther valued by the state, so various popular studies followed
[9]. Although China started late, in recent years, its applica-
tion and improved algorithm have made remarkable
achievements. Some researchers have explored the hierarchi-
cal fusion model of coal mine safety monitoring, determined
the hierarchical fusion model, determined the membership
degree and corresponding weight by using the analytic hier-

archy process, fused the feature layer by using the fuzzy eval-
uation method, and then fused by using the D-S evidence
theory, so as to select the appropriate algorithm for calcula-
tion and processing according to the types of different input
data. In addition, aiming at the problem of bridge health
monitoring, using the advantages of BP neural network in
data recognition, a three-tiered BP neural network model
was developed. In order to prevent falling into local mini-
mum, the method of additional momentum is used to train
the function. Finally, the simulation experiment compares
the data of multisensor and single sensor to analyze the
fusion results [10, 11].

3. Research Methods

3.1. Multidata Fusion. Multisource data fusion (multisource
data fusion), also known as multisensor data fusion, refers to
the comprehensive processing of data from multiple sensors
for a certain purpose, in order to obtain both accurate and
reliable estimation or reasoning decisions. According to this
definition, we can further clarify that this technology uses
computer technology to coordinate and manage the infor-
mation monitored by sensors according to the expected
objectives and tasks and build the corresponding model.
Then, the collected information is unified, selected and
eliminated, and classified and fused, so as to achieve the
effect of comprehensively and accurately judging the object.
For the process of multisensor data fusion technology, see
Figure 1 [12].

Data fusion organically combines old and new technolo-
gies. In data fusion technology, scholars will generally use
probability theory methods, mathematical methods, and so
on. If the fusion methods are divided, they can be roughly
divided into two kinds: one is based on probability theory,
which includes Bayesian estimation and Kalman filter. The
other is based on nonprobabilistic methods, such as D-S evi-
dence theory, neural network, and fuzzy set theory. Neural
network is a fusion method that can realize a certain func-
tion based on human’s understanding and understanding
of its brain neural network [13]. It simulates the brain neural
structure and function. At present, neural networks are clas-
sified from different angles. The common ones are single-
layer feedforward, multilayer feedforward, and Hopfield
feedback networks. The simplest network structure can con-
struct a nonlinear structure with multiple inputs but only
one output [14].

In data fusion, neural network is widely used. Its use can
be roughly divided into the following two types: one is to
apply BP neural network as a calculation tool to the existing
fusion model; the other is to apply the data fusion method to
the neural network structure. When using a BP neural net-
work to aggregate data, the aggregation process can be
divided into the following three stages. The first step is to
build an appropriate BP neural network model according
to the fusion requirements and data characteristics and fully
consider the characteristics of neurons and some learning
rules. The second step is to establish the corresponding rela-
tionship between all levels and determine the weight to facil-
itate the efficient completion of network training. The third
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step is to fuse the data with the help of the trained neural
network, as shown in Figure 2.

The operation of D-S evidence theory is based on a trust
function that is more adaptable to different situations than
probability theory. In addition, it has strong flexibility,
which is reflected in distinguishing uncertainty and accu-
rately showing the evidence collection process [15]. For the
data fusion model of D-S evidence theory, see Figure 3.

For processing of data collected by multiple sensors
through a combination of D-S proof theory, its basic process
is, firstly, preprocess the data from each sensor (i.e., evi-
dence). Then, calculate the basic probability distribution
value, trust degree, and likelihood of the evidence, and then,
recalculate the basic probability distribution assignment,
reliability, and likelihood of all the evidence under the joint

action by the DS synthesis rule. Finally, select the hypothesis
with the maximum reliability and likelihood according to
the decision rules, and regard this as the fusion result [16].

3.2. Two-Level Data Fusion Model for Grassland
Environmental Monitoring. In grassland environment mon-
itoring, due to the large monitored area and the large num-
ber of sensor nodes, reducing node energy consumption is
also one of the important purposes of data fusion. The
two-level data fusion model proposed in this study fuses
the data at the cluster head node and the gateway node,
respectively. Several sensor nodes are arranged in each
region, and then, a cluster head node is selected in each
region according to certain rules according to LEACH pro-
tocol to form a clustering structure [17]. In the topology of
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grassland environment monitoring network, the sensor
nodes collect the environmental parameter data, and the
cluster head node is responsible for receiving data from each
sensor node in the region. After receiving data from each
sensor node, the cluster head node performs the first level
of melting and then transmits it to the output node after
the first level of melting. The output node is responsible
for receiving data from different regions and performs sec-
ondary melting after receiving data from each region and
obtaining the final environmental status through the com-
prehensive analysis of the fusion results [18].

There are many indicators that can evaluate grassland
environmental conditions. In this paper, the environmental
monitoring indicators are determined as soil temperature,
soil humidity, light intensity, carbon dioxide concentration,
and wind speed, so as to effectively solve the problem of lack
of systematic decision-making credibility caused by a single
monitoring index. The complexity of grassland environment
leads to the complex reasons for the healthy growth of veg-
etation. If only a single fusion structure is used, it will bring
great challenges to obtain comprehensive and accurate
information [19]. This paper designs a two-level data fusion
model, as shown in Figure 4. Once the cluster head nodes of
each site receive the data collected from each sensor in the

region, they first use the weighted average method of adap-
tation to melt the data from the same sensor in the region
and then aggregate it locally using the BP neural network
method. This is the aggregation of nonhomogeneous sensor
data in each region [20]. The first-level smelting result is
then sent to the second-level smelting output node. Filter
the entire pasture environment [21].

3.3. Decision-Level Integration Process of Grassland
Environmental Monitoring. To make the results of pasture-
land monitoring more accurate, the D-S proof theory is used
in global smelting. The results of local aggregation obtained
through the BP neural network are uncertain, and the D-S
evidence theory provides an effective way to address uncer-
tainty in data aggregation. After the first level of melting,
local conclusions can be obtained for each region. The D-S
proof theory is then used to normalize the local judgment
results for each region and to consolidate the decision levels.
In this paper, the specific method of smelting process based
on D-S proof theory is as follows.

Suppose that the grassland is divided into n regions, in
which the result of region 1 after BP local fusion is recorded
as L1, the result of region 2 after BP local fusion is recorded
as L2, and so on; the result of region n after BP local fusion is
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Figure 4: Schematic diagram of multisource data fusion model for grassland environmental monitoring.
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recorded as Ln, and the focus element of each trust function
corresponds to the local judgment result of each region. All
local judgment results form the recognition framework and
then normalize the output of BP neural network in each
region to obtain m of each focus element. Finally, the D-S
synthesis rule is applied for fusion to obtain the condition
of grassland environment [22, 23].

In the problem domain, any proposition A belongs to
power set 2Ω. The basic probability assignment function m
is defined on 2Ω ⟶ ½0, 1�, and m satisfies

m ϕð Þ = 0, 〠
A∈Ω

m Að Þ = 1, ð1Þ

where ϕ is called an empty set, which also refers to impossi-
ble events, m is the assignment of basic probability distribu-
tion on 2Ω, and mðAÞ is the basic probability value of A.

In the formula, all subsets A satisfying mðAÞ > 0 are
called focal elements of m. The confidence function and
probability function Pl in the D-S evidence theory are
defined in

Bel Að Þ = 〠
B⊆A

m Bð Þ, ð2Þ

Pl Að Þ = 1 − Bel Að Þ = 〠
B∩A≠Θ

m Bð Þ: ð3Þ

For all A satisfying condition A ⊆Ω, there are BelðAÞ ≤
PlðAÞ. Please provide evidence that can be derived from
multiple sources of evidence according to the above D-S
proof theory formula [24, 25].

4. Result Analysis

To test the effectiveness of a two-level smelting model, a
lawn was selected and divided into five areas, labeled C1,
C2, C3, C4, and C0, respectively. In each area, thousands
of soil temperature, soil humidity, light intensity, wind
speed, and carbon dioxide concentration sensor nodes and
a cluster head node were arranged. The MATLAB simula-
tion tool is selected for the simulation experiment. The col-
lected data is used for the experiment. In order to make
the experiment universal, 180 samples are randomly selected
from the data collected by various sensors for simulation in
each simulation experiment, and the remaining 20 samples
are used as a model test package. Using a two-level smelting
model, the data are aggregated on a preprocessed sample
data into a first-tier compound; the fusion values of environ-
mental parameters in each region are obtained by using the
adaptive weighted average method. For example, the data
collected by two soil temperature sensors in area A are
tested, and the two sensor nodes are marked as x1 and x2.
Measured in an experiment, x1=28.6

°C and x2=27.79
°C.

The node variance obtained is σ2
1 = 0:02 and σ22 = 0:13; the

corresponding weight is w1 = 0:34 and w2 = 0:47. At this
time, the fusion result X = 28:059C. After 30 experiments,
the results are shown in Figure 5.

It can be seen from the above experiments that the data
collected by some nodes fluctuate greatly, but after the data
fusion of similar sensors by adaptive weighted average
method, the data with large fluctuation does not have a great
impact on the experimental results. It shows that the data
after adaptive weighted average fusion is more authentic
and effectively improves the accuracy of environmental
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Figure 5: Data collected by three soil temperature sensors in area A.
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parameters. Each region gets the fusion value of each envi-
ronmental parameter through primary fusion, inputs the
environmental parameters into the neural network for train-
ing, obtains the basic probability distribution value of each
region, and then makes fusion judgment by using the D-S
evidence theory.

According to the functional structure of the two-level
fusion model and the form of experimental data collected,
the average absolute percentage error and correlation coeffi-
cient are selected to comprehensively evaluate the perfor-
mance of the two-level fusion model. The calculation
formula is shown in formulas (4) and (5).
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Average absolute percentage error:

MAPE = 1
n
〠
n

i=1

f xið Þ − yij j
yi

: ð4Þ

Correlation coefficient:

λ = n∑n
i=1 f xið Þyi − ∑n

i=1 f xið Þ∑n
i=1 yið Þ2

n∑n
i=1 f xið Þ2 − ∑n

i=1 f xið Þð Þ2
� �

n∑n
i=1 y

2
i − ∑n

i=1 yið Þ2
� � ,

ð5Þ

where f ðxiÞ is the fusion value, yi is the true value (the
data collected by each sensor), and n is the total value. The
better the performance of the model, the smaller the absolute
value of MAPE, and vice versa: if the correlation coefficient
is within ½0, 1�, the better the performance of the model,
and the closer the coefficient is to 1. BP neural network, D-
S evidence theory, and their combination are used for fusion,
respectively. After 10 experiments, the average absolute per-
centage error and correlation coefficient are obtained. The
comparison is shown in Figures 6 and 7.

As shown in Figure 6, the absolute mean error of using a
BP neural network unit alone is generally greater than using
a theoretical combination of D-S proofs alone. However, the
combination of the two is much smaller than the average
error for using the BP neural network or D-S proof theory
alone. In the analysis of the results shown in Figure 7, the
correlation coefficients used in combination with the BP
neural network and the D-S proof theory are close to 1, most
of which are greater than 0.5. This suggests that a combina-
tion of BP neural network and D-S proof theory improves
system performance. This test confirms the accuracy of the
two-level smelting design, and the design improves the accu-
racy of the system, indicating that the results of the multi-
sensor data aggregation are more consistent with the real
situation.

5. Conclusion

Based on grassland environmental monitoring, this paper
studies the model and related fusion methods of multisource
data fusion. The main research work is as follows. (1) Firstly,
this paper introduces the research status of data fusion at
home and abroad, as well as the basic concept and structure
level of multisource data fusion. (2) This paper introduces
the data fusion algorithms and summarizes the advantages
and disadvantages of the data fusion algorithms used by
domestic researchers in various fields. (3) For the subjective
problem of the basic probability distribution function in D-S
evidence theory, which is often obtained from expert experi-
ence, this paper is used to normalize the output of the neural
network of BP to calculate the basic function of probability
distribution. At present, it can solve the uncertainty in the
local aggregation of the BP neural network, as well as solve
the subjective error of the DS evidence theory in the basic
function of probability distribution through the BP neural
network and reduce the influence of uncertainties. (4) This

document conducts validation tests on a two-tier multisen-
sor data supply model. The validity of the data preprocessing
is examined, and the effectiveness of the two-level smelting
model is evaluated. The rationality of data preprocessing is
verified, and the effectiveness of the two-level fusion model
is evaluated. Then, the fusion method after the improved
algorithm is verified.
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In order to solve the problem of large color matching error in color matching system, this paper proposes a painting color editing
system based on virtual reality sensing technology. Apply virtual reality technology (technology) to the proposed system design,
and design the system framework based on the three-tier architecture, which includes data access layer, business logic layer, and
presentation layer. The hardware includes spectrophotometer, central processing unit, storage device, and virtual reality
somatosensory interaction device. The software part takes BP neural network algorithm as the core, trains and processes the
three color values, constructs the automatic matching model of painting colors according to the training results, and realizes
the logical operation and analysis of the system software. The experimental results show that although there is still a certain
error between the painting color matching output by the system and the actual color matching of the test samples, the
maximum absolute error of the matching is relatively small, which is less than 0.05. The error between 6 groups of actual
matching samples and predicted matching samples is <1.5. Although the designed system has some errors with the expected
color matching, the error is small, so the color difference does not affect the visual presentation effect.

1. Introduction

Virtual reality takes immersion, interactivity and creativity as
the most basic and important attributes. For this young
medium, the continuous development and change and the
exploration of content are the current situation of Virtual
Reality Art [1]. The arrival of 5G communication technology
provides an important foundation for the popularization of
virtual reality technology. The rapid development of technol-
ogy and hardware rewrites and expands the possibility of vir-
tual reality art design expression at any time. From the
perspective of technology, everything in life cannot be sepa-
rated from interaction. Interaction design has affected the
development of technology and human life, just as smart-
phones,WeChat, and Alipay have brought changes to modern
life. Many previously impossible connections, behaviors and
habits have become the basic elements of modern life, bringing
the evolution from thinking mode to behavior logic. Virtual
reality interactive art design involves a lot of disciplinary
knowledge and thinking of different majors. From the per-
spective of designers and creators, it is an inevitable choice

to structure and promote works through the method of art
design in the process of interactive design, whether to improve
the quality of works and the user’s experience, or to obtain
new and charming creative works. Excellent works do not
come out of thin air. This study explores the space for
improvement of works through thinking and combing while
experiencing and designing various works of virtual reality.
With the rapid development of hardware and technology,
the discussion of immersive virtual reality interaction and its
artistic design is an important process to promote the genera-
tion of truly excellent virtual reality interactive works [2, 3].

2. Literature Review

Zhao and Ma mentioned that “virtual reality will enhance
the power of transforming real art. Picture frames, stages
and cinemas restrict art by blocking art as a part of reality.
However, virtual reality can strengthen reality and allow a
smoother and orderly transition between virtual and real.
This ability is enough to scare psychologists, but it provides
artists with an unprecedented power to change society” [4].
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His remarks affirmed the social value of virtual reality art,
which has the ability to strengthen reality in comparison with
traditional art. Li et al. created the first interactive VR work of
traditional scroll painting, using VR to realize the reconstruc-
tion of the court scene in the scroll of court life of Qiu Ying, a
painter in the Ming Dynasty, “Han palace spring dawn.” The
work was exhibited in the main exhibition hall of the fourth
World Internet Conference, attracting many visitors to visit
and experience. Dunhuang Cultural Heritage digitalization
research results, virtual reality Museum, using VR to restore
the high-precision virtual cave built based on the current situ-
ation of cave 159 of Mogao Grottoes, to show the exquisite
mural art [5]. Dimov first added artistic creation to the field
of virtual reality cultural application. VR artist Zhang Xiao
has created many VR paintings and painted on site in con-
junction with Google art and culture and the Palace Museum
at China’s first International Import Expo [6]. Zhang et al. cre-
ated the classic scenes of the Hero League game. The novel
comic painting style of this work has attracted the attention
of young groups. Mutual movement and immersion are con-
ducive to the audience to have a good resonance [7]. Xu and
Wang’s works show that virtual reality technology and three-
dimensional models combine human’s own breathing balance
and sound wave activities tomake people feel free from gravity
in a special space, in a weightless state, and roaming in the
original state of human creation. The artist did not simulate
the real scene, let people perceive the philosophy in nature,
and explore the special connection between the environment
and sensory, psychological and emotional [8]. Chatham et al.
created a groundbreaking interactive art installation. The
experimenter rode a fixed bicycle through a simulated city
composed of computer-generated three-dimensional letters.
The letters formed words and sentences on both sides of the
street according to the road chosen by people. The physical
labor in reality was transferred to the virtual environment,
allowing people to form an interactive connection on their
limbs with the virtual environment [9]. The works of Dong
et al. show that the audience can fly freely on the rotating
3D Earth, stretch their arms, adjust the inclination of their
bodies to the left and right sides to change the flight direction,
and determine the flight speed according to the degree of for-
ward tilt. The audience can get the experience of flying in the
valley by controlling their bodies [10].

Although there are many color matching systems that
have been developed, there is no system specifically for
painting color matching. Therefore, there is a certain color
difference in the matched colors, resulting in a large gap
between the designed painting and the ideal, and losing a
certain cultural heritage. In this context, in order to meet
the design needs and apply virtual reality technology (VR
technology) to the system design, this paper designs a pro-
fessional painting color automatic matching system. The
system design includes four parts: framework design, hard-
ware design, software design, and system testing.

3. Research Methods

The key point in painting design is how to integrate tradi-
tional culture into products. To achieve the above purpose,

the use of color is essential. Vision is the most sensitive to
color, and different color combinations give products differ-
ent emotions and connotations. Take porcelain products as
an example: porcelain is composed of white and blue, and
white symbolizes purity and cleanliness; green symbolizes
spring and vitality in Han culture and is the color of auspi-
ciousness. White glazed porcelain is mainly monochromatic
white, and there are many kinds of white, and the higher the
whiteness, the stronger the meaning of sweetness and purity.
Therefore, once there is a problem with the matching white,
the soul of white glazed porcelain will be lost. Different
colors can play different visual effects together, and once
they are mismatched, there will be nondescript phenomena
[11]. Therefore, in order to design a good painting, the vir-
tual reality technology is applied to the color matching, so
as to help designers “immersively” appreciate the effect of
color matching and adjust the design scheme in time, so that
the painting design can achieve the expected goal.

3.1. System Framework Design. The framework of automatic
painting color matching system based on virtual reality tech-
nology is designed with reference to the b/s three-tier frame-
work mode, including data access layer, business logic layer,
and presentation layer.

3.1.1. Data Access Layer. Be responsible for directly operating
the database and adding, deleting, modifying, and searching
data resources. The access layer in this system mainly stores
a large number of painting samples, color matching schemes,
and various operation program codes [12].

3.1.2. Business Logic Layer. Operation for specific problems,
which can also be said to be the operation of the data layer, is
the core layer of the whole system. In the system, it is mainly
composed of integrated circuit chips, which are responsible
for color matching operation.

3.1.3. Presentation Layer. Generally speaking, it is the inter-
face presented to users, which is responsible for the success-
ful display of color matching to users. In the past, the
achievements of color matching system are mostly two-
dimensional images, which lack intuitive three-dimensional
sense. In the designed system, the display results are mainly
displayed through VR technology, which is more intuitive.

3.2. System Hardware Design. The main hardware used in the
automatic matching system of painting color based on virtual
reality technology includes spectrophotometer, central pro-
cessing unit, storage device, virtual reality somatosensory
interaction device, etc. The following is a specific analysis.

3.2.1. Spectrophotometer. The function of spectrophotometer
is to measure the color composition of samples, which is the
key to color matching and adjustment [13]. The spectropho-
tometer in this system is CS-580. The features of the equip-
ment are as follows:

(i) LED color display, TFT true color 2.8 inch, and res-
olution 320 × 480
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(ii) There are two kinds of measuring calibers of Φ8/
4mm, which are suitable for measuring in a variety
of scenes

(iii) The interface can use the power adapter for direct
charging operation

(iv) Soft rubber buttons are measured at the back of the
fuselage, which conforms to ergonomic design

(v) The storage capacity of the instrument is 100 stan-
dard samples and 20000 samples. It is automatically
saved during measurement, and the record can be
cleared

The central processing unit is responsible for the overall
control and all operations of the system, and it is the core
part of the system. In this system, STM32 f429/f439 micro-
controller based on ARM® CortexTM M4 is selected as the
central processor. The technical parameters of the controller
are shown in Table 1.

3.2.2. Virtual Reality Somatosensory Interaction Device. Vir-
tual reality somatosensory interaction device is the key to the
automatic color matching effect of users’ reading paintings.
The device is mainly composed of helmet-mounted display
and data sensing gloves.

The function of HMD is to provide users with three-
dimensional scenes in virtual reality. The helmet-
mounted display selected in the system is 3Glasses S2 dis-
play [14]. The display is characterized by driveless installa-
tion, plug and play, and inside Ou positioning system;
mainstream computers can access massive content and
Cortana voice interaction. The main function of data sens-
ing gloves is to accurately and real-time transmit the pos-
ture of the human hand to the virtual environment, so
that users can naturally interact with the establishment
of three-dimensional images through gestures, such as
using simple gestures to open applications, selecting and
adjusting the size of targets, and dragging and dropping
holograms, which greatly enhances the interactivity and
immersion. The data sensing glove in this system is cyber-
glove II data glove [15]. The device can measure up to 22
joint angles with high accuracy, and adopts advanced anti-
bending induction technology, which can accurately con-
vert the actions of hands and fingers into digital real-
time joint angle data.

3.2.3. Storage Devices. The main function of storage device is
to store programs and various data. Because a large amount
of sample data is required to ensure the accuracy of color
matching; it is insufficient to rely only on the memory capac-
ity of the central processor of the system, and a storage
expansion device is also required in the system. The storage
expansion device model in the system is BBA-364.

3.3. System Software Program Design. The total working pro-
cess of the software of the painting color automatic match-
ing system based on virtual reality technology is shown in
Figure 1.

In the whole system color matching process, the key
algorithm is the application of BP neural network algo-
rithm. For this system, the input value of RGB three color
value of sample color, and the output value is the propor-
tion of various colors of painting, that is, color scheme.
The basic process of building an automatic painting color
matching model based on BP neural network algorithm is
as follows.

Step 1 (sample preparation). The training of BP neural net-
workmodel needs a lot of sample data support, so the first step
to establish an automatic color matching model of painting
based on BP neural network algorithm is to build a sample
library, and the sample content in the sample library needs
to be selected according to the target painting [16].

Step 2 (sample data collection). RGB color characteristic
values are collected by spectrophotometer.

Step 3 (standardize RGB color characteristic values). The
RGB color characteristic values collected by spectrophotom-
eter can not only be directly input into neural network but
also need to be standardized. The method used is premnmx
function in MATLAB.

Step 4 (neural network model construction). The problem to
be solved by the designed system is the prediction of paint-
ing color matching.

Table 1: Technical parameters of STM32 f429/f439 microcontroller.

Technical indicators Parameter

Pin number 176

Device core ARM cortex M4

Data bus width (bit) 32

Program memory size (Mb) 1.024

Maximum frequency (MHz) 168

Memory size (kb) 256

USB channel 2

Number of PWM units 2

ADC channel 24

Number of SPI channels 3

Typical working power supply voltage (v) 3.6

Number of PCI channels 0

Number of timers 12

Number of UART channels 2

Number of USART channels 4

PWM resolution (bit) 16

Program memory type Flash memory

Pulse width modulation 2 (16 bits)

Number of Lin channels 0

Number of Ethernet channels 1

Number of ADC units 3

Minimum operating temperature (°C) -40~85
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The construction of BP neural network model is mainly
divided into two parts: training and testing. The collected
sample data is generally divided into two groups, the more
part will be used as the training sample set, and the less part
will be used as the test sample set.

Training: input the training sample set into the BP
neural network model, and reach the output layer after
being processed by the hidden layer transfer function.
Finally, through the output layer transfer function opera-
tion, the painting color matching scheme is obtained. At
this time, it is necessary to judge whether the difference
between the actual painting color matching scheme and
the expected painting color matching scheme is less than
the preset threshold [17, 18]. If the difference is less than
the preset threshold, the training of BP neural network
model is completed. If the difference value is greater than
the preset threshold value, the difference value needs to be
used as the input value for reverse propagation, and the
weights of each layer need to be continuously adjusted
until the adjusted weights affect, and the actual painting
color matching scheme is output to meet the expectation.
Test: input the test sample set into the trained BP neural
network model structure and output the painting color
matching scheme.

The input quantity of BP neural network input layer is
shown in

o 1ð Þ
j = x jð Þ, j = 1, 2, 3, 4: ð1Þ

The input and output of BP neural network hidden layer
are shown in

net 2ð Þ
i kð Þ = 〠

m

j=0
w 2ð Þ

ij O
1ð Þ
j kð Þ, ð2Þ

o 2ð Þ
i kð Þ = f net 2ð Þ

i kð Þ
h i

, i = 1, 2,⋯, 5, ð3Þ

where wð2Þ
ij is the weighting coefficient from the input

layer to the hidden layer of BP neural network, and the input
layer, hidden layer, and output layer correspond to the above
marks (1), (2), and (3), respectively; M is the input number
of neurons. The hyperbolic tangent function of hidden layer
neurons is the excitation function, as shown in

f xð Þ = ex − e−x

ex + e−x
: ð4Þ

4. Result Analysis

In order to test the automatic color matching performance
of the system, a silk fabric is taken as the object to study
the color matching, and the color difference of the color
matching is taken as the inspection standard.

4.1. System Test Environment. The system test environment
is shown in Table 2.

Start Inventory formula Test Te color scheme

EndTe neural
network

Sample
trichromatic

values

Target sample
Input neural

network

Training

Collect

Figure 1: Basic process of system color matching.

Table 2: System test environment.

Name Parameter

Development language VRML, HTML, and C++

Web application service Visual Studio 2005

Database Microsoft SQL Server 2000

Modeling tools Microsoft Office Visio 2003

Image processing tools Adobe Photoshop 6.0

Virtual reality software Pano2VR

Simulation software MATLAB 2.0

Table 3: Parameter setting table of BP neural network.

Parameter Value

Network layers 3

Number of nodes in each layer 3

Transfer function Tansig

Output transfer function Purelin

Learning rule function Traingdx

Training error 0.07

Maximum steps of training 2000
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4.2. Test Samples. In this paper, 150 kinds of silk fabrics are
selected as objects to build a sample library.

The RGB color characteristic values are collected by
spectrophotometer, and 150 groups of original sample
data sets are obtained. After standardization, the training
sample set and inspection sample set are obtained.
Among them, 80% of the data is used as the training
sample set, and the remaining 20% is used as the test
sample set [19, 20].

4.3. BP Neural Network Parameter Setting. The parameter
settings of BP neural network are shown in Table 3.

4.4. System Color Matching Results. The calculation results of
the automatic color matching model of painting based on BP
neural network algorithm are shown in Table 4 (the last six
groups are selected for explanation).

It can be seen from Table 4 that although there is still a
certain error between the painting color matching output
by the system and the actual color matching of the test sam-
ples, the maximum absolute error of the matching is rela-
tively small, both less than 0.05, which proves the
effectiveness of the study to a certain extent.

4.5. Color Difference Statistical Results. The above research
results are not intuitive and have little practical reference sig-
nificance. Therefore, in order to further test the color match-
ing effect of the system, the color difference is taken as an
index for further testing. Color difference detection refers
to the analysis of color difference after extracting the color
characteristic value of the image [21, 22].

The color difference detection results are shown in
Figures 2–4.

It can be seen from Figures 2–4 that the error between
the six groups of actual matching samples and the predicted
matching samples R, G, and B is ΔE < 1:5, which proves that

Table 4: System color matching results (part).

Sample serial number
Actual proportion Network output ratio Maximum absolute error of

proportioningBrown White Red Brown White Red

31 5 3 2 5.262 2.767 1.764 0.0458

32 4 4 2 4.192 3.501 1.919 0.0196

33 3 5 2 2.530 5.535 2.175 0.0372

34 3 4 3 3.157 3.772 3.071 0.0238

35 3 3 4 3.244 2.813 3.873 0.0304

36 4 3 3 4.141 2.845 3.053 0.0155
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Figure 2: Average values of R, G, and B of actual matching samples.
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Figure 3: Average value of R, G, and B of network output matching
samples.
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Figure 4: Chromatic aberration of R, G, and B mean values of
actual matching samples and predicted matching samples.
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In order to solve the problem of low definition of the original 3D virtual imaging system, the author proposes the application
method of GIS and multisensor technology in green urban garden landscape design. By formulating a hardware design
framework, an image collector is selected for image acquisition according to the framework, the image is filtered and denoised
by a computer, the processed image is output through laser refraction, and a photoreceptor and a transparent transmission
module are used for virtual imaging. Formulate a software design framework, perform noise reduction processing on the
collected image through convolutional neural network calculation, and use pixel grayscale calculation to obtain the feature
points of the original image, and use C language to set and output the virtual imaging, thus completing the software design.
Combined with the above hardware and software design, the design of 3D virtual imaging system in garden landscape design
is completed. Construct a comparative experiment to compare with the original system. The results showed the following: The
designed system has a significant improvement in the clarity, the original system clarity is 82%~85%, and the image clarity of
this system is 85%~90%. In conclusion, the author designed the method to be more effective.

1. Introduction

With the continuous improvement of people’s material and
living water quality and the change of the main contradic-
tions in Chinese society, people’s appreciation level has also
been continuously enhanced, and higher requirements have
been put forward for aesthetic appreciation, leisure health
care and health recuperation. As the artery of the city, the
road is the most frequent place for urban people to move
and use and the most user-involved environmental space
in urban garden landscape design [1]. Under the current
social situation, urban residents are under great pressure in
life and work, and they are eager for some places where their
lives and work can be satisfied; the second road environment
is the place where urban residents have the most contact and
stay for the longest time in their life and work. At present, in
the public leisure space in most cities in China, including
parks and green spaces in major cities, most urban landscape
road designs are mainly reflected in the user’s visual percep-
tion level, when users are in such a visually colorful garden
landscape environment for a long time middle, the sur-

rounding environment will become monotonous and bor-
ing, and the user and the environment lack emotional
communication and cannot feel from other senses. With
the improvement of residents’ living standards, people are
more urgently in need of a garden landscape environment
that is pleasing from multiple senses; therefore, garden
landscape design from the five senses design and people’s
multiple senses is a modern social situation to meet the
living needs of urban residents. Inevitable development
trend [2]. Design is a purposeful creative act that serves
people, and the design of garden landscape is to make urban
residents meet the real-life problems at the same time, it can
make the road users more pleasing to the eyes, and through
the five senses, design can build a bridge of communication
between the garden landscape and the subjective feelings of
the human body. The author mainly studies the concepts
and ideas of predecessors in the design of five senses and
innovatively applies them to landscape design [3]. By sum-
marizing and summarizing the principles of garden land-
scape design, the concept of five senses design can be
added to the process of garden landscape design, so that
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garden landscape design can be reflected in people’s daily life
in a more delicate and diverse manner in real life.

2. Literature Review

Meerakker focuses on the introduction of parametric soft-
ware, especially modeling and the use of visualization soft-
ware. The parametric software is mainly involved in the
construction of terrain models, the creation of prototypes,
and the parametric generation of landscape systems. Use
laser scanner, Google Earth, and computer numerical con-
trol technology to build digital model and numerical control
model, use numerical control machining model to simulate
the environment for testing, and finally use digital model
and numerical control model to express accurately. This
method not only focuses on “parametric design” but also
needs to integrate “parametric construction” [4]. Lyver and
O'Neal pointed out that elements such as the center of the
city, walls, squares, and parks can no longer be defined
rigidly as the representatives of contemporary cities. The city
should be regarded as a nonstatic process of continuous
development, it is the combination of various spaces, the
construction of logic, and the self-circulation of the system,
it is a complicated flow network, rather than various rigid
spatial layouts and functional divisions, the process is called
fluid urbanism, and this concept is also used in subsequent
projects [5]. Kola and Liarokapis use parametric tools to
understand the structure and function of organisms and to
simulate the operation of biological systems; this method is
related to the design of landscape architecture; that is, the
flow of elements and energy in the design site, and the
Energy transfer and supply in living organisms, as well as
physicochemical reactions, converting the specific problems
of the site into ecological related theories and establishing
a “special” landscape system can be called “biomimetic”
design in the field of landscape architecture [6]. Bergues-
Pupo et al. used parametric tools (peg office of landscape+
architecture) to conduct a research project called “Edaphic
Effects” (Edaphic Effects); the simulations then form “unit
prototypes” and build them; eventually, it becomes a land-
scape system with parametric logical aesthetic form. It can
be seen that foreign designers have begun to try to apply
the concept of “parametric design” to specific practical
projects from different perspectives, and the field of paramet-
ric landscape architecture planning and design has also made
progress [7].

In order to solve the problems of low-resolution
images and traditional artworks, the author created a three-
dimensional virtual landscape rendering system. Using these
methods to display the garden landscape makes it easier to
plan the garden landscape, improves the technological pro-
cess of the garden landscape, and provides more support
for future construction.

3. Research Methods

3.1. GIS Technology. GIS (geographic information system) is
a computer system based on geospatial databases that was
slowly developed in the middle and late 20th century; it is

an interdisciplinary subject interspersed in earth science,
information science, and space science, based on geospatial
database; use computer systems to collect, manage, store,
process, analyze, and build geographic models of spatial
data; provide dynamic geographic information based on
space; and provide technical support for geographic research
and decision-making services.

Nowadays, GIS has gradually penetrated into various
industries, such as surveying and mapping, agriculture, envi-
ronmental protection, transportation, urban construction,
and public security. When GIS conducts spatial analysis, it
associates its spatial position with attribute relationship,
and the final result also shows the three-dimensional rela-
tionship of space. GIS software can process the data obtained
by remote sensing technology and GPS and build a corre-
sponding database; the processed data are all geocoded,
which is also the difference between GIS and other computer
systems. Geographic information system is a tool discipline.
In landscape architecture planning and design, GIS software
can be introduced into the design, and the advantages of GIS
can be fully utilized to conduct data query analysis, location
analysis, topographic and landform analysis, hydrological
analysis, trend analysis, simulation analysis, etc.

GIS software is essentially the work of data processing
and at the same time has the ability to centrally process scat-
tered data; the existing data of some large urban landscape
sites are relatively complex and scattered; the integration,
management, maintenance, storage, database construction,
and data analysis and processing of scattered data through
GIS software greatly improve the work efficiency of
designers.

GIS can draw models for existing data in three-
dimensional space; in the past landscape architecture plan-
ning and design, designers need to familiarize themselves
with local landscapes and collect data through on-site explo-
ration methods; when the volume of the landscape site is
large, it will inevitably greatly reduce the work efficiency of
the designers. The generation of GIS solves this problem
very well; the site data stored in the computer can be
reflected by means of surface effects and scene display; the
modeling method in GIS technology can be combined with
virtual reality technology at the same time and visually and
diversely express the scenes to be designed or evaluated,
and then designers can generate 3D models through GIS
for further analysis, and then they can carry out related
planning and follow-up management and maintenance
work. Later, using the GIS database, it is also possible to ana-
lyze and integrate relevant data in a small area and finally
build a data model of the entire urban landscape through
the method of data connection, so as to classify, query, and
manage the data in the future.

3.2. Hardware Design of 3D Virtual Imaging System

3.2.1. Hardware Framework Design. According to the
understanding of virtual imaging technology, the hard-
ware of 3D virtual imaging system in garden landscape
design is designed; the specific design framework is
shown in Figure 1.
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The hardware of the system is set as an image acquisition
device and a virtual imaging device. Image collectors include
camera capturers, microcontrollers, image sensors, image
controllers, and neural network accelerators [8, 9]. The
virtual imaging device consists of a computer, a projection
device, a photoreceptor, a laser amplifier, and an ESP8266
transparent transmission module.

3.2.2. Image Grabber Design. When printing large images,
most of them use a single-chip computer as the main source
of image printing. The device detects the presence of a 3D
virtual imaging system in the landscape design select SoC
chip as the first image capture [10]. To support graphics,
select the SONYIMX323 image sensor, camera device,
ARM912C controller, neural network accelerator, and data-
base driven controller. The image sensor was configured and
designed using the SCCB protocol. A schematic part of the
imaging equipment is shown in Figure 2.

The picture in the garden design is collected by a circuit
consisting of an amplifier and some resistors. All current is
set to 3.7V, and the standard current is used to control the
graphics, which can ensure that the high current does not
affect the graphics. To increase the voltage safety, an electric
stabilizer is added to the original circuit, and this function
ensures the safety of the image capture.

3.2.3. Design of Virtual Imaging Equipment. Using three-
dimensional light to convey the details of the garden land-
scape design requires air and light design and control room
design.

The benefits of garden design are integrated and com-
puter-generated, and the finished image is made using
holographic projection technology. The laser is used to illu-
minate virtual images, and the light emitted by the laser
beam is divided into two segments: one part is directed
directly at the photosensitive film; the other is refracted by
photosensitive film by light amplifier, and light is led by
photosensitive film.

In a virtual video, ESP8266 is used to control the
transparent transmission, and by using this technology, the
finished image is sent to the transparent transmission by
the computer; the module operates the secondary and then
operates the simulated transmission; the emitted image is

sent by the laser to a photosensitive form, completing the
virtual image.

3.3. 3D Virtual Imaging System Software Design Software.
The developer includes an original image search module,
an image generation module, and a virtual rendering
module.

3.3.1. Detection Module. When creating virtual images of a
garden landscape, it is necessary to take pictures first, and
unlike the first shot, 3D virtual imaging technology
requires the use of camera design images to describe
about virtual objects, and get simulation images based
on drawings [11].

In order to ensure the clarity of the image, noise reduc-
tion processing is performed on the image. Set the image
acquisition sample; the specific formula is as follows:

Y = X +N: ð1Þ

In the formula, X is the first figure; Y represents the tone
of the sample after collection; N is the approximate volume
of the output layer. Graphic models are arranged in a matrix
using a convolutional neural network [12]. Let the popular
image be matrix f and the main matrix be g. The graphics
have been processed to prevent scattering in the network.
The drawing is done by rotation patterns, and the special
patterns are as follows:

f ∗gð Þ 1, 1ð Þ = 〠
m

k=0
〠
n

h=0
f h, kð Þh n − h,m − kð Þ: ð2Þ

By using inactivated neurons and parameters for image
reconstruction and outputting the residual image, the output
image data is reproduced.

3.3.2. The Image Making Module. The image making mod-
ule collects images through the above parts and processes
the collected images uniformly [13]. Through the Moravec
algorithm, the image is subjected to the pixel point gray-
scale change operation, and the depth calculation is per-
formed, and the pixel point is set to ðx, yÞ; then the

Image acquisition module
SoC chip
SONY IMX323 image sensor 
Neural network accelerator 
ARM912C controller 
Camera image catcher

Imaging module
Computer system
ESP8266 Transparent transmission module 
Photographic plates
The laser light source 
Light source amplifier

Figure 1: Hardware frame diagram of 3D virtual imaging system.
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square sum of the grayscale differences in the four direc-
tions is as follows:

Q1 = 〠
k=1

i=−k
gx+i − gx+i+1,y

� �2
,

Q2 = 〠
k=1

i=−k
gx+i,y+i − gx+i+1,y+1

� �2
,

Q3 = 〠
k=1

i=−k
gx,y+i − gx,y+i+1

� �2
,

Q4 = 〠
k=1

i=−k
gx+i,y−i − gx+i+1,y−i−1

� �2
:

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð3Þ

The high value of the point measurement is used as
the main point, the window frame is set, and the highest
value of the equations of the squares of the different gray-
scale is obtained. The image collection by deleting the
content feature was achieved, and the images were taken
as special to ensure the accuracy of the image.

3.3.3. Virtual Imaging Module. Based on the above model,
the images are printed and processed, and the finished
images are passed through virtual work to become a three-
dimensional virtual representation. Based on the hardware
design of 3D virtual imaging, the computer is used to control
the final image displayed during the virtual image process-
ing, and the virtual language can be used [14, 15]. The
output image is passed through a combination of photore-
ceptors and amplifiers to realize the virtual image. Currently,
the design of a 3D virtual vision system in the landscape
design of the park has been completed.

4. Results Analysis

In order to ensure the scientificity of the 3D virtual imaging
system in the garden landscape design, a comparison test
was carried out with the original virtual imaging system to
test the image clarity of the 3D virtual imaging system [16].

4.1. Experiment Preparation Process. To ensure the accuracy
of the experiment, some landscape design images have
been selected for visualization, and virtual visualization and
design techniques have been used in virtual visualization,
and the sharpness of the image arose. The test equipment
was set up as shown in Table 1 [17]. With the help of the
above parameters, a virtual representation of the garden
landscape is made. In the experiment, a total of 20 landscape
parks were selected, a total of 3 virtual images were taken,
and the brilliance was counted and analyzed.

4.2. Analysis of Experimental Results. The author’s design is
represented by system 1, and the original system is repre-
sented by system 2 in Tables 2–4 [18]. The data in the table
show that the resolution of the virtual imaging system devel-
oped by the author is usually between 85% and 90%, and the
resolution of the original imaging system is usually between
82% and 85%. It is obvious that the actual virtual images
created by the author are higher than the original virtual
imaging system. It can be seen that the author model of
the virtual imaging system has achieved the benefits of visual
acuity. Based on the above results, after using the virtual
measuring machine developed by the author in the land-
scape design, its visibility is much higher than the industry
average [19]. The virtual rendering system developed by
the author can show the landscape of the garden in a simple
and direct way. The three-dimensional virtual visualization
system designed by the author is perfect for garden design.
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Figure 2: Part of the circuit of the acquisition hardware device.

Table 1: Parameters of simulation experiment equipment.

Equipment Configure Parameter

Server Intel Xeon ES⁃2620 2.0GHz 20GB RAM

Database SQL Server 2019 database —

Interface control DIV+CSS 2GB RAM

Operating system Windows Server 2018 —

Use the web IE8.0 browser —

Internet speed 8M Ethernet —

Host Windows 10 system —
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4.3. Energy Consumption Analysis. For data storage and
processing, the author uses a real-world number to reduce
the cost of data retention and communication costs between
nodes. The different groups of data are represented by a
combination of components, which makes data sharing
more efficient [20]. In this experiment, the remote sensing

Table 3: Comparison table between the original system and the
system clarity of the second test.

Picture label
Second trial clarity (%)

System 1 System 2

1 89.3 82.8

2 85 83.4

3 88.6 83

4 87.1 83.7

5 89 83.7

6 89.1 84

7 87.5 85

8 89.4 84.1

9 85 84.5

10 88.5 85

11 85.3 83.5

12 89.8 83.4

13 88.9 83.8

14 86.4 83.4

15 88.3 82.6

16 89.3 83.7

17 89.7 83.6

18 85.4 82.2

19 86.3 82.6

20 85 82.2

Table 4: The comparison table of the original system and the
system clarity of the third test.

Picture label
3rd trial clarity (%)

System 1 System 2

1 90.2 83.9

2 88.7 83.6

3 88 82.1

4 88.5 83.3

5 90.2 83.2

6 90.6 84.1

7 90.1 85

8 90.5 82.4

9 89.6 83.9

10 88.3 82.5

11 90.4 84.9

12 90.9 83.1

13 90.3 84.6

14 90.3 83.4

15 90.5 82.7

16 88.9 83

17 90.5 84

18 90.2 83

19 88.2 82.2

20 90.2 84.5
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Figure 3: Comparison of energy consumption of three methods.

Table 2: Comparison table between the original system and the
system clarity of the first test.

Picture label
Sharpness of the first trial (%)

System 1 System 2

1 89.3 82.6

2 89.7 83.6

3 89.1 82.5

4 89 84.9

5 90.3 83.3

6 88.1 82.9

7 90 83.1

8 88.3 82

9 88.4 82

10 89.7 83.9

11 89.3 83.9

12 88 82.3

13 89.6 84.6

14 89.4 82.7

15 88.3 82.9

16 90.6 83.2

17 90.8 84.6

18 90.6 83.9

19 89.3 82.6

20 89.5 84.2
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sensor network of the landscape area consisted of 110 nodes,
and the nodes were divided into an area of 110m × 110m.
Figure 3 shows a comparison of the data transmissions used
between the three different models.

From the analysis of Figure 3, it can be seen that the
energy consumption of the fusion process material of the
sample is higher than that of the sample. This is because
there are always two heads sending data in each model
group, which makes data transmission and processing more
efficient [21]. By using a genetic algorithm, the model cannot
only improve the accuracy of data integration and storage
but also reduce data retrieval, reduce the use of fire electric-
ity, and improve the performance of data integration in the
landscape design process [22–26].

5. Conclusion

With the continuous popularization of 3D virtual imaging
technology in China, this technology is applied in all walks
of life, through 3D virtual imaging of garden landscapes,
deficiencies in garden design can be discovered in time and
corrected. By using this technology to visualize the virtual
landscape, it is guaranteed that people can fully perceive
the designer’s feeling. Based on the current virtual imaging
technology, the research on imaging technology should be
continuously strengthened, and the scientificity and feasibil-
ity of the equipment should be continuously improved, so as
to apply this technology more proficiently.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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In order to provide convenience for rehabilitation doctors to formulate rehabilitation plans for patients, this paper proposes a
training method for exercise rehabilitation robots based on sensors. In this research, the customized wearable sensor and
universal mobile terminal are used as the hardware. Based on the sensor, the motion capture algorithm and motion
reconstruction algorithm are developed. The table of experimental results shows that the cost can be saved by using the sensor,
and the data can be captured accurately, which can meet the needs of rehabilitation medicine for motor function evaluation
and training guidance. The range of motion of the joint and the manual measurement value are within 5°, which can meet the
needs of rehabilitation medicine for motor function evaluation and training guidance. The system delay is less than 0.5 s,
which has good real-time performance and can respond quickly to emergencies, ensuring the safety of patients’ out-of-hospital
rehabilitation. The training method of motion rehabilitation robot based on sensor is helpful for rehabilitation doctors to carry
out statistical data of functional evaluation and is of great significance for rehabilitation doctors to make training plans for
patients and carry out rehabilitation training.

1. Introduction

With the rapid development of information technology, tra-
ditional medical equipment is constantly developing in the
direction of intelligence, while rehabilitation robots are com-
bined with the development results of multiple disciplines
and are widely used in medical diagnosis and treatment,
clinical surgery, rehabilitation medicine, and other related
medical fields [1].

Sensor technology is one of the important basic technolo-
gies of modern information technology. With the development
of modern detection, control, and automation technology,
sensor technology is becoming more and more mature. People
pay more and more attention to it, and it is widely used in
various fields [2]. The application of sensor technology in the
field of rehabilitation medicine provides a new impetus for
the development of rehabilitation evaluation and treatment
technology [3].

As a medical robot used in the field of rehabilitation
medicine, rehabilitation robot can help patients with exer-

cise or cognitive function training and to some extent solve
the problems of fatigue and differences in multiple training
in artificial rehabilitation training [4]. According to their
different functional training, rehabilitation robots can be
divided into motion disability rehabilitation robots and cog-
nitive disability rehabilitation robots. According to the dif-
ference of the trained limbs, the rehabilitation robot for
movement disorders can be divided into upper limb rehabil-
itation robot and lower limb rehabilitation robot. The upper
limb rehabilitation robot mainly assists the exercise training
of the patient’s shoulder, elbow, hand, and other upper limb
joints. Through the active and passive rehabilitation train-
ing, the strength of the patient’s muscle tissue and the flexi-
bility of the hand to do fine movements are strengthened,
and the force, torque, and other sensors are installed to eval-
uate the process and results of the rehabilitation training.
The lower limb rehabilitation robot is mainly the lower limb
exoskeleton robot, which focuses on the rehabilitation train-
ing of patients such as auxiliary standing, balance and walk-
ing. If the patient’s rehabilitation training can be captured by
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the sensor for a long time to form statistical data and then
evaluated by the rehabilitation doctor according to the statis-
tical value, the results are of great significance for the devel-
opment of rehabilitation medicine and the evaluation of
interventional treatment effect. Therefore, the rehabilitation
training robot has become one of the research hotspots in
medical robots in recent years. Figure 1 shows the interac-
tion method in the rehabilitation training robot.

2. Literature Review

With the development of science and technology, sports
rehabilitation robot has achieved unprecedented develop-
ment in recent years. By making use of the characteristics
of robots such as high precision, high repeatability, and cus-
tomization and combining with the basic idea of sports reha-
bilitation therapy, robots are applied to sports rehabilitation,
resulting in a large number of sports rehabilitation robots,
including robots for rehabilitation training of upper limbs,
lower limbs, ankles, and feet. Among them, sports rehabilita-
tion robots based on wearable exoskeletons have been widely
studied and applied in recent years, as shown in Table 1.

Dionisio and others analyzed and compared the moni-
toring data of 10 parts of the manikin measured by Kinect
sensor and the most advanced markable 3D camera (MBC)
by using the principal component analysis method and
found that Kinect sensor has high accuracy in identifying
the whole body movement mode, and the price is low, which
is more suitable for promotion and application in clinical
rehabilitation training [5]. Chen and others designed a knee
flexion angle measurement system based on resistance sen-
sor. The system records the resistance changes during move-
ment through the resistance sensor installed in the wearable
knee pad and then calculates the knee flexion angle. It can be
used by rehabilitation professionals and patients with knee
dysfunction to monitor the knee flexion angle in real time
during training, so as to improve the process of rehabilita-
tion evaluation and rehabilitation training [6]. Jang and
others developed an integrated sensor shoe composed of
pressure and bending sensors. This shoe can send the gait
information collected during walking to the server so that
doctors can visually observe the changes of foot weight and
ankle angle when patients walk [7]. Duan and others moni-
tored the daily energy consumption of hemiplegic patients
by placing a swp2a system composed of 2 accelerometers,
1 skin electric response sensor, heat sensor, skin temperature
sensor, and 1 ambient temperature sensor at the midpoint of
the healthy triceps brachii. Combined with the individual
conditions of the patients, such as height, body mass, and
other information, the intensity of each exercise of the sub-
jects is calculated through a unique formula, so as to achieve
the purpose of monitoring the energy consumption of hemi-
plegic patients [8]. Yu and others used inertia and air pres-
sure sensors to make a device similar to a wrist watch.
After the patient wears this device on the wrist, the meta-
bolic equivalent of the patient’s activities of daily living can
be monitored in real time according to the information
received by the sensor. Compared with the previous equip-

ment for monitoring the amount of metabolism, it is simpler
and will not affect the patient’s activities [9].

In view of the above problems, considering that the opti-
cal tracking equipment is difficult to play a role in various
complex environmental conditions, in this paper, we devel-
oped a MEMS device and motion capture algorithm based
on Magnetometer and inertial sensor to realize the research
on the training method of motion rehabilitation robot.

3. Method

3.1. Research Scheme

3.1.1. Equipment Composition. The core component of the
wearable sensor device described in this paper is the yd122
sensor, which is a MEMS sensor [10]. Each sensor is inte-
grated with a 9-axis mpu9250 chip, which can measure the
acceleration, angular velocity, and magnetic field strength
of three axes [11]. The STM32 microprocessor inside the
sensor filters the measured acceleration, angular velocity,
and magnetic force values into four elements or Euler angles
representing the current attitude. In addition, the yd122
master sensor has its own battery and Bluetooth module,
which can be used alone or in cascade with a yd122 slave
sensor. When in use, a single master sensor is fixed to the
chest of the subject through a strap, and 4 sets of master +
Slave sensors are, respectively, bound to the outside of the
left and right thighs, the outside of the left and right lower
legs, the outside of the left and right upper arms, and the
outside of the left and right forearms, a total of 9. In addition
to the sensors, the device also includes a general-purpose
mobile terminal, which is used to obtain the data of 9 sen-
sors and reconstruct the motion state.

In order to minimize the quality of the exoskeleton and
improve the response speed of start and stop, 6061 alumi-
num alloy is selected as the part material of the exoskeleton
manipulator [12]. At the same time, in order to improve the
wearing comfort, the shoulder structure is installed on the
rack, and the patient does not have to bear the quality of
any part after wearing. According to the weight of exoskele-
ton, combined with adult weight statistics and clinical reha-
bilitation training experience, the dynamic parameters
required for each degree of freedom are selected, as shown
in Table 2.

3.1.2. Motion Capture Algorithm. The posture change of
human body can be decomposed into the roll angle, heading
angle, and pitch angle of trunk, head, and limbs. After wear-
ing the sensor device, the sensor is synchronized with
human motion, and the measured changes of magnetic field,
acceleration, and angular velocity can be used to reconstruct
the motion state. In this experiment, the movements of both
sides of the trunk and limb joints of the subjects were mainly
tracked (usually the limbs on both sides of the joints have
obvious movement pattern differences), while the move-
ments of the head and the ends of the limbs were ignored.
In addition, the trunk is also assumed as a whole, regardless
of the flexion and extension of the spine.
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Figure 1: Interaction method in rehabilitation training robot.

Table 1: Some common exercise rehabilitation training robots and their functions.

Robot name
Configuration

type
Applicable parts Freedom

Active
training

Passive
training

Impedance
training

Seme
Game

interaction

MT-MANUS End pull type Shoulder, elbow 3 √ √ √

ARMin Exoskeleton type
Shoulder, elbow,

wrist
6 √ √ √

Harmon Exoskeleton type
Simultaneous
training of both
upper limbs

12 √ √

Co-Exos Exoskeleton type Upper limb 6 √ √ √
Lokomat Exoskeleton type The legs 4 √ √ √ √
Ekso Exoskeleton type The legs 4 √
Indego Exoskeleton type The legs 4 √
HAL Exoskeleton type The legs 6 √ √ √
AIDER Exoskeleton type The legs 6 √ √ √
HemiGo Exoskeleton type The legs 6 √ √ √ √
GEMS-HI Exoskeleton type Hip joint 1 √
GEMS-K1 Exoskeleton type Knee joint 1 √
GEMS-A1 Exoskeleton type Ankle joint 1 √
RutgersAnkle End pull type Ankle joint 1 √ √ √
PAFO Exoskeleton type Ankle joint 1 √
ReStore Exoskeleton type Ankle joint 1 √ √ √

Table 2: Dynamic parameters of two degrees of freedom.

Freedom Torque (N.m) Maximum speed (r/min) Motor power (W)

Elbow flexion/extension 23 30 100

Shoulder flexion/extension 35 30 200

Shoulder abduction/adduction 41 30 200

3Journal of Sensors
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In the motion capture algorithm of multisensor data
fusion, the wearing position of the sensor has a great impact
on the algorithm design. The forearm and upper arm can
change freely in three degrees of freedom, and the speed is
fast, and the direction cannot be predicted. The movement
of thigh and calf is mainly the change of flexion and exten-
sion direction and orientation, and the deflection (roll) to
both sides is less, and the range is small. The trunk part is
mainly translational, with less large forward tilt, backward
tilt, and lateral bending, and the movement is slow. Here,
taking the sensor placed on the thigh as an example, the
motion capture algorithm implemented in this device is
introduced.

The thigh flexion and extension angle θ is defined as the
angle between the y-axis and the opposite direction of
gravity, and the thigh swing velocity (angular velocity) is
v=dθ/dt [13, 14]. Considering that the swinging speed of
the thigh is slow, the sampling rate of the sensor is 25Hz,
the angular velocity changes very little within the sampling
interval (the change value can be simulated by the system
noise), and the filter uses the constant angular velocity
model to deduce. The state update equation is

θk

vk

ak

ck

2
666664

3
777775
=

1 ts 0 0
0 1 0 0
0 0 1 0
0 0 0 1

2
666664

3
777775
·

θk−1

vk−1

ak−1

ck−1

2
666664

3
777775
+

wθ

wv

wa

wc

2
666664

3
777775
, ð1Þ

where the subscript represents time k and time k − 1, TS
is the sampling interval, andwθ,wv,wa and wc are the system
noise of each state variable, respectively [15]. It can be
assumed that they are independent 0-means Gaussian noise,
and their distribution function is

P wθ,wv ,wa,wcð Þ ∼N 0,Qð Þ: ð2Þ

The calculation method of Q is

Q =

Qθ ts 0 0
0 Qv 0 0
0 0 Qa 0
0 0 0 Qc

2
666664

3
777775
: ð3Þ

Qθ,Qv,Qa, andQc are the variances of each state variable
[16]. The measured value of the sensor is the acceleration D
in the x-axis direction and the acceleration B in the y-axis
direction. The relationship between the observed value and
the state variable (observation equation) is

dk = −g sin θk + ak sin θk + ck cos θk +wd ,
bk = −g cos θk + ak cos θk − ck sin θk − rv2k +wb,

(
ð4Þ

where wd and wb are the observation noise and R is the
distance from the hip joint to the sensor. Similarly, it is

assumed that the observation noise is Gaussian noise with
independent 0-means [17]:

P wd ,wbð Þ ∼N 0, Rð Þ, ð5Þ

where R =
Rd 0
0 Rb

" #
is the covariance matrix of the

observation noise, and Rb and Rd are the variances of the
measured values. Equation (4) is written into a matrix for-
mat as shown in the following formula [18]:

dk

bα

" #
= h θk, vk, ak, ckð Þ +

wd

wb

" #
: ð6Þ

The observation equation in Equations (4) and (5) is not
linear, so the Kalman equation cannot be derived directly. It
needs to be locally linearized, and the partial derivative of
function h to each state variable is obtained, that is, H = αh
/ðαðθkvλ, ak, ckÞÞ obtains the following equation:

H =
−g cos θk + ak cos θk − ck sin θk 0 sin θk cos θk
−g cos θk − ak sin θk − ck cos θk −2rvk cos θk −sin θk

" #
:

ð7Þ

Local linearization shall be carried out according to the
following equation:

dk

bk

" #
=

~dk
~bk

" #
+H ·

θk − eθk
vα − ~vk

ak − ~ak

ck −~ck

2
666664

3
777775

wd

wk

" #
, ð8Þ

where ~dk and ebk are the estimated values of dk and bk andeθk, ~vk, ~ak, and ~ck are the estimated values of θk, vk, ak, and ck,
respectively. After obtaining the posterior predicted value of
the state variable, update the covariance matrix of the estimated
value of the state variable according to the following equation:

Pk =

Pθ ts 0 0

0 Pv 0 0

0 0 Pa 0

0 0 0 Pc

2
6666664

3
7777775

= E

θk − eθk
vk − ~vk

ak − ~ak

ck −~ck

2
66666664

3
77777775
· θk − eθkvk − ~vkak − ~akck −~ck
h i

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

:

ð9Þ

The above steps are recursive derivation of Kalman filter. In
actual use, it is necessary to estimate the state variables, system

4 Journal of Sensors



RE
TR
AC
TE
D

noise, observation noise, and covariance matrix (see initiali-
zation parameter settings and recursive calculation examples).
Taking time k − 1 as an example, the prior prediction of
time k according to the state equation is shown in Equation
(10), the parameter with wave line on the right side of the
equation is the filter estimation value of time k − 1, and
the subscript ðk ∣ k − 1Þ represents the one-step prediction
from time k − 1 to time K:

θ k k−1jð Þ

v k k−1jð Þ

a k k−1jð Þ

c k k−1jð Þ

2
666664

3
777775
=

1 ts 0 0
0 1 0 0
0 0 1 0
0 0 0 1

2
666664

3
777775
·

eθk−1
~vk−1

~ak−1

~ck−1

2
666664

3
777775
: ð10Þ

At the same time, the covariance matrix is predicted in
one step, as shown in the following equation:

P kk−1ð Þ = A~Pk−1A
T +Q, ð11Þ

where A =

1 ts 0 0
0 1 0 0
0 0 1 0
0 0 0 1

2
666664

3
777775

is the state transition matrix

of Equation (1). Single step prediction of observed values is

The Kalman gain is derived from multiple covariance
matrices and locally linearized observation functions, as
shown in the following equation [19]:

Kk = P k k−1jð ÞH
T HP k k−1jð ÞH

T + R
� �−1

: ð13Þ

As shown in Equation (14), the estimated value of the
state variable at time k is obtained by weighting the two esti-
mated values by the Kalman gain.

eθk
~vk

~ak

~ck

2
666664

3
777775
=

θ k k−1jð Þ

v k k−1jð Þ

a k k−1jð Þ

c k k−1jð Þ

2
666664

3
777775
+ Kk

dk − d ㅅ k−1jð Þ

bk − b ㅅ k−1jð Þ

" #
ð14Þ

Finally, the covariance matrix of the estimated value of
the state variable is updated to prepare for filtering at k + 1,
as shown in the following equation:

Pk = 1 − KkH½ �P kμ−1ð Þ: ð15Þ

The above is the algorithm for tracking the pitch angle of
the thigh. This algorithm is also applicable to the legs with
similar motion modes. According to the suggestion of the
rehabilitation doctor, the pitching and rolling motions of
the trunk are small and change slowly. The system obtains
them by triangulation according to the components of the
gravity component on each axis, and the azimuth of the
trunk is also obtained by triangulation of the magnetometer
component. The actions of the forearm and upper arm are
relatively complex. The Kalman filter similar to the above

is used in the equipment for tracking. The principle is the
same, but the dimensions of variables and matrices in the
state update equation and observation equation are greatly
increased. The Kalman filter used in the tracking algorithm
is a filtering algorithm without system delay. The filtering
value of the current state parameter can be obtained after
the new measured value is obtained at time K . For the
microprocessor with strong computing power, the data fil-
tering can be completed within a sampling interval.

3.2. Joint Control Experiment. Since the mirror control and
synchronous control are only different in motion control
mode, and the process of upper limb motion data process-
ing and transformation is basically similar, only the single
joint somatosensory mirror control is experimentally ana-
lyzed here. The experimenter’s right arm (affected limb)
wears an exoskeleton mechanical arm, stands at a distance
of 2.0~2.5m from Kinect, and faces Kinect. The left arm
(healthy limb) performs slow shoulder abduction, forward
flexion, and elbow flexion single joint movements. Kinect
collects the joint angle of the left arm, which is converted
into control signals through the upper computer process-
ing program, and the somatosensory control exoskeleton
mechanical arm drives the right arm to perform mirror
motion [20].

In order to further study the “follow-up” performance of
each axis in the mirror mode, extract the upper limb motion
data and the actual position of the motor within 15 s (the
extraction frequency is 30Hz), and draw the change curve,
as shown in Figures 2(a), 2(b), and 2(c). At the beginning
of the movement, there is a large error between the joint
angle of the control arm and the joint angle of the exoskele-
ton manipulator. This is because the first group of angles cal-
culated from the somatosensory data obtained by Kinect are

d k k−1jð Þ = −g sin θ k k−1jð Þ + a k k−1jð Þ sin θ k k−1jð Þ + c k k−1jð Þ cos θ k k−1jð Þ

b k k−1jð Þ = −g cos θ k k−1jð Þ + a k k−1jð Þ cos θ k k−1jð Þ − c k k−1jð Þ sin θ k k−1jð Þ − rv2k k−1jð Þ
:

(
ð12Þ
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often not zero, and the drive motors of each axis are at the
initial zero position [21]. After a period of exercise, the dif-
ference between the two decreased gradually. The horizontal
straight line generated by the crest or trough of the curve is
due to the limitation of the range of joint movement during
data processing, so as to ensure the safe operation of the sys-
tem. Table 3 shows the average angular velocity of each joint,
the average angular error of each joint in a single flexion and
extension, and the maximum action delay within a certain
period of time.

It can be seen from Table 3 that the greater the angular
velocity of the healthy limb joint movement, the greater
the error between the angle obtained by the somatosensory
and the actual position of the exoskeleton robot arm joint.
This is because the refresh rate of the joint angle obtained

by Kinect is 30 frames per second, while the position update
speed of the motor lags behind under load. With the
decrease of joint velocity, the position error and maximum
delay decrease, and the follow-up performance is improved.
Generally, the joint angular velocity of rehabilitation train-
ing is carried out at a low speed below 30°/s. The follow-up
performance of each axis of the upper limb exoskeleton
rehabilitation robot basically meets the requirements of
rehabilitation training.

4. Result Analysis

Considering that the equipment is a kind of monitoring
equipment, not a treatment or diagnostic equipment, and
the equipment will not exert auxiliary movement effect on
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Figure 2: (a) Shoulder abduction/adduction angle curve. (b) Shoulder flexion/extension angle curve. (c) Elbow flexion/extension angle
curve.
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ing two points: ① Patients need to have good movement
ability and perform large range of movement in the mon-
itoring process, and ② patients have good compliance and
cognitive ability and can wear equipment for a long time
to complete monitoring. Disease type, drug treatment,
and other factors are not taken as the basis for case selec-
tion. Based on the above considerations, three home-based
rehabilitation patients with normal cognitive ability were
selected for the preliminary experiment. The Brunnstrom
stages of upper and lower limbs of the three patients were
more than 4 when they left the hospital. They had similar
transfer and daily living abilities and were able to wear
and use the equipment as required. After the system is
deployed in the patient’s home, each patient will wear sen-
sors in the morning and afternoon for 2 h of motion cap-
ture. During the experiment, the patients received a total
of 1H rehabilitation training according to the doctor’s
requirements, including 20min treadmill walking training,
and could freely move indoors at other times. The exper-
iment lasted for 4 weeks. To ensure the repeatability of
the experiment, we selected the walking training with high
similarity for the test. When the patient was walking, the
speed of the treadmill was set at 3 km/h. In addition to
wearing sensors for monitoring, the optical tracking
method described in previous studies is also used as a ref-
erence, and the walking video is synchronously recorded at
a frame rate of 25Hz. The included angle between the
thigh centerline and the vertical direction is measured
frame by frame for the obtained video, forming a pitching
angle curve as shown by the dotted line in Figure 3 [22].
At the same time, according to the Kalman filter algo-
rithm, the pitch angle curve of the thigh during walking
is drawn as a solid line in Figure 3.

The two curves in Figure 3 show the same change
trend. The average deviation of the maximum value of
the thigh pitch angle monitored by the two methods is
0.063 radians (≈3.6°), the average deviation of the mini-
mum value is 0.067 radians (≈3.8°), and the average dif-
ference of the angles of the two curves is 0.072 radians
(≈4.1°). In addition to the above clips, after the statistics
of the 4-week walking test results of 3 patients, the aver-
age difference of thigh pitch angle obtained by the optical
and Kalman filtering algorithms is 3.7°, 4.3°, and 4.0°,
respectively, with an average of 4.0° [23]. In this study,
the maximum delay of the equipment in data transmis-
sion is 80ms, while the TD is 320ms. The increase of
delay is related to the filtering algorithm. The Kalman fil-
ter described in this paper adopts the constant angular
velocity model. When the angular velocity changes sud-

denly, the swing velocity of the thigh in this example
suddenly increases or decreases, and the angular velocity
value and the corresponding covariance matrix need sev-
eral iterations to match the current motion. The filtering
result is expressed as a lag period of time, which also
leads to the difference between the measurement and cal-
culation of the angle value at the same time by the above
optical and Kalman filtering algorithms [24]. After the
statistics of the walking test results of three patients, the
maximum delay of the system was 480ms, with an aver-
age of 297ms.

The rehabilitation doctor’s evaluation on the use of the
device is also a part of the experiment. The rehabilitation
doctor observes the actual action and the model action
displayed by the mobile terminal when the patient uses
the device. The evaluation conclusions are as follows: ①
The model action has a high degree of reduction relative
to the actual action of the patient, and the action is accu-
rate and continuous, which can replace manual monitor-
ing, and does not use cameras, and does not infringe on
the privacy of the patient; ② the range of motion dis-
played by the motion reconstruction app is within 5° of
the manual measured value, meeting the needs of rehabil-
itation medicine for motor function evaluation and train-
ing guidance; and ③ the system delay is less than 0.5 s,
which has good real-time performance and can respond
quickly to emergencies, ensuring the safety of patients’
out-of-hospital rehabilitation [25].

Table 3: Follow-up performance of each joint.

Average angular velocity (°/s) Mean value of angle error (°) Maximum delay (s)

Elbow flexion/extension 34.3 12.3 0.80

Shoulder abduction/adduction 25.6 6.8 0.41

Shoulder flexion/extension 17.3 3.1 0.37
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Figure 3: Thigh pitch angle curve during walking.
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5. Conclusion

In this research, the customized wearable sensor and universal
mobile terminal are used as the hardware. Based on the sensor,
the motion capture algorithm and motion reconstruction algo-
rithm are developed. In the initial experimental application, it
has been proved that this device can provide stable and accu-
rate real-time motion capture results, provide statistical data
that can help rehabilitation doctors conduct functional evalua-
tion, and is of great significance for rehabilitation doctors to
formulate training plans and carry out rehabilitation training
for patients. It is a crucial attempt in the field of “Internet of
things + rehabilitation medicine.”
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In order to conduct a special study on the financing efficiency of a certain industry, the authors propose a method for calculating
the financing efficiency of energy enterprises based on the Internet of Things. Combining the DEA method with the Bootstrap
method, taking the IoT data of 30 SME boards and 30 energy companies listed on the ChiNext listed in 2010 as a research
sample, and using R language and Deap2.1 software, the financing efficiency from 2011 to 2015 is calculated. Experimental
results show that from 2011 to 2015, only 28.3% of the enterprises reached the effective state of technical efficiency on average,
and the financing efficiency of energy enterprises was generally inefficient. The pure technical efficiency value of the whole
enterprise decreases year by year, and its technical efficiency value lower than its scale efficiency is the main reason that its
technical efficiency is generally not high.

1. Introduction

Affected by the financial crisis, the world situation is com-
plex and volatile, and economic growth lacks impetus [1].
Although the financial crisis occurred in the United States,
with the intensification of the European sovereign debt cri-
sis, the global financial crisis also shifted to Europe. In the
past few decades, Asian economies, especially East Asian
economies, have been the most dynamic in global economic
growth. Looking at the overall situation, although the inter-
national situation is turbulent and my country is also hit by
the financial crisis, the development environment facing my
country is generally good. The first 20 years of the 21st cen-
tury or even longer is a period of strategic opportunities that
my country needs to seize and make full use of, and it is also
a period of overcoming difficulties in the adjustment of my
country’s economic structure.

After more than 30 years of development, China has
grown into a big manufacturing country. The manufacturing
industry has played an important role in supporting eco-
nomic and social development and meeting people’s living

needs; the prosperity and development of the manufacturing
industry have driven the rise of China’s GDP [2]. However,
with the development of economy, some enterprises in our
country have the problem of overcapacity. In terms of quan-
titative standards, the capacity utilization rate of traditional
industries such as steel, cement, electrolytic aluminum, flat
glass, and coke is between 70% and 75%. Internationally,
the capacity utilization rate of a normal competitive market
should exceed 80%-85%.

In order to solve the problem of overcapacity of enter-
prises, we should first start with improving the quality of
enterprises. Secondly, the excess production capacity of a
group of enterprises can be digested through mergers and
reorganizations, and a group of backward production capac-
ity can be eliminated through the survival of the fittest.
Finally, companies can also go overseas to develop and
transfer production capacity. In the market economy envi-
ronment, the product has a moderate surplus, which can
stimulate market competition and can also promote the
improvement and progress of enterprise management level.
However, overcapacity will not only cause waste of resources
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and labor but also be detrimental to the long-term develop-
ment of enterprises and even affect the healthy operation of
the economy. Enterprises in the industrial industry have dif-
ficulties in their own development and low profits, and a
considerable number of enterprises are in a state of loss.
Some companies still need to produce even knowing that
they are losing money; in order to sell their products, they
fight a “price war”; this leads to vicious competition among
enterprises [3]. Figure 1 shows the financing processing sys-
tem and method. Vicious competition among enterprises
will lead to protectionism in some places, resulting in market
segmentation. If his happens, it is very unfavorable for our
country to change the mode of economic development and
adjust the economic structure. Therefore, resolving the
problem of overcapacity in enterprises has become one of
the priorities for adjusting the economic structure and trans-
forming the mode of economic development at present and
in the future.

2. Literature Review

Chau and others believe that, without taking corporate tax
into account, first of all, the size of an enterprise’s debt will
not affect the value of the enterprise; that is, the financing
structure of the enterprise has nothing to do with the value
of the enterprise. Secondly, the cost of equity of a debt-
burdened company is the sum of the cost of equity of a
non-debt-burdened company with the same risk and the risk
premium, and the risk premium is also determined by the
cost of equity, debt financing cost, and risk premium of a
non-debt-burdened company; the proportion of property
rights of the enterprise is determined [4]. Jwo et al. believe
that if personal income tax is taken into account, the interest
expenses incurred by enterprises due to debt financing will
be deducted from the total tax payment, and the effect of
the increase in enterprise value will be reduced, and the tax
shield of debt will be reduced; the effect is not so obvious
[5]. Zhang et al. proposed that enterprises should not only
consider the tax saving effect brought by interest deduction
when choosing debt financing methods but should also
consider the increase in financial costs caused by interest
expenses and the agency cost pressure on company man-
agers because of growing conflicts between creditors and
the company’s original shareholders. Bankruptcy is inevita-
ble if the financial burden and agency costs faced by the
business are large enough that the business itself cannot bear
it. Therefore, it is concluded that the optimal debt financing
structure of an enterprise should be when its debt burden is
equal to the marginal cost of agency problems and the mar-
ginal benefit brought by its tax savings [6]. Sidloski and Diab
considered the contradiction between corporate share-
holders and creditors caused by the increase in the propor-
tion of debt financing and also took into account the issue
of entrustment and agency within the company; that is,
because the principal is the shareholder of the company,
the agency cost problem is caused by the unequal informa-
tion held by the managers of the agency companies and
the agency companies [7]. Modisane and Jokonya believe
that information asymmetry exists not only within share-

holders and managers but also between companies and
external investors. When a company chooses equity or debt
financing, investors will have a positive or negative impres-
sion of the value of the company, so that the actual value
of the company is overvalued or undervalued to varying
degrees. Specifically, investors believe that stocks will only
be issued when the operating conditions of the company
are not ideal; of course, investors will not buy shares at this
time, and the value of the company is undervalued [8].
Gao and others believe that the financing efficiency of an
enterprise should be the ability of the enterprise to obtain
funds, and the size of the financing ability determines the
financing efficiency of the enterprise. Before China entered
the market economy, the financing efficiency of enterprises
could not be reflected independently, and it was integrated
with the overall economic efficiency of the country; in mod-
ern economic society, the level of corporate financing ability
is an important manifestation of the efficiency of economic
development [9].

From the above review, it can be seen that the existing
research literature rarely conducts special research on the
financing efficiency of a certain industry, and there is not
much improvement in research methods. Based on this,
the authors select the energy industry that has received high
attention in recent years and add the Bootstrap method to
evaluate the financing efficiency of enterprises on the basis
of using the DEA method.

3. Research Methods

3.1. Research Method Design of Financing Efficiency of
Energy Enterprises

(1) Model establishment

The DEA (Data Envelope Analysis) method, namely, the
data envelopment analysis method, is based on the concept
of relative efficiency and is a method of evaluating the rela-
tive effectiveness or benefit of similar decision-making units
(DMU) according to multi-indicator input and multi-
indicator output; this method can divide the efficiency of
the evaluation unit into technical efficiency (TE), pure tech-
nical efficiency (PTE), and scale efficiency (SE), and the rela-
tionship between the three efficiencies is PTE = TE/SE;
therefore, it has an absolute advantage in processing multi-
input-multioutput effectiveness evaluation [10]. The basic
evaluation principle of the DEA method is as follows: take
each enterprise as an efficiency evaluation unit (DMU), eval-
uate the efficiency of each DMU according to the input and
output indicators, and determine an efficiency after compre-
hensively considering the efficiency of all DMUs, the frontier
surface, and then according to the distance between each
DMU and the efficiency frontier surface; it is determined
whether the efficiency of the evaluation unit is DEA effective.

Although the DEA method has many advantages in effi-
ciency evaluation, because what it measures is only a kind of
“relative efficiency,” an upper limit of “absolute efficiency,”
and a biased and inconsistent estimator, the true value of
efficiency should be below this “relative efficiency” [11].
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The Bootstrap-DEA method solves the defects of the DEA
method; the main steps of the method are as follows:

(1) Measure the efficiency values bθ j and j = 1, 2,⋯, n of
each decision-making unit under the DEA method

(2) Using the Bootstrap method, repeated sampling with

replacement in the original efficiency value bθ j pro-
duces a sample ðθ∗1b,⋯, θ∗nbÞ of size n, where b
represents the number of iterations of Bootstrap
and b = 1,⋯, B

(3) Calculate the simulated sample ðX∗jb, XjÞ, where X

∗jb = bθ j/ðθ∗jbÞ · Xj, j = 1,⋯, n

(4) Using such a simulated sample, calculate the effi-
ciency values θ∗j and j = 1,⋯, n using the DEA
method

(5) Repeat steps (2) to (4) times for each decision-
making unit (take = 2000) to generate a series of effi-
ciency values θ∗jb and b = 1,⋯, B

(6) Correct the estimated deviation of DEA efficiency

value: biasðbθ jÞ = Eðbθ jÞ − bθ j

(7) dBiasðbθ jÞ = B − 1∑B
b=1

bθ∗jb − bθ j, the corrected effi-

ciency value is θ j = bθ j − dBiasðbθ jÞ = 2bθ j − B − 1∑B
b=1

bθ∗jb [12, 13]

(2) Construction of evaluation index system

The DEA model belongs to the multi-input-multioutput
relative efficiency evaluation model; whether the selection of
model input and output indicators is reasonable will directly
affect the evaluation effect of the model. According to the
characteristics of the energy industry and the experience of
previous index selection, the authors constructed the follow-
ing input and output index system, as shown in Table 1.

(3) Data source and processing

The authors take energy companies as research objects
and, on the basis of ensuring the integrity and continuity
of corporate financial data, selected 30 SME board and 30
ChiNext energy companies listed in 2010 as research sam-

ples [14, 15]. The study interval span was selected from
2011 to 2015. The financial index data of the sample compa-
nies involved in the research all come from wind informa-
tion financial terminal. Since the values of the input and
output indicators cannot be negative values when using the
DEA method, the authors perform dimensionless processing
on all the indicator data; the specific processing method is as
follows (1):

x∗ij =
xij −minij

maxij −minij
× 0:9 + 0:1: ð1Þ

Among them, xij represents the i input or output index
of the jth decision-making unit; maxij and minij, respec-
tively, represent the maximum or minimum value of the i
input or output indicators of the jth decision-making
unit [16].

4. Result Analysis

4.1. Bootstrap-DEA of Overall Financing Efficiency

(1) Analysis of the overall financing efficiency under the
DEA model

First, through the rDEA package and Deap2.1 software
in R language, the input and output data of 30 SME boards
and 30 GEM energy companies from 2011 to 2015 were ana-
lyzed and processed by the DEA method; finally, the calcula-
tion results of technical efficiency (TE), pure technical
efficiency (PTE), and scale efficiency (SE) of 60 enterprises
are obtained, as shown in Tables 2 and 3 below.

According to the calculation results of the DEA model in
Tables 2 and 3, it can be seen from the average from 2011 to
2015 that the financing technical efficiency of the sample
energy enterprises on the small and medium-sized board
and the ChiNext board reached 1; that is to say, the number
of companies that achieved DEA is 8 and 9, respectively, and
the two together account for 28.3% of the total number of
samples; this shows that less than 1/3 of the sample compa-
nies’ financing behavior has reached a “relatively efficient”
state with no redundancy in input and maximizing output;
for most companies, the financing efficiency is not ideal,
and its input and output still have room for further improve-
ment. In addition, we can see from the average efficiency
that whether it is a small and medium-sized board or a

Financing application
information receiving

module

Government policy
support fund information

acquisition module

Financing approval
module

Account setup
module

Figure 1: Financing processing system and method.
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ChiNext board, the main reason for the low technical effi-
ciency is that the pure technical efficiency is lower than the
scale efficiency [17].

(2) Analysis of overall financing efficiency after modifi-
cation by the Bootstrap method

As mentioned above, in order to reduce the negative
impact of the DEA model due to its defects in the efficiency
measurement and make the results more reliable, the
authors use the Benchmarking package in the R language,

set the number of Bootstrap iterations to 2000, set the confi-
dence interval to 95%, and then correct the original DEA
efficiency value. According to the revised efficiency value,
as shown in Table 4 (due to limited space, only the average
efficiency of all sample companies in each year is listed here),
we found that the financing efficiency originally reached a
“relatively efficient” state under the DEA method enterprise
[18]. At this time, each efficiency value did not reach 1, and
the efficiency values of all enterprises after Bootstrap correc-
tion were lower than the efficiency values under the DEA
method, which indicated that the overall financing efficiency

Table 1: Input and output index system of financing efficiency of energy enterprises.

Indicator category Indicator name Indicator meaning

Input indicator

Total assets X1ð Þ It reflects the size of the overall asset size of the enterprise and reflects
the level of the enterprise’s financing ability

Assets and liabilities X2ð Þ
Equal to the total assets divided by the total liabilities, is a comprehensive

evaluation index to measure the structure of an enterprise’s assets
and liabilities

Financial expenses X3ð Þ It reflects the interest expense caused by financing in the business
process of the enterprise, that is, the cost of using funds

Return on net assets Y1ð Þ Net profit divided by total net assets reflects the company’s ability to use
assets to obtain income and also measures the income of shareholders’ equity

Output indicator

Total asset turnover Y2ð Þ It reflects the utilization efficiency of all the assets owned by the enterprise and
measures the capital operation ability and management level of the enterprise

Main business income growth
rate Y3ð Þ

It reflects the growth and development ability of the enterprise; the
larger the index, the stronger the profitability of the enterprise

Growth rate of intangible assets Y4ð Þ The growth rate of intangible assets of energy enterprises, which shows the
transformation efficiency of their research and development investment

Table 2: Calculation results of DEA financing efficiency of small and medium-sized energy enterprises.

Number of SMEs with DEA valid (percentage)
Years TE PTE SE

2011 9 (15.0%) 12 (20.0%) 9 (15.0%)

2012 8 (13.3%) 14 (23.3%) 8 (13.3%)

2013 6 (10.0%) 10 (16.7%) 6 (10.0%)

2014 9 (15.0%) 10 (16.7%) 11 (18.3%)

2015 9 (15.0%) 12 (20.0%) 11 (18.3%)

Average number of homes 8 (13.7%) 12 (19.3%) 9 (15.0%)

Efficiency mean 0.787 0.841 0.935

Table 3: Calculation results of DEA financing efficiency of GEM energy companies.

Number of effective DEA companies on the Growth Enterprise Market (proportion)
Years TE PTE SE

2011 8 (13.3%) 12 (20.0%) 8 (13.3%)

2012 9 (15.0%) 11 (18.3%) 9 (15.0%)

2013 9 (15.0%) 13 (21.7%) 10 (16.7%)

2014 1 (18.3%) 17 (28.3%) 12 (20.0%)

2015 7 (11.7%) 14 (23.3%) 7 (11.7%)

Average number of homes 9 (14.6%) 13 (22.3%) 9 (15.3%)

Efficiency mean 0.837 0.904 0.926
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of the sample enterprises after the correction was better than
the calculation results of the DEA method.

4.2. Analysis of Pure Technical Efficiency and Scale Efficiency.
By decomposing technical efficiency, we can specifically ana-
lyze the pure technical efficiency and scale efficiency of
enterprises [19]. As shown in Figure 2 (GEM is the ChiNext
board, SME is the small and medium-sized board, and the
black and white dots are the values before and after correc-
tion), from the distribution of the average pure technical effi-
ciency value and the average scale efficiency value of each
sample enterprise from 2011 to 2015, the following features
can be found:

(1) Scale efficiency (SE) is significantly better than pure
technical efficiency (PTE)

It can be clearly seen from the distribution shape of the
scatter points that almost all sample points are concentrated
in the upper half of the graph, whether before correction
(solid black points) or after correction (open white points),

that is, the scale efficiency value (0 .75, 1.0) range, and there
is almost no sample point distribution below 0.75; although
the sample points in the (0.75, 1.0) interval are more densely
distributed than the (0.5, 0.75) interval for pure technical
efficiency, it is still not as good as the overall distribution
of scale efficiency [20]. This further illustrates that the
financing efficiency of most energy companies is mainly lim-
ited by their lower pure technical efficiency. Therefore, when
the scale of financing reaches a relatively ideal state, how to
improve their pure technical efficiency and effectively man-
age and make good use of funds is the key point that energy
companies should pay attention to in the future.

(2) The Bootstrap correction efficiency value is lower
than the original efficiency value

As shown in Figure 2, before the original financing effi-
ciency value is revised, most of the black solid sample points
are concentrated in the upper right area, that is, closer to the
two “effective frontiers” with an efficiency value of 1, and
some sample points just fall on the “effective frontier.” After

Table 4: Bootstrap-DEA method revised financing efficiency calculation results.

Annual average technical efficiency of SMEs Annual average technical efficiency of GEM companies

Years
Original TE

value
Correction

value
Difference

Lower
boundary

Upper
boundary

Original TE
value

Correction
value

Difference
Lower

boundary
Upper

boundary

2011 0.797 0.707 0.09 0.646 0.781 0.802 0.71 0.092 0.643 0.786

2012 0.841 0.769 0.071 0.713 0.831 0.839 0.768 0.071 0.712 0.827

2013 0.769 0.695 0.074 0.641 0.757 0.862 0.773 0.089 0.706 0.848

2014 0.776 0.702 0.075 0.646 0.765 0.881 0.789 0.093 0.720 0.867

2015 0.753 0.654 0.098 0.593 0.736 0.800 0.703 0.097 0.640 0.783

Mean 0.787 0.705 0.082 0.647 0.772 0.837 0.749 0.088 0.695 0.831

0.5 0.6 0.7 0.8 0.9 1.0

0.75

0.80

0.85

0.90

0.95

1.00

bcGEM 
bcSME

GEM
SME

SE

PTE

Figure 2: The mean scatter plot of pure technical efficiency and scale efficiency from 2011 to 2015.
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correcting the efficiency value, it can be found that there is
no white hollow sample point distribution on the “effective
frontier” and its overall left shift, but the downward shift is
not obvious [21]. The corrected efficiency value provides a
more accurate measurement result and the change in the
distribution shape before and after the scatter; it also con-
firms the previous finding that the contribution of scale effi-
ciency to technical efficiency is greater than that of pure
technical efficiency [22].

4.3. Trend Analysis of Overall Financing Efficiency. The
financing efficiency trend of all 60 SME and ChiNext energy
sample companies before and after the revision is shown in
Figure 3 [23]. As can be seen from the figure, the revised
technical efficiency (bcTE) values from 2011 to 2015 were
0.708, 0.768, 0.732, 0.740, and 0.675, showing a slight and
slow decreasing trend in the fluctuating state as a whole
[24]. As far as the revised pure technical efficiency (bcPTE)
is concerned, from 0.856 in 2011 to 0.726 in 2015, it shows
a significant decline in technical efficiency. Comparatively
speaking, the scale efficiency showed a different increasing
trend year by year from 2011 to 2014, but it showed a down-
ward trend in 2015 [25].

In addition, we can notice that compared with the origi-
nal efficiency values, the three efficiency values after the Boot-
strap method correction have not changed in trend, and
compared to the technical efficiency and pure technical effi-
ciency, the correction of scale efficiency is the slightest.
Therefore, for energy companies, reversing the declining
trend of pure technical efficiency and maintaining the growth
trend of scale efficiency are the key to improving the overall
financing efficiency, and the former is more important.

5. Conclusion

By using the DEA method, the authors measured the financ-
ing efficiency of 30 SME board and 30 ChiNext energy com-
panies listed in 2010 from 2011 to 2015 and introduced the
Bootstrap method to improve the technical efficiency and
pure technology of enterprises, the measurement accuracy
of efficiency, and scale efficiency; on this basis, the following
research conclusions are drawn: first, the overall financing
efficiency of my country’s energy enterprises is in a state of
inefficiency, more than 70% of the enterprises’ financing
behavior cannot reach the effective level of DEA, and the
financing efficiency after the Bootstrap method is revised.
Second, the financing inefficiency of energy companies is
mostly caused by their pure technical inefficiency; therefore,
the capital management and application technology of
enterprises need to be improved urgently. Third, from the
perspective of the vertical time trend, although the scale effi-
ciency shows an increasing trend as a whole, the pure tech-
nical efficiency is decreasing year by year.

Energy is a key industry that the world pays attention to
at present; under the background of “mass entrepreneurship
and innovation,” China has also given policy support in
many aspects of the energy industry; however, based on
the above research, it can be seen that the financing effi-
ciency of energy companies is generally low, which will
undoubtedly bring difficulties to their future development,
which is a small hindrance. In view of this, the authors pro-
vide the following policy suggestions: first, enterprises
should use funds reasonably and effectively, increase their
own R&D investment, and use the raised funds more for
technological innovation. Secondly, clarify the purpose of
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Figure 3: Trends in the overall financing efficiency of energy companies from 2011 to 2015.
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financing, correct the motivation of financing, and avoid
blind expansion of enterprise scale in the capital market.
Finally, while improving the issuance mechanism and
strengthening postevent supervision, the state still strives to
improve the construction of a multilevel capital market sys-
tem; a capital market with a complete structure and rich
levels is the demand for corporate financing and develop-
ment; at the same time, it is also a powerful guarantee for
enterprises to have a good financing environment.
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In order to improve the practical and popularization value of the multimedia vocal music teaching system, the author proposes a
teaching system based on the Internet of Things multimedia intelligent platform. Mainly use Visual C++ to realize the acquisition,
playback, and display of audio and realize the real-time modification of the sound wave waveform on the computer and also add
the function of vocal score. Experimental results show that in the pitch comparison, the standard fundamental frequency average
value of the fundamental frequency track of the two pieces of music is obtained by the cepstral method: avgF0 = 143:12HZ and the
average fundamental frequency of the trial singing: avgF0 = 142:05HZ. The average distance and score of each parameter of the
testers are mindisv = 726:126 for pitch intensity, path length = 144; mindisp = 4:51987, path length = 163 for pitch, breath
smoothness = 484:20. Conclusion. This method not only improves the intuitiveness and interaction of vocal music teaching, but
also increases the interest of vocal music teaching.

1. Introduction

Since entering the twenty-first century, the popularization
of computer technology has reached an unprecedented
speed, and people’s life has gradually become inseparable
from computer technology. The information technology
and digital technology it brings have fully covered our
work and life. The same is true in the field of music; dig-
ital technology to assist music production and music edit-
ing has become a very common phenomenon in the music
industry, and several famous software companies in the
world have launched very practical music production soft-
ware; the CD we hear now, MP3, and other music are
produced through these software [1]. Music production
software can help music producers set and edit various
timbres, volume, pitch, rhythm, etc., and finally produce
excellent musical sounds. In China’s digital multimedia
technology-assisted music teaching, in recent years, it has
also achieved considerable development; all kinds of large,
medium, and small schools in China have also started to
use multimedia technology to assist the classroom teaching
of music. The courses of music appreciation, music theory,

music composition, and music production are the most
common places to use multimedia teaching; after the use
of multimedia-assisted teaching, these courses have
achieved good teaching results. It improves the quality
and efficiency of music teaching, expands the populariza-
tion of music teaching, and is loved by the taught group.
However, the introduction of digital technology into music
teaching has also encountered many problems; the most
important ones are focusing only on the use of multimedia
technology while ignoring the use of other advantages of
digital technology. The status quo of music teaching is that
most schools in China focus on using multimedia digital
technology to teach music appreciation courses and basic
theory courses [2, 3]. Convenient and convenient multi-
media technology is only a technical means in digital tech-
nology, and it can only be undertaken in music teaching,
the teaching work of this part of popularizing music and
improving the efficiency of music teaching, its use does
not maximize the advantages of digital technology-
assisted music teaching, and it does not well reflect the
scientific, intuitive, interactive, and visual advantages of
digital technology. In view of the current situation of
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music education in China, this subject wants to conduct
in-depth research on digital technology to assist music
teaching research and contribute to the modernization of
music teaching. Because the scope of music education is
relatively broad, the author can only make breakthroughs
from a small aspect, hoping to help digital technology
gradually, introduced to all aspects of music education.

2. Literature Review

Guo and Liu discussed the new connotation and new char-
acteristics of online learning resources, focusing on what
kind of learning resources Internet + education needs and
how to realize the sharing of high-quality resources in the
Internet + era [4]; finally, China’s Internet + resource strat-
egy and its implementation path are proposed, which have
certain theoretical value and strong practical guiding signif-
icance. Pradhan et al. have successively discussed the quality
requirements of vocal music teachers and the exertion of
students’ subjectivity, the language of vocal music classroom
teaching and its normative application, the core content of
vocal music teaching—the teaching of key professional skills,
and the teaching of vocal music singing skills; research and
analysis are carried out in turn in terms of thinking about
contradictions [5]. Zhang et al. advocated teaching design
at different levels according to the different characteristics
of different students and stratified teaching according to
their aptitude, and reforming and innovating education
and teaching, reflecting the development direction of art
education in the new era [6]. Liu enumerated the landmark
achievements in the use and development of new media soft-
ware. Try to use the mobile Internet analysis chart to inter-
pret the development process of new media, explore the
internal driving force of new media development, and have
positive guiding significance for the application of new
media [7]. Wang et al., through case studies and compara-
tive research methods, mainly discussed the reform methods
of traditional teaching such as “learning by listening,”
“learning by doing,” and “learning by feeling,” and different
online learning and teaching methods, etc. [8] enable
teachers to help students develop the knowledge and skills
they need in the digital age; the purpose is to guide students
to cultivate and improve their thinking ability and knowl-
edge level towards success. It aims to promote the transfor-
mation of teaching paradigms, implement effective
teaching and learning, and improve the level of support ser-
vices for teachers and the overall teaching quality. Zhao et al.
provide a very procedural and unified teaching method that
compromises the combination of scientific, mechanical, and
holistic [9].

The author proposes a design method for multimedia
vocal music teaching and develops an interactive multimedia
vocal music teaching system, which enables vocal music
teaching to achieve more independent choices and human-
computer interaction functions and lays the foundation for
the autonomy of vocal music teaching [10]. At the same
time, it also provides a new way for the realization of multi-
media vocal music teaching.

3. Research Methods

3.1. Implementation of Interactive Multimedia Vocal Music
Teaching System. The key to realizing the multimedia vocal
music teaching system is the establishment of the vocal
music teaching module. The vocal music teaching module
is mainly based on professional vocal practice, and users
can modify the singing results in real time and form the cor-
rect pronunciation, so as to realize the real interactive teach-
ing mode [11]. At the same time, a vocal score function is
also added. First, a singing model is established through
the original singing audio, and the comparison parameters
of volume, pitch, and breath are selected, and then the
extracted singing audio parameters are compared with the
original singing model parameters, and finally, the corre-
sponding evaluation and opinions are given according to
the matching degree of the two.

3.2. Establishment of Interactive Multimedia Vocal Music
Teaching System. In order to realize the systematic multime-
dia teaching of vocal music, it is very important to establish a
complete library of vocal music. Considering the wide adapt-
ability of teaching content, the music library firstly divides
the parts and vocal types, and users can choose the corre-
sponding vocal music library for practice according to their
own needs. The content of the music library refers to profes-
sional vocal music theory textbooks and practical guidance
materials, and a vocal music practice tutorial is designed in
a targeted manner. For example, the bel canto baritone
course mainly includes breathing exercises, humming exer-
cises (open and closed mouth), 5 vowel exercises ða，e，i，o，
uÞ, and scale exercises of changing voice areas, a total of 9
exercises. Another example, the national female voice course
mainly focuses on breathing exercises and various humming
exercises [12].

The use of digital means should give full play to its
advantages to make vocal music teaching more intuitive.
Its approach is to record the audio passages sung by students
in a targeted manner and help students find a good voice
state by revising and comparing the results of several times
of singing, so that students can feel how to mobilize their
singing state is correct. For this purpose, the teaching inter-
action module established by the author has the following
two functions: (1) audio collection and playback and (2)
audio editing [13].

In vocal music teaching, in order to let students sing a
good voice, first of all, let students know their own voice.
Let the students know what the voice they usually sing is like
and is this kind of sound beautiful [14]. Only when students
know their own voice can they find out their shortcomings
and make improvements. In the vocal music teaching in
multimedia mode, the function of audio capture and play-
back is very important and very practical, mainly using
low-level audio functions to achieve.

Low-level audio services can deal directly with audio
drivers, operate on audio data, and perform special sound
effects, including waveform audio and MIDI low-level func-
tions. Figure 1 illustrates the Windows audio services
hierarchy.
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The basic process of waveform audio acquisition is as
follows:

(1) Use the functions waveInGetNumDevs() and
waveInGetDevCps() to query whether the system
has a device for recording sound, and check its
performance

(2) Call the following function to open the sound input
device, and return the handle hwi of the waveform
input device for later use:

MMRESULTwaveInOpen(LPHWAVEIN phwi, UINTu-
DeviceID, LPWAVEEFORMATEX pwfx, DWORD dwCall-
back, DWORD dwCallbackInstance, DWORD fdwOpen).

Pwfx points to the WAVEFORMATEX data structure
for waveform audio, which determines the format of the
acquired waveform data. DwCallback points to a callback
function that handles audio input.

(3) Before entering the audio record, a memory area
needs to be defined to store the data [15]. Then call
the function:

MMRESULT waveInPrepareHeader(HWAVEIN
hwi,LPWAVEHDR pwh, UINT cbwh). Where pwh points
to a WAVEHDR structure, the data storage area location,
size, and other fields in this structure must be copied and
specified in advance. Then, call the function again:

(4) After the above function is called successfully, you
can start recording sound and call the function:
MMRESULT waveInStart(HWAVEIN hwi)

(5) After completing the route, call the following func-
tions in turn to clear the waveform audio data struc-
ture WAVEHDR, release the allocated resources,
and close the waveform audio input device:

MMRESULT waveInUnprepareHeader(HWAVEN hwi,
LPWAVEHDR pwh, UINT cbwh), MMRESULT waveIn-
Stop(HWAVEIN hwi), MMRESULT waveInClose(HWA-
VEIN hwi).

The function called by using the low-level audio function
to play the waveform sound is similar to the function called

by the waveform audio acquisition, and the implementation
process is also similar [16].

In order to realize the interactive characteristics of digital
vocal music teaching, this module adds an audio editing
function. Students can modify the sound waveform and
pitch parameters in real time and compare the sound effects
before and after the modification through audio playback; in
this way, students have a more intuitive and specific under-
standing of the singing state. The implementation method is
as follows:

(1) Graphical display of sound. Set the time interval, and
periodically take out the collected sound signal from
the memory, the signal is a function of time, and a
waveform curve is drawn

(2) Volume editing. The volume editor on the program
interface, the program mainly uses the function
Envelope to modify the amplitude envelope, where
lpWaveData is the waveform audio data block
pointer, factor is the editing factor, and the wave-
form amplitude can be changed by changing the
value of factor

short ∗ð ÞWave:lpWaveDatað Þ i½ �
= shortð Þ short ∗ð ÞWave:lpWaveDatað Þ i½ � ∗ factorð Þ。

ð1Þ

(3) Pitch editing. Vocal singing often encounters such a
problem: In a specific sound area, the singer often
causes intonation problems due to the position and
breath of the voice [17]. This problem is difficult to
solve, especially for students who have not yet been
able to use their singing skills proficiently, and it is
even more difficult to solve the intonation problem
at this time, because in this state, the inner pitch of
the singer is accurate and the immature singing tech-
nology causes the pitch difference. Without a refer-
ence, the singer is difficult to detect; in response to
this situation, the teacher can cut out the waveform
with inaccurate pitch, point out the problem first,

Low level audio service
Low level audio functions
MIDI mapper
Low level audio driver

High level audio service
High level audio function
MCI device driver

Application layer
Multimedia applications

Figure 1: Hierarchical relationship of Windows audio services.
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then correct the pitch to establish the accuracy of
hearing, and then tell the students that they should
make subtle adjustments to the singing state, such
as insufficient breath and open pharynx, not enough,
and the sound position is low; this allows students to
reach the pitch in a good singing state rather than a
blunt “pitch enough.” This function mainly adopts
the pitch shifter plug-in in Opensource’s FMODPro-
grammers API Win32, which realizes the real-time
pitch modification and audio playback functions

After students practice vocal music, the system can give
an objective evaluation based on the singing results. The
key to the singing instruction module is to establish the cor-
responding vocal measurement method and scoring
mechanism.

Vocal scoring is different from previous voice scoring
methods. Voice scoring generally uses a factor evaluation
method; this system uses a vocal measurement method
based on the comparison of audio feature parameters, by
analyzing the sound wave parameters of the user’s audition
voice and the original singing model; the characteristics of
breath, sound intensity, and pitch are extracted; matching
and comparison are carried out; and then the scoring mech-
anism gives objective evaluation scores according to the
degree of similarity.

Breath is an important aspect of the basic skills of sing-
ing; the quality of breath control during singing will directly
affect the effect of vocalization and the performance of emo-
tions. If you cannot master your breathing, you cannot sing
a good voice and even damage your voice [18]. The key tech-
nique for singing breath is the length and smoothness of the
breath. The system measures the continuity and smoothness
of breath by calculating the standard deviation of the test
sound waveform. Standard deviation is a measure of how
far apart a set of values is from the mean. For a vector X,
the function stdðXÞ of its standard deviation is the following
formula:

std Xð Þ = 1
n − 1〠

n

i=1
xi − �xð Þ2

 !1/2

: ð2Þ

Among them, n represents the number of sampling
points, and �x represents the average amplitude.

The larger the calculated standard deviation, the less sta-
ble the breath; otherwise, the better the user’s grasp of the
breath.

The sound intensity indicates the volume of singing, and
in vocal singing, it reflects the opening and closing ampli-
tude of the vocal cords when they vibrate and the impact
force of the breath. This system performs short-duration
processing on the acoustic signal, the volume parameters
are extracted by the frame-by-frame method, and the vol-
ume intensity curve is obtained. It is assumed that each
frame of signal is represented by SnðmÞ, where m = 0, 1,⋯,
M − 1，n = 0, 1,⋯,N − 1 and N are the total number of
frames, that is, the length of the volume intensity curve,
and M is the size of the sound frame. The volume intensity

curve is defined as the following formula:

Mag nð Þ = 1
M

〠
M−1

m=0
Sn mð Þj j, n = 0, 1,⋯,N − 1: ð3Þ

In the process of singing, the singer’s grasp of the pitch is
reflected in the accuracy of the singing pitch; this accuracy
can not only measure the singer’s vocal skills, but also reflect
his innate musical hearing and sense of music. The system
measures the pitch accuracy by comparing the audition
results with the spectrum of the original singing model, the
specific implementation method is to first extract the short
time frame of the signal to be compared, then extract the
fundamental frequency parameters by the cepstrum (CEP-
cepstrum) method, and finally use the dynamic time warp-
ing (DTW) method to perform data comparison; since
DTW continuously calculates the distance between the two
vectors to find the optimal matching path, the obtained
matching between the two vectors is a regular function with
the smallest cumulative distance; this ensures that there is a
maximum acoustic similarity between them. Assuming that
the test sound signal parameters share I frame vector, and
the reference template share J frame vector, and I ≠ J , then
dynamic time warping is to find a time warping function j
=wðiÞ, which nonlinearly maps the time axis i of the test
vector to the time of the template on the axis j, and make
the function w satisfy, as shown in the following formula:

D =min
x ið Þ

〠
I

i=1
d T ið Þ, R w ið Þð Þ½ �: ð4Þ

Among them, d½TðiÞ, RðwðiÞÞ� is the distance measure
between the test vector TðiÞ of the ith frame and the tem-
plate vector RðiÞ of the jth frame, and D is the distance
between the two vectors in the case of optimal time warping.

By transforming the sound intensity parameter and the
pitch parameter through DTW, respectively, two minimum
correction path paths and corresponding DTW distances
can be obtained, these two distances reflect the difference
in volume and melody of the two songs, respectively. The
smaller the difference, the more similar the two are.

4. Analysis of Results

4.1. Scoring Test Results. The scoring mechanism of the sing-
ing scoring system is based on the comparison of the above-
mentioned breath, sound intensity, and pitch characteristics;
the auditioner can see not only the scores in real time, but
also the final total score of the audition. The system scoring
formula is shown in the following:

score = k1
100

1 + a1 mindisið Þb1
+ k2

100
1 + a2 mindispð Þb2

+ k3
100

1 + a3 stð Þb3
:

ð5Þ

Among them, a1, a2, a1, b1, b2, b3 > 0, k1 + k2 + k3 = 1,
and k1, k2, k3 are the weights of each scoring parameter in
the scoring mechanism, and mindisv and mindisp are the
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distances calculated by the sound intensity and pitch param-
eters, respectively. st represents the breath stability parame-
ter; through repeated experiments of machine scoring and
manual scoring, the weights reflect the best mapping rela-
tionship between the two, so that the computer can better
simulate the expert scoring. The following is an example of
a simulation experiment conducted with the male voice e
etude:

The measurement of breath is a process of self-
comparison. In the experiment, the smoothness of breath
is measured by calculating the standard deviation of the test
sound waveform. In the sound intensity comparison, the
volume intensity curves were drawn for the standard and
audition music, respectively. Figure 2 is a schematic diagram
of a standard volume intensity curve (a) and a tester’s vol-
ume intensity curve (b).

In the pitch comparison, the fundamental frequency
traces of the two pieces of music are obtained by the cep-
strum method, respectively, as shown in Figure 3; (a) is the
standard fundamental frequency trace, and (b) is the trial
singing fundamental frequency trace [19]. At the same time,
the average value of the standard fundamental frequency can
be obtained: avgF0 = 143:12HZ, and the average value of the
fundamental frequency of the trial singing is avgF0 =
142:05HZ.

Table 1 shows the average distance and score of each
parameter of the test singers. Among them, mindisv =
726:126 of pitch, path length = 144; mindisp = 4:51987,
path length = 163 of pitch, breath smoothness = 484:20. It
can be seen from Table 1 that the scoring system is more
sensitive to pitch and breath stability, but not very sensitive
to sound intensity. It can be seen that the fundamental
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(a) Schematic diagram of the standard volume intensity curve
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(b) Schematic diagram of the tester’s volume intensity curve

Figure 2: Schematic diagram of volume intensity curve.
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(b) Schematic diagram of the fundamental frequency track of the trial singing

Figure 3: Schematic diagram of fundamental frequency trace.
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by the breath smoothness, and finally the volume intensity
curve.

Etude library evaluation results. In the machine scoring,
through experiments we set the weights of the three feature
parameters to be 5%, 80%, and 15%, respectively.

5. Conclusion

The challenges of the information society to various fields of
music education are obvious, the introduction of advanced
science and technology and the use of advanced methods
and means for vocal music teaching are an inevitable trend
for the improvement and development of the discipline.
The author proposes a vocal music teaching method based
on VC++, applies multimedia technology to traditional
vocal music teaching, and develops a set of simple interactive
multimedia vocal music teaching system [20]. This method
breaks through the limitations of traditional vocal music
teaching and can provide students with an interactive teach-
ing and self-study platform with skill guidance and correc-
tion functions. This will change the dull and single status
quo of vocal music teaching and greatly improve the intui-
tion, effectiveness, interactivity, and learnability of the vocal
music teaching process. It is not only original, but also has
high practical value.
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In order to accurately and effectively mine relevant users in social networks, we can stop false information and illegal activities in
the network, thereby ensuring the safety and integrity of the network environment. A method is proposed for the implementation
of a data mining algorithm of a user network based on the fusion of several data. AUMA-MRL (associated user mining algorithm
based on multi-information representation learning) proposes an associated user mining algorithm based on node characteristics,
neighborhood information, and global network structure information. The steps of the algorithm are as follows: combining each
user of the social network into a node using a method where each node is installed separately and combining network user
characteristics and user relationship information. A user pair is a network similarity vector that represents the similarity of
users in different dimensions. Based on these similarity vectors, a corresponding user separation algorithm is formed. It
examines the feasibility and efficiency of the AUMA-MRL algorithm for researching relevant users. The proportion of
associated users in the network to be fused is lower than that of nonassociated users, and the prediction has little effect on
improving the recall rate of nonassociated users, so the recall rate is slightly lower than the accuracy. This algorithm can
quickly get the embedding of new nodes and the similarity vector between new nodes and other nodes in the network, so as to
quickly mine the associated users of new nodes in the network and enhance the robustness of the network associated user
mining algorithm.

1. Introduction

Social network is a virtual community composed of interac-
tion and connection between different members of society.
With the rapid development of the Internet, various social
networking platforms are gradually penetrating into all
aspects of people’s life and work, such as Twitter and Dou-
ban. These social networks play an important role in the
human world, but they hide some security issues and threats
in the process of sharing information [1]. In social networks,
the same user organization registers different accounts on
different social networks. These different virtual accounts
are called vest or related users. Relying on users is the driving
force of public hotspot communication and brings many
security risks, such as jacket fraud and naval rumors. How
to effectively identify connected users has become one of
the important issues in social media content security
research. Most traditional related user mining methods iden-

tify related users by measuring the similarity of user profile
information in the same social network [2]. However, the
similarity, falsity, and inconsistency of user characteristics
in social networks can only be analyzed by user characteristic
information vulnerable to malicious users. It is very difficult
to create complete and accurate user extraction by using var-
ious dimensions such as user behavior, user characteristics,
and network structure information. Figure 1 shows the
framework of data fusion. Most relevant user extraction
methods are based on solving the “anonymity” problem on
social media, which is somewhat similar to the user extrac-
tion problem, but there are significant differences in practical
application options. The two networks involved in “anon-
ymization” are similar to some subnetworks, while the user
duplication and user interaction between the two networks
involved in extracting relevant users are very small, about
60%. Therefore, most anonymous methods cannot perform
the related user extraction tasks well [3].
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Anetwork informationretrieval systemcanonlysolvesim-
ple targets in the form of keywords and cannot solve complex
fuzzy targets in the formofsamplesprovidedbyusers.Network
datamining technology follows the great achievements in net-
work data search, such as robotics and full-text search, and

comprehensively uses various technologies such as artificial
intelligence and pattern recognition. It is possible to perform
a purposeful information search in a network or database
according to user-defined requirements and target attribute
information.

The update speed of information has increased, and the
problem of information overload has arisen due to the explo-
sion of network data. Academia and industry have struggled
to accurately identify consumer needs and preferences and fil-
ter out content that is not useful or interesting to consumers.
Integrating multiple data is the primary method for making
personalized recommendations. It selects the most similar
people by finding similarities between different people.

Because of the increasing amount of data and the improve-
ment of users’ requirements for personalized recommenda-
tions, many multi-information fusion methods cannot
provide excellent results. This paper is aimed at improving
the accuracy of recommendation, combiningmulticlass infor-
mation and matrix decomposition technology to improve the
data sparsity and cold start problems faced by the recommen-
dation system, and improving the accuracy of the recommen-
dation results.

2. Literature Review

To solve this research problem, Ma and Zhang mined users’
preferences from users’ comments on items and used them
in recommendation tasks [4]. Pouyap et al. use the topic
model to model the text content and mine the influence of
the above factors on the score from the text information
[5]. Xue et al. proposed a method combining the dimension
of potential score and the subject of potential comment. This
method can obtain better performance than using single
score information or text information [6]. Du and Zhao pro-
posed CTR (collaborative topic regression) model. CTR real-
izes the effective combination of implicit Dirichlet allocation
(LDA) and probability matrix decomposition PMF in a
tightly coupled manner [7].Ren and Li used the deep
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system

Deep learning AI
data analysis system
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Figure 1: Data fusion framework.

Table 1: Data set information.

Data set Number of nodes Number of sides
Clustering
coefficient

PPI 14744 222111 0.1768

Flickr 80522 5899878 0.1648

Facebook 4041 88241 0.6049

Table 2: Algorithm recovery rate comparison when overlap is 60%.

Algorithm PPI Flickr Facebook

NS 0.3134 0.3249 0.2311

Grh 0.3989 0.1189 0.1161

AUMA-MRL 0.4187 0.3941 0.42899
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Figure 2: Recall rate of associated user mining in PPI to be fused
network.

1.0 1.5 2.0 2.5 3.0

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Th
e 

re
ca

ll 
ra

te

Algorithm

Flickr

Figure 3: Recall rate of associated user mining in Flickr to be fused
network.
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convolution neural network CNN to extract the features of
pictures, combined the interactive information between
users and pictures at the last full connection layer, and then
output the sorting of labels [8]. Huang et al. first used the
recurrent neural network (RNN) to model the user’s histor-
ical click records and then used the feedback neural network
(FNN) to simulate multi-information fusion and finally pro-
duce the recommendation results [9].Ji et al. proposed an
algorithm that can combine structured data and unstruc-
tured data for recommendation. For structured data,
TRANSR is used to obtain the vector features of entities.
For text data and image data, stacked denoising autoenco-
ders (sdae) and stacked convolutional autoencoders are
used to propose vector features, respectively. A variety of
vectors are spliced as the vector features of the article
[10]. Liu first applied the self-encoder model to the recom-

mendation system and proposed the self-encoder based
collaborative filter (ACF) [11]. Xiao et al. proposed collab-
orative deep learning (CDL), which combines stacked
denoising autoencoder (sdae) with probability matrix
decomposition in a tightly coupled manner [12]. Zheng
et al. constructed an unsupervised associated user mining
method by calculating the rarity of word segmentation
through user name word segmentation and nrgram proba-
bility [13].

Based on the existing research, a user extraction algo-
rithm AUMA-MRL (user extraction algorithm based on
multidata unified representation) is introduced based on
the node behavior model, public data, and international
data. The steps of the algorithm are as follows: integrate each
user in the social network into a node, use the input method
for each node, and integrate user behavior and user relation-
ship information. Similarity vector between pairs of network
users represents the similarity of different users. Based on
the similarity vector, a user interference extraction algorithm
was established. When the network overlap is 60%, the recall
rates of associated user mining by different algorithms in the
three groups of networks to be fused are compared. The
AUMA-MRL algorithm achieves the best results on our data
set, confirming that combining user attributes and technical
knowledge relationships is more effective than using user
relationships alone to extract affected users. The AUMA-
MRL algorithm works well for my web users.

Web usage mining is mainly used to understand the
meaning of users’ online behavior data. Network content
mining objects and network structure mining objects are
the core data of the Internet, while network usage mining
deals with peripheral data extracted when users interact
with the network, such as web server usage logs and proxy
server logs.

Recommendation system has always been focused on how
to improve the real-time performance and accuracy of key
algorithms, and its advantages and disadvantages directly
affect the quality of recommendation services. Today, these
algorithms are roughly classified as content-based recommen-
dation, multi-information fusion recommendation, and, of
course, some other popular research methods, such as social
network-based recommendation, time-aware recommenda-
tion, label-based recommendation, context-based recommen-
dation, and matrix decomposition-based recommendation.
Content-based recommendations are predicted directly based
on the content information of the item, without requiring rel-
evant evaluation information, but it becomes slightly difficult
when the content information of the item is not easily
interpreted.

It can be noted that the diversification of various user
behaviors on the website can reflect users’ preferences in a
sense and can be very well applied in the recommendation
methods.However,whenusershavemanydifferentbehaviors,
selecting only one of behavioral information to understand
user preferences is not comprehensive. In other words, we
need to comprehensively consider the multifaceted personal-
ized information of users to help us get more real and effective
preference information and make more accurate recommen-
dations for users.
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Figure 4: Recall rate of associated user mining in Facebook to be
integrated network.

0.3 0.4 0.5 0.6 0.7 0.8
0.70

0.75

0.80

0.85

0.90

0.95

1.00

P

The recall rate

PPL-NS
Flickr-NS
Facebook-NS

PPL-AUMA
Flickr-AUMA
Facebook-AUMA
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3. Associated User Mining Algorithm
Integrating User Attributes and
User Relationships

The goal of user engagement is to find the most accurate and
useful user experience in two overlapping domains [14].
AUMA-MRL algorithm for user mining is introduced to
combine various information according to node characteris-
tics, public information, and international information
standards.

In general, a recommendation system often only serves
a specific type of item, where the “item” refers to the gen-
eral term of recommended content for users (such as
movies and news). Therefore, in the whole recommenda-
tion system, both the initial requirement design and the
most core recommendation algorithm are designed to
push the application-based and valuable recommendation
results to a specific scene. In order to conquer the most
core algorithm link, the recommendation system analyzes
different preferences by acquiring user behavior or prefer-
ences, which can be roughly divided into explicit prefer-
ences and implicit preferences. Explicit preferences often
mean direct feedback on items, such as scoring a product;
implicit preferences include browsing the profile page of a
movie, buying an item, etc. Based on these two preferences
and several other limitations, the system enables
predictions and provides the most accurate recommended
items and services.

In general, nodes with more neighbors in a network are
more similar. In this paper, the local topology of the network
is obtained by sampling the neighborhood of network nodes.
AUMA-MRL first uniformly samples the k-order
neighborhood of the target node and sets the sampling
window size to ω.

To combine the neighbor information of the nodes, we
choose the aggregation function [15]. If the neighborhood
depth of the target node is k, the aggregation of its neighbor-
hood information can be expressed as hkNðυÞ =max ðfσð
Wpoolh

k−1
u + = bÞ,∀u ∈NðυÞgÞ. In order to effectively integrate

the embedding of user attributes and user relationships and
make the nodes with similar attributes and structures have
similar embedded representations, this paper uses graph-
based loss function and gradient descent method to learn the
parameters in the fusion function. The graph-based loss func-
tion is shown in Equation (1), where adjacent node embed-
dings are similar and disjoint nodes are less similar.

L Zυð Þ == log σ zTυ Zu

À ÁÀ Á
−Q ⋅ Eun~Pn

uð Þ log σ −zTυ Zun

À ÁÀ Á
: ð1Þ

Personalization-based recommendations are based on
“best efforts” based on user experience and historical settings
of different users. It is themost suitableway to give recommen-
dations with good accuracy, but it is expensive.

The core idea of content-based recommendation is to
calculate the degree of internal correlation based on the item
metadata provided to the user and then to record the user
history preferences stored in the system database and search
for the closest correlation degree of the items stored in the
system database. It is also widely used in many social net-
working sites due to provide better results.

Because the above node neighborhood information
fusion process only samples the k-order neighborhood of
the target node, and the sampling window is fixed; the pro-
cess indirectly saves the local structure information of the
node while learning the node attribute information. How-
ever, this process does not save the global topology informa-
tion of nodes in the network, that is, the complete user
relationship. In order to fully and effectively combine the
characteristics and relationships between consumers, this
paper introduces an adjacency matrix A to the unemploy-
ment problem. This matrix stores the complete information
of the network, i.e., the user relationships [16], as shown in

L zυð Þ = − log σ zTυ zu
À ÁÀ Á

−Q ⋅ Eun~pn uð Þ
log σ zTυ zun

À ÁÀ Á

− corr f1 A ; θ1ð Þ, f2 zυ ; θ2ð Þð Þ:
ð2Þ

In Equation (2), f ðxÞ = θx + b. Aggregating user behav-
ior data and user interaction data in social networks and rep-
resenting these data as low-dimensional density vectors
provide a good basis for mining user problems [17].

Because the social relations and attribute information of
the same natural person have certain similarities in different
social network platforms, this paper judges whether the node
pairs are related users through the similarity of node pairs
between networks, as shown in

Sinij =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RA
i − RB

j

� �
RA
i − RB

j

� �T
r

: ð3Þ

This paper marks the similarity vectors of nodes in the
network using the joint information of low-income users
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Figure 6: Comparison of recall rates of AUMA-MRL and NS
under different network overlap.
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of the network. A pair of labeled nodes is taken as a model,
and after training parameters, a corresponding user discrim-
ination model is created, which is used to judge whether a
pair of unlabeled nodes is a corresponding user. Given a
set of n, where n is the data fðxij, yijÞg with real label
extracted from Nt , xij represents the d-dimensional similar-
ity vector between user i and user j, and yij ∈ f1,−1g, as
shown in

f xð Þ =wTx + b, ð4Þ

L w,bð Þ =
γL
2 wk k2 + C〠ξij

s:t:yij wTxij + b
À Á

≥ 1 − ξij, ξij ≥ 0:
ð5Þ

Since there may be some users who lack tag information in
reality, the hybridcf algorithm is difficult to guarantee the
accuracy of the final results. In this case, the hybridcf algo-
rithm combines the current user’s friend data to find the top
10 most common tags that all its friends add to fill in the cur-
rent user’s tag matrix. Because the supplement for tag data can
effectively help current users to fill in their own preferences
from their friends, it can help the cold start problem to be alle-
viated to some extent. If, after the label expansion, some users
still have insufficient TopN list items obtained, then follow the
UserCF algorithm mechanism to help supplement [18].

Recommender systems, which provide users with person-
alized recommendations based on their hobbies and needs,
have gained increasing attention and acceptance over the past
decade and are now a hot research area in both academia and
industry. In general, the topics of the recommendation strat-
egy usually include historical user data, semantic content,
and associations between items. Find the preferences of simi-
lar users other than the target user to predict interest or
demand by finding similar items. Today, social networks have
become an integral part of the Web 2.0 environment.

Web data mining techniques mainly deal with the com-
bination of semistructured data source models and semi-
structured data models. This requires a model that clearly
represents the network data, and finding a semistructured
data model is key to solving this problem. In addition, semi-
structured model extraction techniques are also needed, i.e.,
techniques for automatically extracting semistructured
models from existing data.

Clients can choose and implement different programs to
process the data according to their needs, and the server only
needs to send the same XML file. The initiative to process
the data is handed over to the client, and what the server
does is to insert the data into the XML file as completely
and accurately as possible. XML’s self-descriptive capabili-
ties allow clients to understand the logical structure and
meaning of the data when they receive it, thus enabling
widespread and general distributed computing. It is more
suitable for solving the problem of personal needs of users
highlighted by data mining of network information.

4. Results and Analysis

In order to verify the applicability and effectiveness of
AUMA-MRL algorithm in association user mining task,
association user mining experiments are carried out on three
real public data sets. The statistics of our data are shown in
Table 1. A PPI is a protein complex that contains informa-
tion and demographic information. Facebook data is col-
lected through survey participants using Facebook app and
contains a variety of attribute information of users.

The overlaps of different groups were extracted from our
network with overlapping ratios of 33%, 45%, 60%, and 80%.

In the experiment, we extracted 20% of the network
node pairs and created a test set based on some records
related to user-provided data, in order to evaluate the appro-
priate model [19, 20]. As shown in Table 2, Figures 2–4
compare the recovery rates of different algorithms for min-
ing users when the three sets of fusion networks overlap at
60%. It can be seen that AUMA-MRL algorithm has
achieved the best results on three data sets, which proves
that the effect of fusing user attributes and user relationship
information is better than mining associated users only
using user relationship. AUMA-MRL algorithm can effec-
tively mine associated users in the network.

To verify the robustness of the power generation system,
the overlaps of the experimentally generated networks are
33%, 45%, 60%, and 80%. Figure 5 compares the accuracy
of two user mining algorithms under different network over-
lap conditions. Because the increase of network overlap
makes the node embedding contain more similar informa-
tion, the accuracy of associated users will increase with the
increase of network overlap. Figure 6 shows the recovery
speed of the two algorithms in different parts of the network
[21, 22]. The proportion of associated users in the network
to be fused is lower than that of nonassociated users, and
the prediction has little effect on improving the recall rate
of nonassociated users, so the recall rate is slightly lower
than the accuracy.

AUMA-MRL user extraction algorithm proposed in this
paper can be implemented well when different networks
overlap [23, 24]. User interactions between new network
nodes improve the power of network user interaction min-
ing algorithms [25]. Trust matrix also has the problem of
sparse data. First, we need to fill in the missing values of
the corresponding position and realize the decomposition
and dimension reduction with the help of SVD matrix
decomposition method. Consider that the original trust
model calculates the similarity for the trust relationship
and does not involve the possible deviation of the trust indi-
vidual. For example, some individuals lack independent
thinking and are more likely to blindly trust others; then,
their trust data may be generally high.

5. Conclusion

This paper proposes multi-information fusion representa-
tion learning (AUMA-MRL) based on associated user
mining algorithm. In the first mock exam, the learning
information is used to learn the same size information (user
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In order to provide tourists with better tourism services, a system method of personal information recommendation platform
based on deep learning tourism is proposed. The system includes noise reduction autoencoder, feature extraction module, data
preprocessing module, recommendation calculation module, expert evaluation module, recommendation result output module,
customer feedback module, and storage module. The personal information recommendation platform system based on deep
learning tourism of the present invention enables tourists to obtain tourism information conveniently and quickly through
scientific information organization and presentation form and helps tourists to better arrange tourism plans and form tourism
decisions. By effectively aggregating multiple neighborhoods of nodes, embedding high-order collaboration information into
the node embedding vector, obtaining the potential preferences of users, solving the problems of user data sparse and cold
start, and finally through experimental analysis, a research method is proposed. It is used to build the model of tourist
attraction recommendation system. Experimental results show that the proposed method for cold-start user recommendation
has the best performance in terms of accuracy, recall, and normalized loss cumulative gain, and it is 17.9% higher than BPR in
recall rate Recall@5 and 11.8% higher in accuracy rate. It is proved that the system has a significant impact on the diversity
and novelty of tourist attraction recommendation.

1. Introduction

In recent years, the tourism industry has developed rapidly,
and the number of tourist attractions and tourism informa-
tion on the Internet has become more and more numerous
[1]. The process for users to decide on attractions is compli-
cated and inefficient. A good tourist attraction recommenda-
tion service can recommend scenic spots that meet their
interests and preferences, so as to improve the efficiency of
users’ decision of scenic spots and also improve the user’s
travel satisfaction. The types of attractions are easy to distin-
guish, and users of similar types will show very similar pref-
erences for tourist attractions. Therefore, an intuitive idea to
implement attraction recommendation is to make full use of
user preferences and attractions based on the “similarity”
between user groups and attractions, and the intrinsic asso-
ciation of attractions implements the recommendation
model. Aiming at the problems of sparse data, insufficient

tourism factors, and low recommendation accuracy in the
existing tourism recommendation research, this paper takes
advantage of the characteristics of microblog data, such as
personalized expression, strong current situation, and the
intelligent prediction function of machine learning, and pro-
poses a new model based on microblog data. The scenic spot
recommendation method based on blog data and machine
learning realizes accurate and personalized recommendation
of tourist attractions.

In the planning of travel itinerary, it is compared with
the elements of accommodation, transportation, and restau-
rants [2]. As the ultimate goal of tourists’ travel itinerary,
scenic spots are undoubtedly the most important part of
itinerary planning; therefore, the choice of tourist attractions
will greatly affect tourists’ travel satisfaction and obtain the
required scenic spot information from travel websites; at
the time, tourists mainly rely on information retrieval and
recommendation systems. A typical example of information
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retrieval is a search engine, that is, a travel website returns
the attractions related to the keywords according to the key-
words provided by tourists [3]. The recommendation system
is a travel website that pushes relevant attractions based on
the prediction of tourists’ preferences. In the face of the mas-
sive amount of scenic spot information on the website, it is
often difficult for tourists or it takes a lot of time and energy
to obtain the required information, which leads to the prob-
lem of information overload. Although search engines can
alleviate the problem of information overload to a certain
extent, tourists are required to choose appropriate keywords
to describe their needs; however, some studies have found
that a large number of tourists cannot clearly express their
travel needs. Therefore, since tourists cannot accurately
input keywords, search engines are powerless to alleviate
the problem of information overload for tourists when
choosing scenic spots [4].

Different from search engines, the recommendation
system does not require the active input of tourists;
through the analysis of historical data of tourists, it real-
izes the mining of tourists’ preferences, so as to provide
tourists with personalized scenic spot recommendation
services, which not only meets the needs of tourists but
also improves the tourists’ preference, and website loyalty
has now become an important part of major travel web-
sites [5]. It is a new type of machine learning and a new
type of deep learning. Through scientific information orga-
nization and presentation, it allows tourists to easily and
quickly obtain tourism information, helping tourists to
better arrange tourism plans and form tourism decisions.
The brand-new service experience brought by smart tour-
ism can be felt during the decision-making process of
tourism planning and tourism planning.

2. Literature Review

Kumar et al. said that with the development of technology
and the performance breakthrough of computer hardware
equipment, big data analysis methods have become a handy
tool for researchers [6]. Based on the paper of Al-Garadi
et al., the application of data mining to the tourism market
is an important technological breakthrough in the field of
tourism research, in which tourism route planning is an
indispensable part of smart tourism research and tourism
recommendation system development [7]. Relying on the
vigorous development of deep learning and the Internet of
Things and its supporting technologies and hardware, the
mining and prediction accuracy of tourists’ interests through
models has been greatly improved, which will bring great
importance to the rapid development and progress of smart
tourism and tourism economy; it also provides a core com-
petitiveness for the development of local tourism. The core
of the system is tourists, so the starting point of the system
and algorithm design should be in line with the interests
and motivations of tourists. Tourists’ satisfaction with the
route planned by the system will directly affect tourists’ sub-
jective evaluation of the tourist city attractions and thus
indirectly affect the tourists. Tourists make travel plans and
affect users’ stickiness to the system. In order to further opti-

mize the efficiency of route planning, this paper proposes
several optimization strategies, which greatly accelerate the
speed of route finding through fast pruning. Through a large
number of experiments, applying the method proposed in
this paper can effectively perform scenic spot extraction
and travel route planning and compare the effects of multi-
ple optimization strategies. On the basis of taking tourists
as the center, the optimal route is planned around the inter-
est, time, budget, experience, and other factors of tourists; a
personalized travel route can bring tourists the best travel
experience.

Kumoro and Hasanah said that at present, by studying
several professional travel websites in China, it is found that
the current recommendation method is mainly based on the
recommendation of a single tourist attraction [5]. If tourists
want to make overall planning for the travel route, there are
mainly two ways; the first one is that tourists can obtain let-
ters through social platforms such as strategies, magazines,
and friend recommendations and then make travel plans
according to their own time, budget, etc. The second way
is to design the routes according to the most popular tourist
cities, the most visited cities, and the highest star ratings, by
the travel platform (usually including travel agencies and
travel websites, etc.), but these routes are fixed. It is the same
for all mass tourists and ordinary consumers. In the past,
this kind of planning met the basic needs of mass tourists,
but in today’s highly developed information, tourists are
more eager to obtain a personalized travel experience. At
the same time, this planning method also ignores some sce-
nic spots with high quality, which is not conducive to the
development of these scenic spots. In addition, it is impossi-
ble for travel agencies to designate exclusive travel routes for
every ordinary tourist. Therefore, not all the scenic spots in
the routes formulated by the travel platform are of interest
to tourists. For these attractions, tourists can only passively
accept them, and these methods have different drawbacks.
At the same time, if tourists choose the method to plan the
route by themselves, they may develop an inappropriate
route due to information asymmetry, unreliable informa-
tion, and other factors; therefore, there are some shortcom-
ings in these two methods.

Hu et al. said that according to the problem background
and data type, the graph convolutional network in deep
learning and IoT technology is used to capture useful
information in user and scenic spot data, in order to
expect better scenic spot recommendation effect, and pro-
vide users with intelligent recommendation services that
can meet their interests and preferences [8]. The recom-
mended comprehensive processing module removes the
tourist attractions that the target user has traveled and
forms a final recommendation set to recommend to the
target user. At this point, the module design is completed.
The test results show that, for the same target user,
compared with the traditional recommendation model,
tourism-based recommendation, there is some new infor-
mation in the recommended results of the scenic spot rec-
ommendation model, and the recommended content is
more comprehensive, and the recommendation model is
better than the traditional recommendation model.
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(1) Radio frequency identification technology

Radio frequency identification technology, also known
as RFID technology, emerged in the 1990s and is an auto-
matic identification technology. Radio frequency identifica-
tion technology is based on the basic principle of radio
frequency signal and its spatial combination and transmis-
sion characteristics, which can realize the automatic identifi-
cation of stationary and moving objects. Radio frequency
identification technology does not require mechanical con-
tact or optical contact between the identification system
and the identification target but identifies specific targets
and completes the reading and writing of related data
through radio signals. From the perspective of the operation
mode of radio frequency identification technology, the basic
components of radio frequency identification system mainly
include the following three types, and tags are mainly used
for communication with radio frequency antennas, which
are divided into two categories: active and passive. The tags
include coupling elements, chips, and built-in antennas.
Each tag has a unique electronic code, which is attached to
the object and identifies the target object. RFID readers can
read the target object’s data stored in the tag. The reader is
the information control and processing center of the RFID
system, it is composed of a radio frequency module and a
digital signal processing unit, the main function is to read
and write the tag and read and write the data information
in the tag, and it can be fixed. It can also be hand-carried.
The application of radio frequency identification technology
is inseparable from the spatial propagation of radio fre-
quency signals and wireless communication connections.
The function of the antenna is to realize the spatial propaga-
tion of frequency signals between the tag and the reader and
establish a wireless communication connection, which is the
medium between the tag and the reader. Not only that, the
identification range of the RFID system is affected by the
antenna design parameters, and the higher the antenna per-
formance, the greater the identification range of the RFID
technology, which requires the antenna to have superior
impedance matching characteristics. The application range
of RFID technology is extremely wide, and it can be used
to track and manage almost all physical objects, such as elec-
tronic tickets in scenic spots, and automatic road tolls [9].

(2) Sensing technology

Sensing technology includes two parts: sensors and wire-
less sensor networks; first, as far as sensors are concerned, a
sensor is an information detection device that can not only
detect information but also transmit the detected informa-
tion in electrical signals or other forms. In the Internet of
Things, sensors are mainly responsible for information col-
lection, which is a prerequisite for automatic detection and
automatic control and occupies a fundamental position.
The application value of sensors is significant, and with the
continuous upgrading of technical means, the application
fields of sensors are also expanding, becoming important
equipment in industrial production, energy development,
aerospace, and national defense. Secondly, as far as the wire-
less sensor network is concerned, the wireless sensor net-
work is a multihop self-organizing network formed by

wireless communication, which is composed of many micro
sensor nodes in a specific area. As a brand-new information
acquisition platform, the wireless sensor network can
dynamically monitor and collect the information of the
detected objects in the area and send the acquired informa-
tion to each gateway node. In addition to micro sensor
nodes, the constituent elements of wireless sensor networks
also include receivers and transmitters, communication sat-
ellites, and task management nodes. Micro sensor node is
not only the constituent unit of wireless sensor network,
but also a completed sensor unit, including sensor unit, pro-
cessing unit, communication unit, and power supply, and it
has the advantages of rapid development and strong invul-
nerability. It plays an important role in the construction of
smart scenic spots [10].

(3) Network and communication technology

The Internet of Things technology is the product of the
development of network information technology. Network
and communication technology is the most basic content
of the Internet of Things technology, and it is also the pre-
condition for the emergence of the Internet of Things tech-
nology. Network and communication technology includes
two parts: network technology and computer communica-
tion technology. First of all, in terms of network technology,
network technology is the combination of computer tech-
nology and communication technology, which can connect
computers in different areas through communication equip-
ment and lines, so as to achieve the goals of information
transmission and resource sharing. The network system is
the external manifestation of network technology, including
the communication network and network resources. The
main equipment includes network management, network
bridges, routers, switches, repeaters, and hubs. Barrier-free
communication can be achieved between each node in the
network system; secondly, in terms of computer communi-
cation technology, computer communication refers to the
process of information exchange and transmission between
devices and computers and between computers. From the
perspective of the development process of communication
technology, it is mainly divided into three stages: the era of
analog communication, the era of digital communication,
and the era of data traffic. The Internet of Things technology
was born in the era of data communication, and the so-
called data communication refers to the data signal sent by
the information source as the carrier. The specific exchange
methods are divided into three types: message exchange, cir-
cuit exchange, and packet exchange. The information sharing
and transmission between computers mainly rely on network
protocols, and the network protocols are not fixed and need to
be selected according to the actual situation [11].

(4) Data mining and fusion technology

Data mining technology is the fusion of artificial intelli-
gence and database technology, also known as knowledge dis-
covery in database, and the main function is to dig out an
information resource that can meet people’s data usage needs
from massive, random, and noisy data. The combination of
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questionnaire survey and automatic capture is used to collect
user information, user ratings, and other tourism data, and
stratified sampling of the data is used to generate a “smart
tourism” data set containing user travel preference informa-
tion. Based on this dataset, the user ratings are preprocessed,
and a collaborative filtering algorithm is carried out based on
user clustering to calculate the similarity between the target
user and the cluster center. Combined with the travel prefer-
ence information generated by the stratified sampling model,
a mixed recommendation list is output. Data mining includes
three stages of data preparation, data mining, and result
expression, which can extract valuable information from the
database. Data mining is realized through data analysis, and
with the help of the analysis of massive data, valuable informa-
tion can be mined from it. Data analysis methods mainly
include association analysis, classification analysis, cluster
analysis, anomaly analysis, evolution analysis, and specific
group analysis. Each analysis method can dig out a type of
valuable information; for example, with the help of correlation
analysis, the relevant information in the massive information
can be presented; for example, with the help of evolution anal-
ysis, the evolution process of a set of data can be displayed.
Data mining technology has greatly improved the application
value of data information and has very significant value in
many fields such as market planning, business decision-mak-
ing, and financial forecasting. Information fusion is the devel-
opment trend of datamining technology, and datamining and
fusion technology, one of the key technologies of the Internet
of Things, is the product of the connection between data min-
ing and information fusion. Data mining and fusion technol-
ogy is based on the information resources obtained by data
mining, uses existing knowledge and experience to process
information in different fields, and uses this information to
identify, estimate, and judge targets [12].

(5) Convolutional neural network model

In deep learning, convolutional neural networks (CNN
or ConvNet) are a class of deep neural networks [13]. Con-
volutional neural network is a shared weight architecture
based on convolution kernel, and features were used to scan
hidden layers. Its network structure usually consists of mul-
tiple convolutional layers and fully connected layers, and a
pooling layer is usually inserted into the convolutional
layers. The convolution operation can be viewed as a process
in which one function performs a linear transformation on
another function to map to a new value. We can think of it
as a sliding window function applied to the matrix; as shown
in Figure 1 below, the convolution kernel slides on the fea-
ture matrix by a specified step size, multiplies the convolu-
tion kernel matrix value and the feature matrix value in
turn, and then finds and gets a full convolution. Use the con-
volution kernel to slide on the feature matrix to get different
feature layers. The pooling layer reduces the amount of data
computation by combining the outputs of a layer of neurons,
the usual pooling types are max pooling or average pooling,
and a smaller feature matrix is obtained through pooling and
then connected to the next layer. Fully connected layer is an
important part of convolutional neural network (CNN), the
convolutional neural network process starts with convolu-

tion and pooling, decomposes the matrix into features, and
then analyzes them independently, the result of the process
will be passed into a fully connected neural network struc-
ture, and the optimal result from this structure is the final
classification decision. Finally, the fully connected layer is
connected to the output layer, and finally, the probability
prediction values of different classifications are obtained to
form an interest vector. The number of layers of the convo-
lutional network can be increased according to requirements
and accuracy.

(6) Activation function

The activation function is also an important concept in
convolutional neural networks, so it is explained as a single
concept [14]. Biologically, whether a neuron is activated
depends on whether the signal value is greater than a certain
threshold. In the artificial neural network, the activation
function is to judge whether the feature strength of a certain
area reaches a threshold. The activation function determines
the output of the deep learning model, its accuracy, and the
computational efficiency of training the model. Commonly
used activation functions help to normalize the output of
each neuron to a range of 1 to 0 or -1 to 1. If the trigger con-
dition is not met, the function indicates that the convolution
kernel has no features extracted in this area, or the features
are very weak: common activation sigmoid function, tanh
function, the popular ReLU function, leaky ReLU function
in recent years, and Softmax function.

2.1. Tourist Attraction Recommendation Method Based on
Graph Convolutional Network. This section will introduce
the proposed personalized travel recommendation method
based on graph convolutional network, and the overall
structure includes four parts: embedding layer, information
dissemination aggregation layer, information self-encoding
layer, and prediction layer.

(1) Embedding layer

Like the mainstream recommendation system, the latent
vectors xu and xi ∈ Rd of the Euclidean space are used to rep-
resent the user u and the scenic spot i, respectively, and d
represents the dimension of the embedding vector, thus
establishing a lookup table X as the initial value of users
and attractions, which is randomly initialized through nor-
mal distribution, as shown in the following formula:

Χ = xu1 , xu2 ,⋯, xuN , xi1 , xi2 ,⋯, xiN
Â Ã

, ð1Þ

where N and M represent the number of users and
attractions, respectively. In the traditional recommendation
model, the initial embedding vectors of users and attractions
are directly input into the interaction layer for end-to-end
optimization, but users and attractions in real scenes are
not isolated, and there is a certain connection between them.
When the feedback records of users are sparse, simple splic-
ing or nonlinear interaction cannot well extract the associa-
tions between users and users, users and attractions, and
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attractions and attractions. All users and attractions are
regarded as each node in the graph, so that preference infor-
mation is propagated in the user-attraction interaction
graph, so that nodes not only focus on local neighbors but
also obtain higher-order relationships between users and
attractions through information diffusion, and contacts get
effective collaborative information embedding into user
and sight embedding vectors to alleviate the data sparsity
problem.

(2) PageRank-based graph convolutional network infor-
mation propagation and aggregation layer

In the user-spot interaction, each user or scenic spot is
not isolated but related to each other, and the user’s direct
interactive scenic spot is defined as the user’s local neighbor,
for example, scenic spot i1, i2, i4 in Figure 2 is the local
neighbors of user u1, they reflect the user’s direct preference
evidence, and the user’s potential preference is also affected
by the local neighbors. Attraction i2, i4 is visited by user u2
to establish a connection, so u1 is the second-order neighbor
of u2, and u2 reflects the second-order potential preference
of user u1. However, the farther the neighbor nodes are from
user u1, the smaller the preference and influence on user u1

’s
node is, which is a decay process, similar to water waves. The
user’s preference information can be regarded as the diffu-
sion of personalization on the interaction graph. Therefore,
when the user has only a few sparse interactions, this con-
nection and preference propagation relationship can be used
to spread the user’s preference to higher-order neighbor-
hoods to obtain the user’s higher-order latent preference,
as shown in Figure 2.

Existing research shows that graph convolution can
effectively process data with graph structure, and some prog-
ress has also been made in the field of recommendation;
using graph convolution to mine collaborative signals from
graph structure to obtain user preferences can improve rec-
ommendation performance [15]. Studies have shown that
GCN will oversmooth as the number of layers increases, all
nodes will tend to a value, and as the number of layers
increases, the amount of parameters will also increase expo-
nentially. And some studies have shown that the number of
GCN layers generally needs to reach 4-5 layers to cover all

nodes in the graph, the traditional graph convolution
method has very limited expandable neighborhoods, and
the effect on the problem of user cold start is not ideal. Dif-
ferentiated numerical similarity calculation methods are
designed for different types of users to alleviate the deficien-
cies of traditional numerical similarity when faced with
sparse data. Finally, numerical similarity and structural sim-
ilarity are combined to form sparse cosine similarity.
Inspired by the literature, we utilize a graph convolutional
network with personalized PageRank propagation to model
the process of user preference propagation on the user-spot
interaction graph, the algorithm increases the opportunity
to transmit back to the root node and does not have to be
limited by the size of the node neighborhood, it can effec-
tively aggregate an infinite number of neighborhoods to
obtain user and scenic spot information into the node
embedding vector, and there will be no node smoothing.

Embedding vector for each user and attraction node, the
information of its neighbor nodes and the embedded infor-
mation of the node itself are combined through the neural
network. For a user node xu reaches the scenic spot node
xi in a random walk, the preference information of node
xu is also propagated to node xi, then node xi carries the
preference information of user node xu, and node xu is

Convolution ConvolutionDownsampling Downsampling All connection

Classifier

Input layer C1 layer S2 layer C3 layer S4 layer Output layer

Feature
extraction stage

Feature
extraction stage

Figure 1: Principle of convolutional neural network.
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Figure 2: User-attraction interaction diagram.
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adjusted through personalized PageRank propagation, such
as the following formula:

m xuð Þ = α In − 1 − αð ÞÂÞ1xu
�

ð2Þ

m represents the message embedding (that is, the infor-
mation to be propagated), α ∈ ð0, 1� is the transmission
probability, Iðu, iÞ is the influence score of node xi on node
xu, the influence of node xi on node xu is equal to the influ-
ence of node xu on node xi, and this value is different for
each root node. The preference influence reduction from
the root node can be adjusted by α. The matrix-form prop-
agation equations of the propagation rules of each layer of
the graph convolution of personalized PageRank propaga-
tion are as follows:

Z0 =H = X, ð3Þ

Zl+1 = 1 − αð ÞÂZ tð Þ + αH, ð4Þ

where Zl ∈ RðN+MÞ×dl is the embedding vector of users
and attractions obtained after I-step propagation. X0 is set
to X during the initial message passing iteration; 1 represents
an identity matrix, ̂A ~ =D~−1/2 A~ D~−1/2 is a symmetric
normalized adjacency matrix with self-circular sum, and A
represents the Laplacian matrix of the user-item graph,
expressed as the following equation:

A =
0 R

RT 0

 !
, ð5Þ

where R ∈ RN×M is the user-item interaction matrix, 0 is
the matrix with all 0 s, A is the adjacency matrix, and D is
the opposite angle matrix. Personalized PageRank Propaga-
tion Graph Convolutional Networks can efficiently use even
infinitely many neighbor aggregation layers, so higher-order
connectivity information can be explored by stacking more
embedding propagation layers. As shown in Figure 3, a small
number of user access records can be extended to all nodes
to obtain the user’s potential preference information.

(3) Information autoencoder

For the embedding vector of each layer of users and sce-
nic spots obtained through the graph convolutional network
propagated by personalized PageRank, an autoencoder is
used to filter the encoded information to obtain the effective
embedding vector of each layer of users and scenic spots,
and for the final model prediction, the calculation formula
is shown in the following equation:

El =Wl
1Z

lð Þ: ð6Þ

WðlÞ
1 ∈ Rd×d ′ is a learnable parameter for each layer,

which is used to extract useful information in the embedding
vectors of users and attractions obtained by each propaga-
tion layer for message aggregation.

2.2. Experimental Setup. The author uses two datasets, MFW
and Ubicomp, to verify the effectiveness of the proposed
method, MFW is a self-built tourism dataset, and Ubicomp
is a widely used public restaurant recommendation dataset;
it is used to verify the universality of the algorithm, and
the details are as follows:

MFW: the dataset used for the experiment contains
9157 users who have visited at least two destinations and
1407 attractions that have been visited by at least 10 users,
and we choose a destination that users recently visited as a
test and travel records of other destinations visited as
training. Users who visit less than 4 attractions in the
training set are cold-start users, and other users are hot-
start users [16].

Ubicomp: this dataset includes New York City restaurant
check-in and labeling data collected from Foursquare from
October 2019 to February 2020, including 3112 users, 3298
sites, and 27149 access records. The users who visit less than
4 attractions in the training set are cold-start users, and
other users are hot-start users [17]. The traditional neuron
classification method based on geometric morphology relies
on the extraction and selection of neuron spatial structure
features, which will lose a lot of useful neuron classification
information. The adaptive projection algorithm is used to
convert three-dimensional neurons without extracting the
neuron’s characteristics.

3. Results and Analysis

3.1. Performance Comparison Experiment of Different
Recommendation Methods on MFW Dataset. In order to
verify the effectiveness of the model, we compare the pro-
posed method with several mainstream recommendation
methods, which are introduced below, and the BPR
method optimizes the MF model using pairwise Bayesian
personalized ranking loss [18]. The PTRMJL method is a
personalized travel recommendation method based on
multiview joint learning [19]. PTRMJL is a travel package
recommendation method based on multiview attention
mechanism. It learns the unified representation of travel
packages with the help of deep learning technology and
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Figure 3: The result of the influence of the number of propagation
layers L on the Recall@10 indicator of cold-start users.
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learns the user’s interest representation based on the long-
term and short-term clickstream data of online travel users
to generate recommendations. The method consists of
tourism package encoding and user interest encoding. In
the tourism package encoding module, a unified tourism
package representation is learned by using word-level
and view-level attention networks to select important
words and views from the attributes of the tourism pack-
age. The GCMC method employs a GCN encoder to gen-
erate representation vectors for users and items,
considering only the nearest neighbors [20]. The NGCF
method propagates user and item embeddings on the
user-item graph data structure and then comprehensively
utilizes each layer of propagated embeddings combined
with CF for recommendation [21]. In order to evaluate
the performance of recommendations, we provide a list
of Top-N recommendations for each user in the test set.

Table 1 presents the comparison of the two types of
recommendation performance between the proposed
method and other recommendation methods on the
MFW dataset. It can be seen from the table that PTRGCN
outperforms several other comparison methods in the user
cold-start scenario of the MFW dataset. For hot-start
users, the PTRMJL method has the best recommendation
performance, and the method proposed by the author is
second only to the PTRMJL method and the GCMG
method, but it is 5.7% more accurate than the BPR
method, 9.7% improvement in recall rate. In the recom-
mendation for cold-start users, the method proposed by
the author has the best performance in terms of precision
rate, recall rate, and normalized loss cumulative gain, and
the recall rate Recall@5 is 17.9% higher than BPR, and the
accuracy is improved by 11.8%. The method proposed by
the author has better travel recommendation performance
for cold-start users than hot-start users, because the algo-
rithm utilizes the deep potential connections between
nodes; since hot-start users are directly connected to more
scenic spots than cold-start users, there are many local
neighbors, during the training process. Overfitting may
lead to performance degradation; therefore, the method
proposed by the author is more suitable for cold-start
users, as shown in Table 1.

3.2. Performance Comparison of Different Recommendation
Methods on Ubicomp Dataset. In order to verify the univer-
sality of the proposed method, the author verified the
effectiveness of the method on the Ubicomp dataset, and
the experimental results are shown in Table 2. From the
experimental results, it can be seen that the PTRGCN
method proposed by the author improves the accuracy of
Precision@5 by 15.8%, the recall rate of Reach@10 by
7.4%, and the improvement of NDCG@10 by 14.5% for
hot-start users. The recommendation performance accu-
racy rate, recall rate, and normalized ranking index of
cold-start users are higher than those of warm-start users.
For cold-start users, the accuracy rate of Precision@5 is
increased by 13.1%, and the recall rate of Recall@10 is
increased by 17.1%. Because cold-start user access records
are sparse, methods such as BPR and GCMG are limited
by data sparsity and have low accuracy. Therefore, the
method proposed by the author effectively improves the
recommendation performance for cold-start users on the
basis of maintaining the recommendation performance of
hot-start users, as shown in Table 2.

3.3. The Effect of the Number of Propagation Layers. The
number of layers of graph propagation plays a key role
in the method proposed in this chapter, and the method
proposed by the author does not make nodes smooth as
the number of layers deepens. The author discusses the
impact of changing the depth of graph model propaga-
tion on recommendation performance, and Figures 3
and 4 show the results of experiments on the dataset
MFW. From the experimental results, it can be seen that
the PTRGCN method achieves the best performance
when the number of layers in the recommendation for
cold-start users is L = 4, and the performance when L =
5 is similar to that when L = 4, and the algorithm suc-
cessfully avoids the oversmoothing problem; with the
increase of the number of layers, the recommendation
recall rate and accuracy rate of cold-start users increase,
and the recommendation performance improves more
significantly than that of hot-start users. Since hot-start
users have more local neighbors to represent their prefer-
ences, and cold-start users have few access records, they

Table 1: Comparison of algorithm recommendation performance for different types of users on MFW dataset.

Type Method Recall@5 Precision@5 NDCG@5 Recall@10 Precision@10 NDCG@10

Warm user

BPRMF 0.239 0.284 0.267 0.346 0.243 0.367

PERMJL 0.320 0.351 0.450 0.478 0.295 0.482

NGCF 0.279 0.284 0.362 0.390 0.251 0.387

GCMC 0.339 0.341 0.441 0.469 0.299 0.468

PTRGCN 0.347 0.339 0.440 0.459 0.291 0.462

Cold user

BPRMF 0.214 0.230 0.373 0.314 0.205 0.304

MRPTR 0.292 0.333 0.399 0.442 0.272 0.440

NGCF 0.270 0.259 0.329 0.382 0.226 0.362

GCMC 0.325 0.306 0.392 0.444 0.265 0.427

PTRGCN 0.393 0.357 0.464 0.496 0.291 0.490
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need to mine users and scenic spots that have deep
connections with users through the expansion of layers;
therefore, cold-start users are more than hot-start users,
and users are more sensitive to an increase in the
number of layers. Cold-start users need higher-level
expansion, so that users’ potential preferences can be
propagated to more nodes to mine users’ deep-level
preferences, as shown in Figures 3 and 4.

4. Conclusion

The author proposes a tourist attraction recommendation
method based on deep learning and Internet of Things
research, using graph convolutional network architecture
to provide tourist attraction recommendation mainly for
cold-start users. From the experimental results, it can be
seen that the PTRGCN method improves the accuracy
by 15.8% on the hot-start user, on the Reach@10 by
7.4%, and on the NDCG@10 by 14.5%. The recommenda-
tion performance accuracy rate, recall rate, and normalized
ranking index of cold-start users are higher than those of
warm-start users. For cold-start users, the accuracy rate
of Precision@5 is increased by 13.1%, and the recall rate
of Recall@10 is increased by 17.1%. Because cold-start user
access records are sparse, methods such as BPR and
GCMG are limited by data sparsity and have low accuracy.
Through experimental deduction, it is proved that deep

learning and Internet of Things technology can effectively
meet the needs of tourist attractions recommendation.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares no conflicts of interest.

References

[1] Q. Zhang, Y. Liu, L. Liu, S. Lu, and X. Yu, “Location identifica-
tion and personalized recommendation of tourist attractions
based on image processing,” Traitement du Signal, vol. 38,
no. 1, pp. 197–205, 2021.

[2] Y. M. Arif, S. Harini, S. Nugroho, and M. Hariadi, “An auto-
matic scenario control in serious game to visualize tourism
destinations recommendation,” IEEE Access, vol. 9,
pp. 89941–89957, 2021.

[3] K. A. Alattas and A. Mardani, “A novel extended internet of
things (iot) cybersecurity protection based on adaptive deep
learning prediction for industrial manufacturing applications,”
Environment, Development and Sustainability, vol. 24, no. 7,
pp. 9464–9480, 2022.

[4] C. T. Guo, D. A. Polasky, F. Yu, and A. I. Nesvizhskii, “Fast
deisotoping algorithm and its implementation in the MSFrag-
ger search engine,” Journal of Proteome Research, vol. 20, no. 1,
pp. 498–505, 2021.

[5] D. T. Kumoro and U. Hasanah, “Tinjauan desain interface
website E-commerce wisata Mototravel.id menggunakan eva-
luasi heuristik,” JTIM Jurnal Teknologi Informasi dan Multi-
media, vol. 2, no. 1, pp. 43–49, 2020.

[6] A. Kumar, K. Abhishek, C. Chakraborty, and N. Kryvinska,
“Deep learning and internet of things based lung ailment rec-
ognition through coughing spectrograms. IEEE,” Access, vol. 9,
pp. 95938–95948, 2021.

[7] M. A. Al-Garadi, A. Mohamed, A. Al-Ali, X. Du, and
M. Guizani, “A survey of machine and deep learning methods
for Internet of Things (IoT) security,” IEEE Communications
Surveys & Tutorials, vol. 22, no. 3, pp. 1646–1685, 2020.

[8] Y. Hu, H. Shen, W. Liu, F. Min, and K. Jin, “A graph convolu-
tional network with multiple dependency representations for
relation extraction. IEEE,” IEEE Access, vol. 9, pp. 81575–
81587, 2021.

Table 2: Algorithm recommendation performance comparison for different types of users on Ubicomp dataset.

Type Method Recall@5 Precision@5 NDCG@5 Recall@10 Precision@10 NDCG@10

Warm user

BPRMF 0.002 0.003 0.003 0.004 0.003 0.004

NGCF 0.053 0.139 0.172 0.068 0.107 0.142

GCMC 0.070 0.024 0.070 0.035 0.058 0.063

PTRGCN 0.062 0.161 0.176 0.080 0.126 0.149

Cold user

BPRMF 0.001 0.002 0.005 0.001 0.001 0.002

NGCF 0.117 0.118 0.170 0.143 0.086 0.170

GCMC 0.044 0.043 0.049 0.062 0.039 0.057

PTRGCN 0.132 0.131 0.166 0.172 0.103 0.174

1 2 3 4 5
L

0.480

0.475

0.470

0.465

0.460

0.455

0.450

0.445

0.440

In
de

x

Figure 4: The effect of the number of propagation layers L on the
recommendation index of the hot-start user Recall@10.

8 Journal of Sensors



Retraction
Retracted: Application of BP Neural Network in Matching
Algorithm of Network E-Commerce Platform

Journal of Sensors

Received 13 September 2023; Accepted 13 September 2023; Published 14 September 2023

Copyright © 2023 Journal of Sensors. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external research-
ers and research integrity experts for contributing to this
investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] J. Zhang, “Application of BP Neural Network in Matching
Algorithm of Network E-Commerce Platform,” Journal of Sensors,
vol. 2022, Article ID 2045811, 8 pages, 2022.

Hindawi
Journal of Sensors
Volume 2023, Article ID 9873759, 1 page
https://doi.org/10.1155/2023/9873759

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9873759


RE
TR
AC
TE
DResearch Article

Application of BP Neural Network in Matching Algorithm of
Network E-Commerce Platform

Jingcheng Zhang

Rey Juan Carlos University, Center for Higher Education for Business, Innovation and Technology (IUNIT), Madrid 28002, Spain

Correspondence should be addressed to Jingcheng Zhang; 202003332@stu.ncwu.edu.cn

Received 29 June 2022; Revised 24 July 2022; Accepted 16 August 2022; Published 26 August 2022

Academic Editor: Haibin Lv

Copyright © 2022 Jingcheng Zhang. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the matching algorithm problem of network e-commerce platform, a method of applying BP neural network in
the network e-commerce platform matching algorithm is proposed. First of all, combined with the actual situation of the platform,
select 9 factors that are most in line with the company’s actual business model to influence the selection for analysis; secondly,
import 60 sets of data into MATLAB software, measure the input and output data uniformly, and divide the sample data
matrix into training set and test. Finally, after multiple factor combinations and verifications, it is concluded that in the
training model of the five main factors, the prediction results of the model are compared with the real values. The feasibility of
establishing the selection model based on BP neural network is proved. Online e-commerce platforms can refer to this model
to build a product selection model that meets the needs of the platform, helping enterprises to achieve more efficient product
selection work. Since the parameter initialization of the neural network is random, although the output results are different
after the program runs for many times, the R2 is still stable between 0.7 and 1.0, which proves that the predicted value made
by the system is highly approximate to the real value and can achieve the predicted effect.

1. Introduction

Back propagation neural network (BP network) is one of the
most mature and widely used artificial neural networks. Its
basic network is three-layer feedforward network, including
input layer, hidden layer, and output layer. For the input sig-
nal, it is necessary to propagate forward to the hidden node.
After the function, the output information of the hidden
node is transmitted to the output node, and finally, the out-
put variable result is obtained. The neuron node function is
usually taken as the S-type function. BP network can realize
any complex nonlinear mapping relationship from input to
output and has good generalization ability. It can complete
the task of complex pattern recognition, as shown in
Figure 1 [1].

With the development of national economy and Internet
technology, network e-commerce platform has developed
more and more rapidly in recent years. Among many cross-
border e-commerce models, the buyer platform reduces the
selection cost of consumers, improves consumers’ trust,
and is favored by consumers by directly participating in

the source organization, commodity selection, logistics,
warehousing, and sales process. But at the same time, under
this mode, the capital occupation is high, which requires
enterprises to accurately perceive the needs of consumers.
Platform buyers need to have high selection ability to
improve the dynamic sales rate and ensure the healthy oper-
ation of the platform. At present, platform buyers rely more
on personal experience and traditional data processing
methods for product selection. Buyers often fail to make
the choice of maximizing benefits due to the deviation of
personal subjective judgment.

2. Literature Review

In the face of this problem, most of the existing studies give
reasonable suggestions to guide the selection of products on
the network e-commerce platform by analyzing many fac-
tors affecting the selection of products on the network e-
commerce platform, such as using technical selection
method, trial and error selection method, and market selec-
tion method. However, most of the existing studies give
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selection suggestions from the perspective of qualitative
analysis and lack of selection model after quantitative analy-
sis, and the accuracy of selection is difficult to verify. On the
basis of previous studies, this paper studies the selection pro-
cess and related influencing factors of online e-commerce
platform, selects the optimal combination of influencing fac-
tors through quantitative analysis, and verifies it. At present,
artificial intelligence technology has been applied to all
aspects of human life, and the fashion retail industry has also
begun to explore the use of artificial intelligence and big data
technology to change the traditional operation mode and
help enterprises achieve more accurate market prediction
and style development. This paper uses the artificial intelli-
gence algorithm (BP neural network) to find the combina-
tion of factors that can output the best prediction results,
so as to build a selection model that can help platform
buyers reduce personal subjective judgment deviation and
improve the accuracy of selection, so as to realize the accu-
rate prediction of commodity selection.

Lu et al. presented an entity matching method based on
distance. The main task of this method is to give appropriate
weights to the attributes of each describing entity [2]. Liu
stated that based on the idea of reducing the solution space
of the genetic algorithm by constructing the feature ellipse of
feature point set and the parallel mechanism of genetic algo-
rithm, a feature point matching algorithm based on genetic
algorithm search strategy under affine transformation is pro-
posed [3]. Murthy et al. introduced the concept of matching
matrix while using the relaxation algorithm. They adopted
the idea of two-way matching [4]. Wu et al. proposed a point
feature matching algorithm based on the crosscorrelation
function. Firstly, crosscorrelation is used to obtain the initial
matching between feature point sets, and then epipolar geo-
metric constraints are used to screen the patterns of matching
point pairs to obtain accurate feature point matching point
pairs [5]. Moholkar and Patil studied the fast point pattern
matching algorithm, which uses the clustering method to
determine the rotation of two point sets to be matched θ,
and the algorithm has high efficiency [6]. Du designed a new
feature point matching algorithm. The search strategy of this

method adopts the deterministic annealing algorithm, which
shows good robustness to false points, high proportion of
missing points, and noise [7]. Kung proposed amatching algo-
rithm similar to the iterative matching nearest point (ICP)
method. The idea of the algorithm is to select the nearest set
of feature points at each step of the iteration to determine
the corresponding relationship and then obtain the spatial
transformation according to the corresponding relationship
[8]. Jin regards platform enterprises as modules based on the
business ecosystem, and enterprises can provide users with
complementary products or services through the platform
[9]. Wang et al. focused on the differences between industrial
platforms and product platforms and proposed that the reali-
zation of user value by industrial platforms is mainly through
the provision of complementary products and services. These
enterprises complement each other through the technical plat-
form with common reuse basis provided by industrial plat-
forms [10]. Yiyue et al. pointed out that customs clearance is
the biggest barrier restricting the service quality of crossborder
e-commerce, and the uncontrollability of its process greatly
affects the convenience of transaction [11].

On the basis of current research, a matching algorithm
optimization for network e-commerce platform based on BP
neural network is proposed. By studying the main factors
affecting the selection decision of online crossborder e-
commerce buyer platform, 15 influencing factors in five cate-
gories are summarized. Combined with practical cases and
using BP neural network, a three-layer neural network model
is finally constructed, which takes price competitiveness,
brand popularity, product popularity, design creativity, and
product sales as five inputs and the probability of successful
sales of goods as a single output. Since the parameter initializa-
tion of the neural network is random, although the output
results of the program run many times are different, R2 is still
stable between 0.7 and 1.0, which proves that the predicted
value made by the system has a high approximation to the real
value and can achieve the prediction effect [12].

3. Optimization of Matching Algorithm of
Network e-Commerce Platform Based on BP
Neural Network

3.1. BP Neural Network

3.1.1. Theoretical Basis. Artificial neural network is an
important content in the field of artificial intelligence. Its
structure and working principle are designed according to
the organizational structure and activity rules of the human
brain, but it is not a true restoration of the human brain. It
only reflects some characteristics of the human brain and
is a simplification, abstraction, or imitation of it. With the
prominence of the advantages of neural network and the
deepening of its theoretical research, neural network theory
has been gradually applied to the automatic matching tech-
nology of feature points. BP neural network is one of the
most classical and mature networks in the neural network
theory system. It was proposed by the team of scientists
led by Rumelhart and McCelland in 1986. It is a multilayer
feedforward neural network trained according to the error
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Figure 1: Structure of BP neural network.
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back propagation algorithm. BP neural network can learn
and store a large number of input-output mode mapping
relationships without knowing the mathematical equations
describing this mapping relationship in advance. This self-
learning, self-organization, and self-mapping ability of BP
neural network makes it more and more widely used [13].

3.1.2. Working Principle of BP Neural Network Algorithm.
The learning rule of BP neural network uses the steepest
descent method. The basic BP algorithm includes two
aspects: forward propagation of signal and back propagation
of error. That is, the actual output is calculated in the direc-
tion from input to output, while the correction of weight and
threshold is carried out in the direction from output to
input. The weight and threshold of the network are contin-
uously adjusted through back propagation to minimize the
sum of squares of the error of the network. BP neural net-
work works by several neurons through certain connections.
Each neuron has a general model, and its general model is
shown in Figure 2 [14].

xi is the input of neurons, wi is the connection weight
between neurons, b is the threshold of neurons, or bias, f
is the transfer function of neurons, or excitation function,
and y is the output of neurons. y is calculated by formula (1).

y = f 〠
R

i=1
xiwi + b

 !
: ð1Þ

The topological structure of the BP neural network
model includes three parts: input layer, hidden layer, and
output layer. Theoretically, due to the introduction of hid-
den layer neurons, a three-layer BP neural network can real-
ize the mapping of multidimensional space RM to RN with
arbitrary accuracy.

3.1.3. BP Neural Network Design. Because the specific appli-
cation fields of BP neural network are different, it is neces-
sary to design a practical and reliable BP neural network
model for specific problems. Usually, the design of BP neural
network needs to consider the number of layers of the net-
work, the number of neurons in each layer, the selection of
initial weight and threshold, and learning rate, and relevant
experts and scholars have summarized some design experi-
ence and guiding principles. The details are as follows:

(1) Number of Layers of the Network. It has been proved that
the three-layer BP neural network can realize the accurate
mapping of multidimensional space RM to RN. Although
increasing the number of layers can further improve the
accuracy and reduce the error, it also increases the complex-
ity of the network, thus increasing the training time of the
network [15]. Therefore, unless special circumstances, prior-
ity can be given to reducing network error and improving
accuracy by appropriately increasing the number of hidden
layer neurons on the basis of three-layer BP neural network.

(2) Number of Neurons in Hidden Layer. In terms of improv-
ing the accuracy of network training, although only one hid-

den layer is used, the method of increasing the number of
neurons is much simpler than increasing the number of hid-
den layers. However, the number of hidden layers is not the
more the better. Practice has proved that with the increase of
the number of hidden layers, the training error of the net-
work continues to decrease. At the same time, there will be
the phenomenon of network training overfitting, which will
reduce the generalization ability of the network.

(3) Selection of Initial Weight and Threshold. Because the BP
neural network algorithm system is nonlinear, the selection
of the initial weight and threshold of the network determines
which point of the error surface the network training starts
from. This not only directly affects the training time of the
network but also relates to whether the training results of
the network can get the global optimal solution. For exam-
ple, if the initial weight and threshold are too large, the input
falls into the saturation region of the S-type transfer function
after the network weighting calculation, resulting in a very
small gradient, which makes the adjustment process difficult
to continue. Therefore, it is generally expected that after the
initial weighting calculation of the network, the output of
neurons will approach zero as much as possible, so that
the weight of each neuron can be adjusted at the place where
their S-type activation function changes the most [16].
Therefore, it generally takes the random number with the
initial weight between [−1, 1]. The initial weight and thresh-
old of traditional BP neural network are selected by random
initialization in the [−1, 1] interval. At this point, the algo-
rithm with global optimization characteristics can be used
to assist in selecting the initial weight and threshold of the
network.

(4) Transmission Function, Learning Rate, and Learning
Function of Network. In general, the transmission function
of the network hidden layer adopts the S-type function,
while the output layer adopts linear function. If the learning
rate is too high, it will lead to the global optimal solution,
and it is easy to enter the global optimal solution. There
are many ways to design the learning function, among which
the Levenberg-Marquardt back propagation learning algo-
rithm, which is commonly used and has better performance
and training speed, is selected.
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Figure 2: The single neuron structure model of BP neural network.
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To sum up, although the neural network with hidden layer
can realize the mapping of multidimensional space RM to RN,
if some parameters are selected appropriately in the training
process, the training time of neural network can be shortened,
and satisfactory training results can be obtained. Among them,
the selection of network initial weight and threshold has a
great impact on the training process. BP neural network has
high nonlinearity and strong generalization ability, but the
standard BP algorithm has some disadvantages, such as easy
to fall into local minimum solution, slow convergence speed,
and oscillation effect. At present, there is no complete theory
to guide the design process of BP neural network. At present,
its design mainly focuses on the design and optimization of
network structure and the adjustment algorithm of network
weight and threshold. In this regard, relevant experts have
summarized many optimization methods on the basis of a
large number of research [17]. In the optimization of network
structure design, based on the strategy of traditional optimiza-
tion theory, algorithms such as waterfall correlation construc-
tion method, crosstest method, and neural center surgery
optimization are proposed. The gradient descent algorithm is
usually used in BP neural network. The gradient descent algo-
rithm has an obvious advantage. It only follows one direction
in local optimization; so, the search speed is very fast. How-
ever, the gradient descent algorithm is easy to fall into the local
optimal solution. Therefore, other algorithms are often needed
to optimize it in practical application.

3.2. Proposal of BP Neural Network Matching Method

3.2.1. Starting Point of Method Proposal. Feature point
matching is to find the corresponding matching relationship
and spatial mapping relationship between two feature point
sets. The mapping relationship between image points
obtained by the same spatial point on different images is
determined to exist, and its mapping relationship is shown
in Figure 3.

Although the mapping relationship between spatial
points and image points and between image points on differ-
ent images becomes complex due to the influence of shoot-
ing angle and environment, if the influence of external
noise is not considered, the mapping relationship of all fea-
ture point sets of the image is basically the same. Therefore,
if the corresponding relationship of a certain number of fea-
ture points is determined in advance by some method, the
matching of the remaining feature points can be completed
in theory. Generally, the matching method based on the
position of platform feature points often needs to establish
its accurate mathematical model. If the mathematical model
is not accurate enough, it will directly reduce the correctness
of the matching results and even lead to matching failure. BP
neural network has the ability of self-learning and self-
mapping. Its input and output relationship itself can be
regarded as a mapping relationship. Users only need to pro-
vide some a priori samples for network learning without
knowing the specific mapping relationship between sample
input and output [18]. Therefore, when the matching rela-
tionship of some feature points in the feature point set of
the platform is known, the matching of the remaining fea-

ture points can be completed by establishing the BP neural
network mapping model. The feature point matching
method based on BP neural network is actually equivalent
to using BP neural network to fit an inherent and exact map-
ping relationship. Generally, BP neural network has two pre-
conditions in fitting application:

(1) There are enough known samples for network train-
ing and self-learning. (2) There is an exact but unknown or
functional relationship between the input and output of
samples. As mentioned earlier, there is a certain mapping
relationship between images taken from different angles of
the same space object, and when some matching points are
obtained by some method, it meets the premise of using
BP neural network.

3.2.2. Idea of BP Neural Network Matching Method. Taking
the matching of the platform as an example, this paper takes
the characteristic points of the known matching relationship
on the platform as the training samples of the network,
trains the network, obtains the mapping relationship of the
platform simulated by the network, and uses the mapping
model to predict the corresponding relationship between
the point sets to be matched. That is, the feature points in
the left figure are successively input into the trained network
model, and the predicted position of the matching points of
these feature points in the right figure can be obtained
through the calculation of the network model. Due to certain
errors in network prediction, it is impossible for the pre-
dicted position to coincide with the actual position; that is,
there is a certain distance. However, as long as the error is
within the allowable range, it can be considered that there
are corresponding matching points in these feature points
in the figure. Otherwise, it is considered that there are no
matching points in the graph. If the corresponding matching
point exists, the feature point closest to the predicted posi-
tion is selected as the correct matching point within the
allowable error range according to the principle of maxi-
mum similarity. The flow chart of the whole process is
shown in Figure 4 [19].

In fact, in the feature point matching method based on
BP neural network, the most important work in the early
stage is to establish the BP neural network model. It can be
said that after the network model is established, the mapping
relationship between feature points will be known, and then
the feature point matching will be completed.

3.3. Establishment of BP Neural Network Matching Method
Model. As mentioned above, the most important and core
task of using BP neural network for feature point matching
is to establish an ideal network model that can correctly
reflect the mapping relationship between platform feature
point sets [20]. The matching method based on BP neural
network includes three parts: sample classification and pro-
cessing, the design of BP neural network topology, and the
design of matching constraint criteria.

3.3.1. Sample Classification and Processing. To complete the
matching process of feature points to be matched, we must
first analyze and process the sample data. The analysis and
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processing of sample data in this subject mainly include the
normalization of samples and the division of samples.

(1) Sample Normalization. Normalization is to limit the data
to be processed to a certain range after being processed by
some algorithm. Firstly, normalization is for the conve-
nience of later data processing. Secondly, it speeds up the
convergence when the correction program is running and
can convert the dimensional data into dimensionless data,
so as to eliminate the phenomenon that some attributes of
the sample cannot play a practical role due to the large dif-
ference between the data [21]. Although normalization can-
not be carried out, because the transfer function used by BP
neural network is the Sigmoid function, its value is between
0 and 1, it is often sensitive to the number between [0, 1],
and the output function of neuron is the most sensitive
between [0, 1] ([-1, 1]). Therefore, in order to improve the
efficiency of training, the sample data should be normalized
before the network training.

(2) Sample Division. After the network model is established,
it is necessary to analyze its approximation ability to the laws
contained in the samples. Its approximation ability, that is,

generalization ability, should be evaluated by the error size
of nontraining samples. The most direct and objective crite-
rion to judge whether the established network model can
effectively reflect the real law is that the error of other sam-
ples other than training samples is as small as possible and
close to the error of training samples [22]. Through repeated
experiments, it is found that the trend law of training sample
error and sample error to be tested is inconsistent, and
sometimes, there is an opposite trend, while the trend of ver-
ification sample training error and sample error to be tested
is basically the same. This shows that the network training
may enter the state of over fitting, resulting in a small error
of the training samples and a large error of the samples to be
tested. Therefore, we cannot use all the known samples for
network training but reserve a small number of samples to
evaluate the network performance and finally determine
the optimal network result. Therefore, before network train-
ing, all training samples are divided into training samples
and nontraining samples. In this paper, the result of the
minimum training error of the verification sample is
retained as the final network result, and the network is used
to match the feature points to be matched. In this paper, this
method is called the method of using validation samples to
determine the final network results [23].

3.4. Development History of Online Crossborder e-Commerce
Platform Industry. Online crossborder e-commerce activity
refers to an international business activity in which trading
entities across different customs territories complete com-
modity transactions through e-commerce platform, and the
third party makes payment and settlement and delivers
commodities with the help of crossborder logistics system
to perform transactions. The crossborder e-commerce men-
tioned in this paper mainly refers to the individuals engaged
in this activity; that is, crossborder e-commerce enterprises,
which aims to summarize the business model innovation
as an individual enterprise through the analysis of the gen-
eral environment of the industry. At present, the develop-
ment of online crossborder e-commerce can be roughly
divided into three stages, realizing the industrial upgrading
from information services to online transactions, and then
to the whole industrial chain services.

(1) Crossborder e-commerce phase 1.0: at this stage,
China’s crossborder e-commerce is fledgling. As a
tentative complementary channel with traditional
international trade, the focus is on channel develop-
ment and marketing promotion. Using the Internet
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Figure 3: Schematic diagram of mapping relationship between image points obtained by the same spatial point on different images.
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Figure 4: Flow chart of the BP neural network matching method.

5Journal of Sensors



RE
TR
AC
TE
D

as a channel to open up the market reduces the oper-
ating costs of small and medium-sized enterprises
participating in international trade and makes them
have more advantages in international competition.
At the same time, the effectiveness of marketing pro-
motion is also particularly critical. Most of the com-
panies involved in providing such services are large-
scale, represented by Alibaba International Station
and Global Tesco

(2) Crossborder e-commerce phase 2.0: after creating
the crossborder e-commerce trade mode, foreign
trade enterprises at this stage began to use e-
commerce platforms providing various services
more skillfully and began to integrate resources and
establish their own crossborder e-commerce compa-
nies with the help of seller’s platform, payment plat-
form, and logistics platform, and the proportion of
online transactions gradually increased

(3) Cross border e-commerce phase 3.0: at this stage,
foreign trade enterprises use the platform of cross-
border e-commerce more deeply and make full use
of various tools. Some foreign trade enterprises
began to establish their own overseas warehouses
and overseas teams and received more feedback
from overseas consumers through the Internet, pro-
ducing corresponding products for sale [24]

3.5. Development Status of Online Crossborder e-Commerce
Platform Industry.Online crossborder e-commerce has devel-
oped against the background of the shrinkage of the tradi-
tional international trade market. The global financial crisis
in 2008 pushed the international trade competition to a white
hot stage. With the deepening of trade friction, the apprecia-
tion of RMB, and the increasing cost of means of production
such as labor and land, the traditional import and export trade
has been hit hard. In this context, the development of cross-
border e-commerce has sprung up. The total amount of cross-
border e-commerce transactions in 2010 was 1.3 trillion yuan,
which had doubled to 290 million yuan by 2013.

4. Design and Application of Selection Model
Based on BP Neural Network

4.1. Data Set Establishment. Select an online crossborder e-
commerce buyer platform for empirical research. The enter-
prise is a crossborder e-commerce mainly engaged in
apparel goods of overseas luxury brands, and its goods sup-
pliers are mainly Italian luxury dealers. Based on the factors
affecting the selection in Table 1, the person in charge of the
buyer of the platform and several professional buyers
engaged in the selection work in the enterprise were inter-
viewed. Combined with the actual situation of the platform,
9 factors affecting the selection that most accord with the
actual business model of the company were selected, which
are price competitiveness, brand popularity, product popu-
larity, design creativity, fabrics and materials, compatibility,
wearability, natural environment, and past sales of products
(similar or similar). At the same time, according to the

degree or subjective evaluation, from low to high, a 5-level
scale is adopted to formulate quantitative scoring standards
for each factor. For example, among the price competitive-
ness factors, “1” means that the product price competitive-
ness is very low, “5” means that the product price
competitiveness is very high; In terms of fabric and material
factors, “1” means that the product fabric and material are
very poor, and “5” means that the product fabric and mate-
rial are very good. Then, with the permission of the cross-
border e-commerce buyer platform, the commodities with
a selling out rate of more than 80% and a selling out rate
of less than 20% in 2019 were randomly selected, and a total
of 60 commodities were collected, of which the commodities
with good sales and poor sales accounted for half, respec-
tively. The distribution of goods by category is shown in
Table 2. Commodity data includes brand item number,
commodity name, purchase price, category, color, commod-
ity picture, and historical sales data.

Finally, the commodity data of the 60 pieces (sets) of
commodities are made into a table, and the person in charge
of the buyer of the platform evaluates each commodity
according to the 9 factors affecting the selection. The scores
of each influencing factor of each commodity are summa-
rized into the selection model input vector x = ðx1, X2,⋯,
X60Þ t. In the output vector o, the goods with a sold out rate
of more than 80% are assigned as “1,” and the goods with a
sold out rate of less than 20% are assigned as “0.”

4.2. Establishment of Neural Network. First, import 60
groups of data into MATLAB software. Secondly, in order
to unify the measurement of input and output data, normal-
ize the data to make the final data fall between [0, 1]. Treat-
ment formula (2) is as follows:

xi =
xi − xmin

xmax − xmin
: ð2Þ

Then, the sample data matrix is divided into training set
and test set. The training set contains 40 groups of sample
data, and the remaining 20 groups of sample data are test
sets, which are used to detect the accuracy of the prediction
results of the trained neural network. The goods with good
sales and poor sales in training set and test set are randomly
selected according to the ratio of 1 : 1. Then, the BP neural
network program is written in MATLAB. The number of
input layer and output layer nodes of neural network is
determined by the training samples. If there are 9 input var-
iables (i.e., factors affecting selection) and 1 output variable
(i.e., commodity selection or not), the number of input layer
nodes is 9, and the number of output layer nodes is 1. The
BP neural network with single hidden layer can map all con-
tinuous functions; so, the selection system model adopts the
neural network with single hidden layer for training. Hidden
layer nodes can be continuously adjusted and determined
according to the empirical formula L ≤m +N + A, where L
represents the number of hidden layer nodes, M represents
the number of input layer nodes, n is the number of output
layer nodes, and a is a constant of 0~ 10. In practice, a can
be set as 1 first, and the number of nodes corresponding to
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the smallest error can be determined through repeated tests.
The activation functions of the hidden layer and the output
layer adopt the continuous differentiable unipolar Sigmoid
function of nonlinear transformation. The calculation for-
mula (3) is as follows:

logsig xð Þ = 1
1 + e−x : ð3Þ

The learning rate is set as 0.001, and the maximum num-
ber of training steps is 5000. After the training, the trained
neural network is tested with 20 groups of data from the test
set, the prediction results are output, and the error is com-
pared with the real value.

4.3. Result Collection and Analysis. After many factor combi-
nations and verification, it is finally concluded that the accu-
racy of the output prediction result is the best in the training
model that retains the five main factors of price competitive-
ness, brand popularity, product popularity, design creativity,
and product sales. The number of input layer nodes is 5, the
number of hidden layer nodes is 11, the number of output
layer nodes is 1, the learning rate is 0.001, and the maximum
number of training steps is 5000 [25]. The comparison
between the predicted results of the model and the real value
is shown in Figure 5. The ordinate in the figure is the prob-
ability of successful sales of goods, “0” represents poor sales
of goods (the selling out rate is lower than 20%), and “1”
represents good sales (the selling out rate is higher than
80%). Correspondingly, in the selection forecast, “0” means
that the buyer platform should not select this commodity
in the selection process, and “1” means that this commodity
should be selected in the selection process. The circle points
in the figure represent the real sales of goods, and the solid
points represent the predicted values given by the selection
model. It can be seen from the figure that the predicted value
of the model is basically consistent with the real value. R2 is
the tracking of the predicted value to the real value during
the training process. The closer R2 is to 1, the stronger the
explanatory ability of the variables in the model to the out-
put variables and the better the prediction accuracy. R2
shown in the figure is 0.95, indicating high prediction accu-
racy. At the same time, because the parameter initialization
of the neural network is random, although the output results
of running the program for many times are different, R2 is
still stable between 0.7 and 1.0, which proves that the pre-
dicted value made by the system is highly approximate to
the real value and can achieve the prediction effect.

5. Conclusion

By studying the main factors affecting the selection decision
of online crossborder e-commerce buyer platform, this
paper summarizes 15 influencing factors in five categories.
At the same time, combined with practical cases and using
BP neural network, a three-layer neural network model is
finally constructed, which takes price competitiveness, brand
popularity, product popularity, design creativity, and prod-
uct sales as five inputs and the probability of successful sales
of goods as a single output. The prediction results of the
model are relatively stable and accurate. The model verifies
the feasibility of constructing the selection model based on

Table 1: Factors affecting selection.

Factors affecting selection Factor segmentation Examples of evaluation methods

Product attributes Color/pattern Does it attract buyers’ attention

Fabric/material Whether there is good performance

Matching degree of fashion trend Product popularity Matching degree between attributes and popular trends

Environmental factor Natural factors Is it suitable for this season

Sales and inventory Procurement budget Whether the purchase budget is met

Supplier situation Supplier contract conditions Are the contract details reasonable

Table 2: Quantity distribution of collected commodities.

Product
category

Sold out rate is higher
than 80%

Sold out rate is less
than 20%

Blouse 15 6

Women’s skirt 4 4

Men’s coat 12 16
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Figure 5: Comparison diagram of prediction error of the selection
model.
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In order to meet the needs of vocal feature recognition, the author proposes a system design based on the Internet of things
technology. The principle of the method is that the body sensory layer of the body puts the sound sensors in different
positions, records the primary sound signal, and monitors and makes the sound signal using the TMS320VC5402 light red
processor. The network transport layer audio signal processes and sends the voice signal database in the process layer. The
sound characteristic analysis module in the application layer uses a real-time dynamic change algorithm to obtain the best
similarity between the experimental model and the design, identify the characteristics of the sound set red, and identify the
content of the voice feature, the music, and the emotional results of the song. Experiments have shown that the system is
capable of recognizing speech in a noisy environment, with an accuracy of approximately 95%, resulting in better sound
control and the ability to switch switches and remote control. The system, developed with the Internet of things technology,
has been proven to improve voice recognition.

1. Introduction

The history of the development of modern science proves
that “computer music,” which appeared in the 1970s, is the
intersection of the art of music, research of literature, and
the intersection of different disciplines. For the past thirty
years, computer music has achieved a wide range of perfor-
mance and the rapid development of electronic instruments,
digital encoding of music, digital compression, and digital
storage. It promotes the popularization and application of
CD, DVD, digital broadcasting and multimedia, and shows a
broad market prospect.However, computer vocal music as a
new discipline, its fundamental goal is to use computers to
simulate people's cognition and creative intelligence of vocal
music.It is very difficult to deal with such subjects as vocal
theory, cognitive science, artificial intelligence, information
processing, pattern recognition, intelligent control and auto-
mation. It should be noted that research in this area has only
just begun.

The characteristics of vocalmusic canbedivided into basic
characteristics, complex characteristics, and overall character-
istics. Correspondingly, the identification of vocal features can
also be divided into three levels: firstly, the basic features of
vocal music are extracted, the second is to analyze the
complex features on this basis, and the last is to identify the
overall features of the music according to the basic and com-
plex features of vocal music, including the musical structure,
style, and emotional connotation of vocal music.

Recognition of sound features depends on the develop-
ment of the art of speech recognition, the acquisition of the
sound content through music, and the acquisition of sounds
such as sound style and feelings. The study of sound features
covers a wide range of topics, including the study of psycho-
acoustics, the analysis of musical instruments, and the study
of music theory. Currently, voice recognition technology is
not widely used due to the lack of design capabilities to help
improve data performance. With the advent of the Internet
of things technology, it has become a voice recognition tool.
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Figure 1 shows theuser experience based on the characteristics
of the sound. Internet of things technology enables intelligent
detection, operation, and monitoring of audio signals by
transmitting data over wired and wireless networks in real
time, with improved accessibility, high quality, good delivery,
convenience, and speed. Create an Internet of things that rec-
ognizes sound based on Internet technology, and use the
Internet of things technology to receive, transmit, and recog-
nize music [1].

2. Literature Review

The advent of computers and communication has led tomany
interdisciplinarydisciplines thatprovide science andart. In the
search for music, music has gradually shifted to digital litera-
ture and technology as an art form that interactswith everyday
life and learning. In recent years, the development of modern
musical instruments, including the use of electronic music,
has led scientists to paymore attention to the recognition, pro-
duction, and integration of computer music [2].

At present, the research on vocal music information is
mainly divided into three aspects: vocalmusic cognition, vocal
music creation, and vocalmusic database retrieval. In terms of
vocalmusic cognition, it includesnotonly theanalysis and rec-
ognition of complex features such as rhythmandharmonybut
also a computer system that can analyze vocal music style, feel
vocal music like a human, and perform vocal music like a per-
former. In termsof vocalmusic creation, it includes the follow-
ing two aspects: one is to recombine some vocal pieces
according to a certain style. The other is to combine vocal
music with visual art and produce different graphics and ani-
mations according to vocal music. In terms of vocal music
database retrieval, according to a short melody, the corre-
sponding songs are found in the vocal music database, which
will be of great significance for the search of vocal music data
[3]. Because vocal music information contains a lot of fuzzi-
ness and uncertainty, lack of strict mathematical description
and mathematical model, can not be solved by traditional
information processing methods.So most of the research uses
fuzzy system neural network expert system genetic algorithm
and other intelligent information analysis and processing
methods.

With the rapid development and widespread populariza-
tion of computer technology, the Internet of things technol-
ogy provides great convenience for vocal music recognition
and has become a hot spot in the research and development

of vocal music recognition today. From the perspective of the
needs of vocalmusic recognition, multimedia technology rep-
resented by sound spectrum analysis technology, MIDI tech-
nology, and audio workstation technology can reach a
considerable level in terms of sound wave display, pitch mea-
surement, and voice part determination; however, in actual
vocal music recognition middle, the use of these techniques
is rare. The reason is that,first, vocalmusicians oftenhave pro-
fessional theoretical knowledge and practical experience of
vocal music but lack systematic computer theoretical knowl-
edge, so they cannot master various computer operation tech-
niques in time. Second,many IoTtechnologies are scatteredon
their respective software andhardware platforms and canonly
be used for the analysis of a certain segment or several seg-
ments of voice and cannot be used as a systematic vocal recog-
nition software. Aiming at the above problems, research and
develop an intuitive and easy-to-operate vocal music recogni-
tion system, which has high practical and popularization
value [4].

Based on the current research, the author presents models
of voice recognition based on IoT technology. The author’s
design addresses the inadequacy of the existing voice recogni-
tion capability to eliminate noise and provides theMICwith a
special antinoise function using the BU8332KV-Msignal pro-
cessing IC combined with the V290pub speaker recognition
module, effective to reducenoise, voice recognition, andfinally
achieve the purpose of voice control terminal.

3. Research Methods

3.1. Identification Method of Vocal Features

3.1.1. Rhythm Recognition. In music, it is only when the
repetition of the texts is set up that the music becomes more
closely related to their relationships (e.g., percussion, athero-
sclerosis, and steady atherosclerosis) that it becomes impor-
tant. Thus, the concept of atherosclerosis is a narrow reversal
of the sequence of sounds and the main purpose of cognition
is to find similar rhythms that are separated by the difference
of the assembly. Because rhythm patterns have nothing to do
with sound, rhythmic studies are usually included, So the
rhythm can be represented by a set of numbers. How to
show in [5]. Although this method is simple, it does not
affect the force of the form, so some studies use graphs to
show the time of the horizontal axis and the speed and force
of the vertical line [6].

Acoustic features are extracted
from the acquired speech

Get user information that matches
the acoustic characteristics

When matching user information is
obtained, user information is displayed

Figure 1: User recognition method based on sound features.
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In order to be familiar with music, it is first necessary to
design a traditional assembly pattern in a stable assembly
[7]. The patterns of sound and percussion patterns are
intertwined and together represent the structure of the
period. In Western music, this type of continuity is usually
multilayered, so the assembly pattern must be multilayered.
One way to identify music is to compare the music that has
been identified to the original melody patterns, which is dif-
ficult because the music is constantly changing [8]. So now,
the experience of the ensemble is focused on the stable and
the special music, especially the dance music.

3.1.2. Identification of Melody. The main factors that affect
the melody are pitch and length. Since the melody perceived
by people is only a meaningful outline, it is far more than
the perception of pure pitch, so the method of recording the
relative pitch is often used (for example, the minor second
is “1”) [9, 10]. There are roughly three ways to describe the
melody: the first method is based on the first note of the
studied piece, as a standard note to record the pitch difference
of other notes from the standard note. The second method is
to record the pitch difference of two adjacent notes. The
advantage of these two methods is to save storage space,
and it avoids the influence of transposition on the melody

itself; the disadvantage is that it is not imagery enough and
it is not suitable for recording harmony. The third method is
extended on the basis of the above two methods, and the
relative pitch value is represented by two-dimensional coordi-
nates; this method is more intuitive and solves the problem of
recording harmony. The fourth method is to use a tree-like
structure, which can not only record the outline of themelody
but also reflect the structural characteristics of the melody. In
addition, some scholars have adopted the fuzzy set
method [11].

A piece of music is often played by many kinds of
instruments, including melody, harmony, and rhythm parts,
so the main content of melody recognition is to find the main
melody of the piece [12, 13]. Since a piece of music or a move-
ment of a piece ofmusicwill have a theme, such as Beethoven’s
“Fate” and Tchaikovsky’s “Sadness,” these themes are mostly
repeated through the main melody, so the main melody can
be used in the whole piece (movement) to search for the
number of repetitions of a certain melody and locate the one
with the highest number of repetitions as the main melody.
The difficulty is that these main themes are often rewritten in
sixways: imitation, canon, inversion, increment, depreciation,
and retrograde, rather than simply repeating [14]. Therefore,
the key to determining the main melody is to determine
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Figure 2: Block diagram of the overall structure of the system.
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whether the two melodies are essentially similar, such as
whether there are ornamental sounds, additional sounds,
missing sounds, etc. At the same time, for Western classical
music, the melody part has the following characteristics com-
pared with the rhythm and harmony parts:

(1) The melody should be the loudest sequence

(2) There should be no more than two octave changes in
pitch between adjacent notes, and the number of
large pitch changes should not be too many

(3) A complete phrase should be played by the same
timbre

(4) The melody is coherent, usually lasting several bars

3.1.3. Harmony Recognition. Harmony analysis requires a
comprehensive knowledge of harmony theory. The difficulty
and key point of harmony analysis in music feature recogni-
tion system lies in how to embed this knowledge into the
whole system in a reasonable way. Some research teams have
successfully designed fuzzy systems that automatically ana-
lyze sound. [15]. However, because there are too many indi-
vidual elements in music, it is difficult to fully explain it with
the existing music theory, so the analysis of harmony is only
limited to the category of music works of a certain style or a
certain era.

3.2. Overall Structure of the Vocal Feature Recognition
System. The system for recognizing the characteristics of
music based on the Internet of things technology is usually
a layer of physical understanding, a layer of network connec-
tions, and a layer of technology [16]. A block diagram of the
entire structure of the system is shown in Figure 2.

The process of understanding the body usually includes
patterns for receiving sounds and patterns for making sounds
[17]. Among them, the audio signal receiver module deter-
mines the signal demand from the sound sensor receiver sys-
tem in various locations and sends the audio signal to the
signal processing module, which uses the DSP processor. This
module uses DSP processor to process vocal signal. The net-
work transport layer transmits the data collected and processed
by the physical perception layer to the system application layer
through wireless network communication. The network trans-
mission layer records the level of physical understanding
through the wireless network communication and sends the
completed data to the process layer. The application layer of
the system records the music and creates a record of the char-
acters [18].

3.2.1. The Design of the Vocal Signal Acquisition Module.
Theaudio signal receivingmodule includes theaudio receiving

HPI CPU

I/O ports Serial interface

Internal bus structure

Special function register

Microcontroller
(SPC220A) DSP processor

(TMS320VC5402)
Timer and interrupt

system

Memory space

Figure 3: TMS320VC5402 functional structure diagram.

0 2 4 6 8 10

−0.10

−0.05

0.00

0.05

0.10

0.15

Time (s)
Signal acquisition

M
us

ic
 si

gn
al

 b
an

d 
(H

z)

Figure 4: Vocal signal acquisition results (location 1).
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Figure 5: Vocal signal acquisition results (location 2).
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equipment and speech encoding submodule. The audio
receiver submodule has sound sensors installed in different
locations and is responsible for receiving the noise. The voice
sensor has a voice-sensitive built-in capacitor power micro-
phone, which is converted by an A/D converter and sent to a
speech-encoding submodule. The speech-encoding submo-
dule is responsible for compressing the main signal with high
accuracy without loss, converting the signal into the input file,
and then transmitting it to the audio signal processingmodule.

3.2.2. Design of the Vocal Signal ProcessingModule. The audio
signal processing module is designed for the DSP processor
[19]. Themodule uses a stable DSP chip TMS320VC5402DSP
suitable forvoice signaloperation, andDSPchiphas lowpower
consumption, is fast, can carry 2MCBSPS (multichannel non-
stop port), and is connected to CODEC (codec) with audio
input, 8-bit upgraded host parallel port (HPI8), 4KBROM,
and 16KBDARAM. Its structure is shown in Figure 3.

The internal cabinets of TMS320VC5402 are as follows:
The interior design of the bus consists of 4 bus and 4 soft-

ware/bus data which design 8 16-bit bus. The specialized
>function file contains 26 specialized operational files for
tracking, managing, and accessing each office. The timer and
trigger itself include a 4-bit preset 16-bit timer. The main
memory space of TMS320VC5402DSP is 192KB, and all the
storage space, data space, and input and output space are 1/3,
and the application storage space can be up to 1MB. The
TMS320VC5402DSP has two general inputs and ports, BIO
and XF. In addition, access to the input and output allows for
input and output port expansion and the HPI and MCBSP of
the TMS320VC54XDSP can be configured according to the
general purpose owners. The MCBSP of the TMS320VC5402
is capable of operating in the SPI mode, which is effective for
serialA/DandserialE2PROMconnections.Thehostportpro-
vides a single connection for theDSPconnectionand theexter-
nal process, which is ideal for exchanging data between the
DSP and the external process.

3.3. Identification of Vocal Features

3.3.1. Feature Recognition of Vocal Signal. The voice charac-
teristic analysismodule in the systemapplication layer uses the
dynamic time (DTW)algorithmtodetermine the sound signal
characteristics by comparing the Euclidean distance of the
sound characteristics test models and designs [20]. Follow
the researchof theDTWalgorithm todevelop soundmeasure-
mentmodels, use conversation patterns, and sound similarity.
Assume that thedesign and test samples are represented as fol-
lows:

S = S 1ð Þ, S 2ð Þ, S mð Þ, S Mð Þf g,
P = P 1ð Þ, P 2ð Þ, P nð Þ, P Nð Þf g:

ð1Þ

In themodel, all theword frames are included in thedesign
and test model; m and n are arbitrary multiple numbers of S
and P. The method of calculating the Euclidean distance is

shown in equation (2):

l P nð Þ, S mð Þ½ � = 1
k
〠
K

r=1
Hr −Hr′

� �2
: ð2Þ

The DTW algorithm searches and marks the optimal
local path, accumulates the local distance along this path
to obtain the global cumulative distance, obtains the
optimal template matching similarity, and takes this path
as the optimal path. Assuming that the grid points that
the path passes through in turn are ðn1,m1Þ,⋯, ðni,miÞ,
ðnN ,mMÞ, according to the endpoint constraints, we can
get ðn1,m1Þ = ð1, 1ÞðnN ,mMÞ = ðN ,MÞ, in order to meet
the slope constraint; the slope selection interval is 0.5~ 2.5.

From the perspective of local search, it is assumed that the
last lattice point of the lattice point (ni,mi) passed by the best
path is one of the three (ni − 1,mi), (ni − 1,mi − 1), and
(ni − 1,mi − 2); assume that the partial cumulative distances
from the origin to these three grid points are L½ðni − 1,miÞ�,
L½ðni − 1,mi − 1Þ�, and L½ðni − 1,mi − 2, respectivelyÞ�; then,
(ni,mi) selects some grid points with the smallest cumulative
distance to move forward and so on. The cumulative distance
of the final path is shown in formula (3):

L ni,mið Þ½ � = l T ni, R mið Þð Þ½ � + L ni − 1,mi − 1ð Þ½ �: ð3Þ

Therefore, the minimum cumulative distance is the maxi-
mum similarity between the test template and the reference
template, that is, the vocal signal feature recognition result.

3.4. Vocal Feature Content Recognition

3.4.1. Feature Extraction of Vocal Music. Themelody of vocal
music usually includes two similar phrases. In order to analyze
the structure of vocal music form, the method of searching
similar melody is adopted. The search efficiency and accuracy
are improved through the three-step identification method of
preliminary identification, key identification and supplemen-
tary identification, while taking into account the rhythm and
harmony characteristics of vocal music form. [21]:

(1) Preliminary identification according to rhythm and
tonality preliminarily divides the entire vocal music
according to vocal rhythm and tonality characteris-
tics, narrows the scope, provides a basis for key iden-
tification, and increases search efficiency

(2) Through the identification of key points of melody
search, according to the characteristics of vocalmusic,
the 3-step hypothesis is adopted to further increase the
search efficiency of similar melody

Assumption 1. 16 measures make up a phrase. This hypoth-
esis is widely used in vocal structure research and has been
tested to be correct.
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Assumption 2. The key part of the phrase is the first 4 bars.
This hypothesis uses a small number of notes to characterize
the phrase, and the hypothesis is correct.

Hypothesis 3. The clarinet, violin, and flute are the most
likely instruments to play the main melody among many
instruments. This assumption is conducive to quickly find-
ing the main melody tone, which is the premise of key recog-
nition through melody search.

Based on the 3-step hypothesis, a tree structure is used to
record the overall outline of the melody and the search for
similar melody is completed. The tree structure includes 4
layers: the first layer is a melody consisting of 16 bars. The
2nd layer is the first 4 bars of the melody. The 3rd layer is
the 3 upbeats of each measure. The 4th layer is the upbeat
and half beats of each measure. The rhythm of the tree struc-
ture is 34 beats, and the main function is to record the rela-
tive pitch of the vocal music.

(3) Based on the harmonic characteristics and supple-
mentary identification of vocal music, after prelimi-
nary identification and key identification, vocal-style
features can be extracted but there are exceptions
[22]. Therefore, by terminating a vocal structure and
the harmonic complement of a musical idea to iden-
tify the musical structure, improve search accuracy

3.4.2. Vocal Emotion Feature Extraction. After themusic fea-
ture was released, the song was divided into several smaller

tunes. The speed, music, sound, and other characteristics of
each section are assessed, and the characteristics of the mind
are obtained by the use of ambiguous materials. Finally, the
notion of music is necessarily explained according to thought
patterns [23].

4. Results Analysis

Using VisualC++ to simulate the system prototype on the
Windows2010 platform, verify the validity of the system.
The vocal signals of three different locations in a monitoring
area collected by the system sound sensor are shown in
Figures 4–6 [24]. It can be seen from the figure that the curve
of the vocal signal collected by the system is smooth, there is
no burr, and no signal interruption occurs, indicating that the
system is running stably and the sound quality of the collected
vocal signal is good [25]. According to the vocal signal col-
lected, the results of using the system to identify the vocal
characteristics are shown in Table 1.

From the analysis of Table 1, it can be seen that the sys-
tem accurately identifies the characteristics of music and the
perception of music and the level of knowledge of music in
intelligence up to 100%. The experimental results show that
the system is capable of detecting speech in a loud environ-
ment, with an accuracy of approximately 95%.

5. Conclusion

The author has developed voice recognition based on IoT
technology output; the audio signal receiving system can
receive music from multiple sources, set up speech-encoding
submodules, get high-precision, lossless compressed original
music signal, etc., can improve and reduce power consump-
tion, and improve the accuracy of music feature recognition.
The author provides the software and hardware design of each
system modules, the choice of hardware equipment is reason-
able, the design performance is perfect, the system certification
is high, security is good, and integration is easy. Experiments
have shown that the system is capable of recognizing speech
in a noisy environment, with an accuracy of approximately
95%, which achieves sound control and can switch keyboards
and switches remote control. As a result, the Internet-based
system of any technology can improve the perception of sound
quality.
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Figure 6: Vocal signal acquisition results (location 3).

Table 1: Music feature recognition results.

Place
Curved
features

Emotional
characteristics

Recognition accuracy
(%)

1 One piece Solemnly 100

2 Variation Enthusiastic 100

3 Rondo Lyrical 100
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In order to solve the needs of a large number of users and the efficiency of user service requirements, an optimization strategy
analysis method of intelligent product service system based on computer simulation technology is proposed. Aiming at the two
challenges of massive requests and efficient service in the network intelligent service system, the characteristics of the network
intelligent service system are analyzed, and the network intelligent service system is formally modeled as an agent system. The
performance modeling, performance evaluation, and performance optimization methods of the network intelligent service
system are proposed. In order to solve this massive demand, the performance modeling of the network intelligent service
system is carried out based on queuing theory. This paper proposes a task assignment algorithm for the network intelligent
service system. Through the application of these results, the processing efficiency of the entire medical insurance application
system has been greatly improved, and the average completion time of all businesses has been shortened by 59%, providing
new ideas for optimizing service methods and improving service quality.

1. Introduction

The use of computer simulation technology to complete the
automation system planning, taking informatization as the
support for the construction of the simulation model, pro-
motes the improvement of the operational efficiency and
operation ability of the logistics system and creates more
profits for the enterprise [1]. In the actual analysis, it is nec-
essary to use computer simulation technology to monitor
and evaluate the operation status of the system equipment,
logistics flow, etc., and find out the existing problems in
order to propose optimization suggestions. Using dynamic
simulation technology for modeling, the system operation
can be modeled and drilled. In the system, by virtualizing
the actions and behaviors of the workpieces in each link,
the random variables that affect the operation of the logistics
system can be obtained, which can be used to complete the
model construction. Combined with the degree of influence
of variables on the operating efficiency of the system, the
simulation data can be modified, and finally, the best system
optimization scheme can be obtained [2].

With the development and popularization of the Inter-
net and mobile terminal technology, the application mode
of the traditional management information system oriented
to business handling and functional modules has undergone
great changes. This system has changed from a closed-based
internal modular circulation system to a system with net-
worked, process-based, and intelligent functions [3]. The
application system based on the network, process, and intel-
ligent service mode is called the network intelligent service
system. Networking means that anyone can conduct busi-
ness transactions at any time and anywhere in an open net-
work through network terminals, mobile phones, and other
devices [4]. For example, in the early days, people could only
go to the office hall to handle medical insurance reimburse-
ment through various approval windows; now, you can not
only handle the medical insurance reimbursement business
as before but also apply for the medical insurance reim-
bursement business on the corresponding network terminal
or mobile terminal; two methods are used to meet the needs
of different Medicare reimbursement applicants. Process-
based means that for the business organization that handles
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it, after a task is completed, the process of transferring to the
next task is automatically judged by the workflow drive. For
example, after the medical insurance reimbursement busi-
ness application is accepted, according to the workflow
predetermined rules, the audit business is automatically
transferred to the next audit node as in [5]. Intelligence
means that the system becomes more and more intelligent,
and the entire management information system serves the
complex requests of users like an agent. For example, in
order to complete the audit task, the system first makes nec-
essary judgments, adopts reasonable scheduling, and allo-
cates the most appropriate resources in the system [6].

As people’s business demands for network applications
continue to increase and their expectations for system ser-
vice efficiency are getting higher and higher, networked
intelligent service systems need to face two major challenges
in order to have networked, process-based, and intelligent
service capabilities. One is the quantification of user
requests; that is, since each service terminal of the system
is open based on the Internet and oriented to the public, this
will bring a large number of requests, and the system will
also have complex load changes. Another challenge is service
efficiency; that is, people’s expectations for service efficiency
are significantly improved; it is required that the system can
respond to requests on time, and the efficiency of request
processing is also getting higher and higher, so the system
needs to improve service efficiency to meet more requests
in order to serve the public [7, 8].

In order to solve the above two challenges, improving
the throughput capacity and service efficiency of the net-
worked intelligent service system is the key problem to be
solved by the networked intelligent service system.

2. Literature Review

Because the content of the authors’ research is relatively
new, the traditional research is not completely directly
related to the authors’ research, in order to solve the two
major challenges of request massization and service effi-
ciency. The agent-based modeling method provides an idea
for the author to formalize the networked intelligent service
system. Service software and systems for traditional business
processes can provide a reference for this study to solve the
massive requests of the networked intelligent service system.
System modeling and analysis methods based on business
processes and related methods of system performance
modeling and analysis provide references and ideas for solv-
ing the challenges of massive requests [9]. At present,
Morales et al. believe that there are still some emerging web-
sites that have built their platform into a crowdsourcing ser-
vice platform. In crowdsourcing, resources are people. For
the research on task allocation and scheduling in crowdsour-
cing, this research also focuses on how to improve the
system’s performance. Service efficiency provides a method
[10]. Workflow and business process based on agent systems
were studied. By modeling and analyzing the agent system,
we can better understand the composition of the system,
find problems, and make improvements to the system [11].
Martin et al. believe that the modeling of business process-

oriented service software and systems not only records the
existing service system and determines the requirements of
personnel, systems, and facilities but also lays the foundation
for the planning and modification, performance evaluation,
and optimization of the existing system. In recent years,
researchers have been researching and exploring the life
cycle of business processes, modeling methods and improve-
ments, and performance evaluation [12]. In the modeling of
business processes, Miraglia et al. proposed an efficient and
formalized process design method; the rules of this process
allow the generation of BPMN models integrated with rules
from semantic knowledge engineering methods. Such a
model can be viewed as a structured rule base; it provides
an explicit inference flow dictated by process control flow.
Studying the fundamentals of intelligent business process
management, a framework business process management
that distinguishes three levels needs to be introduced: multi-
process management, process model management, and pro-
cess instance management, and expanded the understanding
of intelligent business process management [13]. In the per-
formance evaluation of service systems such as business pro-
cesses, Liu et al.’s research is mainly divided into two steps:
the first step is to select performance indicators for perfor-
mance evaluation, and the second step is to perform perfor-
mance evaluation of business processes. When selecting
performance indicators for business process performance
evaluation, one of the most important indicators is time
[14]. Jain and Jain believe that the time performance of busi-
ness instances is an important basis for real-time manage-
ment and scheduling of business processes and propose an
equivalent model of time performance for activities in execu-
tion and waiting; the concept of instance attribution subatlas
is proposed to track the dynamic change of the reachable
subnetwork of the instance and solve the complex instance
time performance problem, converted to a simpler
performance-solving problem of attribution subgraphs; an
example is used to demonstrate the performance evaluation
process of business instances [15]. Yang et al. proposed new
performance metrics for performance evaluation of business
processes. There are researchers investing heavily information
technology and the relevance of business process reengineer-
ing to improve enterprise productivity and performance by
integrating individual tasks into complete cross-functional
processes [16]. Moradi et al. use fixed effects and first
differences to analyze firm-level panel data covering the period
1987-2008 and found that in the project launch year, return on
assets has dropped significantly. According to the fixed effects
results, performance and productivity measures improved
after the project started; it shows that BPR does have a positive
effect on corporate performance on average. Besides,
enterprise-wide business process reengineering projects
during project initiation compared to functionally focused
projects have more negative returns [17].

To sum up, the modeling and performance evaluation of
business processes are the basis and premise of business
process optimization, and these modeling, performance
evaluation, and optimization methods are used for reference
in the study of networked intelligent service systems. How-
ever, there are few researches on the modeling of business
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processes under networked conditions, and the performance
indicators for performance evaluation are mostly time-
based, the selection of performance indicators is relatively
simple, and in the process of optimization, because only
the business process under a certain condition is considered,
the optimization target is relatively simple; these are prob-
lems that need to be improved and further studied.

3. Research Methods

3.1. Formal Modeling of Networked Intelligent Service
System. In view of the two major challenges of request mas-
sization and service efficiency of the networked intelligent
service system, by analyzing the similarity between the net-
worked intelligent service system and the agent system’s ser-
vice capabilities, the authors formalize the modeling of the
networked intelligent service system into an agent system;
the agent system has the functions of processing massive
user requests and improving service efficiency. The entire
system acts like an agent in the face of complex requests
from users. By quickly accepting requests from system
users and completing tasks in real time, it solves the chal-
lenge of massive requests and at the same time assigns
tasks to the most suitable people or positions to complete,
solving the challenge of service efficiency. The four ele-
ments of the agent system are environment, state, action,
and reward. The environment faced mainly refers to the
user’s request. The agent system makes decisions on the
allocation of tasks and resources by perceiving the envi-
ronment, improving service efficiency, and optimizing the
environment feedback of the agent system as incentives
and rewards [18].

The authors formalize the modeling of the networked
intelligent service system based on the agent system, the net-
worked intelligent service system is similar to the agent sys-
tem, but it is different from the agent system. The four
elements of the agent system in artificial intelligence are
environment, state, action, and reward; these four elements
are mapped into different categories under the networked
intelligent service system [19].

The networked intelligent service system model can be
represented by a four-tuple <NE,NS,NA,NR > , where NE
is the environment of the networked intelligent service sys-
tem, NS is the state of the networked intelligent service
system, NA is the action of the networked intelligent service
system, and NR is the reward of the networked intelligent
service system.

The formal modeling of the networked intelligent service
system as an agent system mainly solves two problems: one
is to respond to and resolve massive requests, and the other
is to raise people’s expectations for service efficiency.
According to the above analysis of the similarity of the ser-
vice capabilities of the networked intelligent service system
and the agent system, the analysis of the four elements of
the agent, and the corresponding relationship of the four ele-
ments in the networked intelligent service system, a formal
model of the agent-based networked intelligent service sys-
tem is obtained, as shown in Figure 1 [20].

3.2. Performance Evaluation and Optimization of Networked
Intelligent Service System. Aiming at the massive request
challenge of the networked intelligent service system, in
order to deal with the massive requests in real time, it is nec-
essary to evaluate the performance of the networked intelli-
gent service system. First, the idea of queuing theory is
adopted to model the performance of the networked intelli-
gent service system based on the formal modeling of the
agent system; after that, the performance indicators used
for performance evaluation were selected, and the formulas
of these performance indicators were interpreted under the
queuing theory model M/M/c; a method for performance
evaluation of networked intelligent service systems is pre-
sented [21].

In the networked intelligent service system, assuming
that the arrival of a task is random and independent and
has no long-term correlation, the arrival process can be
described as a Poisson process. For a task, the length of ser-
vice time to complete it is also random and independent of
the arrival of the task, so the service time can be character-
ized by a negative exponential distribution. In this way, the
queuing network can be used to describe the networked
intelligent service system. From a single point of view, such
a task service relationship between task arrival and service
window can be represented by the block diagram shown in
Figure 2 [22].

When applying the M/M/c model of queuing theory to
analyze the networked intelligent service system, all the
performance indicators of queues in queuing theory, such
as performance indicators such as average queue length,
average job residence time, and queue throughput, can all
be used to describe the modeled networked intelligent
service system. There are many kinds of performance
evaluation indicators for the networked intelligent service
system. Here, the following four indicators are mainly
selected and used.

Applicants

Task

Resources

The results of

The results of

Request
D

istribution

Figure 1: Schematic diagram of the formal model of the agent-based
networked intelligent service system.
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3.2.1. Average Queue Length. The queue length distribution
describes the number of jobs arriving at a node in the same
time interval. If the queue length is large, there may be an
overload situation in the entire process; that is, the nodes can-
not complete the work on time, and these jobs will accumulate
more andmore at the nodes. Contrary to the above situation is
“underwork,” which describes the situation that the node can
complete the work quickly, and the work does not accumulate
at the node. According to the characteristics of the M/M/c
model, the definition of work reaching intensity is

ρ = λ

μ
, ð1Þ

where ρ is the average rate of customer arrivals, that is, the
average number of customers arriving per minute. μ is the
average service rate of the system, which is the number of cus-
tomers the service desk can serve per minute. Then, the aver-
age queue length Lq is obtained, which is expressed as

Lq = 〠
∞

l=C
i − Cð ÞPl =

ρC+1P0
C − 1ð Þ! C − ρð Þ2 , ð2Þ

where Pl is the queue length distribution calculated from the
number of customers in the queue system and the number
of service desks and P0 is the initial value of Pl.C is the number
of service desks.

3.2.2. Average Work Stay Time. The evaluation of service
processes is different from that of industrial processes,
because it is difficult to have a clear input or output of a
visual standard; it is difficult to measure and compare. Many
studies have shown that only the time parameter is the most
important for evaluation and comparison. Let WS denote
the average residence time of the job; in its formula, Wq is
the average waiting time, such as

WS =Wq +
1
μ
= μ λ/μð ÞCP0

C − 1ð Þ! Cμ − λð Þ2 + 1
μ
, ð3Þ

Wq =
Lq
λ

= μ λ/μð ÞC
C − 1ð Þ! Cμ − λð Þ2 P0, ð4Þ

LS = λWS, ð5Þ
where LS is the average number of people in the system.

3.2.3. Working Intensity. The job arrival strength p repre-
sents the current service strength of the node when a job
arrives at the node. It is used to describe the free and idle
states of a node. If the intensity is high, the node has been
busy. Conversely, if it is low-intensity, the node is in an
“underworked” state.

3.2.4. Throughput. Throughput is the maximum efficiency of
a node’s work or the maximum rate of a transaction process,
represented by H. If a networked intelligent service system
has a large throughput, it means that the networked intelli-
gent service system has good service capability and high uti-
lization rate. Throughput can also be characterized by
throughput rate, which is the number of tasks completed
by a node per unit of time.

Extending this analysis method from the first node to
other nodes, theM/M/c orM/M/1 queue model can be used
to solve this problem for all nodes in the system. Likewise,
each node has to consider external incoming traffic and fall-
back phenomena.

According to the above calculation results, it can be
obtained that under the current situation, there are relevant
performance indicators of the entire networked intelligent
service system.

The average service intensity �ρ of the networked intelli-
gent service system is

�ρ = ρ1 + ρ2+⋯+ρn
n

: ð6Þ

The average waiting leader �Lq of the queue is

�Lq =
Lq1 + Lq2+⋯+Lqx

n
: ð7Þ

For applicants, the total time Wsum required to complete
the entire process is

Wsum =WS1 +WS2+⋯+WSn: ð8Þ

The average stay time �W for a node is

�W =WS1 +WS2+⋯+WSn: ð9Þ

Using formulas (5) to (9), the quantitative data is calcu-
lated, and the performance evaluation of each node is
obtained based on these data, and then, the judgment of
the node whose service efficiency needs to be improved
is obtained.

Line up

Service
window 

Task
source The input

The output

Figure 2: Basic block diagram of queuing model.
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In the networked intelligent service system, when a node
is full of business, and the node cannot process the business,
the work of the node cannot be transmitted to the next node
normally, and such a node is called a bottleneck node. The
bottleneck node affects the efficiency of the entire system,
so only by improving the service efficiency of the bottleneck
node can the efficiency of the entire system be improved.
Whether a node is a bottleneck node is also affected by the
workload. It is a bottleneck node when the workload is satu-
rated, but it may not be a bottleneck node when the work-
load is insufficient. The case of insufficient workload is not
considered here, and only the general case is discussed.

In a system, there may be multiple nodes that affect the
efficiency. Using the calculation formulas (5) to (9), the
performance index values of each node are calculated. By
analyzing and comparing these index values, the most
efficient efficiency can be obtained, poor bottleneck node.

(1) The Bottleneck Node with the Worst Queue Length
Index Value. Calculate the maximum queue length
of each node

Lqk =max Lq1, Lq2,⋯, Lqn
� �

: ð10Þ

Then, the node Sk is the bottleneck node with the worst
queue length index value.

(2) The Bottleneck Node with the Worst Average Job Stay
Time Indicator Value. Calculate the maximum value
of the average job stay time of each node

WSj =max WS1 +WS2+⋯+WSnf g: ð11Þ

Then, node Sj is the bottleneck node with the worst aver-
age job residence time.

(3) The Bottleneck Node with the Largest Job Arrival
Intensity Index Value. Calculate the maximum value
of the job arrival intensity of each node

ρl =max ρ1, ρ2,⋯, ρnð Þ: ð12Þ

Then, the node Sl is the bottleneck node with the largest
job arrival intensity.

(4) The Bottleneck Node with the Smallest Throughput.
Calculate the minimum throughput of each node

HSr =min HSi,HS2,⋯,HSnf g: ð13Þ

Then, the node Sr is the bottleneck node with the smal-
lest throughput.

3.3. Task Allocation Algorithm of Networked Intelligent
Service System. In view of the challenge of service efficiency
of the networked intelligent service system, in order to

assign tasks to the most suitable people and positions, the
authors propose a task assignment algorithm for the net-
worked intelligent service system. In the case of massive
data, because the tasks accepted by the system are different,
the resources allocated by the agent system are also different.
At the same time, many tasks are no longer performed only
by the fixed staff in the system; these tasks can be outsourced
by using crowdsourcing platforms to improve service effi-
ciency and save work costs. In order to make task allocation
and resource allocation more efficient and orderly, the task
assignment algorithm of the networked intelligent service
system proposed by the authors optimizes the service effi-
ciency of the networked intelligent service system, reduces
the operating cost of the system, and satisfies people’s expec-
tations for system service efficiency.

Aiming at the second challenge faced by the networked
intelligent service system, namely, service efficiency, the
authors propose a task allocation algorithm; the algorithm
is based on a crowdsourced task assignment method that
assigns tasks to the most appropriate resources to complete.
The task allocation algorithm is divided into two parts: the
first part is the generation of a personalized task list, and
the second part is the allocation of resources [23].

The generation of the personalized task list is to generate
different task lists for different requests. There are many
different types of tasks in the entire task set of the entire net-
worked intelligent service system; for an applicant, he may
need to start from the first step of the system process; then,
the system needs to extract the task subset that completes the
task from the entire task set to complete his application. If
the applicant has already done the first step of the system
process, then his application only needs to start from the
second step of the system process, and there is no need to
perform the first step. The generation process is shown in
Figure 3.

The allocation of resources is to assign tasks to the right
people to handle. When the networked intelligent service
system faces a request, the agent system first generates a per-
sonalized task list, then, in all resource sets, select the
resources that match the requested personalized task list,
make decisions, and allocate appropriate resources to the
corresponding tasks. The resource allocation process is
shown in Figure 4.

4. Analysis of Results

4.1. Intelligent Artificial Resource Allocation Algorithm. After
completing the generation of the personalized task list men-
tioned above, the design agent system will allocate appropri-
ate resources for the tasks to be completed; this is the second
part of the task allocation algorithm—the intelligent artificial
resource allocation algorithm.

The resources to complete this task have a total of m
workers, and each worker has a work queue; the reason
why the task queue is used is to realize the principle of
first-come, first-served. The work queue of the ith worker
is Wqi − 1, and Wi − 1ðtÞ is the number of tasks in the work
queue at time t. All task queues can be assigned to tasks, and
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finally, the algorithm results will allocate tasks to appropriate
resources [24].

4.2. Practical Application Verification. The author’s research
results are applied in the medical insurance reimbursement
business process for application verification and experimen-
tal analysis. By collecting practical application data, the per-
formance modeling of the medical insurance reimbursement
business process based on queuing theory is carried out, the
performance index values related to the current process are
calculated through the data, and then, the performance of
the process is evaluated. The whole process is optimized,
and finally, the task allocation algorithm is applied to the
process to optimize.

Then, the task allocation optimization algorithm is
applied to social insurance, and the completion time of the
top ten most frequently requested services in social insur-
ance is calculated. Figure 5 shows the 10 most commonly
used services in social insurance and a comparison of the
average completion time before applying the task assign-
ment optimization algorithm and after applying the task
assignment optimization algorithm. The results show that
after applying the task allocation optimization algorithm,

the average completion time of the top 10 most frequently
requested services is greatly reduced, and the average com-
pletion time is shortened by 1‐14:29/34:76 = 58:9% ≈ 59%.

In the government department’s social insurance reim-
bursement business process, after using the task allocation
algorithm, the ratio of the average completion time required
by ordinary software systems to the top ten most frequently
requested social insurance reimbursement business services
is shown in Figure 6. These ten services are arranged in
order of decreasing average completion time under common
software systems. It can be seen that after using the task allo-
cation optimization algorithm, the task completion time of
the entire process is greatly reduced, and the service effi-
ciency of the process is improved [25].

Task 1

Task 2 

Task n

Agent

Personalized to-do lists

Decision
making

Generate

Figure 3: Schematic diagram of the generation process of the
personalized task list.

Resources 1

Resources 2 

Resources n

Agent

Allocating resource sets

Decision
making

Generate

Personalized to-do lists

Figure 4: Schematic diagram of resource allocation process.
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Figure 5: The average completion time (days) of the top ten most
commonly used services before and after applying the task
allocation optimization algorithm.
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Figure 6: The average completion time ratio of the top ten most
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5. Conclusion

With the wide application of the networked intelligent ser-
vice system, its related research has attracted more and more
attention, and its modeling, performance evaluation, and
performance optimization have become one of the impor-
tant research topics. The authors study the modeling,
resource allocation, and key technologies of the networked
intelligent service system and prove the correctness of the
research results through experiments. The work done in
the full text is summarized as follows:

(1) The authors propose a formal modeling method for
networked intelligent service systems. Aiming at
the two major challenges of massive request and effi-
cient service of networked intelligent service system,
the characteristics of networked intelligent service
systems are analyzed, and it is found that it has many
similar service capabilities to the agent. Therefore,
the networked intelligent service system is formally
modeled as an agent system

(2) The authors propose methods for performance
modeling, performance evaluation, and performance
optimization of networked intelligent service sys-
tems. In order to solve the massive request, the per-
formance modeling of the networked intelligent
service system is carried out based on queuing theory

(3) The authors propose a task assignment algorithm for
the networked intelligent service system. Aiming at
the challenge of efficient service of networked intelli-
gent service systems, the system needs to be able to
assign different tasks to appropriate people to
improve service efficiency. In order to this end, the
author applies the idea of the crowdsourcing task
assignment method to generate different task lists
for different users; appropriate tasks are then
assigned to appropriate people, so that task assign-
ment can be carried out in a more efficient and
orderly manner, which improves the service effi-
ciency of the networked intelligent service system
and reduces the operating cost of the system

(4) Using data from medical insurance reimbursement
business processes, the main content of the study is
experimentally validated. Based on queuing theory,
the performance modeling and performance evalua-
tion of the process are carried out, and the process is
optimized through the task allocation algorithm.
Experiments have proved that, through the applica-
tion of the results, the processing efficiency of the
entire medical insurance application system has been
greatly improved, and the average completion time
of all businesses has been shortened by 59%
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In order to solve the problem of low production efficiency of the mechanical electromechanical automatic control system, this
paper proposes a manufacturing mechanical automatic detection system based on Internet of things technology. Automatic
detection of manufacturing machinery is realized by setting data module monitoring, which includes the data monitoring
module and signal detection module. The experimental results show that compared with the traditional computer vision
system, the detection system designed in this paper has a higher level of basic data and better detection accuracy. The
detection accuracy can be improved by about 10% in different detection times. Conclusion. The mechanical and electrical
automation control system based on the Internet of things can effectively improve the production efficiency and control
accuracy of the mechanical and electrical automation control system.

1. Introduction

With the continuous development of the Internet of things
technology, the Internet of things has been gradually applied
in various fields as an emerging industry in the new era,
changing the face of world economic development. The
numerical control technology of the Internet of things can
solve many problems in mechanical control, bring opportu-
nities and challenges to mechanical and electrical automation
control, and create a good numerical control foundation for
the mechanical and electrical automation control system to
adapt to modern development [1].

With the development of the Internet, many Internet-
related technologies have also been innovated and developed.
All emerging Internet technologies are affecting people’s real
life [2]. People begin to try to set up an ID card for all objects
in real life, so that they can connect all objects to the network,
and use the convenience of the Internet to control all objects
in real life. The purpose of the Internet of things is to connect
all objects in real life. Gradually, the industrial sector has
begun to introduce and apply the Internet of things technol-

ogy, which is based on the characteristics that the Internet of
things can accurately control production, which is beyond
the reach of human beings, especially the actual production
of precision mechanical automation engineering projects [3].

Due to the high demand for initial data in the design pro-
cess of the manufacturing machinery automatic detection
system, it is necessary to collect machinery automatic data
with high accuracy in the preliminary stage of design, so as
to improve the design of the overall detection system [4].
The traditional automatic inspection system for manufactur-
ing machinery based on computer vision is designed to query
the image of the internal part structure of the machinery,
adjust the internal operation structure of the inspection
system, and obtain accurate inspection results [5]. The tradi-
tional manufacturing machinery automatic detection system
based on node detection is designed to analyze the detection
network of the detection system, build a detection platform,
and strengthen the control of the detection platform accord-
ing to the network analysis content, so as to achieve better
detection results [6]. However, the traditional system design
has a small grasp of the mechanical automation data of the
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manufacturing industry, which does not meet the require-
ments of the sustainable development of the system, and
the detection accuracy is low [7].

2. Literature Review

The application of the mechanical electromechanical auto-
matic control system is mostly realized in complex and
harsh environment. Therefore, it is necessary for the staff
to remotely control the equipment and operation procedures
on the automatic production site and monitor the parame-
ters of the equipment operation status and system produc-
tion status on the site. The staff at the monitoring point
under the Internet of things numerical control technology
can generally skillfully control the software and hardware
resources in the system, so as to achieve the purpose of
system fault elimination and maintenance and reduce the
human resources of the system on site. At the same time,
Internet of things numerical control can also be used to
analyze and process on-site data, with preventive trouble-
shooting of potential faults in the system. It can also provide
a more reliable data execution basis for mechanical and
electrical automation technology through Internet of things
numerical control technology and improve the efficiency of
mechanical and electrical automation [8]. The following
requirements must be met in the overall framework design
of the CNC mechanical and electrical automation control
system based on the Internet of things:

(1) IOT CNC can fully control and manage the mechan-
ical and electromechanical automatic machining
program [9]. The production program data in the
mechanical electromechanical automation system
can be systematized through the Internet of things
numerical control technology, and relevant man-
agement personnel can retrieve the mechanical
electromechanical automation production program
parameters at any time, which is conducive to timely
maintenance of hardware equipment and improve-
ment of automation level [10]

(2) The Internet of things numerical control technology
is applied to ensure the safety of mechanical elec-
tromechanical automation parameters. During the
implementation of the system, the operating parame-
ters of the machine tool will change due to the oper-
ator’s control error, increasing the material loss of
mechanical electromechanical automation. There-
fore, it is necessary to monitor the parameters in the
system in real time through the Internet of things
numerical control technology to avoid parameter
changes [11]

(3) Mechanical and electrical automatic production
equipment pays more attention to the production
quantity of equipment, and operators often ignore
the maintenance of production equipment. There-
fore, it is necessary to apply the Internet of things
NC to monitor the automatic machine tools, reduce

the faults of automatic production equipment, and
extend the service life of the machine tools

(4) In the process of mechanical, electromechanical, and
automatic production, no artificial mechanical con-
trol is involved, but professional personnel are
required to monitor the production data in real time
to meet the safety and manufacturing stability in the
production process, and then, the Internet of things
numerical control technology is applied to maintain
or expand the wireless communication function of
the machine tool, so as to increase the efficiency of
mechanical [12], electromechanical, and automatic
production

(5) The key technology of Internet of things numerical
control is wireless sensor communication technol-
ogy, which can be applied to the production commu-
nication of mechanical and electrical automation
[13]. The potential resources in the network topol-
ogy development system such as Ethernet gateway
and data format frame number are designed in the
numerical control mechanical and electrical automa-
tion equipment. With the increase of the flexibility of
Internet of things, the monitoring, data acquisition,
and analysis in the mechanical and electrical auto-
mation control system are reflected

Therefore, in view of the above problems, this paper
proposes a new design of the manufacturing machinery
automatic detection system based on Internet of things tech-
nology to analyze and solve the above problems [14].

3. Research Methods

3.1. Hardware Design of Manufacturing Machinery
Automatic Detection System Based on Internet of Things
Technology. As a convenient and intuitive intelligent opera-
tion technology, Internet of things can communicate and
exchange goods and networks in an open environment,
providing a corresponding shortcut for the development of
different industries [15]. This paper uses the sensing node
information of the Internet of things to adjust the system
hardware, track the data operation space in the system hard-
ware component structure, and construct the network node
sensing diagram, as shown in Figure 1. Different operation
modules are set for data processing to improve the effective-
ness of the overall hardware design. Automatic detection of
manufacturing machinery is realized by setting data module
monitoring, which includes data monitoring module and
signal detection module [16].

3.1.1. Data Monitoring Module. The data monitoring mod-
ule selects the industrial digital camera and connects the
camera status. The module has high receiving sensitivity
and strong anti-interference performance and can be easily
embedded into the system. It has half duplex communica-
tion function, is ism multiband, does not need to apply for
frequency free use, and has multiple frequency options. It
has a variety of transmission rates and ISSI channel
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detection functions and can provide a relatively good moni-
toring environment for the system with strong monitoring
performance [17].

3.1.2. Signal Detection Module. The signal detection module
selects the TL signal transmission cable to enhance the trans-
mission system theoretically and selects pro-w10gx broad-
band digital RF detector to optimize the system detection
mode and increase the dominant ability of the system [18].
The detector has unparalleled sensitivity in the RF frequency
range of 0~10GHz. It can display most digital frequencies
and unprecedented analog signals up to 6GHz to ensure
the accuracy of signal detection. When used in the secret
mode, the detector can monitor the signal strength in beep
mode or silent mode to fully display the different states
of the signal [19]. Equipped with semirigid multiband
whip antenna and directional high gain antenna, the input
frequency range is 1MHz~10000MHz, and the audio fre-
quency response is 400Hz~5 kHz ± 2 db, with high data
processing capacity, built-in 3.7v1500Ma rechargeable lith-
ium battery, which can work for eight hours under full
power, facilitating system research and realizing overall sig-
nal inspection operation. There is a detector in the detection
module, which is responsible for the modular detection of
automatic data and the analysis of the detection structure of
different detection spaces. Due to the complexity of the inter-
nal detection circuit of the detection module, it is necessary to
set up multiple MCU for microcontrol of the detection
circuit while performing the detection, assist the detection
circuit to execute the detection instructions, protect the
circuit, improve the security of the detection, set the image
of the detection circuit, adjust the detection strength of the
module detection, optimize the internal detection switch of
the detector, and connect the detection switch with the detec-
tion data interface. Realize accurate detection of data. Thus,
the overall system hardware design is completed.

3.2. Software Design of Manufacturing Machinery Automatic
Detection System Based on Internet of Things Technology.
The system software is designed based on the designed hard-
ware detection data, and the data transmission network of
Internet of things technology is used for the rapid trans-
mission of mechanical automation data, and the system

detection software platform is built [20]. The set internal
detection flow chart is shown in Figure 2.

Input the data to be tested into the software platform,
integrate the mechanical automation images in the working
process of the manufacturing industry according to the rele-
vant platform software execution instructions, strengthen
the marking of the automation data, and conduct basic
management on the marked data. The management formula
is as follows:

N =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
A − P3

p
: ð1Þ

System vulnerability
handling

Hardware
threat

Software
threats

Active physical
attack Passive attack OS attack Communication

network attack

Or

Or Or

Figure 1: Network node perception diagram.

Software start

Parameter input

Data collection

Channel detection

Test result output

End or recheck

Termination

Overall detection

Figure 2: Software detection flow chart.
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In equation (1), N represents management data, A repre-
sents automatic data marking information, and P represents
relevant collation principle parameters. After completing the
above management operations, adjust the automation infor-
mation. The build information adjustment diagram is shown
in Figure 3.

The image display device is selected to display the
detection data image in real time, adjust the automatic data
content in different spaces, allocate the storage location of
the automatic data, and store the automatic data belonging
to the same storage mechanism for centralized management.
Relieve the internal pressure of the detection platform and
set the software platform detection formula as follows:

T = s +
ffiffiffi
k

p

n
− q: ð2Þ

T is the detection result parameter, s is the internal stor-
age mechanism data, k is the corresponding storage location
parameter, n is the number of data detected, and q is the
internal automatic data transmission direction data. Accord-
ing to the above detection operations, enhance the detection
accuracy of the overall software, and take protection mea-
sures for the software platform at the same time of detection,
so as to prevent data leakage within the software platform,
thereby affecting the detection result data. Match the pro-
tection mechanism of the software platform, manage the
basic contents of different protection mechanisms, connect
the protection mechanism with the detection data trans-
mission channel, execute protection instructions during
data transmission, ensure data transmission security, and
set the data protection instruction formula:

P =
ð
A · h + c2: ð3Þ

In the above formula, P represents the protection instruc-
tion data, A represents the internal data of the transmission
channel, h represents the corresponding transmission rule,
and c represents the transmission parameters generated in

the transmission process. Thus, the design of the overall
detection system software is realized [21].

4. Result Analysis

After the above system design is realized, the data results of
the designed system are compared, and the corresponding
comparison experiments are set up. The comparison indica-
tors are as follows:

(1) Master degree of mechanical automation data in
manufacturing industry

(2) Detection accuracy of the detection system. According
to the above two indicators, the setting of comparative
experiment is carried out, and the experimental
parameter table is designed

In Table 1, different operating parameters are used to
analyze the degree of mastering the mechanical automation
data of the initial manufacturing industry of the detection
system, so as to strengthen the internal management of the
detection system and improve the efficiency of the overall
detection. Put the manufacturing machinery automation
data in the initial storage space of the detection system and
analyze whether there is data missing in the automation
data in the space. Timely supplement missing data and
strengthen the data filtering mechanism of the detection
system to prevent detection errors caused by the intrusion
of external data. Monitor the data flow direction of the
system for detection and analysis at all times, adjust the
direction appropriately, and combine the automatic parame-
ters with the detection algorithm. Carry out automatic data
inspection of the system according to the inspection process
[22]. Strengthen the internal control over the detection infor-
mation of the detection system to prevent the degradation of
the detection function of the detection system due to data
leakage. Match the information of the system experiment
platform and the software detection platform at this time,
compare the different platform information with the internal
detection data, enter the comparison result data into the

Data management
The principle of processing
Automated response - data

Discrete - internal transmission

Internal adjustment
Adjust the platform

Information
consultation

Adjust the control 

Figure 3: Information adjustment diagram.
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platform detection algorithm to wait for the system algo-
rithm detection, and realize the overall detection operation.
Execute the detection management instructions to avoid the
detection commands being intercepted by the system during
the issuing process. At the same time, cooperate with the
independent data cleaning operation of the detection soft-
ware platform to clean up the data consistent with the clean-
ing principle as a whole, so as to ensure the smooth
development of the experimental research. Sort out the
obtained result data, and set the data comparison diagram
as shown in Figure 4.

As can be seen in Figure 4, the degree of mastering
manufacturing machinery automation data designed by the
manufacturing machinery automation detection system
based on Internet of things technology in this paper is higher
than that designed by the other two traditional manufactur-
ing machinery automation detection systems [23]. After the
first experimental study is realized, the secondary experi-
mental research operation is carried out by using the
research data, the experimental indicators are analyzed,
and the experimental parameter table is constructed as
shown in Table 2.

In Table 2, connect the internal management platform
with the monitoring elements of the detection system, clas-
sify and process the detection data of different structures,
divide the relevant module space, and compare and store
the divided data. Select the internal monitoring device to
conduct real-time monitoring operation on the stored infor-
mation, and strengthen the detection strength of the detec-
tion system. Based on the collected data, perform the data
detection task under the standard mode [24]. In the process
of detection, the amount of detection data is allocated, so as
to avoid the redundancy of detection data caused by exces-
sive concentration of detection data, which affects the
detection effect of the detection system. Input all the results
detected by different detection systems into the result
comparison space for data comparison, and set the result
comparison table as shown in Tables 3 and 4.

The detection accuracy of the automatic manufacturing
machinery detection system designed in this paper based
on the Internet of things technology is higher than that of
the other two traditional automatic manufacturing machin-
ery detection systems. The main reason for this difference
is that the detection system in this paper uses the internal
detection criteria for data detection, executes internal

Table 1: Experimental parameters.

Project Parameter

Number of sensors 5

Number of detection
mechanism systems

6

Fixed value setting k

Experiment data operation Information entry

Algorithmic mechanism System detection algorithm

Software platform Network platform

System state Normal
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Figure 4: Comparison of data mastery.

Table 2: Experimental parameters.

Project Parameter

System architecture C/S

Processing module Data processing module

Detection mechanism Data detection mechanism

Mode adjustment Detection monitoring mode

System protocol TCP protocol

Number of hosts 2

Number of sensing nodes 50

Table 3: Test accuracy results of this system design.

Test time (d) Detection accuracy (%)

10 89

20 92

30 94

40 96

50 97

60 99

Table 4: Test accuracy results of traditional computer vision-based
system design.

Test time (d) Detection accuracy (%)

10 76

20 78

30 82

40 84

50 87

60 91
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control instructions in the initial stage of detection, and con-
figures a monitoring system with high monitoring integrity
to ensure the integrity of data monitoring [25]. To sum up,
the manufacturing machinery automatic detection system
based on the Internet of things technology in this paper
has a high level of basic data and better detection accuracy.
It can conduct experimental operations in different scenar-
ios, meets the needs of system detection, better provides
relevant services for users, and has a broader space for
development.

5. Conclusion

Based on the design of the traditional manufacturing
machinery automatic detection system, this paper presents
a design of the manufacturing machinery automatic detec-
tion system based on Internet of things technology. In this
paper, the internal mechanical operation structure of
mechanical automation in the manufacturing industry is
used to adjust the overall detection system, strengthen the
integration and management of the system, realize the accu-
rate analysis and information search of the detection data,
obtain more accurate mechanical automation data, and
achieve the purpose of data collection of the detection sys-
tem. At the same time, this paper executes the detection
instructions on the basis of data collection, constructs the
software platform under the premise of hardware compo-
nent transformation, obtains a more reliable detection infor-
mation source, and then improves the detection accuracy
and efficiency of the overall detection system. The experi-
mental results show that the testing effect of the automatic
testing system for manufacturing machinery based on the
Internet of things technology is significantly better than that
of the traditional automatic testing system for manufactur-
ing machinery and can better provide solid testing services
for the development of manufacturing machinery automa-
tion. Apply the Internet of things numerical control technol-
ogy to improve the stability and accuracy of the mechanical
electromechanical automatic control system, and effectively
integrate the advantages of the Internet of things numerical
control into the mechanical electromechanical automatic
control system.
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In order to solve the problems of high risk and low efficiency of the traditional rock mass structure logging method of open-pit
mine slope, this paper proposes a method to improve the geological logging of traditional open-pit mine slope by using UAV tilt
photography technology. Taking the slope of an open-pit quarry as an example, this method expounds the application method
and work flow of UAV photography technology in geological logging. The experimental results show that the maximum and
minimum absolute errors in the X direction of UAV test are 5.1 cm and 1.1 cm, respectively; MAE value is 2.90 cm; and RMSE
value is 3.17 cm. The maximum and minimum absolute errors in Y direction are 3.3 cm and 0.9CM, respectively; MAE value is
2.36 cm; and RMSE value is 2.498 cm. Vertical error refers to the error in elevation. The maximum and minimum absolute
errors in Z direction are 9.6 cm and 5.7 cm, respectively; MAE value is 7.44 cm; and RMSE value is 7.54 cm. Conclusion. The
reliability of this technology is verified by comparing the occurrence measured by compass and that calculated by point cloud.
On this basis, the dominant occurrence of structural plane is divided, which provides basic data support for the analysis of
mine slope stability.

1. Introduction

The occurrence of geological disasters is the inevitable prod-
uct of the evolution of geological bodies to a certain stage. In
essence, the prevention and control of geological disasters
are to restore the geological body in an unbalanced or critical
equilibrium state to a new equilibrium state through artifi-
cial means. Due to the rapid development of economy, the
tourism development of complex landforms such as Qifeng
and Junling, as well as large-scale engineering construction
and resource development, and the collapse disasters of high
and steep slopes occur frequently. However, for high and
steep slopes and high-level dangerous rocks, due to the lack
of close contact, it is difficult to accurately obtain the physi-
cal characteristics such as the size of dangerous rocks and
the distribution and development of rock mass structural
planes, so it is impossible to accurately grasp the evolution
state of geological bodies, which is extremely harmful and
greatly increases the difficulty of treatment [1]. In order to

effectively control the collapse disaster of high and steep
slope, geological survey and rock mass stability evaluation
are very necessary, but the survey of high and steep slope
and the acquisition of geological and topographic informa-
tion have always been engineering problems [2]. The stabil-
ity evaluation from the perspective of geology mechanics
also needs to establish corresponding physical and mechan-
ical models supplemented by simulation calculation and
analysis. For high and steep slopes, effective and accurate
terrain data is more difficult to obtain.

2. Literature Review

Due to the advantages of multisensor data fusion, all coun-
tries attach great importance to the research on the theory
and application of multisensor data fusion system and have
obtained rich research results. Azizi, M. A. use Ku band
GB-INSAR to detect the complex earth rock landslide in
an urban area and monitor the landslide area in near real
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time [3]. It is pointed out that GB-INSAR is not applicable
to all types of landslides, mainly for landslides with slow
change and medium speed range, but GB-INSAR cannot
effectively observe the phenomena of debris flow and rock
falling from slope, indicating that the single monitoring of
GB-INSAR has limitations. Kocharyan, G. G. placed a metal
disc equipped with a worm gear engine at the monitoring
station to produce a controllable displacement (0.01mm)
of 120 meters [4]. They tried to estimate GB-INSAR mea-
surements, but they were limited by DEM matching accu-
racy. The metal disk is not clear on the topographic point
cloud, which is the difference in the scale of remote sensing
data, resulting in the limited evaluation of deformation map-
ping results. Nizametdinov, N. F. set up a station at the same
position by using slope radar and total station at the same
time to monitor the deformation of the slope of an open-
pit mine in China. Several radar monitoring targets are set
in the scene, and the reflection prism of total station is
installed next to the target. The total station uses the auto-
matic looking prism mode to collect deformation, which is
consistent with the time interval of deformation obtained
by slope radar. At the same time, it realizes the matching
between slope data and total station data in its own coordi-
nate system [5]. However, there was no significant displace-
ment in the selected scene. Since the target shape variables
were less than 1mm, the fusion result was also the trend
comparison of the two sensor data. Abramov, A. V. accord-
ing to the relationship model between slope radar system
and SAR image and the relationship model between slope
radar system and terrain data, this paper analyzes the geo-
metric mapping three-dimensional matching method based
on range and azimuth conditions, which has achieved good
results [6]. Ding, W. and others analyzed the geometric
mapping 3D matching method based on range and azimuth
conditions according to the relationship model between
slope radar system and SAR image and the relationship
model between slope radar system and terrain data. This
method achieved good results [7]. In a landslide monitoring
operation, Zhang, D. and others fused high-precision laser
scanning point cloud and slope radar results for data fusion.
Although there is no detailed description of how to obtain
higher interference phase quality, the most critical area is
localization relative to work activities, and the displacement
detected by GB in SAR is visualized in three dimensions by
merging with the three-dimensional model [8].

Jiangling, L. I. and others use the data obtained by laser
scanning technology as the main support of external eleva-
tion information. According to the geometric projection
principle of radar imaging, they realize the registration
between point cloud data and radar pixels on the projection
plane, so as to promote the conversion from the coordinates
of ground radar image to local three-dimensional coordi-
nates. The research results are used to explain and analyze
the three-dimensional deformation in the monitoring appli-
cation of practical slope radar system [9]. Foo, Y. L. and
others believe that in general, all types of slope radar systems
have not significantly improved the accuracy of deformation
measurement. The adjustment of mechanical structure and
the difference of radar system have introduced new (uncon-

ventional) processing links, resulting in inconsistency within
the system, which will increase the cumulative error and
affect the accuracy of deformation calculation.

From the research results of many scholars at home and
abroad, it can be seen that photogrammetry technology can
realize rapid and accurate three-dimensional reconstruction
of geological bodies [10]. However, at present, UAV photo-
grammetry is mainly used in the monitoring and investiga-
tion of geological disasters, and there is less research on
rock mass structure interpretation and logging. Studying
the application of UAV in this field will help to analyze the
stability of slope. Based on the analysis and summary of
the application status of this technology at home and abroad,
this paper forms a set of UAV tilt photography workflow
suitable for geological logging of open-pit mines. Taking a
rock slope in an open-pit quarry in province as an example,
the point cloud model is used to extract the occurrence
information of structural plane, and the reliability of this
method is verified by comparing the manual measurement
results.

3. Research Methods

3.1. UAV Photographic Observation System and Work Flow.
The UAV photography and observation system is mainly
composed of two parts: air flight part and ground control
part. The air flight part includes unmanned aerial vehicle,
PTZ and photographic equipment, and the ground control
part includes ground controller, digital image display, and
flight control system. The flight control system is the core
of the whole observation system, so that the UAV can fly
autonomously in varying degrees between manual control
and automatic control.

The research of this paper adopts a certain type of UAV,
which is divided into light UAV. This type of UAV has the
advantages of light weight, low cost, flexibility, portability,
and speed [11] (see Table 1 for specific parameters).

According to the technical code for slope engineering of
noncoal open-pit mines (Ministry of Housing and Urban
Rural Development, 2014) and the code for investigation
of landslide, collapse, and debris flow disasters (1 : 50000)
(Ministry of Land and Resources, 2014), on the basis of
making full use of the advantages of UAV photography
and observation system, the geological investigation of
open-pit mines that can be carried out includes the follow-
ing: (1) investigating the distribution range of adverse geo-
logical processes such as landslide and collapse in the site;
(2) finding out the type, occurrence, and distribution of
structural plane; and (3) establishing three-dimensional
point cloud model, orthophoto map (DOM), and digital sur-
face model (DSM) of geological hazard body as permanent
records of slope at a certain time.

The geological survey of open-pit slope based on UAV
photographic observation system is mainly composed of
three parts: mining area data preparation, field aerial pho-
tography data acquisition and indoor aerial photography
data processing and analysis [12]. The task of data prepara-
tion of the mining area is to collect satellite photos and topo-
graphic data of the working mining area, preliminarily plan
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the route, and check the UAV equipment in advance. Field
aerial photography data acquisition mainly includes site sur-
vey, route design, ground control point layout, and UAV
aerial photography [13]. Indoor aerial photography data
processing and analysis is to use the photos obtained by
UAV aerial photography to reconstruct the rock mass in
three dimensions; generate three-dimensional point cloud,
DOM, and DSM; and digitally interpret the rock mass to
obtain the occurrence information of rock mass and estab-
lish the spatial data file of rock mass. According to the above
contents, the working process of geological logging and
investigation of open-pit slope based on UAV photography
is shown in Figure 1.

3.2. 3D Reconstruction and Occurrence Extraction of Rock
Mass. Due to the limitation of the picture frame of the
UAV equipped with photography equipment, a large num-
ber of photos need to be collected according to a certain
sequence and interval to realize the three-dimensional
reconstruction of rock mass. Based on the principle of stereo
vision, each feature point should correspond to at least three
pictures. In order to better reconstruct the sparse geometry
of the target scene from the two-dimensional image, the nav-
igation overlap rate and side overlap rate should be more
than 70%. As a three-dimensional reconstruction method
of monocular vision, structure from motion (SFM) has the
characteristics of strong robustness, wide applicability, and
large reconstruction scene. For rock mass, which does not
have regular texture, regular contour, large reconstruction
scene, and uneven natural illumination intensity, the recon-
struction effect of SFM method can better meet the needs of
all aspects. The research shows that the accuracy of terrain
data using SFM method can reach centimeter level.

3.2.1. 3D Reconstruction of Rock Mass Based on SFM
Method. SFM method is a method to estimate the camera
parameters of the motion state through the homonymous
feature points between different pictures and recover the
3D scene by using the epipolar geometric relationship
between the camera parameters and the homonymous fea-
ture points. Like the human eye perceives the three-
dimensional state of the object through movement or per-
spective change, SFM method observes the points in real
space from different perspectives to obtain the depth infor-

mation of the scene, so as to realize the matching of feature
points with the same name and restore the sparse three-
dimensional structure of the scene. In this paper, the open
source library VisualSFM developed by Wu (2013) of the
University of Washington is used to realize the three-
dimensional reconstruction of rock mass. The specific pro-
cess includes feature point extraction and matching, sparse
reconstruction, and dense reconstruction.

Feature point extraction and matching. Because the scale
and rotation angle of the picture will inevitably change when
shooting with UAV, the ambient light intensity will not
change much in one shooting process, and the ambiguity
can also be controlled manually. Therefore, the scale invari-
ant feature transform (SIFT) algorithm is used to extract the
features of the pictures taken by the UAV. When extracting
the feature points, the SIFT algorithm has the invariance of
image rotation, translation, scaling, and affine and has cer-
tain anti illumination interference and viewing angle change
ability. The specific operation steps of SIFT algorithm ① use
Gaussian convolution function to transform the scale of
UAV aerial photos, so as to obtain the expression sequence
of the image in different scale spaces. ② The equation form
of difference of Gaussian (DoG) in scale space is used to con-
volute with the image to obtain the extreme values. The
extreme points corresponding to these extreme values are
the feature points of the image. After the feature points are
extracted, the topological structure between the images is
established by combining the GPS coordinate information
and the pose angle information of inertial measurement unit
(IMU) when the UAV collects the image, and the corre-
sponding relationship between the feature points between
the image and the image is calculated by using the nearest
neighbor NN algorithm to complete the matching work.

Sparse reconstruction. Sparse reconstruction is to use the
matched feature point set of the same name to incrementally
reconstruct the scene and obtain a “rough” three-
dimensional point cloud model. The basic idea is (1) to
reconstruct the three-dimensional coordinate information
of a point from two-dimensional images, at least know the
position of the point in the two images and the internal
and external parameters of the corresponding image. Since
the whole process is taken with the same camera, the inter-
nal parameters of the image have been determined when
the camera leaves the factory. Only the external parameters
of the image, i.e., the rotation matrix and translation vector
between the images, need to be taken. (2) After knowing
all the internal and external parameters of the two pictures,
the three-dimensional coordinates of the spatial points can
be calculated according to triangulation; that is, the three-
dimensional spatial coordinates corresponding to the
matching points can be restored by using the projection rela-
tionship. (3) Because the feature point matching is not abso-
lutely accurate, the calculated three-dimensional point
coordinates also have errors. In order to obtain more accu-
rate results, it is necessary to use the bundle adjustment
(BA) step by step iteration to continuously minimize the re
projection error between the projection points and the
observed image points and calculate the best camera pose
and the three-dimensional point cloud coordinates of the

Table 1: Specific parameters of UAV.

Camera model FC6310S

Image sensor 1 inch CMOS

Camera pixel 20 million (5472 × 3648)
Field angle (FOV) 84°

Maximum altitude 500m

Maximum horizontal flight speed 20m/s

Maximum flight time About 30min

Working ambient temperature 0~40°C
Satellite positioning module GPS /GLONASS dual mode
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scene. However, according to the research, when the picture
quality is high and the GPS coordinate information is accu-
rate, the ability of Ba method as an optimization algorithm
to reduce the error is very limited.

Intensive refactoring. For irregular objects such as rock
mass, the “rough” point cloud model restored by sparse
reconstruction is not enough to describe it finely. Therefore,
it is necessary to increase the density of point cloud and
improve the fineness of the model. According to the previ-
ous research results, CMVS-PMVS (cluster multiview stereo
patch-based multiview stereo) method is used to cluster and
classify the images, remove the redundant images in the
original image, and then generate a series of sparse patches
and corresponding image regions from the sparse matching
points with high reliability, and repeatedly diffuse and filter
these regions, so as to obtain a relatively fine rock mass point
cloud model.

3.2.2. Extraction of Rock Mass Structure Occurrence. The 3D
point cloud model obtained by 3D reconstruction can be
understood as describing a rock mass with tens of millions of
3D coordinate points, and all structural information of the rock
mass is contained in these “points.” Since the topological struc-
ture of the whole point cloudmodel is based on the GPS sensor
and IMU sensor machine carried on the UAV, the point cloud
coordinates generated by three-dimensional reconstruction are
the coordinates underWGS84 geodetic coordinate system, and
their coordinate position relationship is the same as the objec-
tive world. The relatively stable occurrence of rock mass struc-
tural plane can be calculated directly by extracting the
coordinates of points on the exposed surface of rock mass
structure. Referring to the research results [14], the geometric
relationship of structural plane occurrence is shown in
Figure 2. Assuming that there is a structural plane J in the
space, and the occurrence is expressed by inclination
(0°~360°) ∠ inclination (0°~90°), the occurrence of the struc-
tural plane is α∠β. Pick the coordinates J1ð x1, y1, z1Þ, J2ð x2,
y2, z2Þ, and J3ð x3, y3, z3Þ of three points that are not collinear

on the structural plane, and then, the unit normal vector nð
nx, ny, nzÞ of structural plane J can be expressed as follows [15]:

nx =
Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 + B2 + C2
p

ny =
Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 + B2 + C2
p

nz =
Cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2 + B2 + C2
p

8>>>>>>>><
>>>>>>>>:

, ð1Þ

where

A = y2 − y1ð Þ z3 − z1ð Þ − y3 − y1ð Þ z2 − z1ð Þ
B = x3 − x1ð Þ z2 − z1ð Þ − x2 − x1ð Þ z3 − z1ð Þ
C = x2 − x1ð Þ y3 − y1ð Þ − x3 − x1ð Þ y2 − y1ð Þ

8>><
>>:

: ð2Þ

According to the geometric relationship between n and β
in Figure 2 [16], the included angle of the unit vector ð0, 0, 1Þ
in the direction of n and z is the inclination β of the structural
plane.

β = arccos nzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x + n2y + n2z

q

�������

�������
: ð3Þ

And because n2x + n2y + n2z = 1, then

β = arccos nzj j: ð4Þ

To calculate the tendency of the structural plane, it is nec-
essary to determine the quadrant of the projection n′ of the
unit normal vector n of the structural plane in the X − Y
plane [17]; then,

Data preparation

Site
reconnaissance

Route
planning

Layout of ground
control points

Three-dimensional
point cloud model

Orthophotogram

Digital surface model

Drone aerial
photography

Extraction of rock
mass occurrence

information

Archiving of
rock mass

spatial data

Figure 1: Flow chart of geological logging based on UAV photography.
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when n2z > 0,

α =

arccos
nyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x + n2y

q n2x > 0, n′ in quadrant①②
� �

2π − arccos
nyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x + n2y

q n2x < 0, n′in quadrant③④
� �

8>>>>><
>>>>>:

:

ð5Þ

When n2z < 0,

α =

arccos
−nyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x + n2y

q n2x < 0, n′in quadrant③④
� �

2π − arccos
−nyffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2x + n2y

q n2x > 0, n′in quadrant①②
� � :

8>>>>><
>>>>>:

ð6Þ

(1) When nz = 0, it means that the structural plane is
upright and the tendency does not exist. Its occur-
rence is generally described by strike

According to the above principles, CloudCompare plug-
in can be used to extract the stable occurrence of rock mass
structural plane based on three-dimensional point cloud
data [18, 19].

4. Result Analysis

4.1. Field Data Acquisition. Taking an open-pit quarry as an
example, the total area of the mining area is about
101,510m2, the maximum elevation of the top of the slope
on the slope surface is about +85.0m, and the elevation of
the bottom varies from +5.0m to +20.0m. After the field
survey, it is found that the natural slope of the mountain
in the mining area is about 15°~25°, the overall field of vision
is wide, and the GPS satellite signal is stable, which is suit-
able for UAV flight. Therefore, the shooting process adopts
the airborne computer automatic control mode. According
to the size of the mining area, plan the route, set the naviga-
tion height of 140m, and the overlap rate of heading and

side direction is 80%. At the same time, 8 ground control
points are arranged within the mining area and the three-
dimensional coordinates are measured with RTK (Table 2).
A total of 217 photos were taken during this flight, which
took 13 minutes, and the orthophoto map and digital surface
model with ground resolution of 3.9 cm/PX were generated.

4.2. Horizontal and Vertical Errors. The accuracy of point
cloud model reconstruction is evaluated by using the coordi-
nates of 8 ground control points measured by RTK. Pick up
the center of the ground control point target in the point
cloud model, read the coordinates, and compare with the
data in Table 2. The results are shown in Figure 3.

The accuracy is evaluated by mean absolute error (MAE)
and relative root mean square error (RMSE). Horizontal
error refers to the deviation between the measured value
and the true value of UAV on the X-Y plane [20], which is
divided into x and Y directions. The maximum and mini-
mum absolute errors in the X direction of this test are
5.1 cm and 1.1 cm, respectively; MAE value is 2.90 cm; and
RMSE value is 3.17 cm. The maximum and minimum abso-
lute errors in Y direction are 3.3 cm and 0.9CM, respectively;
MAE value is 2.36 cm; and RMSE value is 2.498 cm. Vertical
error refers to the error in elevation. The maximum and
minimum absolute errors in Z direction are 9.6 cm and
5.7 cm, respectively; MAE value is 7.44 cm; and RMSE value
is 7.54 cm [21, 22].

From the above calculation results, it can be seen that the
vertical accuracy of UAV measurement data is significantly
lower than the horizontal measurement accuracy by about
three times. The reason may be that the vertical accuracy
of GPS itself is lower than the horizontal accuracy. In gen-
eral, the maximum value, minimum value, MAE, and RMSE
are kept within the accuracy of centimeter level [23], which
is basically sufficient for the occurrence logging of rock mass
structural plane and ensures the reliability of occurrence
extraction to a certain extent.

4.3. Extraction and Accuracy Verification of Rock Mass
Occurrence. As the rock mass of nantao slope is well
exposed, the structural plane is obviously developed, and
the slope toe is gently inclined, which is suitable for manual
measurement, and this section of slope is selected to extract
and verify the occurrence information of rock mass

Z

Y

X

43

1

n
nʹ

2

Figure 2: Schematic diagram of geometric relationship of
occurrence of structural plane.

Table 2: Coordinates of ground control points.

Number
Ground control point coordinates/M
X Y Z

G1 305835.837 3127230.082 15.014

G2 305830.566 3227096.412 11.332

G3 303848.825 3028034.090 11.078

G4 301004.015 3327157.308 13.315

G5 301050.258 3326985.668 13.245

G6 301205.034 3326984.380 20.428

G7 300875.022 3326967.954 21.324

G8 301233.966 3327165.605 15.239
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structural plane. Use geological compass to measure the
structural plane with stable occurrence, and record the posi-
tion of the structural plane. Cut out the Nandang part from
the dense reconstructed point cloud model, circle three non-
collinear points with the mouse according to the manually
measured and marked structural plane position, record their
coordinate information, and calculate the occurrence of the
structural plane according to the method described in the
previous section. The results are shown in Table 3.

Through the comparison between the attitude measured
by 20 compasses and the attitude calculated according to the
point cloud coordinates [24, 25], it can be found that the
average absolute error of inclination is 4.00°, and the average
absolute error of inclination is 2.29°. The attitude results
obtained by the two measurement methods are basically
the same, so the attitude calculated by reconstructing the
point cloud by UAV photography is reliable. All 106 occur-
rence stereograms are projected onto the isodensity network
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Figure 3: Comparison and verification results of ground control points.

Table 3: Calculation results of structural plane occurrence.

Number
Compass

measurement
tendency/(°)

Compass
measuring

inclination/(°)

Point cloud
computing
tendency/(°)

Inclination of point
cloud calculation/(°)

Absolute difference
of tendency error/(°)

Absolute difference of
inclination error/(°)

1 45 80 40.15 78.32 4.85 1.68

2 331 67 339.23 65.61 8.23 1.39

3 345 74 349.12 76.89 4.12 2.89

4 246 57 250.83 55.52 4.83 1.48

5 306 76 310.43 80.98 4.43 4.98

6 148 80 145.31 80.94 2.69 0.94

7 317 80 320.74 77.24 3.74 2.76

8 340 67 342.34 62.38 2.34 4.62

9 139 66 140.98 65.22 1.98 0.78

10 130 85 128.03 81.12 1.97 3.88

11 93 61 91.66 58.74 1.34 2.26

12 310 55 312.87 59.44 2.87 4.44

13 345 30 350.45 32.46 5.45 2.46

14 320 50 327.94 51.89 7.94 1.89

15 335 60 331.35 58.47 3.65 1.53

16 290 60 284.78 60.23 5.22 0.23

17 356 25 351.56 22.74 4.44 2.26

18 75 33 72.84 30.14 2.16 2.86

19 320 70 324.62 71.69 4.62 1.69

20 315 69 312.04 68.21 2.96 0.79

Mean absolute error 4.00 2.29
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to draw the occurrence isocratic map and pole map, analyze
the isocratic map and pole map, and divide the dominant
occurrence of nantao slope rock mass into 5 groups. The
ranges of dominant occurrence are: ① 139°~177°∠54° ~83°,
② 203°~221°∠64°~85°, ③ 220°~247°∠10° ~43°, ④

228°~247°∠66°~82°, and ⑤ 326°~352°∠48° ~77°; among
them, group ③ is relatively slow, and the other four groups
are relatively steep.

5. Conclusion

This paper expounds the technical principle and work flow of
UAV photography technology in mine slope geological log-
ging and applies this technology to the structural plane logging
of a mine slope in. The following conclusions are drawn:

(1) Compared with the traditional structural plane
occurrence logging method of compass + tape,
UAV photography technology overcomes the limita-
tions of rock mass structural plane statistics, avoids
the danger of high and steep slope survey, improves
the work efficiency of geological logging, and makes
it easier to obtain the basic data of geological survey

(2) Combined with the motion recovery structure (SFM)
algorithm, the two-dimensional photos obtained by
UAV photography can recover the three-
dimensional point cloud data with rock mass structure
under complex terrain conditions, and the occurrence
of rock mass structural plane can be interpreted by
extracting the point cloud coordinates. In addition,
the point cloud model also records all rockmass struc-
tures of the slope in a certain period, which can pro-
vide data support for the study of the impact of
mining on slope stability in the future

(3) Compared with the RTK measurement results, the
horizontal and vertical errors of the UAV tilt photo-
grammetry in this test are within the centimeter
accuracy, which ensures the reliability of occurrence
extraction to a certain extent

(4) Comparing the attitude measured by compass with
that calculated by point cloud coordinates, it is found
that the absolute average error of inclination is 4.00°,
and the absolute average error of inclination is 2.29°,
which proves the reliability of reconstructing point
cloud attitude by UAV photography. All the acquired
occurrences are drawn in the stereographic projection
of chipping, and the dominant occurrences of five
groups of structural planes are obtained, which are,
respectively: ① 139°~177°∠ 54°~83°, ② 203°~221°∠
64°~85°, ③ 220°~247°∠ 10°~43°, ④ 228°~247°∠
66° ~82°, and⑤ 326°~352°∠ 48°~77°, which can reflect
the spatial position relationship of rock mass struc-
tural plane in the measured area

At present, the interpretation of rock mass structure
using UAV tilt photography technology is only aimed at
the interpretation of the occurrence of structural plane. In

the future, the research in this field will be further extended
to the acquisition of trace length, spacing, gap width, and
other information of rock mass structural plane. On this
basis, the automatic recording of all parameters of structural
plane can be realized.
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In order to make up for the shortage of smart tourism construction highlighted by public tourism safety accidents due to the
bearing capacity of scenic spots, this paper proposes a tourism area capacity early warning system based on the Internet of
Things technology. By combining the main characteristics of a park and a place, this paper determines the composition of its
tourism capacity and the corresponding calculation methods. At the same time, in order to control the number of tourists in
peak hours within a reasonable range, the peak constraint method is proposed to improve the traditional algorithm of daily
space capacity; then this paper calculates the tourism capacity of a park and a place by combining the relevant data obtained
by investigation and observation methods. The experimental results show that according to the given number, the
instantaneous tourism capacity of a park can be accurately calculated as 11841 person times/day and the daily tourism capacity
as 21313 person times/day. The instantaneous tourism capacity of a certain place is 1066 person times/day, and the daily
tourism capacity is 9594 person times/day. The construction of the early warning system of the tourism area based on the
Internet of Things can effectively solve the problems such as public tourism safety accidents caused by the problem of carrying
capacity. It will play an important role in the customized services of tourists, the innovation of scenic spot business processes,
and the integration of tourism enterprise resources and provide data support for the early warning system.

1. Introduction

With the continuous improvement of people’s living stan-
dards, people are pursuing high-quality spiritual life while
meeting material needs. As a service-oriented industry, tour-
ism has become an urgent need for people to pursue self-
realization [1]. People’s requirements for the service level
of tourism have become higher and higher, which has
prompted the transformation of tourism to meet the needs
of the market. With the rapid development of tourism, the
number of tourists has increased dramatically. Many scenic
spots are often overcrowded and crowded in the peak tour-
ism season, which not only greatly reduces the quality of
tourists’ experience, but also poses a great threat to the eco-
logical environment and sustainable development of the
tourism destination [2].

Tourism is an information intensive industry. With the
continuous innovation and development of cloud comput-
ing, the Internet of Things, artificial intelligence, and other
new technologies, tourism has a new demand for informa-
tion construction [3]. From the perspective of tourism desti-
nation, it is necessary to realize the integrated marketing of
tourism resources with the help of information management
platform to provide comprehensive and intelligent services
for tourists; from the perspective of tourists, personalized
and intelligent services are needed to achieve a smooth tour
of the scenic spot [4]. As the core combination of tourism,
how to improve the management level of tourists in scenic
spots has become one of the urgent problems to be solved
in the information construction of scenic spots [5, 6]. In
view of the existing problems, the concept of smart tourism
is introduced to build a more modern progressiveness smart
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regional tourism early warning system, in order to provide
reference for the construction of smart tourism. Figure 1
shows the tourist flow warning platform of tourist
attractions.

2. Literature Review

As an important part of scenic spot management, the level of
tourist management directly affects the satisfaction of tour-
ists and then affects the image building of scenic spots.
Due to the different emphases of the research, scholars’
understanding of tourist management is also different. Hu
and Hou believe that tourist management is a process in
which tourist destination managers use modern manage-
ment means to achieve tourist satisfaction and tourist desti-
nation satisfaction through tourist responsibility
management and tourist experience management [7]. Sor-
oka and Wojciechowska-Solis believe that tourist manage-
ment is the organization and management of the whole
process of tourists’ activities in the scenic spot, taking tour-
ists as the management object. It is a part of scenic spot
management [8]. Suklabaidya and Aggarwal believe that
tourist management is the organization and management
of the whole process of tourist behavior by tourism manage-
ment departments or institutions using information, tech-
nology, education, and other means. Through the
regulation and management of tourist capacity, behavior,
safety, etc., the attraction of tourism resources and environ-
ment is strengthened, so as to improve the quality of tourist
experience and satisfaction and achieve the sustainable
development of tourism destinations [9]. Rivera believes that
tourist management means that the scenic spot managers
take tourists as the management object to organize and man-

age the activities of tourists in the scenic spot in the whole
process, so as to ensure the long-term and stable develop-
ment of tourism activities in the scenic spot [5]. According
to the concept of tourist management, it can be seen that
tourist management in scenic spots is a management activity
with tourists as the management object, tourist behavior and
its influencing factors as the management content, and the
maximization of comprehensive benefits of tourist destina-
tions as the management objective [10, 11]. According to
different emphases of tourist management, tourist manage-
ment modes can be divided into three types: environment
oriented, tourist oriented, and environment tourist oriented.
The main goal of environmental orientation is to protect the
environment of tourism destination by controlling the num-
ber of tourists and standardizing the behavior of tourists
[12]; the tourist-oriented management mode is to take tour-
ists as the center and improve tourist satisfaction as the goal;
the environment tourist-oriented management mode is to
meet the needs of tourists to the greatest extent on the pre-
mise of protecting resources and environment, so as to
achieve the sustainable development of tourism destinations.

In view of the above problems, although tourism man-
agement departments and tourism scholars at home and
abroad attach great importance to the issue of tourism envi-
ronmental capacity in tourism planning and give calculation
formulas in theory, the application value is limited because
researchers blindly pursue the fixed number of scenic spot
tourism environmental capacity and simply apply various
calculation formulas of tourism environmental capacity. In
fact, tourism environmental capacity has certain dynamic
characteristics [13]. Therefore, it is of more practical signif-
icance to explore the tools and methods of tourism environ-
mental capacity management with practical application
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Figure 1: Tourist flow warning platform of tourist attractions.
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value. With the development and application of emerging
science and technology, weakening the calculation and
research of theoretical capacity and paying attention to the
research of capacity regulation mechanism will certainly
become the direction of tourism environmental capacity
research [14].

3. Research Methods

3.1. Calculation of Tourism Capacity

3.1.1. Peak Constraint Method

(1) Peak Constraint Index. At present, scholars have found
that there is a certain proportion between the number of
tourists received by the scenic spot and the maximum num-
ber of tourists during peak hours for scenic spots with cer-
tain regularity of daily passenger flow. Through the
analysis of the data obtained from the field survey, it is found
that there is also a certain proportional relationship between
the number of daily tourists received by a park and the max-
imum number of tourists in peak hours (see Table 1). The
correlation test is carried out by Spss20.0, and the result is
r = 0:9343 (>0.7). The results show that there is a significant
correlation between the number of visitors received in a park
and the maximum number of visitors in peak hours; that is,
the proportional relationship between the number of visitors
waiting in a park and the maximum number of visitors in
peak hours is established. Therefore, this paper proposes
that the peak constraint index g represents the ratio between
the daily number of tourists m received by the scenic spot
and the maximum number of tourists m during peak hours.
If the peak constraint index g is stable, the total daily num-
ber of tourists received by the scenic spot can be determined
by this value and the instantaneous spatial capacity of the
scenic spot [15]. Due to the limited access to daily visitor
volume data, this paper mainly theoretically verifies the sta-
bility of the peak constraint index G.

(2) Theoretical Verification of Exponential Stability with
Peak Constraint. In this paper, the stability of peak con-
strained index g is theoretically verified by some assump-
tions and Bernoulli’s law of large numbers in
probability [16].

In this paper, the time when tourists enter the scenic
spot is regarded as a random variable α, and the probability
of tourists entering the scenic spot at time x is recorded as f 1
(x), that is, f 1 ðxÞ = p ðα ≤ xÞ, where f 1 ðxÞ is the distribution
function of random variable α. Assuming that the time when
m tourists enter the scenic spot in a day follows the same dis-
tribution function, and the time when each tourist enters the
scenic spot is independent of each other, when m is infinite,
according to Bernoulli’s law of large numbers, the number of
tourists entering the scenic spot before time x can be
approximately M × f 1 ðxÞ. In the same way, the time when
tourists leave the scenic spot is regarded as a random vari-
able β, and the probability of tourists leaving the scenic spot
at time x is recorded as f 2 ðxÞ, that is, f 2 ðxÞ = p ðβ ≤ xÞ,

where f 2 ðxÞ is the distribution function of random variable
β. Assuming that the time when m tourists leave the scenic
spot in a day obey the same distribution, and the time when
each tourist leaves the scenic spot is independent of each
other, whenm is infinite, the total number of tourists leaving
before time x can be approximately M × f 2 ðxÞ. Therefore,
the number of tourists in the scenic spot at time x can be
expressed by M × f 1ðxÞ—M × f 2ðxÞ, and the ratio Gx of
the number of tourists in the scenic spot at time x to the total
number of visitors received can also be obtained, that is, G
x =M/½M × f 1ðxÞ—M × f 2ðxÞ� = 1/½ f 1ðxÞ—f 2ðxÞ�. It can
be seen from this that within a certain range of M, if the
rules for tourists to enter and leave the scenic spot remain
the same, and the peak time of tourists remains the same,
it can be considered that the peak constraint index g is rela-
tively stable.

At present, for a park, the time for tourists to enter and
leave the scenic spot has a certain regularity, and the peak
time of tourists also shows a certain regularity. In addition,
as the development of the scenic spot is quite mature, the
factors that may change the daily behavior of passenger flow,
such as resource type, functional zoning, location traffic,
tourist routes, and opening hours, are basically stable.
Therefore, for a park, the peak constraint index g is rela-
tively stable.

(3) Peak Constraint Method. In order to limit the number of
tourists in the peak period to the instantaneous spatial
capacity of the scenic spot, this paper improves the algo-
rithm based on the previous spatial capacity based on the
peak constraint index G and puts forward a new method:
the peak constraint method, C = C0 × G [17]. At present,
the applicable algorithms for instantaneous space capacity
include “area method,” “trail method,” and “bayonet
method.” In combination with the fact that the physical
space that visitors can visit in a park is mainly planar, this
paper uses “area method” to calculate the instantaneous
space capacity of the scenic spot [18]. At the same time,
according to previous experience, tourists’ demands for basic
space standards are different in different space places, but
the existing “area method” usually takes the scenic spot as
a class of space to calculate, without considering this factor.
Therefore, this paper also needs to fully consider the impact
of different types of space in a park on the calculation results
of space capacity. The specific formula is as follows. The
tourable physical space of a park can be divided into indoor
architectural space of main scenic spots, indoor architectural
space of other scenic spots, outdoor human landscape tour-
able space, and indoor natural landscape tourable space.

C = 〠
n

i=1

Si
Ai

, ð1Þ

C = C × G = 〠
n

i=1

Si
Ai

× M
m

, ð2Þ

where M is the daily number of tourists received by the sce-
nic spot; m is the maximum number of tourists in peak
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different tourists can visit; Si refers to the area of physical
space that class i tourists can visit; Ai refers to the basic space
standard of physical space that class i tourists can visit; and
G refers to the peak constraint index, which is the ratio of
the daily number of tourists m received by the scenic spot
to the maximum number of tourists m during peak
hours [19].

3.1.2. Calculation Method of Tourism Capacity

(1) Calculation of Space Capacity. Since there is no obvious
regularity in the time when tourists go in and out of a place
every day, and most of the time, especially on holidays, the
number of tourists in the building will be in a relatively large
state from the opening time to the closing time of the scenic
spot. At the same time, considering that the accessible phys-
ical space in a certain place is planar, this paper mainly
adopts the “area method” commonly used by scholars, com-
bined with the daily average turnover rate of scenic spots, to
calculate its instantaneous space capacity and daily space
capacity. The specific formula is as follows.

C = A
A0

, ð3Þ

C = C × Z = A
A0

× T
t
, ð4Þ

where A refers to the area of physical space that tourists can
visit; A0 refers to the basic space standard of tourists; T
refers to the effective opening hours of the scenic spot every
day; t refers to the average visiting time of each tourist in the
scenic spot; and Z refers to the daily average turnover rate of
the whole scenic spot, that is, the integer part value of T/t.

(2) Measurement of Psychological Capacity. Generally,
scholars will use the “area method” to approximate the psy-
chological capacity by taking the personal occupied area
when the average satisfaction of tourists is the largest as
the basic space standard [20]. However, since the psycholog-
ical factors of tourists are considered to some extent when
calculating the spatial capacity, it is not appropriate to use
the spatial capacity algorithm to approximate the psycholog-
ical capacity. According to previous studies, with the
increase of the number of tourists, the sense of crowding
of tourists will gradually increase, and after exceeding a cer-
tain number, the negative impact of the sense of crowding
on the satisfaction of tourists will gradually become signifi-
cant and enhanced [21]. Therefore, this paper can explore
the impact of tourists’ perception of crowding on the tourist

experience, build a tourist satisfaction model, and determine
the instantaneous psychological capacity. Daily psychologi-
cal capacity is mainly calculated based on the instantaneous
psychological capacity and daily turnover rate of the scenic
spot. The specific formula is as follows.

C = Cb × Z = Cb ×
T
t
, ð5Þ

where Cb refers to the instantaneous psychological capacity,
which is mainly calculated by constructing the tourist satis-
faction model; T refers to the effective opening hours of
the scenic spot every day; t refers to the average travel time
of each visitor in the scenic area; and Z refers to the daily
average turnover rate of the whole scenic spot, that is, the
integer part of T/t [22].

(3) Determination of Final Capacity. Since the tourism
capacity of a certain place is only considered from the psy-
chological capacity and spatial capacity, in order to ensure
the tourist experience, according to the barrel theory, the
minimum value of different capacity values should be taken
as the actual tourism capacity of a certain place.

C =min CSpatial capacity ∗ CMental capacity
� �

: ð6Þ

3.2. Sample Statistics. The sample statistics of visitors to a
park are shown in Table 2. It can be seen from the table that
the number of male and female respondents is basically the
same in terms of gender; in terms of age, the group aged
15-24 has the most respondents, followed by the group aged
25-44 and over; in terms of occupation, the number of stu-
dents is the most because a park is implementing the free
ticket policy, and students, especially college students, will
have more free time to visit; in terms of educational back-
ground, the interviewees generally have high school educa-
tion or above, and their overall quality is high, which is
conducive to improving the accuracy of the questionnaire.
In terms of income, the group with less than 2000 yuan
has the largest number, followed by the group with 4001-
6000 yuan.

Generally speaking, the different nature, place, and pop-
ulation density of the tourist destination will affect the tour-
ists’ perception and satisfaction with the crowding of a
certain space. At present, domestic scholars have achieved
good results by using questionnaires to obtain basic spatial
standards for different tourism spaces in tourism destina-
tions. Therefore, according to the previous research results
and the standard values of some standards and norms, this
paper can obtain a reasonable basic space standard through
a questionnaire survey of tourists.

Table 1: Daily total number of tourists and daily maximum number of tourists in the scenic spot at different times.

Date 11.23 11.24 11.25 11.26 11.27 11.28 11.29

Daily number of visitors M 14234 person 13542 person 15741 person 14281 person 17542 person 21563 person 21954 person

Maximum number of tourists m 8312 person 7601 person 9012 person 8114 person 8034 person 12841 person 13254 person

M/N 1.71 1.78 1.75 1.76 2.18 1.68 1.73
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From November 23 to 29, 2020, the author conducted a
survey on the tourist space standards and collected 497 valid
questionnaires. The survey results are shown in Table 3.

Statistical items can reflect tourists’ subjective perception
of per capita space. The minimum area interval takes the
maximum value, the maximum area interval takes the min-
imum value, and other area intervals take the average value.
Different space standards can be obtained based on the
weight method: basic space standards for indoor building
space of major scenic spots:

S1 = 0:25 × 4:23% + 0:625 × 15:90% + 1:625 × 47:08%
+ 3:125 × 18:31% + 4 × 14:49% = 2:03m2:

ð7Þ

Basic space standards for interior space of buildings in
other scenic spots:

S2 = 0:25 × 48:09% + 0:625 × 20:32% + 1:625 × 16:30%
+ 3:125 × 12:27% + 4 × 3:02% = 1:02m2:

ð8Þ

Basic space standard of outdoor human landscape tour-
able space:

S3 = 1 × 1:61% + 2:5 × 39:44% + 6:5 × 42:86% + 12:5
× 12:27% + 16 × 3:82% = 5:93m2:

ð9Þ

Basic space standards for outdoor natural landscape
tourable space:

S4 = 1 × 27:97% + 2:5 × 39:64% + 6:5 × 18:31% + 12:5
× 11:67% + 16 × 2:41% = 4:35m2:

ð10Þ

Therefore, the basic space standard for indoor space of
buildings in major scenic spots is 2m2, that of buildings in
other scenic spots is 1m2, that of outdoor human landscape
is 6m2, and that of outdoor natural landscape is 4m2.

According to the data processing obtained from the sur-
vey, the indoor space area of the main scenic spot buildings
is 2827m2, and the basic space standard is 2m2; the area of

Table 2: Demographic characteristics of tourists.

Features Constitute Frequency
Specific

gravity (%)
Features Constitute Frequency

Specific
gravity (%)

Gender
Male 261 52.52%

Occupation

Civil servant 51 10.26%

Female 236 47.48%
Enterprises and
institutions

43 8.65%

Age

Under 15 5 1.01% Private enterprise 32 6.44%

15-24 years old 207 41.65% Liberal professions 42 8.45%

25-44 years old 153 30.78% Student 224 45.07%

45-60 years old 55 11.07% Retiree 64 12.88%

Over 60 years old 77 15.49% Other 41 825%

Degree of
education

Junior high school and below 26 5.23%

Monthly
income

Below 2000 301 60.56%

High school/technical
secondary school

35 7.04% 2001-4000 yuan 131 26.36%

Junior college 84 16.90% 4001-6000 yuan 32 6.44%

Undergraduate 301 60.56% 6001-8000 yuan 21 4.23%

Master degree or above 51 10.26% Above 8000 yuan 12 2.41%

Table 3: Statistics of tourist survey standards.

Interior space of main scenic spot buildings Below 0.25m2 0.25-1m2 1-2.25m2 2.25-4m2 Above 4m2

Frequency 21 79 234 91 72

Proportion 4.23% 15.90% 47.08% 18.31% 14.49%

Interior space of buildings in other scenic spots Below 0.25m2 0.25-1m2 1-2.25m2 2.25-4m2 Above 4m2

Frequency 239 101 81 61 15

Proportion 48.09% 20.32% 16.30% 12.27% 3.02%

Outdoor natural landscape sightseeing space Below 1m2 1-4m2 4-9m2 9-16m2 Above 16m2

Frequency 139 197 91 58 12

Proportion 27.97% 39.64% 18.31% 11.67% 2.41%

Outdoor human landscape sightseeing space Below 1m2 1-4m2 4-9m2 9-16m2 Above 16m2

Frequency 8 196 213 61 19

Proportion 1.61% 39.44% 42.86% 12.27% 3.82%
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indoor space of buildings in other scenic spots is 5052m2,
and the basic space standard is 2m2; the area of outdoor nat-
ural landscape sightseeing space is 29143m2, and the basic
space standard is 2m2; the area of outdoor human landscape
sightseeing space is 2076m2, and the basic space standard is
2m2 (see Tables 4 and 5). In order to accurately reflect the
general trend of data changes, this paper takes the average
value as the peak constraint index G, that is, the value of G
is 1.80. By substituting the above data into formulas (1)
and (2), the instantaneous space capacity of a park is
11841 person times/day, and the daily space capacity is
21313 person times/day.

3.3. Calculation of Tourism Capacity. The building area of a
certain place is 3321m2. According to the field measure-
ment, the actual area of accessible space is about 2132m2.
At the same time, according to the investigation, the basic
space standard in the building is 2m2, the per capita visiting
time is about 1 hour, the daily opening time is 9.5 hours, and
the turnover rate is about 9. According to formulas (3) and
(4), the instantaneous space capacity of a certain place is

Table 4: Area statistics of different space types in the scenic spot.

Space type Project The measure of area (m2)

Indoor architectural space of main scenic spots

Main attractions a 2132

Main attractions B 695

Total 2827

Indoor building space of other scenic spots

Other attractions a 1130

Other attractions B 305

Other attractions C 285

Other attractions D 120

Other attractions e 100

Other attractions f 3112

Total 5052

Outdoor human landscape sightseeing space

Outdoor cultural landscape a 6957

Outdoor cultural landscape B 6620

Outdoor cultural landscape C 5124

Outdoor cultural landscape D 8025

Total 29143

Indoor natural landscape sightseeing space

Indoor natural landscape a 280

Indoor natural landscape B 325

Indoor natural landscape C 230

Indoor natural landscape D 1241

Total 2076

Table 5: Statistical table of basic spatial standards of different spatial types in the scenic spot.

Space type
Indoor architectural space of

main scenic spots
Indoor building space of

other scenic spots
Outdoor human landscape

sightseeing space
Indoor natural landscape

sightseeing space

Basic space
standards

2m2 1m2 6m2 4m2
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Figure 2: Tourism capacity calculation results.
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1066 person times/day, and the daily space capacity is 9594
person times/day.

Based on the impact of tourists’ perception of crowding
on the tourist experience, this paper constructs a satisfaction
model to measure the psychological capacity of main scenic
spot a. In order to ensure the tourists’ experience, and in
combination with the assignment of tourists’ perception of
crowding, it can be seen that 3 is the critical value of tourists’
satisfaction, and the per capita tourists’ satisfaction score
cannot be lower than 3. When y is taken as 3, it is substituted
into

y = −0:00001x2 + 0:00711x + 2:82311: ð11Þ

Finally, X is 685, so the instantaneous psychological
capacity of a place is 685 person times/day. At the same
time, by substituting the instantaneous psychological capac-
ity value into formula (5), the daily psychological capacity of
a place can be calculated to be 6165 person times/day.

4. Result Analysis

According to the above calculation, the instantaneous space
capacity of a certain place is 1066 person times/day, the daily
space capacity is 9594 person times/day, the instantaneous
psychological capacity is 685 person times/day, and the daily
psychological capacity is 6165 person times/day. Based on
formula (11), the instantaneous tourism capacity of a certain
place is finally determined to be 1066 person times/day, and
the daily tourism capacity is 9594 person times/day. Finally,
the tourism capacity calculation results of scenic spot A and
scenic spot B are shown in Figure 2.

Through the analysis of the characteristics of a park, it is
considered that the spatial capacity can best reflect the actual
tourism capacity of the scenic spot. At the same time,
through the analysis of the general algorithm of spatial
capacity, it is found that the existing methods cannot ensure
that the number of tourists in a park can be maintained
within the instantaneous spatial capacity during the peak
period. Therefore, the peak constraint method is proposed
to improve the daily spatial capacity algorithm of a park.
Finally, the instantaneous tourism capacity of a park is
11841 person times/day, and the daily tourism capacity is
21313 person times/day. By analyzing the characteristics of
a certain place, it is considered that the spatial capacity
and psychological capacity can accurately reflect the actual
tourism capacity of the scenic spot. Finally, combined with
the barrel theory, it is determined that the instantaneous
tourism capacity of a certain place is 1066 person times/
day, and the daily tourism capacity is 9594 person times/day.

5. Conclusion

With the development of tourism informatization, the per-
sonalized demand of tourists has become increasingly
strong, especially the research on the capacity early warning
system of scenic spots. With the change of tourists’ con-
sumption behavior, tourists’ demands for tourism informa-
tion services have become increasingly strong. The capacity

early warning system of scenic spots will play an important
role in the customized services of tourists, the innovation
of scenic spot business processes, and the integration of
tourism enterprise resources. This paper predicts and mon-
itors the tourist quality, which provides a basis for the scenic
spot to alleviate congestion and improve the tourist quality.
The construction of tourism area early warning system can
effectively solve the problems such as public tourism safety
accidents caused by the problem of carrying capacity and
will play an important role in the customized services of
tourists, the innovation of scenic area business processes,
and the integration of tourism enterprise resources.
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In order to meet the needs of people for the environment, physical, and psychological needs and to improve the characteristics of
local areas, this paper proposes an urban environment measurement method based on wearable sensors. This method mainly
relies on the previous questionnaire and tests the wearable sensor physiological data, subjective feelings, scoring tables,
interviews, and other experimental methods in the psychological experimental environment. The recognition rate without
adding association features was 93.3%, while the recognition rate of adding association features to individual test set
verification reached 94.1%, an increase of about 1%. In this paper, naive Bayes and associated feature classification are used to
effectively solve the influence of personal subjective factors and make up for the error of measurement data. The wearable
sensor can achieve better results in the application of urban environmental measurement and can also be better applied in
urban environmental landscape design, providing more effective data for urban landscape design.

1. Introduction

The rapid development of the socialization process has
brought a series of problems, such as the deterioration of
the ecological environment and urban pollution, people’s
health has also been threatened, and psychological diseases
and chronic diseases threaten mankind. It has become an
urgent need for urban construction to implement public
health into the landscape design of colleges and universities.
Different regions and climates have different effects on life
comfort, mental health feeling, outdoor participation, and
environmental accessibility. People’s environmental feelings
bring different audition feelings with climate change, tem-
perature change, and seasonal change. Compared with other
cities and regions, a certain region has higher latitude and
cold climate [1].

The research shows that people in high-pressure envi-
ronment are more likely to suffer from psychological dis-
eases. The campus landscape should not only meet the
physiological needs but also pay more attention to the psy-
chological needs. With the improvement of the demand for
the learning and living environment, the campus landscape
design begins to pay more attention to the satisfaction of
the space environment to the human spiritual needs.

Through the study of the campus landscape environment
in a certain area, it is urgent to create a good campus land-
scape environment that combines the characteristics of a
certain area, has a comfortable learning and living environ-
ment, has both campus culture, and adds luster to the city
image. Starting from the feelings of campus landscape users,
this paper studies the campus environment of colleges and
universities in the area, analyzes the existing landscape prob-
lems of colleges and universities, and provides certain refer-
ence significance for the landscape design of colleges and
universities in a certain area in the future [2]. The workflow
of sensation, perception, and cognition system is shown in
Figure 1.

2. Literature Review

According to this problem, Raj and others can monitor skin
sweating, skin temperature sensor for skin temperature reg-
ulation, ECG sensor for cardiovascular activity, EEG sensor
for brain activity, respiratory sensor for respiratory activity,
etc. [3]. Regulated by the hypothalamus, sympathetic nerve,
parasympathetic nerve, and other nervous systems, emo-
tional experience will show a series of physiological reac-
tions. These physiological responses can form millisecond
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main perception that is not fully conscious, and these phys-
iological responses can be measured by biosensors more
accurately and quickly. Ejaz-Ul-Haq and others used wear-
able devices to collect neurobioelectric reactions, so as to
observe and record real-time environmental experience,
which is a new technology for comprehensive environmental
experience evaluation. Some pioneer scholars used skin and
EEG technology to measure the experience during walking,
identify emotional stressors, and analyze and evaluate the
impact of the environment on people’s emotional experience
and cognitive function [4]. Li and others collected the skin
electrical response of pedestrians during walking in the real
environment to analyze and identify the potential pressure
in the traveling space. The skin electricity or skin resistance
records the conductive characteristics of the skin. Because
the skin electricity is affected by the sweat secretion of the
skin, it is a physiological indicator that better reflects the
emotional pressure [5]. Liu and others used real-time pico-
electric data to identify potential space environmental pres-
sure sources through synchronous analysis with space GPS
data [6]. Korolkov and others found that when entering
the natural environment with better greening from the
urban block, pedestrians showed more calm mood, less frus-
tration, anxiety, and active attention and showed more med-
itative thinking activities. This restorative receptivity caused
by natural environment is in good agreement with the
restorative nature theory of environmental psychologists
[7]. Kpüklü and others collected EEG data of walkers during
real walking by using a portable EEG instrument with 14
electrodes and processed and analyzed their EEG data [8].
Compared with the EEG, the signal-to-noise ratio of EEG
data is worse, but the data information that can be mined
is much richer. In the experiment, the subjects wearing por-
table EEG walked through shopping blocks, green and natu-
ral areas, and busy commercial areas. The researcher used
the EEG emotion analysis module based on machine learn-
ing developed by the instrument developer to analyze the
collected EEG data and try to understand the pedestrian’s
environmental experience at that time. In the current
research on sensor-based behavior recognition, there are
many types of sensors used to obtain behavior data, and
the motion information obtained by different types of sen-
sors is obviously different. There is no unified standard,
and everyone just verifies unilaterally, which cannot guaran-
tee the scalability of the proposed method.

To solve the above problems, an effective association fea-
ture is proposed. At present, the features used in wearable
sensor behavior recognition are mainly time-frequency
domain features such as mean, variance, standard deviation,

and spectrum, which are commonly used in digital signal
processing. Sensor-based behavior recognition is a new field,
which is still in the stage of rapid development. Many theo-
retical knowledge is used in similar fields. Due to the lack of
targeted features, the paper proposes the correlation feature
experiment according to the correlation between sensor data
at different positions during human movement [9, 10]. The
results show that this feature can effectively improve the effi-
ciency of behavior recognition and improve the scalability of
the method.

3. Method

3.1. Landscape Applicable Population. The applicable groups
of urban landscape around colleges and universities include
students, faculty members, dormitories, and family members
of faculty members. However, the behavior and activities of
faculty members, dormitories, and family members of fac-
ulty members are relatively single, and the proportion of
the number of people is relatively small compared with that
of students, so they have little impact on the landscape
design of colleges and universities [11, 12]. Therefore, the
subjects of the study and test are mainly college students.
The reasons are as follows: the campus landscape mainly
serves the students, whose study, life, and daily activities
are closely related to the campus landscape; college students
have obvious aesthetic consciousness and communication
needs; college students’ behavior and environment interact
with each other.

In this study, the preliminary questionnaire, E-Prime
psychology experiment, wearable sensor physiological data
measurement in real environment, subjective feeling rating
scale, interview, and other experimental methods were used
to analyze the measurement results, combined with the devi-
ation distribution analysis method and the corresponding
analysis and statistics method. Firstly, through the previous
questionnaire survey, the landscape status and use prefer-
ences of three universities, namely, a technical university, a
Forestry University, and a university, were determined, and
the measured landscape spatial nodes of three universities
were selected, respectively. Then, standardized tests are con-
ducted through E-Prime psychological experiments to deter-
mine the physiological data under standard emotions. Then,
wearable sensors are used for real-world measurement, and
later landscape nodes are scored and interviewed. Finally,
deviation distribution analysis and corresponding analysis
statistics are used to analyze the real-world physiological
data and subjective evaluation [12, 13]. Through the com-
parative analysis of objective physiological data measure-
ment and subjective and objective evaluation of wearable

Stimulus Receptor �e central
organs

�e reactor �e action
response

Feeling Perception Cognitive Produce

Figure 1: Workflow of sensation, perception, and cognition system.
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sensors in the whole stage, the emotional feelings under the
campus landscape of colleges and universities, and the differ-
ences of individuals’ feelings towards the landscape are
obtained. Based on this, the optimization strategies for the
built landscape of colleges and universities and the future
campus construction are carried out.

3.2. Field Investigation. Preliminary field investigation
through the preliminary field investigation of a technical
university, a Forestry University, and a university, a prelim-
inary understanding of the current situation of the built
campus landscape to be studied has been formed, and the
existing behavior and use preference of users have been mas-
tered through field observation. Based on the theoretical
basis of the interaction between environment and behavior,
and based on the environmental feelings, detailed observa-
tion and investigation are carried out from two aspects: sub-
jective factors and objective factors. Integrate and
summarize and take photo records and field measurements
as the preparation basis of the later questionnaire survey.

Based on the previous theoretical guidance and real
scene investigation, this paper discusses the influencing fac-
tors of university landscape, designs a questionnaire, and
finally, determines the content of the questionnaire after
many comparisons, corrections, and adjustments.

The questionnaire is divided into four parts:

(1) Research on the basic situation of university campus
landscape users, including gender, age, major, grade,
and other basic situations

(2) The investigation of campus landscape space activi-
ties, needs, preferences, and initial evaluation

(3) Investigation on the evaluation factors of landscape
environment in colleges and universities

(4) Expectations and suggestions for the campus

The questionnaire is distributed in paper form and col-
lected on the spot to ensure the effectiveness of the question-
naire. Real-time communication and effective records are
achieved during the survey. After the questionnaire is col-
lected, a second check will be carried out to locate the
incomplete questionnaires and those that do not meet the
survey scope as invalid questionnaires, so as to ensure the
authenticity and reliability of the questionnaire information.
The preliminary investigation stage will be conducted in
August 2020, and the questionnaire will be distributed in
July 2020 and July 2021 [14, 15].

The number and recovery of questionnaires from the
three schools are as follows: a total of 300 questionnaires
were distributed by the three universities, and 293 were
recovered, with a recovery rate of 97.67%. Except for invalid
questionnaires, there were 289 valid questionnaires, with a
total effective rate of 98.63%. The effective rates of the ques-
tionnaires were more than 75%, which was consistent with
the scientificity of the questionnaire survey.

Since emotion is difficult to measure and no standard
can be established, the psychological E-Prime program is

used to conduct the experiment of “arrangement and pre-
sentation of experimental stimuli,” and the Chinese emotion
system video is used to conduct the emotional stimulus
experiment. At the same time, wearable sensors are used to
record heart rate, skin electricity, blood oxygen, EEG, mental
stress, fatigue index, cardiac compressive capacity, auto-
nomic nerve balance, and other related physiological data.
The measured standardized emotional physiological data
are analyzed for similarity and correlation with the emo-
tional physiological data in the real scene to determine the
objective landscape evaluation of colleges and universities,
as shown in Figure 2.

In the perceptual restorative scale in order to more accu-
rately reflect the actual feeling of each campus space and
facilitate the analysis and comparison with objective physio-
logical data, a 1-5-level segmented quantitative description is
set, 1 (none at all), 2 (relatively few), 3 (general), 4 (relatively
many), and 5 (very many).

Corresponding to PRS question: I can have a good rest in
this place. This place makes me feel interesting. I want to
stay a little longer and have a look. There is some confusion
here, which distracts me. I can do anything here. I enjoy it
very much. I feel like I belong here to score. Combined with
the real scene interview and evaluation score results, this
paper summarizes the use evaluation and landscape prefer-
ence of university campus landscape.

KMO (Kaiser-Meyer-Olkin) and Bartlett spherical tests
were used in this experiment, and Table 1 was obtained
through SPSS monitoring. It is concluded from the table that
KMO statistic is 0:972 > 0:8, P < 0:05. The closer the appro-
priate amount of KMO sampling is to 1, the stronger the
validity of the questionnaire. KMO and Bartlett spherical
tests are shown in Table 1.

3.3. Reliability Analysis. According to Table 2, Cronbach’s
α > 0:7, showing a positive correlation, and the question-
naire has a strong correlation. The correlation statistics are
shown in Table 2.

To sum up, the questionnaire in the experiment was
input into SPSS for analysis and presented visually in the
form of charts. The validity and reliability of the question-
naire are in line with the requirements of the questionnaire,
indicating that the questionnaire has accuracy and relevance.

(1) Plant seasonal evaluation

At present, among the existing seasonal landscape of
plants in colleges and universities, a university has the high-
est evaluation. The campus of a university has good greening
and rich vegetation. Among the surveyed people, 56% think
that a university has flowers in the seasons, the seasons are
always green, and the seasonal landscape is good, 41% think
that it is average, and the remaining 3% think that the sea-
sonal change is not obvious. The university with the lowest
evaluation is a technical university. Although the campus
area of a technical university is large, the landscape environ-
ment space of the university is relatively small. 73% of the
people think that the seasonal landscape is average, 19% of
the people hold a good attitude towards the seasonal
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landscape, and the remaining 8% think that the seasonal
change is not obvious. In a forestry university, 41% of the
respondents thought that the season was good, 54% thought
that the season changed generally, and the remaining 5%
thought that the change was not obvious. In the three
schools as a whole, 55.67% of the respondents thought that
the seasonal changes of their campus landscape were aver-
age, 39% thought highly of them, and the remaining 5.33%
thought that the seasonal changes of campus landscape were
not obvious. In the landscape design of colleges and univer-
sities, the creation of seasonal landscape can enrich the land-
scape changes, and the space created with seasonal landscape
has more atmosphere.

(2) Evaluation of shade degree of plants

Among the three universities, only 5% of the respon-
dents from a university think that the shading effect is very
good, while the other two universities, a technical university
and a forestry university, think that the shading effect is very
good. On the whole, a university has a high degree of shad-
ing evaluation, and the school with the lowest degree of eval-
uation is a technical university. In general, 45% and 41.66%
of the respondents, respectively, believe that the campus
landscape has a small amount of shade and a part of shade.
The shade degree of the campus landscape in summer affects
the feeling of landscape use. In a certain area, the sun is
strong in summer, and reasonable shade can meet the site
activities of the landscape space, affecting the use preference,
frequency, and frequency [16, 17].

There are many kinds of plants in a university; a techni-
cal university has the least plant species and the least rich-
ness. 43% of the respondents in a technical university
think that a technical university has more plants and fewer
species. Clove is the main tree species in the campus of a
technical university, supplemented by other poplar and wil-
low trees; 26% of the respondents of a forestry university
think that a forestry university has a small number of plants

and a large number of species, which is deeply related to the
fact that a forestry university is an agricultural and forestry
university. There are several teaching and learning parks in
the Donglin campus, which are rich in plant species for plant
identification and investigation. In general, 43% of the
respondents believed that the three universities had a large
number of plants and a variety of species, and 26.67% of
the respondents believed that there were a large number of
plants and a few species. According to the comprehensive
analysis of the three universities, the university with the best
plant construction and the highest evaluation is a university.
In terms of plant season, plant species, and shading degree,
the existing plant landscape of a university is reasonably
constructed and feels good.

After comprehensive consideration, 9 people were
selected, including 4 boys, 5 girls, 5 design related majors,
and 4 nondesign-related majors. From July 10, 2019, to
August 12, 2019, real-life physiological data monitoring
experiments of wearable sensors were carried out in the
selected landscape spaces of a technical university, a forestry
university, and a university. Through E-Prime in the early
stage, subjective PRS scoring and real scene interview
records in the later stage, the landscape environment of the
university campus is comprehensively described.

3.4. E-Prime Standardization Experiment. As it is difficult to
formulate the standardization of feelings and emotions, the
E-Prime program of psychology is used to form a stimula-
tion test. Physiological data are recorded when watching
the standardized emotional video, and each experimental
video is scored with a pleasure degree of 1-7 points. 1 means
none at all, 4 means medium, and 7 means very strong, as
shown in Figure 3. After the experiment, the similarity anal-
ysis between the measured data of the standardized experi-
ment and the measured data in the real scene is carried
out to determine the emotional state in the real scene envi-
ronment. The final results of the landscape environment
evaluation experiment are analyzed together with subjective
evaluation and objective measurement. The pleasure level
options are shown in Figure 3.

The deviation distribution between the actual measure-
ment data collected in the whole experiment and the stan-
dard experiment measurement data is analyzed, and the
resulting quartile bitmap compares the data information
from two aspects: the smaller the median deviation is, the
closer it is to the standard experiment; the more concen-
trated the distribution is, the closer it is to the standard
experiment. Take the no. 1 experimenter as an example to
draw the following conclusions. Next, take the no. 1 experi-
menter as an example to analyze the measurement process
of his objective physiological data. In the five experimental
spaces of a university, the Grove (space 2) is close to positive
emotion, and the playground (space 1), library (space 5),
small pool (space 3), and Yanyuan (space 4) are close to neu-
tral emotion.

The wearable sensor experiment can analyze the univer-
sity landscape space that is closest to the standard experi-
mental mood in the real landscape environment. The
experiment is carried out in the real landscape environment,
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Figure 2: Recognition rate of different sensor node data for
different behaviors.
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which is affected by uncertain factors, resulting in some
errors in the measurement results. It needs to be analyzed
in combination with subjective preferences to improve the
accuracy of the evaluation of the university landscape envi-
ronment space feeling.

3.5. Naive Bayesian Method. Naive Bayesian model is one of
the most widely used classification models. The Bayesian
theory proposed many years ago is the solid mathematical
foundation of the model. Bayesian model has the advantages
of stable classification efficiency, few parameters, insensitive
to missing data, and simple and fast algorithm. The algo-
rithm is based on probability and assumes that each attribute
is independent. Its classification principle is to obtain the
postexperiment probability by using Bayesian theorem
according to the prior probability of the object and select
the category with the largest postexperiment probability as
the classification result. However, in practice, it is difficult
to ensure that attributes are independent of each other.
When the correlation between the attributes is large, the
classification efficiency of the model is poor. Only when
the attribute correlation is small, the model can perform
well.

The working process of naive Bayesian classification is as
follows:

(a) Let X = fx1, x2,⋯, xng be an item to be classified,
and each is a characteristic attribute of X

(b) There are m categories in total, forming a category
set. C = fc1, c2,⋯, cmg gives an unknown data

Sample X: the classification method will predict the class
with the highest a posteriori probability, that is, naive Bayes
classification will assign the sample data without class label
to the class if and only if

P ci Xjð Þ > P ci Xjð Þ1 ≤ j ≤mj ≠ i: ð1Þ

Formula (2) can be obtained according to Bayesian the-
orem:

P ci Xjð Þ = P X cijð ÞP cið Þ
P Xð Þ : ð2Þ

Given a dataset with many attributes, the calculation cost
is large. In order to reduce the calculation cost, the attributes
are assumed to be independent. Given the sample label,
assuming that the attribute value conditions are independent
of each other, that is, there is no dependency between attri-
butes, formula (3) can be obtained:

P X cijð ÞP cið Þ = P x1 cijð ÞP x2 cijð Þ⋯ P xn cijð Þ = P cið Þ
Yn

j=1
P xj cij
À Á

:

ð3Þ

Among them, Pðx1jciÞPðx2jciÞ⋯ PðxnjciÞ can be esti-
mated by training samples.

Considering the advantages of naive Bayes classification
method, such as easy implementation, stable classification
efficiency, and fast execution speed, this method is added
to the experimental performance evaluation.

4. Results and Analysis

This chapter conducts research in combination with the
landscape environment, analyzes the existing problems
through the questionnaire, and concludes that the existing
urban university campus environment is a dynamic process.
The quality of an environmental space is not a single evalu-
ation, but a time-varying process determined by the
influencing factors [18, 19]. Regional characteristics make
the urban campus landscape inherit the historical founda-
tion of local context. Using the test method in Section 3,
each time, select volunteer data as the test set and other vol-
unteers as the training set, and carry out individual indepen-
dent leave one verification. As shown in Table 3, the
behavior recognition rate is 94.1%, which is about 1% higher
than the recognition rate of 93.3% without adding associated
features, which verifies the effectiveness of this feature [20].

Generally, researchers prefer to make one-time feature
selection for the stored data, that is, all the data used for rec-
ognition are stored in one feature quantity, but the feature
selection method selects the features. Each feature has a fea-
ture weight value. A new feature vector is composed of N
features with large sampling weight and finally transformed
into multitask model logarithm, such as classification or rec-
ognition. However, this method has two important
problems.

First, the direct difference of behavior indexing between
sensor data at different locations is not fully considered, that
is, the feature weights of feature vectors obtained from sen-
sor node data at the same location are different; second,
the traditional method needs to transmit the data of each
sensor node to the background data mining processing

Table 1: KMO and Bartlett spherical test.

Appropriate amount of KMO sampling period 0.972

Bartlett ball test

Approximate chi square 7124.56

Freedom 156

Significance <0.05

Table 2: Correlation statistics.

Cronbach’s
α

Cronbach’s α based on standard
items

Number of
items

0.893 0.889 25
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center in advance. The data transmission volume of the log
mining has not changed, which cannot effectively reduce
the data transmission volume. However, the multitask fea-
ture selection mode can hoof select the data at the sensor
points, to achieve the effect of reducing the data transmis-
sion volume. Considering the heterogeneous distribution of
sensor nodes, we choose to select the features of each sensor
node data. Each sensor node data corresponds to a feature
weight vector. We select the features of each feature vector,
and each feature vector selects the features with large weight.
Finally, the feature vectors selected by each sensor node are
transmitted to the background data processing center, and
the behavior data are classified or identified.

5. Conclusion

In this paper, the author proposes a correlation method,
which measures the changes of each person’s psychological
situation and personal feelings at individual different posi-
tions through sensors. Specifically, it is expressed by the
change of heartbeat emotion and the questionnaire. Accord-
ing to the results of the observation questionnaire and the
calculation of naive Bayes formula, we can draw a conclu-
sion: the factors of urban environment have a great impact
on individual psychology and physiological behavior. There-
fore, we can use wearable sensors in urban landscape design
to carry out portable measurement of the impact of the sur-
rounding environment on us, so that we can timely trans-
form the surrounding urban environment, meet our needs
for learning and living environment, and meet the spiritual
needs of human beings, and improve the different require-
ments of different regions, different climates, and different
people for life comfort, mental health feelings, outdoor par-
ticipation environment, etc.
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Figure 3: Pleasure level options.

Table 3: Analysis of objective feelings.

Test number A forestry university A technical university A university

1 Spaces 1 and 3 > 4 > 2 and 5 Space 3 > 2, 4 > 1 Space 2 > 1, 3, 4, 4
2 Space 1 > space 2, space 4, space 5 > space 3 Space 2 > 1, 3 and 4 Spaces 2, 3, and 4 > spaces 1 and 5
3 Spaces 1 and 4 > 5, 3 > 2 Space 3 > space 2 > 4, space 1 Spaces 1, 2 and 4 > 3 > 5
4 Space 2 > 1, 3, 4 > 5 Spaces 1 and 3 > 4 > 2 Spaces 2 and 4 > 3 > 1 and 5
5 Space 1 > space 5 > space 2, 3 and 4 Space 3 > 2, 4 > 1 Space 3 > 1, 2 > 4 > 5
6 Spaces 3, 4 and 5 > 1 > 2 Spaces 2, 3 and 4 > 1 Spaces 1, 3 and 4 > spaces 2 and 5
7 Space 1 > 2, 4 > 3 > 5 Space 4 > 3 > 2 > 1 Spaces 2 and 3 > 5 > 1 and 4
8 Spaces 3 and 4 > 1 > 2 and 5 Space 1 > 2 > 3 > 4 Spaces 4 and 5 > 3 > 1 and 2
9 Spaces 1, 2, 4 and 5 > 3, Space 4 > 2 > 3 > 1 Space 3 > space 2 > space 1, 4 and 5
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In order to solve the problem of employment skills assessment, a method using the Internet of Things training practice platform is
proposed. The main content of this method is based on the research and analysis of the practical training platform of the Internet
of Things. According to the data characteristics of the Internet of Things and through the construction of the practical platform, it
is concluded that the development and construction of the practical training platform of the Internet of Things is highly feasible
for the evaluation of employment skills. The experimental results show that the average RI value of data mining accuracy is 0.95,
and the accuracy of data mining algorithm is high. Conclusion. It proves that the development and construction of the practical
training platform of the Internet of things is feasible and accurate for the evaluation of employment skills.

1. Introduction

With the rapid development of China’s science and technol-
ogy level and production technology level, the demand for
technical personnel has become increasingly urgent in recent
years. Although the number of college graduates is gradually
increasing every year, the inevitable contradiction between
the single orientation of professional talent training and the
diversity of human market demand makes some college grad-
uates face severe employment problems. In view of the prob-
lem of difficult employment, many higher vocational colleges
have carried out investigation and research and concluded that
there is a huge difference between the actual needs of employ-
ing enterprises and the comprehensive level of college stu-
dents’ professional employment ability and adaptability.
Lack of knowledge application ability and communication
and cooperation ability, lack of sense of responsibility and pro-
fessional ethics, lack of ability to grasp social needs and adapt
to professional needs, and other personal conditions directly
lead to the failure of students trained by schools to find jobs,
while enterprises cannot recruit suitable talents [1].

In recent years, the employment of college students has
been concerned by the society. The contradiction of higher
education in China has been transferred from the entrance

to the exit, that is, from the difficulty of enrollment to the
difficulty of employment [2]. Although China is a country
with a large population, it faces a serious shortage of talents
at the same time, and the total amount of college students
cannot meet the needs of social development. The expansion
of college enrollment has brought the proportion of the
mainland’s population in higher education to about 5%.
Even so, compared with the proportion of the population
receiving higher education in developed countries, China’s
higher education personnel training scale is far from meet-
ing the needs of social development. On the other hand,
the talent training of colleges and universities is discon-
nected from the market demand. What the market needs
cannot be effectively supplied, and a lot of what the market
does not need is cultivated. It is common that some people
have nothing to do, and some people have nothing to do.
At the same time, college students show an obvious imbal-
ance in the choice of employment goals, and graduates flock
to the central cities and hot fields in developed regions, while
relatively backward second- and third-tier cities in central
and western regions and unpopular industries at the grass-
root level attract little attention.

Employability is a big problem facing the vast majority
of people in today’s society, and college students are a large
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part of the majority of people. It is also an important pre-
mise of national economic development, and with the devel-
opment of modern science and technology and knowledge
economy, those traditional employment methods no longer
adapt to the needs of the current market; thus, it can be seen
how important it is to enhance the employment ability of
college students to graduate to adapt to the development of
the new era situation [3].

2. Literature Review

Employability refers to the ability of college graduates to
realize the ideal of employment to meet social needs and
realize their own value in social life through the study of
knowledge and the development of comprehensive quality,
including learning ability, ideological ability, practical abil-
ity, employment ability, and adaptability. After continuous
development, the college students apply for a job as a pro-
cess to deal with, and through the successful and unsuccess-
ful student employment experience contrast, it was found
that college students’ employment ability can be divided into
social psychological capital and professional identity of
human capital four parts. Having the effect of the mutual
promotion between the parts together constitutes the overall
employment ability. As a result, today’s college students no
longer rely solely on their higher education qualifications,
but must become flexible and adapt to changes in the labor
market by developing and gaining position advantages over
other graduates of similar academic and class status. To gain
position advantage, college students need to develop and
acquire skills, especially core skills (hard skills) and transfer-
able skills (soft skills) [4]. It can be seen that college students’
employability is a concept of dynamic development and a
comprehensive framework of individual static basic quality
and dynamic process characteristic. With the change of the
social employment market environment, its content is con-
stantly enriched and improved, from the initial focus on
the employability of college students, to the basic ability to
obtain and maintain the job, to the acquisition of subject
knowledge, practical skills, and personal characteristics,
and finally expanded to the overall focus on the key elements
of college students’ employability.

In view of the above problems, this paper proposes the
development and construction of Internet of Things training
practice platform for employment skills assessment. Start
from the current situation of Internet of Things training
practice teaching, combined with employment and profes-
sional certification. Through the development and construc-
tion of the practical training platform for the Internet of
Things, the theoretical and practical teaching links of the
Internet of Things can be served; the ultimate goal is to train
outstanding talents in the field of the Internet of Things with
the ability to solve complex engineering problems and to
serve the regional economic development [5]. In order to
improve the quantity and quality of students’ employment,
based on the analysis and summary of the existing practical
teaching platform construction scheme, the development
ideas and construction focus of Internet of Things practical
training teaching platform suitable for this major are pro-

posed. Based on the guiding principle of a comprehensive
platform, the software and hardware composition, the func-
tions and characteristics of the system, and the feedback
evaluation management system of the teaching platform
are discussed. Through the construction of the practical
teaching platform to serve the professional construction
and professional certification, promote the reform, so that
the practical and training courses can not only meet the
training of students’ practical and innovative skills. At the
same time, reasonable feedback and evaluation can be car-
ried out on the employment skills of students who partici-
pate in the training, which provides a strong and
reasonable basis for students to find jobs and enterprises to
choose the corresponding talents [6].

3. Research Method

3.1. Research on Practical Training Platform of
Internet of Things

3.1.1. Platform Status Analysis. Internet of Things (IoT) is an
emerging major that lays equal emphasis on multidisciplin-
ary theory and practice, covering communication, computer
network security, various sensors, and other knowledge.
How to build a set of training and practice platform that
can meet the needs of complex engineering problems and
talents in the Internet of Things industry is an urgent prob-
lem to be solved in the construction of the Internet of Things
specialty [7]. At present, the practical teaching of Internet of
Things major has the following problems: Theoretical
knowledge lags behind the development of social technol-
ogy, leading to the practice of training content has been out-
dated or even eliminated. Students are not exposed to the
latest developments in science and technology at school,
leaving students facing unemployment when they graduate.
The content of practical teaching is narrow and only
involves the content of teaching materials, which is obvi-
ously divorced from the level of social development. More-
over, most of the practice content is based on the
verification of basic experiments, which cannot cultivate stu-
dents’ innovation ability and the ability to solve complex
engineering problems. The lack of practical equipment limits
the progress of teachers’ design and updating of teaching
content, resulting in the fact that practical teaching lags
behind theoretical teaching. Many experiments of the Inter-
net of Things majorly involve many aspects of knowledge
and are difficult to operate. In the absence of hardware
equipment, students are forced to adopt virtual simulation
experiments, which is not conducive to the establishment
of system concepts and the cultivation of innovation abil-
ity [8].

The integrated practice teaching system of industrial
research+on-campus training enterprise internship employ-
ment customization can fully cultivate students’ employ-
ment ability in practice teaching and achieve the goal of
classifying students. It is more suitable for colleges and uni-
versities aiming at cultivating application-oriented talents.
The project-based practice teaching system adopts the way
of joint training of schools and enterprises, which requires
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Figure 1: Block diagram of Internet of Things training practice teaching platform.
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Figure 2: The characteristics and procedures of the Internet of Things experiment and teaching cases.
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high participation of enterprises, so it is difficult to imple-
ment. The disadvantages of this scheme are that it is not uni-
versal and has poor extension. Through a variety of teaching
means or a variety of discipline competitions to promote
practical teaching, the employment skills of college student
targeted training, so as to achieve the purpose of improve-
ment of the two methods, also have a certain one-sidedness,
not fully consider the needs of enterprises [9].

3.1.2. Data Characteristics of Internet of Things. The data
pattern tree obtained by the dimension comprehensive con-
trol mechanism can obtain the scope of data mining to a cer-
tain extent, but the specific results of data mining cannot be
obtained because the calculation of model correlation degree
is not accurate enough. Therefore, feature extraction method
is adopted in this paper to detect feature data in Internet of
Things big data. According to the attribute dimension of big
data, the value dimension of information data is obtained,
the data set to be mined is set as d, and the dimension of
the data set is set as D, and the set W is obtained according
to the value of data attribute. The subspace S required for
data mining is contained in a collection of data attribute
values, and the data objects 0ED in the subspace are for
advices. According to the characteristics of outlier distribu-
tion, it can be concluded that the nearest neighbor domain
ðo, SÞ of data objects in subspace also presents nonuniform
distribution. The outlier probability of a randomly selected
data object in the subspace can be expressed as l ðo, SÞ in
the data set. From the perspective of multidimensional data
attributes, it can be found that the center point of the sub-
space is the data object [10]. Then, the probability calcula-
tion formula is as follows:

ds =
1

Id o, Sð Þ : ð1Þ

Distance is expressed as d. If the data object is still in the
central position in all data sets to be mined, the standard dis-
tance σ between data s and data o can be obtained by the fol-
lowing formula:

σ o, sð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑s∈S d o, sð Þ2
Sj j :

s

ð2Þ

3.2. Internet of Things Training and Practice
Platform Construction

3.2.1. An Integrated Platform. The platform can meet the
dual teaching tasks of practice and training, that is, meet
the needs of teaching links such as the independent experi-
ment in the course of professional curriculum design and
experiment in scientific research training and graduation
design. It also needs to meet the requirements of compre-
hensive practical training projects such as discipline compe-
tition, simulation, and enterprise practice [11]. There are
many factors that need to be considered in the development
of a comprehensive platform, among which the teaching
team is most concerned about the scalability and upgradabil-

ity of the platform. Modular design is adopted in the design,
and the functional richness of hardware products is consid-
ered in the selection of hardware products. It can not only
ensure the diversity of practical teaching content of this
major but also meet the diversified development require-
ments of students such as employment competition. It can
also meet the needs of students of other majors for in-class
and extracurricular experiments, as shown in Figures 1 and
2.

The hardware part of the integrated platform includes
sensor technology-related practice module, RFID develop-
ment and design-related practice module, SCM+FPGA
+DSP-integrated embedded system development module,
communication module, signal processing module, and
interface module, which may be involved in the students’
competition and employment training in the training pro-
gram [12]. The software part includes JAVA, C++, and other
related program design and development of data mining
technology python, R and other language simulation and
big data application technology, comprehensive application
ability, and innovation ability training.

3.2.2. Two Innovative Developments. Considering the devel-
opment trend of the Internet of Things, data mining and
big data analysis-related technologies are introduced in the
development process of the integrated platform for the first
time. It can satisfy students’ development of relevant exper-
imental competitions and practical training based on profes-
sional core courses and help teachers obtain data models
such as students’ learning process detection, academic anal-
ysis and prediction, and final decision evaluation from the
platform data [13]. The big data application model of the
integrated platform is shown in Figure 3.

First of all, the integrated platform records the learning
data of each link of learners and models the knowledge
already possessed by learners through internal algorithms.
Then, model the learning knowledge system and the behav-
ior of the learning process of learners, analyze the internal
relationship between their learning activities and teaching
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Figure 4: No employment services are currently available.
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objectives, and predict the learning effect of the course. Ana-
lyze the performance of learners’ practice and training pro-
cess and establish an experience model. Finally, the study
data of each learner on the comprehensive platform are ana-
lyzed to obtain the study report, study analysis, and evalua-
tion feedback, so as to help students find problems in time,
motivate learning motivation, and improve learning effi-
ciency [14]. At the same time, the comprehensive platform
will also provide teachers with teaching analysis and strate-
gies based on students’ learning and other process data,
helping teachers timely adjust course content and teaching
methods, and providing basis for the next course reform.
Teaching integration can also track students’ academic per-
formance on a platform and obtain abnormal report analy-
sis, providing managers with risk intervention strategies in
time and bringing great convenience to the quality of talent
cultivation and professional certification of the whole pro-
fession [15].

The major of Internet of Things is a new major which
involves a wide range, so the content of professional courses
must keep pace with the development of science and tech-
nology. Therefore, the course content is required to be
updated quickly, so the platform construction must also take
into account discipline construction and professional course
construction and update, and the expansibility and compat-
ibility of the system should be fully considered in the devel-
opment of software and hardware. With the help of the
promotion of discipline competition, the competition con-

tent is integrated into the relevant curriculum knowledge
points, which not only enriches the curriculum content but
also enriches the construction of the curriculum teaching
case base and stimulates students’ learning motivation [11].
Subject competitions can also promote the innovative think-
ing of teaching teams, test teachers’ mastery of professional
knowledge and application ability, and promote the updat-
ing of curriculum content and continuous improvement of
teaching ideas and methods. The participation of teachers
or the guidance of students in the competition can help
teachers understand and master the latest developments in
the development of the Internet of Things industry. The
teachers’ ideas are conducive to the timely update of profes-
sional course content and experimental content, so that stu-
dents’ knowledge structure can keep up with the
development of the industry and improve the employment
competitiveness of Internet of Things student [16].

3.2.3. Employment Services. The survey shows that 97.12% of
college students have carried out relevant employment ser-
vices around the four aspects, and the most services in each
aspect are the campus job fair organization service through
the employment network to provide recruitment informa-
tion services, career, and employment guidance lectures
and employment contract management services [17]. How-
ever, only 17.81% of college students are satisfied with the
scope of employment services provided by colleges and uni-
versities. Taking 50% of college students’ choice as the
threshold value, the questionnaire shows that the employ-
ment services that students need very much but universities
do not carry out are employment information customization
and intelligent push service (79.19%), campus job fair data
analysis (73.62%), employer certification and integrity evalu-
ation (69.15%), remote Job Search Service (64.37%), contract
signing legal advice and assistance (62.42%), career and
career orientation assessment (57.31%), peer employment
guidance and mutual aid (52.33%), and career development
and job search files (50.08%) (see Figure 4 [18]).
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Figure 5: Employment services in the content, quality, and mode of problems.

Table 1: RI value’s comparison.

RI value

10% 0.96

20% 0.95

25% 0.95

50% 0.93

Mean value 0.95
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In terms of service content, the existing problems are
mainly reflected in timeliness and pertinence, such as
delayed updating of recruitment information (60.21%), false
or incomplete recruitment information (58.71%), disconnec-
tion between employment guidance content and the market
(55.30%), and outdated employment guidance cases
(53.29%) [19]. In terms of service quality, the main problem
is the lack of precision and professionalism of service. For
example, the number of campus job fairs is insufficient
(61.63%), and the number of recruitment information is
insufficient (58.28%). The matching degree of campus job
fairs is low (56.92%). The matching degree of recruitment
information is low (55.31%), and the professional career
guidance is not strong (50.00%). In the aspect of service
mode, the existing problems are mainly reflected in the
backward mode and low efficiency [20]. For example, the
employment information service mode is single (77.29%),
the employment contract process is complicated, the cycle
is long (65.19%), the employment guidance service lacks
interaction (53.36%), and the employment assistance effect
is not obvious (52.91%), as shown in Figure 5 [21, 22].

4. Interpretation of Result

The accuracy of data mining is judged by RI value. RI value
ranges from 0 to 1, so the closer the calculated result is to 1,
the higher the similarity between the data mining result and
the actual result is, and the accuracy of the data mining algo-
rithm is higher [23, 24]. On the contrary, the closer the cal-
culation result is to zero, the lower the accuracy of the data
mining result is, and the algorithm performance is poor.
The mean RI value is 0.95, and the accuracy of the data min-
ing algorithm is higher, as shown in Table 1.

5. Conclusion

In order to solve the problem of employment skills assess-
ment, a method using the Internet of Things training prac-
tice platform is proposed. The main content of this
method is based on the research and analysis of the practical
training platform of the Internet of Things. According to the
data characteristics of the Internet of Things and through
the construction of the practical platform, it is concluded
that the development and construction of the practical train-
ing platform of the Internet of Things is highly feasible for
the evaluation of employment skills. The practical teaching
platform of Internet of Things training can not only meet
the requirements of theoretical practice teaching but also
adapt to the employment training of students in discipline
competitions and also meet the requirements of data mining
experiments for students of other majors. Therefore, our
development and construction also integrates various forces,
including discipline construction, professional course con-
struction, teaching team construction, and industry-
university-research construction, as well as resources from
other universities and enterprises, so as to integrate the supe-
rior resources of all aspects and form a high-quality practical
teaching platform.
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In order to solve the problem that the delay of wireless network and complex operating environment affects the stability and
operating performance of teleoperation system, a method of intelligent control robot based on multimedia network defined by
software is proposed in this paper. In the network environment established based on the software definition, the gain of the
system control is increased according to the network delay to improve the operating performance of the system, and the
output of parameters is dynamically adjusted to adapt to the stability of the system in complex environment. The experimental
results show that the robot control system can obtain the best control stability by continuously adjusting the relevant
parameters. After the simulation test, the final setting is kp = 0:8, ki = 0:001, kd = 0. Conclusion. Based on the intelligence of gain
scheduling control algorithm, the control effect of fuzzy control can be significantly improved when the network delay is large.

1. Introduction

Mobile robot technology is a field where digital information
processing technology, computer science and technology,
path planning, and navigation technology converge. Its
research purpose is to be able to obtain all kinds of sur-
rounding information in the whole movement process
according to the predesigned map and other information,
make path navigation planning, help the robot avoid obsta-
cles, reach the destination safely, and complete the required
operations. However, due to the influence of complex and
changing working environment, there are great difficulties
in the autonomous work of robots, and there are still many
situations that require the intervention of operators [1]. At
this time, it is an effective solution to this problem to guide
the robot to work artificially through the teleoperation sys-
tem. Robot teleoperation technology is a highly strategic
top science and technology, which is predicted by scientists
as the key development direction of science and technology
in the future. Since its first appearance in 1960, robot has
been regarded as an important reference for the progress
of human scientific level. After 50 years of gradual develop-
ment, it has been widely used in all aspects of life and pro-

duction [2]. The mobile robot teleoperation system is an
important part of robot technology, and it is also a hot spot
in the robot field. The mobile robot teleoperation system has
a keen ability to perceive the external environment and its
own state and a strong ability of self-organization and self-
adaptive.

Robot teleoperation based on network refers to connect-
ing the robot with the Internet, so that people can easily con-
trol the behavior of the robot at any place and at any time to
meet specific services. With the growing development of
mobile Internet, people’s demand for information sharing
is no longer limited to pictures, words, video, and audio. In
the future, the development trend will be direct interaction
with remote locations to obtain objective physical informa-
tion and real-time feedback operation to achieve real inter-
action. Robot teleoperation based on Internet provides an
effective means of interaction for this demand [3]. H. 264
is a new generation of digital video coding standard. As
the most advanced video coding standard in the world, it
has the characteristics of high compression rate, low coding
rate, and low bandwidth requirements [4].

As the most basic industrial robot, the multidegree of
freedom robot arm has multiple joints, generally composed
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of the base, vertical arm, horizontal arm, and hand claw,
which can complete a variety of complex movements in a
specific space. Reasonable mechanical structure, including
the driver, servo motor, sensors, and other hardware equip-
ment, can achieve good human-computer interaction soft-
ware, with an efficient, stable, and strong control
algorithm. Mechanical arm system design needs to consider
all aspects of things. In order to understand the dynamic
characteristics of the system, dynamic analysis and simula-
tion are needed to understand the movement trajectory, to
develop the system software and meet the software require-
ments; to realize the data transmission between the software
and the hardware, the communication is completed accord-
ing to the communication protocol.

The multifunctional robot arm can be used for the
experimental teaching of fully driven robot or for the
experimental research of underdriven robot. The conver-
sion between full drive and underdrive function is simple
and convenient and can be easily realized by installing
and unloading the drive. However, there is not many soft-
ware developed about the robot system, so we need to
develop the robot intelligent control system experimental
platform software that can realize full drive/underdrive
conversion. The solid-height multifunction four-degree of
freedom robot arm is used as the experimental platform
robot. The robot has four series joints, which can complete
two motion modes: uniaxial point motion and multiaxis
linkage. It is mainly used to study the influence of differ-
ent control algorithms on the dynamic characteristics of
the robot structure. After completing the requirement
analysis, over all design and implementation of the sof-
ware structure is also avhieved. Besides, detailed disign
and implementation of the software test is conducted on
the robot intelligent control system and the experiment
platform.

Business requirements are the guide to action for the
whole system, describing the purpose of developing the sys-
tem and what goals to achieve from a macro perspective. For
the software of the robot intelligent control experiment plat-
form, it is the requirement of the robot intelligent control
system for the software. As an important link of the robot
intelligent control system, it is hoped to establish a bridge
of information transmission for the operation users and
the control system and realize the unity of control simula-
tion and physical control. This is in the global level of the
robot intelligent control experimental platform software
put forward the target requirements.

User needs, that is, the needs established from the per-
spective of users, use the needs that the product has to
provide to achieve the work objectives. For the robot
intelligent control experimental platform software, the
user demand is the task that users must achieve when
using the software. Specifically, the software must be able
to realize the performance parameters of each joint of the
arm, the mechanism back to zero, and other operations
and must be able to control the arm to complete various
movements. Implement corresponding control and collect
joint position information through the underlying hard-
ware and perform data conversion. The component tech-

nology calls the simulation software to realize the
control simulation of the mechanical arm and realize the
transmission between the simulation experiment data
and the physical experimental data, as well as the preser-
vation of the experimental data and other related process-
ing. This level of demand is extremely important. Since
most requirements are recessive, incomplete, and variable,
this raises high requirements for the needs of collecting
users.

2. Literature Review

Mahboob and others adopted the Java Based Teleoperation
mode to realize the image stream transmission of robot
image based on JMF. The encoding method is based on
MPEG4 standard, and the client needs to install plug-ins
in advance, such as RealOne or Microsoft’s media player
[5]. Slawinski and others applied augmented reality tech-
nology in human robot communication. Since the operat-
ing environment of the remote robot is unstructured, and
the computer is obtained through stereo vision, the use of
augmented reality technology can greatly reduce the
requirements of the system for video refresh rate [6].
The most typical application is the application of virtual
reality in the Mars rover. Carvalho and others used the
event-based intelligent control method to control the robot
1000miles away from the Internet to grasp objects and
avoid obstacles [7]. Carvalho and others directly control
the car in unknown environment through Internet time-
delay force feedback handle and VR helmet. A linear feed-
back observer with time delay is designed for Internet.
Internet puts forward a network control model based on
dissipative theory [7]. Assad UZ Zaman and others ana-
lyzed the transmission characteristics of robot image and
control information according to the real-time require-
ments of robot teleoperation. The network protocol
adopted RTP/RTCP/UDP to solve the problem. In addi-
tion, the transmission problem of low frequency and nar-
row bandwidth network is also a key research direction,
which is also not limited to the application of robot teleo-
peration [8]. Solanes and others put forward several mea-
sures for fault tolerance and improving data reliability by
analyzing the characteristics of video stream, which can
be used as an effective means for robot image and other
data transmission in robot teleoperation [9].

The wireless network time delay is sometimes variable
and random, which not only reduces the control perfor-
mance of the wireless network-based telerobot but also leads
to the robot misoperation and inevitable losses. In order to
solve the influence of wireless network delay on the control-
lability of telerobot, a gain scheduling control algorithm
based on parameter model is proposed in this paper.
According to the network delay, the gain of system control
is increased to improve the operation performance of the
system. At the same time, the output of parameters is
dynamically adjusted by module control and the self-
learning ability of neural network to adapt to the stability
of system operation in complex environment.
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3. Research Methods

3.1. Software Definition Network. Since the birth of the Inter-
net, its technology and demand have been increasing day by
day. The Internet is no longer satisfied with simple data for-
warding. Higher and more intelligent services need to be
supported by an intelligent network. These demands lead
to the enhancement of network scale and carrying capacity,
but limited by Moore’s law, the update of hardware infra-
structure is far from keeping up with the growth of demand.
At present, the tens of thousands of demands of the Internet
bring a large number of computing, storage, transmission,
virtualization, and centralized control demands, which make
the traditional network face great pressure [10].

Compared with the traditional network, the most promi-
nent feature of SDN is the separation of data plane and control
plane. The goal of SDN network is to simplify forwarding and
centralize control. In the traditional network, because the net-
work is transparent to users, users and service providers can-
not obtain the internal information of the network, so the
usual optimization methods are estimation and feedback.
The former estimates the internal network traffic or packet
loss rate by using windows or other means to count the rele-
vant network information at the source end. The latter is to
judge whether there is congestion in the network according
to the feedback received from the user and then adjust the
transmission bit rate from the source [11]. Although this indi-
rect method can also solve the problem to some extent, it is
ultimately limited by the network architecture. With the
increasingly complex and intelligent application, some infor-
mation observed at the terminal is completely insufficient to
support the requirements of the entire application layer. In
contrast, the centralized control layer of the SDN network
can realize the comprehensive control of the data layer and
can observe the network status in real time, providing suffi-
cient information for the upper level decision-making.

As shown in Figure 1, SDN system architecture mainly
includes infrastructure layer (i.e., data plane), control layer,
and application layer. The infrastructure layer is mainly
composed of programmable routers or switches, and Open-
Flow switches are one of them. Deploying the routing and
forwarding function through software can also save the
hardware cost to a certain extent. The SDN network data
plane follows the principle of simple forwarding. Each
SDN router does not have the routing learning function,
but guides the routing by accepting the “flow table” issued
by the SDN controller to complete the data forwarding,
replacing the forwarding based on the IP address in the tra-
ditional network, and the programmable feature enables the
router to complete different functions. Compared with the
simple data plane, the centralized control plane is responsi-
ble for the management and control of the entire network
and the connecting task [12–14]. The SDN controller com-
municates with the switch through the “control data plane
interface,” and the flow table distribution and data upload
are all realized through the South interface. On the other
hand, the SDN controller provides a programmable interface
API for the application layer, and the supply layer realizes
various network applications.

After the establishment of the network system, the next
problem to be solved is its implementation and deploy-
ment. Although there are mature and stable programmable
switch equipment available to build the prototype system,
considering the large network scale and experimental stabil-
ity in the research problems in this paper, this paper will
adopt the hardware in the loop simulation to realize the
network architecture [15]. Network simulation has been a
mature technology. There are many well-known network
simulation tools, such as NS2, NS3, and Mininet. The net-
work simulation tool used in this paper is Mininet. As a
lightweight software development platform, it supports
OpenFlow, supports user-defined topology, and provides
external interfaces. Most importantly, the Mininet simula-
tor has good hardware portability, so the experimental
results obtained in the simulation environment created by
Mininet are very convincing [16].

The control system of a typical type of pipeline detection
robot has been studied. According to the working character-
istics and use requirements of the robot, a three-layer struc-
ture model of the control system is established and designed
from hardware, software, and communication aspects,
respectively. Finally, the developed software completed the
test and analysis of the control system functions and verified
the feasibility and practicability of the pipeline detection
robot control system. We study an indoor wheeled mobile
robot based on differential drive control and develop control
system software. According to the design and implementa-
tion of the robot control task deployment software, the
transmission and receiving of the timing update instructions
were completed through the CPU timing interrupt service
program, and we communicated with the server driver
through the ECAN module following the CANopen protocol
standard. The designed robot control system has good
navigation and control effect, and the positioning accuracy
can reach within lcm.

3.2. Design of Teleoperation Robot System Based on Wireless
Network. The teleoperation robot system is a basic applica-
tion of PID control. The teleoperation robot system is shown
in Figure 2.

In Figure 2, the teleoperation robot system mainly
includes the following parts: robot teleoperation console,
remote operation computer, wireless AP, wireless network
card, field control computer, and robot. As the communica-
tion medium between the remote control subsystem and the
field control subsystem, the wireless network mainly carries
the transmission of control signals and feedback signals.
The control signals are transmitted from the remote control
subsystem to the field control subsystem, and the feedback
signals are fed back from the field control subsystem to the
remote control subsystem [17]. The two transmission pro-
cesses are carried out at the same time. If there is a delay
in the signal transmission process, it is likely to lead to mis-
operation of the robot.

The communication efficiency of wireless communica-
tion network determines the working accuracy and precision
of teleoperation robot. The wireless communication network
consists of local area network, wireless AP, and wireless
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network card deployed on the remote operation computer
and field control computer. At the same time, wireless AP
is used to connect the remote control subsystem and field
control subsystem. After the system is started, the wireless
AP deployed in the remote control terminal system within
the working range of the field control subsystem is started,
waiting for the connection of the field control subsystem.
When the field control subsystem is connected to a specific
wireless AP and logged in with the corresponding password,
Figure 3 shows the workflow of the remote operation robot.

In the above workflow, it can be seen that most of the
communication delay between the remote control subsystem
and the field control subsystem will occur in the wireless
communication node. For the robot, it is necessary to receive

the instructions from the remote control terminal in real
time to complete the relevant work. For the remote operator,
it is necessary to obtain the feedback of the robot in real time
to adjust the subsequent operation. Once a large network
delay occurs, it will bring inevitable losses to the system.
Therefore, it is necessary to adopt a specific algorithm to
deal with the delay problem of wireless network.

3.3. Gain Scheduling Control Algorithm Based on
Parameter Model

3.3.1. Basic Principle of Gain Scheduling Control. Gain
scheduling control is a nonlinear control algorithm. Its basic
idea is to use an auxiliary variable to determine the change of

Remote control subsystem

Remotely operated
computer

The robot
Field control

computer

Robot remote
operation console

Field control subsystem 

Remotely operated
computer

The robot
Field control

computer

Robot remote
operation console

Figure 2: Structure diagram of teleoperation robot system.

Internet application

Internet service

Network 
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Network 
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Network 
equipment

Network
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Network 
equipment
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Application layer

Control layer

Infrastructure
layer (data layer) 

API API API

Control-data plane interface

Figure 1: SDN system architecture.
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the auxiliary variable according to the change of the environ-
ment or the controlled object itself in the past period of time,
that is, “gain,” and then use the change of the increase to
adjust the output of the controller, so as to reduce the insta-
bility of the controlled object caused by some uncertain
factors.

For the teleoperation robot system in this paper, because
the wireless network is deployed in a relatively bad field
environment, the direct consequence is that the network
delay will cause a sudden change in the delay due to the
change of the environment. For example, the obstruction
of obstacles may bring a large delay, which is sudden and
unpredictable. Therefore, the traditional PID control
method cannot guarantee the stability and accuracy of the
system control. The main idea of the gain scheduling control
based on the parameter model is to add a gain α to the out-
put of the conventional PID controller, which is dynamically
adjusted for the network delay calculation of the monitoring
wireless network [18].

The experimental platform software needs to record
the position changes of the robotic arm at different times
and collect the corner data of the robotic arm joint, while
the periodic collection of the data requires a timer to
achieve. In the process of windows message processing,
the timing work is completed by processing the timer
message requests in the message queue. Considering the
priority of the message queue and the system clock fre-

quency, the timing accuracy may not be accurate, and
the “second loss” phenomenon often occurs. There are
many ways to solve this problem, but the simplest and
most effective way is to use high-precision timing technol-
ogy. General software provides a unified working frame-
work, the same management ideas and modes, and
completes the practical management process of real man-
agement according to the fixed business process. For cus-
tomers without too many personalized needs, general
software can fully provide functions to meet all customer
expectations. Give customers a standardized and standard-
ized mode for operation. For the customers who have
urgent needs in terms of personalized needs, the software
that does not take into account the personalized needs is
easy to cause the phenomenon of “acclimation” in the
process of use. Therefore, in order to meet individual
needs, software systems are designed according to specific
situations and requirements, and customized development
providing corresponding personalized services is widely
used.

The operation interface is the interface for users to
interact with the experimental platform. Users complete
various functions through the operation interface, such as
the initialization of the card, back to zero operation, and
calling the simulation module. The system modeling mod-
ule completed the establishment of the dynamic model of
2R robot and the expression of MATLAB language, which
lays for the subsequent construction of fuzzy PID control
module. The fuzzy PID control simulation module
completes the motion control simulation including full
drive and underdrive. COM component module is used
to make the modeling and simulation module written in
MATLAB language into dll or exe components identified
by VC to facilitate VC program calling, communication,
and data management module to realize the communica-
tion between host and motion controller, data transmis-
sion, and management of various data files.

In the teleoperation robot system, the communication
between the remote control subsystem and the field control
subsystem requires a gain scheduling link, that is, gain α.
In the actual operation process, gain α is not a specific value,
but a proportion, which is calculated by a specific calculation
function μð kÞ to obtain a pure delay τcak , where μðkÞ is
defined by the following formula:

μ kð Þ = kp error kð Þ + ki 〠
k

j=0
error jð Þ + kd error kð Þ − error k − 1ð Þð Þ:

ð1Þ

In order to control the precision of the teleoperation
robot more accurately, theoretically, each pure delay τcak
should be used as the next feedback adjustment parameter
of the next PID controller. However, because the delay
adjustment is too frequent, it is necessary to sample the pure
delay [19]. As can be seen from Figure 4, gain α is the key to
gain scheduling control.

The remote control 
subsystem starts the service 

and starts the wireless AP

The field control subsystem 
starts the computer and connects 

to the wireless network

The on-site control subsystem registers with the remote 
control subsystem, and the registration information 

includes the robot type, possible operations, etc.

The on-site control subsystem self-checks, does not accept 
any remote commands until the self-check is completed, 
and reports to the remote whether the system is normal 

and possible failures after the self-check is completed

The on-site control subsystem is on standby, 
waiting for remote commands, and sends the status 
of the on-site control subsystem through heartbeats

Receive the remote control command, execute the 
command, and feed back the command execution result 
to the remote control subsystem until the system stops

Figure 3: Workflow of teleoperation robot.

5Journal of Sensors



RE
TR
AC
TE
D

3.3.2. Determination of Gain. As can be seen from Figure 4,
the total network delay of each feedback adjustment is τk
= τsck + τcak . Suppose that during the first iteration is as
follows:

G0′ sð Þ =Gc sð Þατcak Gp sð Þ: ð2Þ

Therefore, the delay transfer function from the first
closed loop yrðkÞ to y ðkÞ is as follows:

G sð Þ = τcak
G0′ sð Þ

1 +G0′ sð Þ
: ð3Þ

The feedback delay from output to input can be
expressed as the following equation:

G′ sð Þ = G0′ sð Þ
1 +G0′ sð Þ

: ð4Þ

It can be seen that the feedback delay can directly reflect
the influence of the calculated delay on the system stability.
Therefore, the influence of the system gain on the system
stability can be determined by investigating the stability of
the feedback delay GðSÞ, where τcak is the delay link. For sim-
ple calculation, Pade approximation method is used to
express the following formula for the delay link:

τcak = Nn τksð Þ
Dn τksð Þ : ð5Þ

In Pade approximation, the following equations are
obtained:

Nn τksð Þ = 〠
n

r=0

2n − rð Þ!
r! n − rð Þ! −τksð Þr , ð6Þ

Dn τksð Þ = 〠
n

r=0

2n − rð Þ!
r! n − rð Þ! τksð Þr: ð7Þ

In order to avoid the influence of additional zeros on
the approximation degree of the feedback curve and
ensure that the root locus analysis completely approxi-

mates the whole locus within the value range, the rational
fraction of the following formula is used for analysis in
this paper.

τcak = 1
1 + τks/nð Þð Þn : ð8Þ

Therefore, the expression of G0′ðsÞ is as follows:

G0′ sð Þ =
αGc sð ÞGp sð Þ
1 + τks/nð Þð Þn : ð9Þ

The delay transfer function of the system can be
approximately expressed in the form of rational fraction,
so the different network delays τk in the teleoperation
machine system are the root locus with the gain α as the
parameter [20].

According to equation (9), the method to obtain the
maximum gain by using the root locus function can be
obtained, that is, the method to obtain the maximum gain
αmax through the finally calculated delay space.

In order to determine the optimal gain, it is necessary to
find the optimal gain in the spatial range of the gain. In this
paper, a multilevel optimization strategy similar to the prun-
ing algorithm is used to gradually reduce the spatial range of
the optimal gain and finally determine the range space of the
optimal gain. In order to determine the advantages and dis-
advantages of different gains, it is necessary to define a mea-
surement standard, that is, the cost function, where the cost
function is the following equation:

J0 = 〠
M

k=1
e kð Þ2, ð10Þ

where eðkÞ = yrðkÞ − yðkÞ represents the error between
the network delay sampling input and output, J0 repre-
sents the sum of squares of errors at all sampling times,
when the reference gain cost function is α = 1, it is set as
J0 k, and J0/J0−k is used to measure the excellence of the
gain. When J > 1, it represents that the gain is worse than
the reference gain; otherwise, the gain is better than the
reference gain [21].

Gain scheduling 𝛼 Robot 

Delay calculation

PID controlleryr(k)

Gc(s) Gp(s)y(k)

y(k)
𝜇(k)

𝜏k
sc

𝜏k
ca

Figure 4: Gain scheduling control of teleoperation robot system.
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4. Result Analysis

In order to verify the effectiveness of the gain scheduling
control algorithm in the teleoperation robot system, this
paper applies the algorithm to the actual system. During
the experiment, the delay sampling period of the teleo-
peration robot system is 20ms. In this paper, PID con-
trol, gain scheduling control, and fixed parameter
control are compared to compare their advantages and
disadvantages [22]. During the experiment, the robot
control system obtained the best control stability by
continuously adjusting the relevant parameters. After
the simulation experiment test, the final value obtained
under the parameters of kp = 0:8, ki = 0:001, kd = 0 was
set as the best. This parameter will not be adjusted in
the subsequent experiments. As mentioned above, all
operation commands in the teleoperation robot system
need to be transmitted between the two industrial con-
trol computers of the two remote control subsystems
and the field control subsystem through the wireless
network. The signal has a certain delay in the remote
control process, and the impact of the delay alignment
accuracy and accuracy must be overcome [23]. The
experimental results are step response curves, as shown
in Figures 5(a) and 5(b).

It can be seen from Figures 5(a) and 5(b) that the devia-
tion amplitude of the two curves under the gain scheduling
control is much smaller than the oscillation amplitude of
the PID control curve. Therefore, it can be seen that the
effect of gain scheduling control based on parameters is
obviously better.

5. Conclusion

In order to meet the control accuracy and precision of tele-
robot in wireless environment and avoid the damage to the
system due to network delay, this paper introduces a param-
eter based incremental scheduling control algorithm. By
analyzing the basic principle of gain scheduling control, this
paper also analyzes how to determine the gain in the process
of gain scheduling control, which can make the control
accuracy meet the best state. Finally, the experiment verifies
the improvement of the accuracy of the algorithm proposed
in this paper compared with PID control.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares that they have no conflicts of interest.

References

[1] F. Pasandideh, T. Silva, A. Silva, and E. Freitas, “Topology
management for flying ad hoc networks based on particle
swarm optimization and software-defined networking,” Wire-
less Networks, vol. 28, no. 1, pp. 257–272, 2022.

[2] F. Zeng, Y. Chen, L. Yao, and J. Wu, “A novel reputation
incentive mechanism and game theory analysis for service
caching in software-defined vehicle edge computing,” Peer-

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

10

D
isp

la
ce

m
en

t (
m

)

Time (s)

GSC
SET
PID

(a)

GSC
SET
PID

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

9

10

Time (s)
D

isp
la

ce
m

en
t (

m
)

(b)

Figure 5: Phase response test curve.

7Journal of Sensors



Retraction
Retracted: A Training Method for a Sensor-Based Exercise
Rehabilitation Robot

Journal of Sensors

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Journal of Sensors. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] P. Suo, X. Zhu, S. Wang et al., “A Training Method for a Sensor-
Based Exercise Rehabilitation Robot,” Journal of Sensors, vol. 2022,
Article ID 4336664, 9 pages, 2022.

Hindawi
Journal of Sensors
Volume 2023, Article ID 9753429, 1 page
https://doi.org/10.1155/2023/9753429

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9753429


RE
TR
AC
TE
DResearch Article

A Training Method for a Sensor-Based Exercise
Rehabilitation Robot

Peng Suo ,1 Xueqiang Zhu ,1 Shu Wang ,2 Mei Li ,1 Ting Yu ,1 Chunning Song ,1

Haodi Ning ,3 and Yi Xin 4

1Shandong Sport University, Jinan, Shandong 250102, China
2Shandong Sports Rehabilitation Research Center, Jinan, Shandong 250102, China
3Shandong Taishan Football Club Co., Ltd, Jinan, Shandong 250102, China
4Shandong Sport Science Research Center, Jinan, Shandong 250102, China

Correspondence should be addressed to Yi Xin; 1710200415@hbut.edu.cn

Received 22 June 2022; Revised 14 July 2022; Accepted 23 July 2022; Published 2 August 2022

Academic Editor: Haibin Lv

Copyright © 2022 Peng Suo et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the problem that the traditional mirror therapy did not take into account the real-time recovery of the affected
limb and the training effect was limited, a training method of sports rehabilitation robot based on sensor was proposed. A mirror
active rehabilitation training system was proposed, which was composed of four steps including trajectory acquisition of the limb
inertial measurement unit (IMU), fuzzy adaptive proportion differentiation (PD) control in closed-loop variable domain, muscle
force estimation of the surface electromyographic signal (sEMG) of the affected limb, and power compensation of the outer ring of
the affected limb. The experimental results showed that the sagittal forward flexion angle of the healthy shoulder increased from 0°

to 128° at a relatively uniform speed, and the sagittal forward flexion angle of the shoulder was basically consistent with that of the
healthy limb after the adaptive power compensation of the affected limb. The calculated trajectory tracking error of the healthy
limb controlled by the fuzzy adaptive PD controller in the variable domain was 0:21 ± 1:35°. The horizontal backward
extension angle of the healthy shoulder joint increased from 0° to 43°, and the following trajectory of the affected limb was
roughly consistent with the movement trajectory of the healthy limb. The calculated tracking error of the healthy limb
trajectory was 0:39 ± 1:45°. It was concluded that the control system could provide the real-time power compensation
according to the recovery of the affected limb, give full play to the training initiative of the affected limb, and make the affected
limb achieve a better rehabilitation training effect.

1. Introduction

Sports injury refers to a variety of injuries that may occur when
people are exercising. These sports injury reason mainly
includes personal internal factors and external environment
factors. The personal internal factors include exercise without
warming up, lack of basic training, movement against science
movement principle, incorrect movement posture, and a bad
sports competitive state. The external environment factors
include lack of scientific guidance of movement, without wear-
ing special clothing, the improper organization of the training
and competition, and the poor climate [1].With the continuous
pursuit of the quality of life, the public’s health awareness has
gradually improved. More and more people began to improve

their physical fitness through a variety of sports and exercise.
But it is followed by a variety of sports injuries, bringing pain
to people and affecting the normal work and study. At the same
time, the proportion of sports injury in sports competition is
higher. The survey found that national snowboarders had a
70% probability of some degree of sports injury during their
career. In addition, once an athlete is injured, he or she cannot
normally participate in the training and competition in a short
period of time, and his or her psychology will also be affected.
The double injury of physical and psychological will seriously
affect the performance of the competition [2].

For different types of sports, the corresponding types and
proportion of sports injuries are also different. The common
types of sports injuries mainly include the acute injuries, such
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as muscle strain, ligament injury, and fracture, or the chronic
injuries such as tenosynovitis, bursitis, fatigue fracture, and
muscle spasm. In the process of the injury rehabilitation, the
sports treatment technology has played an important role.
The exercise therapy technology is based on the biological
mechanics, kinematics, and neurology, and blood circulation
and metabolism of the body’s tissues are improved in the form
of the passive or active movement, so as to improve the
damaged muscle strength and endurance and speed up the
recovery of neural function, cardiopulmonary function, and
the balance ability. Clinical practice has found that regular
and periodic rehabilitation exercise can effectively accelerate
the rehabilitation process, and the rehabilitation effect is better
[3]. The scientific rehabilitation training can not only improve
joint range of motion, improve muscle strength, and improve
body coordination but also prevent muscle atrophy, osteopo-
rosis, and other diseases, as shown in Figure 1.

2. Literature Review

Baothman and Edhah proposed the CPC model. Two parame-
ters were added to the traditional D-H model, and the added
parameters are used to realize the continuity of the robot kine-
matics model. The core was to define six parameters for each
link of the robot to represent the rotation of the robot. This
modeling method emphasized the integrity and continuity of
parameters and solved the defects of traditional D-H models
to a certain extent. This model was also improved in later
experiments, and a newmodeling method was proposed, called
MCPC model [4]. Medghalchi et al. constructed POE model
based on screw theory. In the model, only the inertial coordi-
nate system and the tool coordinate system were determined
during the system construction, which improved the modeling
efficiency. In the calibration process, the modeling method did
not need to identify the joint zero error separately, which sim-
plified the calculation and improved the calibration efficiency.
At the same time, the method also overcame the singularity
problem in the traditional D-H model [5]. Yang et al. found
that mirror therapy had a significant effect on patients with
nerve injury and poor motor function [6]. Loflin et al. per-
formed mirror therapy on stroke patients and found that the
active range of motion and motor speed in the treated group
were improved compared with those in the untreated group
[7]. Tsoi et al. confirmed that mirror therapy had an obvious
effect on weakening the pain sensation of the affected limb [8].

The traditional mirror rehabilitation training method has
achieved a good effect in improving the motor ability of
patients, but in the traditional therapy, the affected side does
not get the actual rehabilitation training exercise. In order to
avoid the disadvantages of traditional mirror therapy to a cer-
tain extent, a rehabilitation therapy was proposed, which inte-
grated the mirror idea of the healthy limb movement into the
robot system. Liu et al. used inertial measurement unit (IMU)
to map the joint space motion trajectory of the healthy limb to
the exoskeleton of the affected limb for synchronous mirror
motion, which improved the rehabilitation effect of patients
[9]. Vicharapu et al. developed a virtual reality mirror training
system with Kinect and exoskeleton, which could detect the
movement intention of rehabilitation robot. Experiments

showed that this system could be widely used as a therapeutic
intervention method. Many researches showed that it had
excellent therapeutic effects when the patients received the
rehabilitation training on their healthy limbs at the same
time [10].

The above mirror therapy realized the rehabilitation train-
ing of the affected limb through the synchronous mirror move-
ment of the affected limb and the healthy limb assisted by the
rehabilitation robot. However, it is just a simple passive follow-
ing training, without considering the real-time recovery of the
affected limb. So the training effect is limited. In order to solve
the problem, an adaptive control method of mirror rehabilita-
tion training is proposed. By constructing shoulder joint
dynamics model and muscle force estimation model to calcu-
late the compensation moment of the affected limb, the
method can provide real-time power compensation for the
affected limb to improve the initiative of the training of the
affected limb, realizing the maximum training of muscle
strength of the affected limb in the process of mirror training.

3. Research Methods

3.1. Structural Design of the Shoulder Rehabilitation Robot.
According to the biomechanical characteristics of human
shoulder joint, shoulder joint is composed of clavicle,
humerus, and scapula, which is a typical ball and socket joint
and can carry out multiaxial flexible movement. Shoulder
joint motion can be specifically decomposed into three
orthogonal motions: abduction or adduction in the coronal
plane, flexion or extension in the sagittal plane, and internal
rotation or external rotation in the horizontal plane [11].

According to the above biomechanical decomposition of
human shoulder motion, an exoskeleton shoulder rehabilita-
tion robot was developed in the research. Three orthogonal
revolute joints J1, J2, and J3 in series were used to realize
the ball joint motion of shoulder. At the same time, in order
to meet the sitting height of different people, the robot was
designed to be fixed on the lifting base. The whole structure
could meet the needs of different body types.

3.2. Adaptive Adjustment Assisted Control Algorithm Design
of Mirror Rehabilitation Training. In order to maximally
train the muscle strength of the affected limb in the mirror
rehabilitation training, the above exoskeleton-type shoulder
rehabilitation robot was used as the experimental platform,
and an adaptive adjustment assisted mirror rehabilitation
training control method was proposed. It is mainly com-
posed of four parts including the limb trajectory acquisition
based on IMU, fuzzy adaptive proportion differentiation
(PD) control in variable domain, muscle force estimation
of affected limb based on surface electromyography, and
adaptive power adjustment of the affected limb [12].

3.2.1. The Healthy Limb Trajectory Acquisition Based on IMU.
In this system, IMU was used to capture the motion track of
shoulder joint of healthy limb. Here, the original information
provided by IMU needs to be converted to the shoulder coor-
dinate system. The IMU was worn on the inner side of the
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upper arm, and the coordinates of IMU were set as Ouvw and
shoulder joint as Oxyz .

All relevant original coordinate data joints can obtain new
position vectors through rotation matrix RT , which can be
obtained as follows. Suppose that Oxyz has a fixed point M,

and its position vectors at Ouvw and Oxyz are P
uvw
M and Pxyz

M ,
respectively, then Formulas (1) and (2) are as follows.

Puvw
M = uM , vM ,wMð Þ = uMiu + vM jv +wMkw, ð1Þ

Pxyz
M = xM , yM , zMð Þ = xMix + yM jy + zMkz: ð2Þ

In Formulas (1) and (2), iu, jv, and kw are orthonormal
basis of IMU base coordinate system. ix, jy, and kz are ortho-
normal bases of the shoulder coordinate system. The position
vector of fixed point M in the shoulder coordinate system is
always Pxyz

M , while the projection of position vector Puvw
M of this

point in the IMU coordinate system in the directions of iu, jv,
and kw can be expressed as the following formula:

Puvw
M = &

uM

vM

wM

2
6664

3
7775 =

iTu uMix + vM jy +wMkz
� �

iTv uMix + vM jy +wMkz
� �

iTw uMix + vM jy +wMkz
� �

2
6666664

3
7777775

=

iTu ix iTu jy iTu kz

jTv ix jTv jy jTv kz

kTwix kTwjy kTwkz

2
66664

3
77775

xM

yM

zM

2
6664

3
7775 = R

xM

yM

zM

2
6664

3
7775:

ð3Þ

According to the properties of rotation transformation, R

is an orthogonal matrix; then, R−1 = RT . RT is the rotation
transformation matrix.

The spatial position information of shoulder joint, namely,
the relative relationship between shoulder coordinate system
and IMU coordinate system, can be selected in the form of out-
put data including Euler angle, quaternion, and rotation matrix.
The attitude described by Euler angle is used in the research.
Euler angles of IMU output are Aroll, Apitch, and Ayaw, and its
rotationmatrix is the transformationmatrix of shoulder coordi-
nate system Oxyz and IMU coordinate system Ouvw [13]. By
integrating the definition and IMU installation method, the
real-time motion angle of healthy shoulder joint can be mea-
sured by IMU. The abduction and adduction angle of shoulder
joint β1 = Apitch, the flexion and extension angle β2 = Aroll, and
the internal and external rotation angle β3 = Ayaw.

3.2.2. Variable Domain Fuzzy Adaptive PD Control. Robot
system is a complex nonlinear dynamic system with strong
coupling. The traditional fuzzy proportional integral differ-
ential controller is only suitable for rough control occasions
with fuzzy environment, and the fuzzy control effect is not
ideal for high precision control problems. Therefore, vari-
able domain fuzzy adaptive PD control is adopted in the sys-
tem. On the premise that the rule form remains unchanged,
the domain shrinks with the decrease of error, thus improv-
ing the control accuracy [14].

The input of the fuzzy adaptive PD controller in the var-
iable domain adopted by the system is the change rate of the
difference between the angle signal difference obtained from
the trajectory of the shoulder joint of the limb and the differ-
ence. The initial fuzzy domain of the two values is divided
into six levels, namely, ½−E3,−E2,−E1,−E0, E1, E2, E3� and ½
−CE3,−CE2,−CE1,−CE0, CE1, CE2, CE3�. The output of
the fuzzy adaptive PD controller in the variable domain is
the control moment of the robot τp. The domain of output
torque can be expressed as τp = ½−τp min, τp max�. The fuzzy

Establish a suitable
robot kinematics

model

The differential
error model of

the robot is established

Determine the robot
base standard

system

The actual position of
the end of the robot is

measured using a pull rope
displacement sensor

Identification of
kinematic parameter

deviation of robot

Modify the kinematic
model of the robot

Figure 1: Sports rehabilitation robot training method.
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producer is established through θe = ½−Emin, Emax� and dθe/
dt ∈ ½CEmin, CEmax�, as shown in the following formulas:

E = 6 × θe − Eminð Þ
Emax − Eminð Þ , ð4Þ

CE = 6 × dθe/dt − CEminð Þ
CEmax − CEminð Þ : ð5Þ

In Formulas (4) and (5), Emin and Emax, respectively, rep-
resent the minimum and maximum values of angle signal
difference θe domain. CEmin and CEmax, respectively, repre-
sent the minimum and maximum values of angle signal dif-
ference change rate dθe/dt domain. E and CE are the output
of fuzzy producer.

Fuzzy rules are designed according to the adaptive PD
control rate as shown in the following formulas.

τp = KpE + KdCE, ð6Þ

Kp = Kp0 + ΔKp × qp, ð7Þ

Kd = Kd0 + ΔKd × qd: ð8Þ
Kp and Kd are the final control parameters of PD con-

troller. Kp0 and Kd0 are the initial setting parameters of PD
controller. ΔKp and ΔKd are the output of fuzzy controller.
And qp and qd are correction coefficients.

Fuzzy elimination of control is carried out through the
membership maximum method, and the membership func-
tion peak value of the output fuzzy subset is directly selected
as the determined value of the output. And the logical “union”
of the output fuzzy subset τpi is τp =⋁6

l=1 τpi, and the exact
output of the control variable τp is inverted by taking the
median value [15]. Then, the domain of angle signal difference
θe and its change rate dθe/dt can be gradually reduced, and the
domain of reduced θe, dθe/dt, and output torque τp can be
determined, which can be expressed as follows:

E tð Þ = −α1 tð ÞEmin, α1 tð ÞEmax½ �, ð9Þ

CE tð Þ = −α2 tð ÞCEmin, α2 tð ÞCEmax½ �, ð10Þ
τp tð Þ = −β tð Þτp min, β tð Þτp max

Â Ã
: ð11Þ

In Formulas (9)–(11), α1ðtÞ, α2ðtÞ, and βðtÞ are expansion
factors of corresponding domains.

3.2.3. Muscle Strength Estimation of Affected Limb Based on
sEMG. The noninvasive sEMG was adopted by the Delsy sur-
face myoelectrometer, which was simple in form and did no
harm to the subjects. Flexion/extension, abduction/adduction,
and internal rotation/external rotation were used as arm
motion patterns in mirror rehabilitation training. Referring
to the relevant muscle contraction during shoulder joint
motion, combined with the human anatomical structure, the
most relevant muscles, anterior deltoid muscle, posterior
deltoid muscle, middle deltoid muscle, and trapezius muscle,

were selected, and the surface EMG sensor was worn at the
corresponding muscle position.

In order to complete the muscle force estimation based
on sEMG, force signals in the process of muscle force gener-
ation at the shoulder joint should be collected as reference
data. In the research, ROBOTIQ FT300 six-dimensional
force sensor was used for collection. In order to facilitate
subsequent experiments, the force sensor used its own soft-
ware for gravity compensation. During the experiment, the
force sensor was placed on the part used to fix the affected
limb in the robot component 3. During this process, sEMG
(represented by X) and force signals (represented by F) of
the four parts of the shoulder joint of the subject were col-
lected in real time. For sEMG, the time-domain method
for feature extraction was adopted to obtain the feature
matrix XF . And XF and F were formed the sample Sm. The
long short-term memory network (LSTM) performed the
nonlinear mapping of the input network XF to obtain the
estimated value of the subject’s shoulder joint force [16], as
shown in the following formulas.

X =

X1

X2

X3

X4

2
666664

3
777775 =

x11 x12 ⋯ x1m

x21 x22 ⋯ x2m

x31 x32 ⋯ x3m

x41 x42 ⋯ x4m

2
666664

3
777775, ð12Þ

F =
Fx

Fy

Fz

2
664

3
775 =

f x1 f x2 ⋯ f xm

f y1 f y2 ⋯ f ym

f z1 f z2 ⋯ f zm

2
664

3
775, ð13Þ

Sm =
XF

F

" #
: ð14Þ

In Formulas (12)–(14), X1 ~ X4 are the four channels of
sEMG collected by the first to the fourth EMG sensor. Fx, Fy

, and Fz are the force signals detected by the force sensor in
the x, y, and z directions, respectively, and m is the number
of sampling points.

The sEMG and force signals were collected by EMG sen-
sors and force sensors, and muscle force estimation of affected
limbs was completed through recurrent neural network
(RNN) training. Traditional RNN had a dependency problem,
but LSTM was a recurrent neural network. It could effectively
fit the time-varying characteristics of sEMG of human body.
Therefore, the system substituted the collected sEMG eigen-
values and force signals into LSTM to identify the muscle force
of the affected limb [17]. In LSTM network, the selection of
output action mainly consists of three stages. The first is the
forgetting stage, in which the calculated Zf is used as the for-
getting gate to control the state St−1 that needs to be forgotten
and remembered in the previous state Ct−1. The second is the
selective memory stage, in which the input St is selectively
remembered. If a higher reward value can be obtained, it will
be recorded; otherwise, it will be remembered less. Since
RNN is sequential, the current input content is the state of
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the current moment, and Zi is used as the gating signal to con-
trol the selection. The third is the output stage. Z0 is used to
control which will be regarded as the output action of the cur-
rent state. Meanwhile, tanh activation function is used to scale
the Ct−1 obtained in the previous stage [18]. Here, force signals
obtained synchronously in the process of force generation of
shoulder joint muscles and sEMG characteristic values of
shoulder muscles were input as training samples of LSTM to
train LSTM. Then, the force signal of shoulder joint muscle
in the process of force generation was used as LSTM training
sample to test the established muscle force estimation model.
The trained LSTM could estimate the joint force output by
sEMG eigenvalue and obtain the torque according to the dis-
tance from the force sensor to the shoulder joint.

3.2.4. Assisted Adaptive Adjustment of Affected Limb. The
motion trajectory of the healthy limb captured by IMU in
Section 3.2.1 was used as the mirror expected trajectory
followed by the affected limb in mirror training, and the
shoulder dynamic model was established through the
healthy arm with length l and mass m. The shoulder angle
collected by IMU in real time is θd , so the kinetic energy
E1 and potential energy E2 of this system could be obtained,
which could be expressed as E1 = 1/2ml2θ2d and E2 =mgl
sin θd , where g is the acceleration of gravity.

According to Lagrange equation, the following formula
can be obtained.

d
dt

∂L
∂ _θd

 !
−

∂L
∂θd

= τa, ð15Þ

In Formula (15), L = E1 − E2, and τa is the expected tor-
que of shoulder joint movement following the healthy limb.
The kinematic model of shoulder joint can be written in
matrix form by Lagrange equation, which can be expressed
as the following formula:

τa =M θdð Þ€θd +V θd , _θd
� �

+ G θdð Þ: ð16Þ

In Formula (16), MðθdÞ =
m −ml sin θd

−ml sin θd ml2

" #
is

inertial matrix. Vðθd , _θdÞ =
0 −ml _θd cos θd
0 0

" #
_θd is centrif-

ugal force and Coriolis force vector. GðθdÞ =
0

mgl cos θd

" #

is the gravity vector. The difference between the expected tor-
que of the affected limb τa following the healthy limb and the
force torque of the affected limb τs is defined as the torque τd
that the rehabilitation robot needs to compensate for the
affected limb. At the same time, a gravity compensation link
is introduced, and the gravity compensation torque is τG.
Finally, the total joint torque of the rehabilitation robot is
the torque sum of fuzzy adaptive PD control in variable
domain, power compensation, and gravity compensation of
the affected limb, as shown in the following formula:

τ = τp + τd + τG: ð17Þ

4. Result Analysis

4.1. Shoulder Joint Force Estimation Experiment. In the shoul-
der joint force estimation experiment, the exoskeleton-type
shoulder joint rehabilitation robot was taken as the experi-
mental platform and a healthy subject was selected. The right
upper limb of the subject was simulated to wear the rehabilita-
tion robot. In the fixed mode, the six-dimensional force sensor
is fixed to the robot, and the sEMG acquisition device was
worn at the corresponding muscle position of the affected
limb. The force signal and sEMG of shoulder muscle were
obtained synchronously. The sampling frequency of sEMG
acquisition device was set at 2,000Hz, and the sampling time
(the time for performing sagittal forward flexion or backward
extension and horizontal forward flexion or backward exten-
sion, respectively) was set at 30 s to collect sEMG signals of
shoulder joint motion-related muscles during the above two
groups of force movements. The mean absolute value
(MAV) was used to extract the EMG eigenvalues. Zero cali-
bration was carried out before the force sensor was used to col-
lect shoulder joint force signals [19].

The affected limb of the subject made force movements in
four directions of sagittal flexion or extension and horizontal
flexion or extension by means of the shoulder, respectively,
in the positive or negative direction and the positive or nega-
tive direction of the stress sensing axis. The sEMG and force
signals in the process of shoulder joint movement were col-
lected, and these two signals were input as the training samples
of LSTM. After the training, LSTM estimated the output of
shoulder joint force through sEMG eigenvalues.

The subjects were instructed to extend the affected limb to
the side of the body as the initial position. The rehabilitation
robot assisted the affected limb to perform the force action
of sagittal extension and then back to the initial position and
sagittal flexion and then back to the initial position. Namely,
the sagittal flexion or extension was completed. The subject
was instructed to raise the affected limb at the straight side
as the initial position, and the rehabilitation robot assisted
the affected limb to perform the force action of horizontal
forward flexion and then back to the initial position and hor-
izontal backward extension and then back to the initial posi-
tion. Namely, the horizontal forward flexion or backward
extension was completed [20]. The sagittal front flexion or
extension and horizontal front flexion or extension groups
were repeated 20 times. 10 times were selected as the training
samples, and the remaining 10 times were used as the test
samples. Figures 2(a) and 2(b) show sEMG and force signals
measured when subjects performed the above two sets of
movements. Figures 3(a) and 3(b) show the experimental
results of shoulder joint force estimation of the subjects.

The solid line in Figure 3 represents the muscle force of
shoulder joint of affected limb measured by the six-
dimensional force sensor, which is the actual value. The
dashed line represents the muscle force estimated by sEMG
characteristic information, which is the estimated value. In
Figure 3(a), the subject was instructed to perform 6 and 20
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sagittal forward flexion or backward extension movements of
shoulder joint, respectively, for force estimation. Taking 20
repeated force movements as an example, it could be divided
into four stages. (1) Initial position—sagittal backward exten-
sion. Within 2.9~4.8 s, the muscle strength of the affected limb
increased in the opposite direction after sagittal backward
extension from the initial position. (2) Sagittal backward
extension—initial position. Within 4.8~7.5 s, the muscle
strength of the affected limb decreased in the opposite direc-
tion when the subject underwent the force movement of sagit-
tal backward extension back to the initial position. (3) Initial
position—sagittal forward flexion. Within 7.5-11.4 s, the
affected limb performed sagittal forward flexion from the ini-
tial position, and the muscle strength of the affected limb
increased in the positive direction. (4) Sagittal forward flexio-
n—initial position. Within 11.4~12.4 s, the positive direction
of the muscle strength of the affected limb decreased when
the subject underwent the force movement of sagittal back-
ward extension back to the initial position. The root mean
square (RMS) and mean absolute value of the error (MAVE)
of the force measured in the sagittal flexion or extension direc-
tion of the shoulder joint during the four stages were calcu-

lated, with 0.76N and 0.28N, respectively. By comparing the
error between the estimated value and the actual value of the
specified force action performed for 6 times and 20 times,
respectively, it could be seen that the error after 20 times of
repeated test was significantly less than that after 6 times of
repeated test, indicating that the trained LSTM network could
accurately estimate the real distance of the affected limb [21].
Figure 3(b) shows that the subject was instructed to perform
6 and 20 sagittal forward flexion or backward extension move-
ments of shoulder joint, respectively, for force estimation.
Similarly, 20 repetitions of force movement were also taken
as an example and divided into four stages. (1) Initial posi-
tion—horizontal forward flexion. Within 14.2~16.3 s, the
affected limb performed horizontal forward flexion from the
initial position, and the muscle strength of the affected limb
increased in the positive direction. (2) Horizontal forward
flexion—initial position. Within 16.3~19.8 s, the affected limb
returned to the initial position and the positive direction of
muscle force decreased. (3) Initial position—horizontal back-
ward extension. Within 19.8 to 22.6 s, the muscle strength of
the affected limb increased in the opposite direction when
the subject performed horizontal backward extension from
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Figure 2: (a) sEMG and force signal of shoulder joint. (b) sEMG and force signal of shoulder joint.
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Figure 3: (a) Estimation of sagittal forward flexion or backward extension force of shoulder joint. (b) Estimation of sagittal forward flexion
or backward extension force of shoulder joint.
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the initial position. (4) Horizontal backward extension—initial
position. Within 22.6-24.9 s, the muscle strength of the
affected limb decreased in the opposite direction when the
subject performed the force movement of horizontal back-
ward extension back to the initial position. In these four stages,
RMS and MAVE of the measured force of shoulder joint in
horizontal forward flexion or backward extension direction
were 0.79N and 0.41N, respectively. By comparing the errors
between the estimated values and the actual values of the 6 and
20 times force movements, respectively, it could also be seen
that the errors after the 20 repeated tests were significantly less
than the 6 repeated tests, indicating that the trained LSTM
network could accurately estimate the real distance of the
affected limb. The above results showed that the RMS and
MAVE of the calculated force and measured value in the
direction of sagittal forward flexion or backward extension
and horizontal forward flexion or backward extension of
shoulder joint were not greater than 1N. Combined with the
actual value and estimated value curves of Figures 3(a) and
3(b), it could be seen that the shoulder force output estimated
by sEMG eigenvalue could better reflect the real shoulder
muscle force measured by force sensor.

4.2.Mirror Rehabilitation Training Experiment. Similarly, in the
mirror rehabilitation training experiment, the exoskeleton-type
shoulder rehabilitation robot was used as the experimental plat-
form and the six-dimensional force sensor was fixed on the
robot. Subject wore IMU on the left upper limb as a healthy
limb, a rehabilitation robot on the right upper limb as a simu-
lated affected limb, and a sEMG acquisition device. During this
process, the sampling frequency of the sEMG acquisition device
was set at 2,000Hz, and the sampling time was 8 s when
performing sagittal forward flexion and 5 s when performing
horizontal backward extension. The sEMG signals of the
shoulder joint of the affected limb were collected, and their

characteristic values were extracted when performing sagittal
forward flexion and horizontal backward extension. After
the force sensor was zeroed, the force signal of shoulder joint
of affected limb was collected. The subject was instructed to
put his healthy limb and the affected limb straight to the side
of the body as the starting position, and the healthy limb
should keep as much speed as possible to do the sagittal for-
ward flexion of the shoulder. The affected limb should follow
the healthy limb to do the incomplete force in the mirror
direction under the condition of no force or less force than
the healthy limb, so as to complete the sagittal forward flexion
of the healthy limbs. Similarly, the subject was instructed to
raise the healthy limb and the affected limb flatly before
unstretching as the starting position and the healthy limb as
far as possible to do the force movement of horizontal back-
ward extension of shoulder joint with the uniform speed.
The affected limb followed the healthy limb to do incomplete
force in themirror direction under the condition of no force or
less force than the healthy limb, so as to complete the horizon-
tal backward extension experiment of the healthy limb [22].

In the process of the two groups of rehabilitation move-
ments, IMU was used to collect the trajectory of the limb
and substitute it into the shoulder dynamic model to obtain
the torque of the limb τa. Then, the estimated moment of
the affected limb τs could be obtained by synchronously col-
lecting the sEMG and force signals of the affected limb and
substituting them into the muscle force estimation model in
Section 4.1. The difference between the two is the compensa-
tion moment τd that could be adjusted adaptively to the
affected limb. Experimental results are shown in Figures 4(a)
and 4(b) [23].

Figure 4(a) shows the variation curves of the healthy limb
torque τa, the estimated torque of the affected limb τs, and
compensated torque of the affected limb τd when the healthy
limb performed sagittal forward flexion motion of shoulder
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Figure 4: (a) Direction torque in sagittal forward flexion of shoulder joint. (b) Direction torque in sagittal backward extension of shoulder
joint.
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joint at the same time. It can be seen that the healthy limb tor-
que τa is gradually enlarged to approach 9.8N due to the need
to overcome its own gravity. Because the affected limb follows
the incomplete force in the mirror direction of the healthy
limb, τs is the same as the direction of τa, but jτsj < jτaj, and
τs increases gradually to 5.6N. The compensation moment
of the affected limb τd defined above varies with the change
of τa and τs. τd gradually increases to 4.2N. Figure 4(b) shows
the variation curves of the healthy limb torque τa, the esti-
mated torque of the affected limb τs, and compensated torque
of the affected limb τd when the healthy limb performed hor-
izontal backward extension motion of shoulder joint at the
same time. Compared with the experiment results of the
implementation of sagittal forward flexion of shoulder joint,
the direction of the muscle force of the affected limb and the
healthy limb is the same, but the torque is small. The experi-
mental process of horizontal backward extension of shoulder
joint can be divided into five stages. (1) Forward acceleration
stage: Within 0~1.0 s, τa and τs increase in a positive direc-
tion. (2) Forward deceleration stage: Within 1.0-2.2 s, τa
and τs decrease in a positive direction. (3) Constant velocity
stage: Within 2.2~3.3 s, it remains constant. (4) Reverse accel-
eration stage: Within 3.3~4.0 s, τa and τs increase in an oppo-
site direction. (5) Reverse deceleration stage: Within 4.0~5.0 s,
τa and τs decrease in an opposite direction. In these five
stages, the compensation moment of the affected limb τd
remains within −1.9~1.8N with the change of τa and τs.

Through the above experiments, the adaptive compensa-
tion moment of the affected limb was obtained when the sub-
ject performed the sagittal forward flexion and horizontal
backward extension of the shoulder joint, and the data were
fed back to the shoulder rehabilitation robot in real time, so
as to assist the affected limb to follow the healthy limb to per-
form the force action in the mirror direction. In this experi-
ment, the sagittal forward flexion and horizontal backward
extension of shoulder joints were repeated for 10 times,
respectively. Through the movement trajectory of the healthy
limb collected by IMU, the following trajectory of the affected
limb was obtained by the mirror mapping [24, 25].

5. Conclusions

Aiming at shoulder rehabilitation patients, a mirror rehabil-
itation training system with adaptive adjustment power and
its control algorithm was designed in the research, realizing
the synchronous mirror movement between the rehabilita-
tion robot assisted the affected limb and the healthy limb.
The selected rehabilitation actions were shoulder sagittal
flexion and horizontal extension. IMU and sEMG data of
the healthy limb were collected during the rehabilitation
process. The following trajectory of the affected limb was
roughly consistent with that of the healthy limb, indicating
that the rehabilitation effect of the affected limb was better
due to the mirror rehabilitation training. By adding fuzzy
adaptive PD control in variable domain, the difference
between the estimated torque of the healthy limb and the
affected limb was taken as the compensation torque of the
affected limb, so as to realize the adaptive power compensa-
tion of the affected limb. By considering the recovery of the

affected limb, the system gave full play to the training initia-
tive of the affected limb and the rehabilitation training effect
was better.
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In order to improve the accuracy of robot control system, a scheme based on artificial intelligence is proposed. On the basis of the
software environment of reinforcement learning simulation platform, a kind of rounding scheme in dynamic environment is
designed and simulated. The results show that when the inclination sensor is placed on an inclined plane of 300 and collected
for ten times, the maximum error of measurement that can be seen from the experimental data is 0.40. The relative included
angles were 30°, 45°, 60°, and 90°, respectively, by compass sensor. The measurement was carried out, and the average value of
each angle was measured 5 times. It can be seen from the experimental data that the measurement error meets the
requirements of the system. Therefore, it is feasible to use artificial intelligence algorithm to optimize the robot control system.

1. Introduction

Intelligent control is a control mode with intelligent informa-
tion processing, intelligent feedback, and intelligent control
decision, which is the advanced stage of the development of
control theory. It is mainly used to solve the control problems
of complex systems that are difficult to be solved by traditional
methods. The main characteristics of intelligent control
research object are highly nonlinear with uncertain mathemat-
ical models and complex task requirements. Now the practical
controlmethods are: multi-level hierarchical intelligent control,
knowledge-based intelligent control, fuzzy control, neural net-
works control, rule-based humanoid intelligent control, intelli-
gent control and chaos control based on pattern recognition,
etc. Fuzzy control and neural network control are the most
widely used intelligent control methods inmobile service robot.
The path planning of mobile robots can be divided into two
types: one is global path planning based on environmental
prior information, and the other is local collision avoidance
planning based on sensor information in uncertain environ-
ment. Robot will develop into a highly automated intelligent
tool with its progress and wide range of applications. This not

only frees one from the onerous and repetitive monotonous
work but concentrates one on the work of intellect and creativ-
ity as well as interest. Beside, it also can serve as a servant of life
and exploration and creation of nature, greatly improving and
enriching human social life. Its technology development and
wide application will bring social and life revolution. It can
not only bring high productivity and huge economic benefits
to social and economic construction but also contribute to
the country’s space development, ocean development, nuclear
energy utilization, and other new fields. See Figure 1.

2. Literature Review

A large number of studies show that more and more roboti-
cists and high-tech workers are willing to invest a lot of time
and energy into the research of robots and further improve
the quality of their products. The robot research technology
is the integration of engineering, mechanical, and electronic
basic knowledge, materials, artificial intelligence communi-
cation technology, and other aspects of advanced technology
and research results, reflecting the highest comprehensive
level and strength of the country. Common intelligent robots
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mainly have foot walking robot, crawler walking robot and
wheel walking robot. Wheeled and tracked robots are easy
to walk stably, while bipedal robots (also known as two-
legged humanoid robots) have more human characteristics
and can operate in special environments and occasions, such
as desert storms. In flood and other cases, it can take corre-
sponding intelligent actions through the collection and per-
ception of sensors to easily complete corresponding tasks
through the road surface and the designated position, which
brings convenience to human beings [1].

As early as in the 1970s, Cai and Zheng proposed the the-
oretical experiment and analysis of multirobot cooperative
work [2]. Zheng and Cai and Qiu and Duan first proposed
the concept of agent in their book The Society of Mind pub-
lished in 1986. They believe that the basic idea of an agent is
to simulate human cognition and social behavior, including
cognitive thinking, problem-solving, evolution, mechanism,
cooperation, and organization of human society. Its purpose
is to enable agents to have the ability to recognize and under-
stand the world environment, the ability to learn, the ability to
adapt, and the ability to judge and reason [3, 4].

On the basis of the current research, the intelligent control
technology of robot workers is proposed. Autonomy: auton-
omy refers to the ability of an agent to control its own behavior
[5]. An agent has its own behavior control mechanism and lim-
ited computing resources. Without direct guidance or interfer-
ence from other agents or human beings, the agent can run
continuously and control its own behavior and state according
to the perceived external environment information and inter-
nal state [6]. Autonomy is an important characteristic of agent,
which can be distinguished from some other abstract concepts,
such as interaction of object process. An agent can sense and
influence the environment. In a certain way, the agent can
monitor the surrounding environment and the service requests
and interactive information sent by other agents and also com-
municate with other agents in the system in various forms, so
as to complete tasks harmoniously [7]. Initiative: the behavior
of an agent is the result of some kind of goal rather than simply
reacting to events in the environment. The agent can take the
initiative to complete the task according to its predetermined
task. Sociality: agents can cooperate with other agents in the
environment. There are mutual constraints and dependence
among all intelligent agents. When conflicts occur, they can
negotiate with each other to solve problems. An agent can

effectively perceive and act on its environment through sensors
and effectors, respectively [8]. Therefore, at this time, the agent
can be seen as an autonomous independent module. In the
process of interacting with the environment, the agent needs
to process and interpret the received information to achieve
its own purpose [9]. See Figure 2.

3. Development History and Classification of
Machine Intelligence Learning

3.1. Intelligent Control Theory. Intelligent control is the
advanced stage of the development of traditional control the-
ory. It is an interdisciplinary research field of control theory,
operation research, artificial intelligence learning theory, and
modern adaptive control. From the beginning of the 20th cen-
tury to its 60s, traditional control theory has experienced the
development from classical control theory to modern control
theory. Its characteristic is that the research work should be
based on the precise model of the control object [10]. How-
ever, most of the actual industrial production systems are
complex control systems with complex objects, complex tasks,
and complex environments. To solve the control problem of
this kind of system, wemust jump out of the framework of tra-
ditional control theory based on ideal mathematical model
and start from decomposing complex tasks, perceiving com-
plex environment, and analyzing control objects [11]. Intelli-
gent control system is put forward in this context; it is the
process of driving intelligent machines to achieve their goals
autonomously and has such functions as learning to adapt to
the organization. In the analysis and design of the system, it
is not to establish accurate mathematical model but to carry
on the symbol description of the nonmathematical model to
develop and design the knowledge base and inferencemachine
[12]. After the development of recent years, intelligent control
theory has become the main way to solve the control problems
of complex systems, and its further research will promote the
development of intelligent robot field.

3.2. Bionics. Bionics is the application of biological methods
and systematic knowledge to solve engineering problems. In
the process of biological simulation, it is by no means simple
bionics, but to innovate on the basis of bionics. The basic idea
of multirobot system research is inspired by the cooperation
within or between biological groups. This connection makes
the combination of robot technology and bionic technology
inevitable [13]. It is very beneficial to study the social charac-
teristics of insects and animals and apply them to multirobot
systems. The idea that interaction produces internal motion
patterns has inspired current research methods for multirobot
systems. Much of the current work in collaborative robotics
uses biological systems as its inspiration or validation criteria,
applying simple control rules derived from biological societies
to develop similar behaviors in cooperative robotic systems.
The purpose of this group bionics is to enhance individual
intelligence through group behavior, improve the efficiency
of the system as a whole, and reduce the influence of local
faults on the whole [14]. Work in this area has shown the abil-
ity of robot groups to swarm foraging and track tracking. Put
forward related topics include the following: in recent years by

Shoppers
experts AI Artificial

intelligence

Figure 1: Robot control system.
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imitation to learn new behavior, refer to the nature of compe-
tition behavior research robot soccer game, created by interac-
tion of human machine system of group behavior, so as to
show the swarm intelligence, through the research team to col-
lect social insect food handling and cooperation behavior of
the object and verify its social behavior which is the result of
self-organization [15].

3.3. Multirobot Learning. Traditional robotics research is
based on precise prior knowledge of the working environ-
ment. With the expansion of the application of robots from
the early structured environment to the unstructured environ-
ment, multirobot systems have to face some new problems
when completing complex tasks. It is difficult to establish an
accurate model for dynamic uncertain environment, and
incomplete information acquisition caused by sensor con-
straints leads to poor adaptability of the robot to the environ-
ment. The real-time requirements of the system require highly
optimization of the robot strategy, etc. [16]. Obviously, it is
unrealistic to solve the above problems through artificial
design. An important goal of multirobot system development
is to design a basic structure of distributed control, so that
robots can perform tasks without supervision and have strong
adaptive ability in unknown environment. Learning is a strat-
egy to solve the above problems and enable the robot to adapt
to the environment autonomously. By interacting with the
external environment with the help of domain knowledge
and sharing relevant information of other robots, the robot
can understand the unknown state in the environment, realize
the impact of its own behavior on the environment, and con-

stantly adjust itself to better adapt to the environment [17].
For individual robots, this ability can improve the effectiveness
of their own behavior and enhance their intelligence. For the
multirobot system as a whole, it is helpful to improve the
cooperation between individuals and improve the overall per-
formance of the system.

3.4. Research Status and Existing Problems of Multirobot
System. The development trend of today’s robot technology
mainly has the following outstanding characteristics. First,
the application field of robot is expanding, and its types are
increasing day by day. Second, the performance of robots is
improving and gradually to the direction of intelligent devel-
opment. Third, in order to improve the autonomy of robots,
multirobot technology is developing from the traditional arti-
ficial intelligence method to the group robot technology and
evolutionary robot technology [18]. Fourthly, the research of
reconfigurable robot system makes multirobot system gradu-
ally develop towards modularization. This high degree of inte-
gration and reconfigurable characteristics can make it have
higher robustness and various function. Therefore, driven by
the dual needs of research and application, the research of
multirobot system and its related technologies has become
an important direction in robotics research [19].

4. Experimental Principles and Methods

4.1. Analysis of Simulation Result. Considering that the robot
is always on the move, the coverage of the map is used as an
evaluation index, and the coverage of the map is expressed as
Mocc, as shown in

Mocc = 1 −
Uunexp −Uexp

Uexp
∗ 100%: ð1Þ

When you have three robots that are basically done
searching after 100 iterations, the method is proved to be effec-
tive for multirobot systems. Still, there are some areas that
need to be improved. First, there is waste when the robot looks
for the minimum parameter (cell value); that is, if there are
more than two identical minimum values, the last one is cho-
sen [20]. Second, when costs and benefits contain the same
value, the robot can be stuck in one location in the search
space, even if the other area has not been searched. It is there-
fore necessary to find solutions that enable robots to con-
stantly seek out unknown areas. So we optimized the
mapping process for a group of mobile robots. As an optimi-
zation technique, an improved GWO heuristic algorithm is
used for sensor coverage task, which generates random
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Figure 2: The abstract structure of an agent.
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Table 1: Software record used to build simulation platform
environment.

Development tools PyCharm

Operating system Windows 10

Development language Python 4.1

Robot learning platform TensorFlow

Reinforcement learning platform Gym
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parameters for the maximum position of changing order [21].
Therefore, the hierarchical optimizer has reformed the robot’s
position selection, which is a deterministic search method. In
the case that it is impossible to optimize in the real-time pro-
cess, random technique is adopted as one of the solutions of
region coverage of mobile sensor systemwithout environmen-
tal prior information. GWO was used to optimize the position
of three robots in search, and different search effects were
achieved according to different set parameters. In the case of
one hundred iterations, the coverage results are shown in
Figure 3.

4.2. Design of Roundup Scheme in Dynamic Environment.
Bacterial chemotaxis is used to guide the robot towards the
target it has found. Bacterial chemotaxis refers to the phe-
nomenon that the bacteria follow the chemical concentra-
tion gradient around them to guide the robot towards [22],
as shown in

C = A0: ð2Þ

Initialize the robot’s position and the concentration of
each cell. A is the initial concentration. When each robot
reaches all the grids in its cell, the robot is considered to have
covered the cell. After initialization, robot i becomes A. The
concentration of the base moves in the direction of the near-
est grid. If the robot has multiple nearest targets to guide, the
distance calculation method is used to calculate the direction
S to guide the next target, as shown in

dNi tð Þ
dt

= bδ + aDi: ð3Þ

NIt is the position of robot i,s is the position of the tar-
get, andb is the velocity coefficient of the robot and is the
constant coefficient of D. The collision between robots D is

the sum of the interactions between the i th robot and other
robots, so as to avoid the problem as shown in

Di = 〠
bi

j=1
Dj
i : ð4Þ

B is the number of neighbors around robot i, and D is
the interaction force between them, which is determined
by the relative distance between them compared to the abso-
lute distance between them. The energy cost of a robot mov-
ing in a straight line is less than that of turning, so the robot
will not change direction unless they are stuck in a local
optimum [23]. In order to avoid local optimization, the ori-
entation of the robot is determined as shown in

P X = δð Þ = P V = 1ð ÞP X = δ•V = 1ð Þ: ð5Þ

4.3. Construction of Software Environment of Reinforcement
Learning Simulation Platform. Reinforcement learning agent
in the environment needs to continue to try and learn, in
order to avoid the consumption of real robots and improve
the feasibility of reinforcement learning method. If the train-
ing and testing of the algorithm are transferred to the com-
puter, carried out in the simulation environment, and the
learned model is transplanted to the real robot, the learning
cost will be greatly reduced. After the development of recent
years, a variety of simulation platforms have emerged in
deep reinforcement learning, but most of them are not con-
venient to modify the simulation environment according to
their own needs, so a good experimental environment is very
important. Considering that subsequent experimental
models can interact with physical robots, we choose Open-
AlGym for environment construction. Gym is a toolbox
for developing RL algorithm, combined with TensorFlow
machine learning platform, which is convenient for improv-
ing development efficiency [24]. The simulation platform
software is shown in Table 1.

4.4. Applicability Analysis of Hybrid Control Structure. The
hybrid control structure is analyzed from the simulation
results.

Table 2: Structural analysis.

Conduct cooperation Dynamic tasks Complex task The upper monitoring

Based on behavior Ordinary Excellent Ordinary Poor

Hybrid structure Ordinary Excellent Excellent Excellent

Table 3: Experimental data of inclination sensor.

The serial number of collection 1 2 3 4 5 6 7 8 9 10

Measurements 28.6 27.4 28.3 28.5 28.4 28.9 28.2 28.4 28.3 28.7

Deviation 0.2 0.5 0.1 0.4 0.3 0.6 0.5 0.6 0.4 0.3

Table 4: Compass sensor experimental data.

The data collected 29 44 59 89

Measurements 29.3 43.6 58.8 89.2

Deviation 0.3 0.3 0.2 0.2
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4.4.1. Conduct Cooperation. Hybrid control structure can
make the movement of the robots much more regular than
purely behavior-based movements, which makes a certain
guarantee of behavioral cooperation.

4.4.2. Dynamic Environment. Hybrid control draws on the
idea of behavior-based, and independent behavior processes
directly process sensor information to ensure fast response
to the environment.

4.4.3. Complex Task. Tasks are more constraints on the
robot movement. Behavior management and behavior syn-
thesis can better optimize the behavior of the robot and
complete the upper monitoring of complex tasks. The upper
monitoring ensures the combination of human control and
autonomous command. When the robot cannot achieve
autonomous planning, it often needs the participation of
human thought [25]. To sum up, the comparative analysis
of hybrid control structure and behavior-based structure is
shown in Table 2.

4.5. Experimental Analysis of Inclination Sensor Acquisition.
In the experiment, the inclination sensor was placed on an
inclined plane of 300 and collected for ten times. It can be
seen from the experimental data that the maximum error
of measurement is 0.40, which can meet the requirements
of the system, as shown in Table 3.

4.6. Experimental Analysis of Compass Sensor Acquisition. In
the experiment, the compass sensor was used to measure the
relative included angles of 30, 45, 60, and 90, respectively,
and the average value of each angle was measured for 5
times. It can be seen from the experimental data that the
measurement error meets the requirements of the system,
as shown in Table 4.

5. Conclusion

Although with the development of robot technology, the abil-
ity of robot is constantly improved, and the field and scope of
robot application are also constantly expanding, but for some
complex tasks, a better solution is composed of multiple
robots. Therefore, multirobot system has become an impor-
tant field of robot research. Multirobot navigation technology
is the core technology to realize intelligent system, and path
planning is one of the key links. Based on the research of
multi-robot-related technology, this paper conducts in-depth
theoretical research and simulation analysis on multirobot
path planning method. A series of theoretical research work
should be done, the focus of the work lies in the innovation
and feasibility of theoretical research to realize various
methods, and the relevant verification has been done on the
self-developed simulation platform. However, some related
problems need to be further studied, the performance of the
proposed algorithm needs to be further improved, and the
effectiveness of each technology needs to be tested in a practi-
cal application environment. Therefore, there are still many
problems and work to be studied, which will be gradually real-
ized in the future research work. Aiming at the control system
architecture of intelligent mobile robot, this paper analyzes the

function of robot system and control system control form,
designs the control system, and realizes the scheme and
principle block diagram.
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In order to further improve the operational efficiency and the flexibility of automated warehouse, a path planning algorithm for a
warehouse handling robot was evaluated. Under the background of determining the operation scene and environment of
multihandling robot, a path planning algorithm with time window is proposed for multihandling robot, and a two-stage path
planning method is also analyzed. The results show that the route planning using the improved Dijkstra algorithm saves 7.16
meters compared with the traditional algorithm, and the task is completed 3.17 seconds earlier. Comprehensively considering
the heat of the various paths to turn to the required time, using the improved Dijkstra algorithm path, handling the robot’s
total running distance than the traditional algorithm saves 14.45 meters, the total run time saves 8.45 seconds, and whether in
time or in the distance, crane robot handling efficiency compared with the traditional algorithm has an obvious increase, closer
to reality.

1. Introduction

With the development of warehousing automation technology,
handling robot technology is also developing rapidly and has
become the focus of attention in the world today [1]. At pres-
ent, the handling robot has completed the simple work such
as palletizing, dispalletizing, and handling, in-depth to more
complex logistics operations such as sorting and picking [2].

With the acceleration and deepening of the aging process
of China’s population, the era of “demographic dividend”with
abundant labor resources has gradually faded, and the prob-
lem of high labor cost of enterprises has gradually emerged.
It has become an inevitable trend to replace manual operation
with automatic equipment to improve the level of warehous-
ing automation [3]. Undoubtedly, using the handling robot
to replace manual picking operation of goods, for improving
the level of automation and saving labor costs, improve the
efficiency of the operation plays an important role [4].

The development of e-commerce and logistics industry has
promoted the integrated application of intelligent handling
robots in automated warehouses and promoted the transforma-
tion and upgrading of storage operation mode. However, a
series of problems about intelligent and efficient task allocation,
vehicle scheduling, path planning, and conflict handling restrict

the promotion and application of handling robots [5]. There-
fore, it is necessary to increase the research on the handling
robot, solve the technical difficulties affecting the integrated
application of the handling robot, and realize the cooperative
planning ofmultiple handling robots, so as to improve the oper-
ating efficiency, reduce labor costs, and maximize profits.

2. Literature Review

The handling robot is a new type of mobile robot which is used
in storage operation field, by laying magnetic rails, navigation
routes, positioning beacons, and other indicating devices in
the warehouse, combined with motion control technology,
task planning technology, sensor technology, and other tech-
nical methods. According to the information of indicating
device, accurate positioning and path planning are needed.
Smooth handling of mobile shelves and effective connection
between shelves and staff are as shown in Figure 1 [6].

At present, there are mainly two kinds of robots used in
warehouses, one of which is the logistics robot represented
by Kiva used by Amazon, which is also used in most logistics
warehouses in China [7]. This kind of robot subverted the
traditional mode of looking for goods on the shelf through
manual attack. Instead of picking goods by itself, the robot
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can directly carry the whole movable shelf to the picking plat-
form for picking workers to pick goods, thus realizing the pick-
ing of goods to people mode [8]. The use of Kiva-like robots in
the warehouse reduces the time for workers to walk in the
warehouse to pick up goods. This greatly reduces the number
of picking workers, greatly saves the labor cost, and improves
the working efficiency of the storage system, and the robot
delivers the work of picking goods to the picking workers. It
also reduces the complexity, easy to operate, and is the main
role in the future automated warehouse [9]. However, because
the robot needs to move the whole shelf to the picking table at
one time, the energy consumption is high and the goods cate-
gory is less. Moreover, due to the limitation of the loading vol-
ume of the shelf, the handling robot cannot carry the goods
with large volume and heavy weight, so there are certain
restrictions on the types of goods and the promotion scope is
narrow. Scheduling and path planning for multiple robots are
also difficult and prone to conflict, which requires continuous
improvement [10].

The other is the robot used by Tmall platform. This kind of
robot can not only move to the shelf and use the mechanical
arm to pick goods but also transport the picked goods to the
packaging platform for direct packaging, without the need for
picking workers to pick again [11]. Compared with Kiva, it
can directly select goods according to the order information,
with a higher degree of automation. However, it requires a robot
for picking tasks and a robot for delivery tasks to cooperate to
complete the task, which requires a large number of robots
and a high cost. In addition, the technology of grasping goods
with mechanical arm is not mature, and the grasping of goods
with small volume is not very accurate and the efficiency is
low, which needs to be improved gradually in the future [12,
13]. Facing the huge market demand, in order to win the time
efficiency favored by customers, further improves the opera-
tional efficiency and enhances the flexibility of automated ware-
house. Many enterprises such as Amazon, Tmall, Jingdong, and
other e-commerce enterprises are actively carrying out the
research of multi-handling robots, trying to use multihandling
robots to carry goods, accelerate the layout of more intelligent
automatic storage system, improve the quality of service, and
increase the competitiveness of enterprises [14, 15].

On the basis of the current research, this paper takes the
dynamic path planning problem of multiple porters as the

research object. This paper analyzes the research status at
home and abroad and the existing problems in path plan-
ning of multihandling robots and designs a path planning
model and its solving algorithm.

3. Research Methods

3.1. Path Planning Algorithm for Multiple Handling Robots
with Time Windows. The time window algorithm was first
proposed by Kim and Tanchoco and is often used for path
optimization of multiple handling robots in bidirectional
graphs [16]. The time window algorithm was first proposed
by Kim and Tanchoco and is often used for path optimiza-
tion of multiple handling robots in bidirectional graphs
[17]. In the process of robot operation, the time occupied
by each robot on each road section can be calculated [18].
When the time windows occupied by different robots do
not overlap, it indicates that there is no collision [19]. If
there is a potential collision, adjust the original time window
to avoid collision [20]. The specific algorithm flow chart is
shown in Figure 2. Therefore, as long as the start time, speed,
start node, target node, and path information matrix of the
robot are clear, the sequence of resources occupied by the
robot can be prearranged through calculation to avoid con-
flicts and collisions.

3.2. Multihandling Robot Operation Description. In actual
production, the picking mode of the person receiving the
goods is that the handling robot moves the shelves of the
items needed in the order to the picking table, and the pick-
ing workers only need to take out the SKU needed from the
shelves at the picking station [21]. The use of the handling
robot saves the time of manual walking and improves the
operation efficiency. The operation process of the handling
robot in the delivery and human picking mode is as follows:

(1) According to the quantity of each SKU in the order:
inventory and other information to select the match-
ing task rack and will need to pick the shelves and
picking platform to match (determined by the shelf
location picking platform busy degree and other fac-
tors), determine the starting point and end point of
picking

(2) Assign tasks to moving robots: since a handling
robot cannot execute multiple order tasks at the
same time, the system needs to query the working
status of the handling robot, assign the task to the
idle handling robot nearest to the required handling
shelf, and plan the optimal walking path from the
starting point to the end point. If there is no free
robot, wait until there is a free robot

(3) After receiving the task, the state of the handling
robot will be changed from idle to working state,
drive to the task shelf according to the path planned
by the system from the location, and lift the task
shelf, and the robot will be changed from empty to
load state

Whether the
iteration is complete

�e target point

Obstacles

Figure 1: Transfer robot.
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Start

Receive tasks and form a task 
list according to priority

Is the list task 
empty

End

Update time window list

Match tasks for idle handling robots

Adjust the original time window
Whether the 

time windows 
overlap

Calculate the time window 
corresponding to each edge

Planning the running path 
for the handling robot

N

Y

N

Figure 2: Flow chart of time window algorithm.

Start

Task distribution

Extract path information

Time window principle + improved 
Dijkstra algorithm to solve the 

shortest path in time

Create offline paths

Path information and feedback of running line status of multi-handling robot system

Can the robot 
pass by time?

Successfully passed

�e route information is sent to the system, and the time window is updated

End

Implement an 
online control 

strategy

N

Y

Offline 
planning

Online 
planning

Figure 3: Flowchart of two-stage path planning method.
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(4) The handling robot with the task shelf drives to the
target picking station and waits for picking. After
the current picking task is completed, check whether
there are other picking tasks. If so, move to the des-
ignated picking station and wait for picking. Other-
wise, enter Step (5)

(5) It requests the system to transport the task shelf back
to the target location given by the system and designs
the optimal return path for the carrying robot. The
state of the carrying robot becomes empty

(6) Determine whether the handling robot needs to be
charged. If it needs to be charged, drive to the charg-
ing pile for charging, otherwise release the handling
robot

(7) Go to Step (2) and repeat until there are no picking
tasks [22, 23]

3.3. Environment Modeling. Combined with the characteris-
tics of different modeling methods and according to the
actual warehouse operation environment, this paper adopts
raster graph modeling method to create warehouse opera-
tion electronic environment map model [24].

The steps of warehouse operation environment model-
ing for handling robot are as follows:

(1) Determine the number of grids

With the lower left corner of the warehouse as the origin
of coordinates, the rectangular coordinate system is estab-
lished. The axis of the coordinate system represents the
length of the warehouse, and the axis represents the width
of the warehouse. Assuming that the length of the warehouse
is X, the width is Y , and the side length of the grid is z, the

number of grids of the axis x is the rounded value of the
length of the warehouse divided by the length of the grid
INTðX/ZÞ, and the number of grids of the axis y is the
rounded value of the width of the warehouse divided by
the width of the grid INTðY/ZÞ [25].

(2) Encoding

After the number of grids is determined, the grid data in
the rectangular coordinate system is numbered. The grid’s
two-dimensional coordinates start at the origin ð1, 1Þ, and
the grid’s one-dimensional coordinates start at 1 and pro-
ceed from bottom to top, left, and right. Assuming that the
two-dimensional numbering of the grid P is ðx, yÞ, the corre-
sponding formula of two-dimensional coordinates and one-
dimensional coordinates is

Coding = x − 1ð Þ ∗ INY X
Z

� �
+ y ð1Þ

(3) Barriers to assign a value

The obstacle grid on the international circle is divided
into several grids on the international circle. Grids with
impassable obstacles are marked with a 1, and grids with
unpassable obstacles are marked with a 0.

3.4. Two-Stage Path Planning Method. The core idea of the
two-stage path planning method is to generate N alternative
paths for the handling robot in offline state and then plan
the path of the robot in real time through online information.
The algorithm has been widely used in the path planning of
mobile robots because of its advantages such as low online
computation burden. However, the optimal path generated
by this method in the offline state is not the optimal path of
the robot, which needs to be further planned online, making
the overall efficiency of the system low. This paper optimizes
the traditional two-stage path planning method.

Firstly, based on the weighted directed graph, Dijkstra
algorithm with path heat evaluation index is used to gener-
ate global optimal path in the offline phase. Due to the static
path planning for the handling robot, the route of each han-
dling robot may be interfered by other robots as the tasks

Start
Use Dijkstra's algorithm to 
solve the walking path of 

each task

Decompose the path to find 
the usage times of each road 

segment

Calculate the heat value of 
each path segment and store 

it in the database

Is the mission over
Calculate the weighted value 

of each path segment and 
store it in the database

Use Dijkstra's algorithm 
to solve the weighted 

walking path
End

N Y

Figure 4: Improved Dijkstra algorithm flow chart.

Table 1: Computational results.

Algorithm
Distance
(m)

Running time
(seconds)

Traditional Dijkstra
algorithm

268.96 273.96

Improved Dijkstra
algorithm

261.80 270.7938
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continue to enter the system. Therefore, during the opera-
tion of the handling robot, the multihandling robot system
needs to track and locate the route of the handling robot
running in the system in real time. If there is no path inter-
ference, the static optimal solution is the global optimal solu-
tion. Once it is found that two or more handling robots have
path interference and there is time window conflict, the traf-
fic control strategy will be started. By adjusting the priority
of vehicles, possible path conflicts can be prevented and
avoided in advance. The structure of offline-online two-
stage path planning algorithm is shown in Figure 3.

3.5. Improved Algorithm Dijkstra. In this paper, the tradi-
tional Dijkstra algorithm is improved by adding heat value
into the path weight to make the route planning more rea-
sonable. The heat of each path is defined f b = f f b12, f b23,
⋯, f bmng in the time cycle Δ, the real-time number of han-
dling robots on each path during operation is bg = fb12, b23
,⋯bmng, and E is the total number of paths. The specific cal-
culation process is as follows:

(1) The traditional Dijktra algorithm is used to prelimi-
narily plan the path of each carrying robot from the
task starting point to the end point

(2) The paths in step (1) are decomposed and the utili-
zation frequency of each road section within the time
cycle is counted

(3) When the carrying robot passes through the current
path, bg automatically decreases by 1

(4) The influence coefficient function of construction
path busyness on path selection by Dijkstra algo-
rithm is shown in

F f bð Þ = bg + 1
� �

hk
∑p

g=1 ∑
E
k=1 bghk

ð2Þ

Then, the path weight value after adding path heat is

wjk = 1 + F f bð Þ: ð3Þ

The improved Dijkstra algorithm flow is shown in
Figure 4.

4. Interpretation of Result

4.1. Improved Dijkstra Algorithm Validation. In this paper,
the proposed improved Dijkstra algorithm is verified by sim-
ulation experiments assuming that the moving speed of the
robot is 1m/s and the distance between grids is 5m. The
starting and ending coordinates of priority 1 are ð10, 18Þ,
ð8, 1Þ, and the starting and ending coordinates of priority
2 are ð21, 10Þ, ð16, 1Þ. The results are shown in Table 1.

It can be seen from Table 1 that when the path heat value
is added and the traditional algorithm and the improved algo-
rithm are used to plan the path, the distance, and time of the
carrying robot are different. Compared with the traditional
algorithm, the route planning using the improved Dijkstra
algorithm saves 7.16 meters and completes the task 3.17 sec-
onds earlier. On the one hand, the improved algorithm coor-
dinates the load balance of the path to avoid the congestion
of the path; on the other hand, it also saves the running time
and distance and improves the efficiency of the carrying robot.

4.2. Validation of Dynamic Path Planning Algorithm in Offline
Phase of Multihandling Robot.On the basis of considering the
busy degree of the path and turning time, four tasks were set
for the carrying robot, and the total running distance and run-
ning time of the carrying robot were compared between the

520

530

540

550

560

570

580

Traditional algorithm Improved algorithm

D
at

a

�e elapsed time
Running distance

Figure 5: Comparison of calculation results before and after algorithm improvement.
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traditional Dijkstra algorithm and the improved Dijkstra
algorithm.

The starting point and ending point of priority 1 are
ð10, 18Þ and ð8, 1Þ, respectively. The starting point and
ending point of priority 2 are ð21, 10Þ and ð16, 1Þ, respectively.
The starting point and ending point of priority 3 are ð19, 23Þ
and ð24, 1Þ, respectively. The starting and ending coordinates
of priority 4 are ð29, 8Þ and ð32, 1Þ, respectively.

The comparison of the total running time and total run-
ning distance of the four tasks before and after the algorithm
was improved is shown in Figure 5. Experimental results show
that when the heat of each path is considered comprehensively,
the time required for turning is taken into account. Using the
path solved by the improved Dijkstra algorithm, the total run-
ning distance and total running time of the robot are 14.45
meters and 8.45 seconds less than those of the traditional algo-
rithm. Both in time and in distance, the handling efficiency of
the handling robot has been significantly improved compared
with the traditional algorithm and is closer to the reality.

5. Conclusion

Intelligent logistics is the development direction of the logis-
tics industry in the future. By solving the key problems exist-
ing in intelligent logistics, it is conducive to promoting the
transformation and development of the logistics industry
and improving the overall level and efficiency of the logistics
industry. The development of intelligent logistics technology
has promoted the widespread application of handling robots
in warehousing operations. How to carry out path planning
for multiple handling robots has been widely concerned by
the academic community and is summarized as follows:

(1) According to the actual environment of logistics
warehouse, the warehouse operation environment
map model is established. According to the actual
demand of e-commerce enterprises, the path plan-
ning mathematical model of multihandling robot
with time window is established with the shortest
total running time as the objective function

(2) Based on the traditional two-stage path planning, a
path planning algorithm for handling robot is designed
which combines offline planning and dynamic sched-
uling. In the offline state, the path heat and turning
time are considered, and the improved Dijkstra algo-
rithm is used to plan the global optimal path. In the
online state, real-time scheduling is carried out based
on the priority of vehicles to avoid conflicts

(3) The traditional Dijkstra algorithm is improved by
adding the path heat value to the path weight, taking
into account the congestion caused by busy paths
and the time required by the transfer robot to turn.
The improved algorithm makes the path load balance
and saves the running time of the removal robot
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In order to improve the accuracy of electric inspection robot navigation and positioning, an improved SVM algorithm was
proposed to improve the accuracy of inspection. The research focuses on sensor calibration technology, lane line detection and
robot positioning technology, obstacle detection and tracking technology, and substation road scene understanding technology.
The results show that the radar measurement results have great fluctuation and deviation due to the existence of noise, but the
results are smoother after EKF estimation. Secondly, the accuracy of the improved SVM classifier in this paper is much higher
than that of the traditional method, and the improvement effect is obvious.

1. Introduction

Operation and maintenance is the key measure to ensure the
safe and reliable operation of the power system. As a power
system, the substation undertakes the important responsibil-
ity of transmitting power, transforming voltage and distrib-
uting power, and power distribution in the power system.
The substation is geographically distributed in a wide area,
with a large number and a wide variety; the operation state
changes rapidly and needs to withstand the test of various
climatic conditions of the operation environment. Its opera-
tion and maintenance account for a large proportion in the
technology and management of the power grid company
[1, 2]. Therefore, adopting new technologies and methods
to improve the operation and maintenance level and effi-
ciency of substation has always been the focus of power grid
companies. For a long time, substation patrol inspection has
been mainly completed manually. With the rapid develop-
ment of power system, power grid companies are facing
great pressure on patrol inspection [3, 4]. Therefore, the
introduction of new technologies and methods to improve
the operation and maintenance level and efficiency of sub-

stations has always been in the focus of energy network com-
panies. For a long time now, substation inspections have
been carried out mainly by hand. At a time when the energy
system is developing rapidly, power grid companies are fac-
ing a huge workload [5]. In recent ten years, China has car-
ried out the research and application of inspection robot and
achieved gratifying results [6]. However, from a practical
point of view, the current control robot system is still diffi-
cult to perform on its own [7]. Because the robot does not
have the ability to understand the sensor information, even
if it obtains the road environment information, it is unable
to judge the road environment. Usually, it can only drive
blindly according to the map and guide wire but can not
adjust according to the real-time road conditions. Manual
intervention is often required in the event of a problem,
and the ability to work independently in an emergency is
insufficient [8, 9]. In conclusion, the study of more intelli-
gent energy control robots is based on the need to develop
power systems on the one hand and the development of
new technologies on the other. It can be said that the rapid
development of energy control robot technology is begin-
ning in the spring. Figure 1 shows a study of the positioning
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method of an electrically controlled robotic system based on
an improved PSO+SVM algorithm.

2. Literature Review

The research on the operation and maintenance robot of
power system started early. About 30 years ago, an intelli-
gent robot for substation inspection and transmission line
inspection was developed [10]. In 1984, Japan’s Tokyo Elec-
tric Power Company and Mitsubishi group began to jointly
study the intelligent robot. The company implanted the
visual servo technology into the robot to enable it to carry
out automatic positioning and automatic recognition of
three-dimensional objects. The robot walks along the
ground track and automatically obtains the data information
in the station. So far, it has been developed to the third gen-
eration [11]. In 2003, Japanese experts put forward the idea
of substation inspection robot and began to carry out simu-
lation test [12]. In 2005, the first substation inspection robot
was successfully developed by American experts. Its main
task of inspection is to carry out infrared temperature mea-
surement, and it has been put into production and use by
power companies in the western United States [13]. In
2008, American scientists proposed a navigation system
composed of inertial navigation and global positioning sys-
tem, which can make the robot have continuous, real-time,
and efficient navigation ability [14]. Muthugala et al. pro-
posed a robot navigation method based on digital map and
machine vision, and its effectiveness was proved by experi-
ments. After that, experts and scholars from various coun-
tries began to study robot navigation methods, and many
robot navigation methods have been proposed successively,
such as RIFD positioning method, computer vision-based
navigation method, and depth learning-based navigation
method. The proposal of these methods has gradually
improved the autonomous navigation ability of substation
inspection robot, which is of great significance to the practi-
cability and popularization of substation inspection robot
[15]. The research on inspection robot in China started rel-
atively late compared with foreign countries, but many
achievements have been made in recent years [16, 17].

Around 2004, with the support of the 863 project during
the Tenth Five-Year Plan period, many units, including
Shandong University, Tsinghua University, and Shandong
electric power academy, carried out in-depth research on
transmission line inspection robots and substation inspec-
tion robots [17, 18]. In the field of transmission line inspec-
tion robot, Professor Wu Gongping’s team of Wuhan
University has made great research achievements and
important social impact. The inspection robot along the
ground wire developed by the team can transform the
shockproof hammer and suspension clamp on the ground
wire into an unobstructed road structure, so as to realize
the efficient and safe inspection of the inspection robot along
the whole line [19]. The autonomous navigation technology
of substation inspection robot can be divided into the fol-
lowing parts: sensor calibration technology, lane line detec-
tion technology, obstacle detection technology, road scene
description, and understanding technology. The relationship
between them and the system block diagram is shown in
Figure 2. This paper will focus on these parts.

3. Research Methods

3.1. Lane Line Detection Based on Line Detection and Color
Space Transformation. For the autonomous navigation of
substation intelligent inspection robot, the most basic thing
is to know its own local positioning [20]. Only by under-
standing the lane information can we obtain the position
and direction of the robot relative to the lane. In the substa-
tion environment, most road scenes are structured roads.
The so-called structured roads refer to standardized roads
with clear lane signs, road boundaries, etc. [21]. The prob-
lem of how to extract accurate information from the outdoor
environment, such as the amount of visual sensors, is often
accompanied by a large amount of visual interference, which
can not obtain accurate information from the outdoor
environment.

The road detection method studied in this paper is
applied in the substation environment. At present, most of
the substation roads are structured roads, the lane lines are
yellow and clear, and most of the roads are straight roads
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Figure 1: A positioning method of power inspection robot system based on improved PSO+ SVM algorithm.
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curvature radius of the lane line not far from the camera is
very small, and the lane line can be approximated as a
straight line [23]. Therefore, this paper will use the combina-
tion of Hough line detection and color space transformation
to detect the lane line in the substation road. The processing
flow is shown in Figure 3. Firstly, each frame image of the
camera is obtained and converted into RGB format. On
the one hand, the image is preprocessed by binarization
and noise reduction; then, Canny edge detection is carried
out, and then, Hough transform is used for line detection.
Through the screening of line segments, the candidate road
edge collection is obtained. On the other hand, the RGB
image is transformed into HSV color space image. By limit-
ing the threshold of three HSV channels, the yellow lane line
area is extracted, and the lane line area is appropriately
expanded by morphological operation. Finally, the detection
results of the two parts are fused to obtain a straight line that
can divide the road area and nonroad area, and the lane line
extraction test is carried out on the substation road pictures
under different lighting conditions and different pavement
environments with MATLAB.

3.2. Obstacle Tracking Based on Extended Kalman Filter.
Extended Kalman filtering is the usage form of Kalman fil-
tering in nonlinear systems, and the main idea is to find
the best balance between the system state estimates at the
next moment and the measurements obtained for state esti-
mation. The fusion of the two is to continuously adjust a
changing weight and finally obtain an infinitely close to the
accurate value of the system at this moment. When the sys-
tem is a linear model, the Kalman filter can give the optimal
estimation, but in practical application, because the motion
trajectory of the obstacle relative to the radar is nonlinear,
and the radar measurement system itself is also nonlinear,
it is necessary to approximate linearize the nonlinear system
first and then use the Kalman filter for the optimal estima-
tion [24]. This method is the extended Kalman filter method
(EKF). The process of optimal estimation using extended
Kalman filter is as follows:

Firstly, the discrete process model is established, as
shown in:

X̂
−
k = f xk−1ð Þ +W, ð1Þ

where f is the nonlinear equation of the system andW is the
process noise of the system. The update corresponds to the
covariance matrix W of the system. The update formula is

as follows:

P−
k = Fk−1Pk−1F

T
k−1 +Q, ð2Þ

where F is the Jacobian matrix form of the system and Q is
the measurement noise of the observer. Then, calculate the
Kalman gain, and the calculation formula is

Kk = P−
kH

T
k HkP

−
kH

T
k + R

À Á−1, ð3Þ

where H is the measurement matrix of the system and R is
the covariance matrix of the measurement noise. Then, the
optimal estimation value of the current state is calculated
through Kalman gain, and the calculation formula is

x̂k = x̂−k + Kk Zk − hx̂−kð Þ, ð4Þ

where Zk is the measured value of the system at time k
and h is the measured Jacobian matrix. The covariance
matrix P in the current update state is

Pk = Pk − KkHP−
k : ð5Þ

3.3. Front Road Scene Recognition Based on SVM. After get-
ting the schematic diagram of the road scene ahead, it needs
to be transformed into road environment information that
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Figure 2: Block diagram of autonomous navigation system.
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Figure 3: Flow chart of lane line detection based on Hough
transform and HSV color space.
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can be understood by the robot. Firstly, the understanding
method of the road scene ahead needs to be selected accord-
ing to the application environment. The substation scene
studied in this paper has the following characteristics:

(1) The working environment of intelligent robot is
fixed, which is only the substation environment,
and there is no need to distinguish different scenes
or perceive the similarity of scenes

(2) The robot does not need to recognize the object in
front. The obstacle in front is pedestrian or vehicle.
For the robot, it can be attributed to the nonpassable
area, and there is no need to know what the obstacle
is. Therefore, the recognition of the road scene in
front of the intelligent robot in the substation can
be simplified to the state classification of the obsta-
cles in front

(3) Because the application scenario of intelligent robot
in substation is substation environment, it is difficult
to obtain samples, it is not easy to collect a large
number of images for training templates, and in
practical application, the conditions for increasing a
large number of training samples are also difficult
to meet. Therefore, the classification problem of road
environment in front of substation environment
belongs to the classification problem of small
samples

Support vector machine is a classification algorithm in
machine learning. It can obtain better statistical laws when
the statistical samples are small. Around 2010, with the rapid
improvement of computing power and the emergence of big
data, neural network research rose rapidly and ushered in a
climax of development. However, compared with neural net-
work, SVM still has some advantages, such as the feature
dimension is more than the number of samples. In this small
sample learning problem, the use effect of neural network is
poor, but support vector machine can still live up to expec-
tations. The essence of classifying the input front scene sche-
matic diagram is to classify the image features of these
images. Therefore, we should first select the appropriate
image features as the basis for classification. For the input
front scene diagram, its main features are composed of two
aspects: edge features and gray features. Therefore, the two
features selected in this paper are directional gradient histo-
gram (HOG) and gray level cooccurrence matrix (GLCM).
The combination of the two forms the feature matrix of
the complete front scene diagram. The definition of the
HOG function consists of calculating the histogram of the
radius in the region of the picture to form an image. The
next step is to split the HOG function: make the image nor-
mal. The color of the image, then, makes the image’s color
space the gamma satellite, so that it can reduce the volume
of light and noise. Calculate the gradient of the image. Rotate
the image by a [-1,0,1] gradient operator and its shift, and at
the edge of each pixel, the gradient is full. In the vertical
direction, you can figure out the gradient integrity and then
use the following formula; the vertical and the horizontal

gradient of the current pixel is as follows:

Gx x, yð Þ =H x + 1, yð Þ −H x − 1, yð Þ,
Gy x, yð Þ =H x, y + 1ð Þ −H x, y − 1ð Þ,

Gx x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx x, yð Þ2 +Gy x, yð Þ2,

q

α x, yð Þ = tan−1
Gy x, yð ÞÀ Á
Gx x, yð Þð Þ

 !
:

ð6Þ

Of these, Gx ðx, yÞ represents the horizontal gradient of
the pixel, Gx ðx, yÞ represents the vertical gradient, and H ð
x, yÞ represents the value of the point pixel. G ðx, yÞ repre-
sents the size of the pixel point gradient, and α ðx, yÞ repre-
sents the direction of the point gradient.

3.4. SVM Classification Experiment. The experimental pro-
cess of classification is carried out on the schematic diagram
of the road scene in front of the robot. The feature value
extraction of the image, the training of the classifier, and
the test of the training results are completed by MATLAB
2016b. The flow chart of the experiment is shown in
Figure 4.

4. Result Analysis

4.1. Obstacle Tracking Experiment. MATLAB is used to sim-
ulate an obstacle with nonlinear motion relative to the robot.
The effectiveness of extended Kalman filter in obstacle track-
ing is verified by comparing the errors between the mea-
sured value, estimated value, and real value before and
after adding extended Kalman filter. Figure 5 shows the rela-
tionship between the actual value, observed value, and EKF
estimated value of obstacle motion. In Figure 5, “∗” repre-
sents the result of radar measurement, “+” represents the
result after EKF estimation, and “-” represents the actual
motion trajectory. It can be seen from the figure that due
to the existence of noise, there are large fluctuations and
deviations in the radar measurement result, and the result
is smoother after EKF estimation.

4.2. SVM Classifier Test. The feature vector extracted from
the training set and the corresponding sample label are used
as the input of SVM, and LIBSVM is used to train the
semantic classification of images. Because different kernel
functions will lead to different classification results of sup-
port vector machine for nonlinear SVM classification prob-
lem, the selection of kernel function has an important
impact on the performance of support vector machine. Con-
sidering that Gaussian radial basis function (RBF kernel) has
fewer parameters and is easy to calculate and RBF kernel is a
kernel function with strong locality, high flexibility, and
accuracy, and it is also the most widely used kernel function.
This paper uses Gaussian radial basis function (RBF kernel)
to train radial basis function SVM classifier. The specific test
results are shown in Figure 6.
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As shown in Figure 6, the accuracy of the improved SVM
classifier in this article is much higher than that of the tradi-
tional method, and the effect of the improvement is obvious.

5. Conclusion

In order to realize substation intelligent inspection, it is
imperative to develop substation inspection robot with
autonomous navigation ability, and making the robot have
the ability of environmental perception and intelligent infor-
mation processing is the basis of autonomous navigation.
Therefore, the research work of this paper mainly focuses
on sensor calibration technology, lane line detection and
robot positioning technology, obstacle detection and track-
ing technology, and substation road scene understanding
technology. The detection of lane lines and obstacles is the
basis of road scene understanding, and the calibration of
sensors is a bridge to integrate the detection results of lane
lines and obstacles. The innovation of this paper is as fol-
lows: combined with the environmental characteristics of
substation, this paper explores and improves the methods
of robot environment perception and scene understanding.
The main research work of this paper includes the following:

(1) A schematic diagram of the road ahead scene based
on multisensor data fusion is proposed

For the macro description of the road scene in front of
the robot, a geometric schematic diagram of the black-and-
white road scene in front of the robot is proposed. Firstly,
the results of lane line detection are used to distinguish road
and nonroad areas. Through the processing of radar data,
the characteristic information that can characterize the ori-
entation and size of obstacles is extracted, and the results
of sensor fusion are projected onto the image. The images
of marked lane lines and obstacles are transformed into
aerial view by inverse perspective transformation. Black rep-
resents the nonpassable area, and white represents the pass-
able area. In black-and-white geometric form, the schematic
diagram succinctly and intuitively shows whether a certain
area is passable without redundant information, so as to
highlight the characteristics of road obstacles and reduce
the difficulty of robot scene understanding. Moreover, the
schematic diagram is simple to obtain and can adapt to the
changes of natural conditions such as lighting.

(2) The front road scene recognition based on SVM is
realized

To understand the front road map, an auxiliary vector
machine (SVM) method is used to classify the front road
map and define a schematic diagram. First, test the training
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Figure 4: SVM experiment flow.
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In order to solve the problem that the traditional method of manually extracting expert features for communication signal
recognition has large limitations and low accuracy under low signal-to-noise ratio, this paper proposes an automatic
modulation and recognition method of robot communication signal based on deep learning neural network. In this method,
the received signal is preprocessed to obtain the complex baseband signal including in-phase component and quadrature
component. The signal is used as the data set of the input convolution neural network model. The model structure and the
super parameters such as convolution kernel, step size, characteristic graph, and activation function are adjusted through
multiple training, and the trained model is used to extract and recognize the features of the communication signal. It realizes
the identification and classification of seven types of digital communication signals: 2FSK, 4FSK, BPSK, 8PSK, QPSK, QAM16,
and QAM64. The experimental results show that the average recognition accuracy of the seven signals has reached 94.61%
when the signal-to-noise ratio is 0 dB. Conclusion. The algorithm is proved to be effective and has high accuracy under the
condition of low signal-to-noise ratio.

1. Introduction

Recognition of communication signal modulation has a wide
range of application requirements in modern wireless com-
munication, and its typical application options are as follows:
(1) In noncollaborative communication, the receiver cannot
use the communication parameters effectively, especially
the modulation mode, because the receiver does not know
the sender’s communication parameters. As tracking actions
such as demodulation are performed, communication signal
modulation recognition is widely used in noncollaborative
communication options such as electronic countermeasures,
communication intelligence, signal recognition, and elec-
tronic control. (2) In the cognitive radio system, it is hoped
that the communication receiver will reach the universal
level. The receiver will be able to receive the information sent
by the sender accurately [1]. Recognition of signal modula-
tion is a key technology in the general receiver model. Only
by correctly defining the signal modulation mode can infor-

mation such as the signal bandwidth of the signal transmitter
be calculated more accurately and thus facilitate subsequent
operations. By signal demodulation and decoding. Therefore,
studies to determine the modulation of communication sig-
nals are very important [2]. In today’s increasingly complex
environment of wireless communication, the space of elec-
tromagnetic signals is becoming more and more complex,
the amount of information transmitted is increasing, and sig-
nal change is accelerating. Therefore, the study of automatic
communication modulation signal recognition in high-speed
modulation patterns is of great application [3].

In the noncooperative communication system and cog-
nitive radio platform, the automatic modulation identifier
of communication signal is a very key system component.
The recognition performance of the modulation identifier
is related to the normal and effective operation of the whole
communication system. In this paper, it is a novel and inge-
nious method to realize communication signal modulation
recognizer based on artificial neural network and graphics
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processing unit (GPU) platform. It is an innovative idea to
combine communication signal modulation recognition
with the current hot artificial intelligence technology.
Figure 1 shows a robot communication control device based
on deep learning neural network.

2. Literature Review

Zhu et al. proposed a modulation recognition algorithm that
can effectively recognize BPSK (binary phase shift keying)
and QPSK (quadrature phase shift keying) signals from the
perspective of average likelihood ratio for the first time.
The algorithm estimates the carrier phase offset through
ALRT and deduces the log likelihood ratio classification
criteria to complete signal recognition [4]. Two years later,
on this basis, they studied a quasi-optimized log likelihood
ratio recognition algorithm, which further improved the rec-
ognition accuracy of BPSK and QPSK signals under the
interference of additive white Gaussian noise (AWGN). Li
et al. proposed a new PSK (phase shift keying) modulation
classifier based on the maximum a posteriori probability cri-
terion, which treats signal amplitude and noise variance as
unknown deterministic variables and combines GLRT and
ALRT to improve signal recognition performance [5]. Zeng
et al. proposed a modulation recognition algorithm based
on HLRT for multiple input multiple output (MIMO) sce-
narios. The algorithm first uses the channel estimation tech-
nique based on independent component analysis to estimate
the relevant channel parameters, then uses the linear filter
based on the minimum mean square error criterion to divide
the MIMO channel into several subchannels, and uses the
weighted sum rule to recombine the likelihood functions
under each assumption to form a global likelihood function,
so as to improve the algorithm performance [2]. Liu et al.
studied the modulation recognition algorithm when the
channel state information is unknown in the multicarrier
scenario. First, the energy detector is used to confirm the
working subcarriers, then the expectation maximization
algorithm is used to estimate the channel state information,
and finally, the HLRT function is constructed according to
the estimated parameters to realize signal recognition [6].
Although the above modulation recognition algorithms can
achieve high recognition rate, compared with the pattern
recognition methods based on feature extraction, these algo-
rithms have high computational complexity and are difficult
to be applied in practical engineering projects. Therefore,
how to reduce the computational complexity of these algo-
rithms is also an important research direction of researchers.
Arunkumar et al. studied an automatic modulation recogni-
tion algorithm based on normalized sixth-order cumulant.
The algorithm simulates the channel propagation condi-
tions in real scenarios. When the channel characteristic
information is unknown, it successfully realizes the efficient
recognition of BPSK, QPSK, 16QAM (quadrature amplitude
modulation), and 64QAM [7].

Based on the above analysis, this paper studies a method
of combining complex baseband signal with CNN and pro-
poses a CNN model. This method can automatically learn
the signal characteristics directly from the data. The model

first simulates and generates seven types of modulated sig-
nals under different signal-to-noise ratios and then processes
the received signals into two channels of complex baseband
IQ signals. After preprocessing the signals, the signals are
used as the experimental data set. The data set is used to
train the CNN model and adjust the super parameters.
Finally, the trained CNN model is used to identify and clas-
sify the seven types of communication signals. Experiments
show that the proposed method has better classification
accuracy in the case of low signal-to-noise ratio, and the
accuracy of classification and recognition method using con-
volution neural network after short-time Fourier transform
is greatly improved.

3. Research Methods

3.1. Signal Modulation Model. There are three basic digital
modulation modes: multiband frequency shift keying
(MFSK), multiband amplitude shift keying (mask), and mul-
tiband phase shift keying (MPSK) [8, 9]. The three signals
can be mathematically modeled as follows:

sMFSK tð Þ = 〠
N−1

i=0
A0 cos 2πf ct + 2πf it + θ0ð Þ · gT t − iTð Þ,

ð1Þ

sMPSK tð Þ = 〠
N−1

i=0
A0 cos 2πf t + θ0 + θið Þ · gT t − iTð Þ, ð2Þ

sMASK tð Þ = 〠
N−1

i=0
Ai cos 2πf ct + θ0ð Þ · gT t − iTð Þ, ð3Þ

where f c is the initial carrier frequency, θ0 is the initial
phase, A0 is the initial amplitude of the carrier, N is the
number of observed symbols, T is the symbol period, gTð·Þ
is the waveform pulse formed in the symbol period, and f i
∈ f f ð1Þ, f ð2Þ,⋯, f ðMÞg is the modulation frequency; Ai ∈
fAð1Þ, Að2Þ,⋯, AðMÞg is the modulation amplitude; f2π/
Mðm − 1Þ,m = 1, 2,⋯,Mg is the modulation phase.

On this basis, multiband quadrature amplitude modula-
tion (MQAM) simultaneously uses the amplitude and phase
of the carrier to modulate the transmission data [10]. The
MQAM expression is as follows:

sMASK tð Þ = 〠
N−1

i=0
Ai cos 2πf ct + θ0ð Þ · gT t − iTð Þ: ð4Þ

The general expression of the modulated signal obtained
from (1)–(4) is as follows:

s tð Þ = A tð Þ · cos 2πf ct + 2πf tð Þt + θ tð Þ + θ0½ �, ð5Þ

where sðtÞ represents continuous time series signal.
According to formula (5), seven modulation models are
obtained by changing its frequency, phase, amplitude, or
other parameters.
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3.2. Data Set Generation and Preprocessing. Digital down
converter (DDC) is used to process the signal obtained from
formula (5) to obtain a complex baseband signal including
in-phase component and quadrature component. The gen-
eral expression is as follows:

I nð Þ& = A nð Þ sin ω0n + nω nð Þ + φ nð Þ + φ0ð Þ,
Q nð Þ& = A nð Þ cos ω0n + nω nð Þ + φ nð Þ + φ0ð Þ,

ð6Þ

where IðnÞ represents the in-phase component of the
modulated signal, and QðnÞ represents the quadrature com-
ponent of the modulated signal. After passing through the
channel, the received signal yðnÞ can be described as the fol-
lowing equation:

y nð Þ = 〠
N

i=1
Cie

−j2πf i n−kið Þ · I n − kið Þ +Q n − kið Þð Þ + v nð Þ, ð7Þ

where Ci and ki represent subpath gain and delay, f i is
Doppler frequency, and vðnÞ represents additive white
Gaussian noise (AWGN) [11].

In reality, in addition to channel noise, the accuracy of
modulation signal identification is also affected by intersym-
bol interface (ISI) and frequency offset. Due to the existence
of intersymbol crosstalk in the channel, in order to eliminate
the impact of intersymbol crosstalk on the recognition accu-
racy, according to the Nyquist criterion, a raised cosine
transmit filter (RCTF) is used to eliminate inter symbol
crosstalk, so that each complex value signal passes through
a raised cosine filter with a roll off coefficient of 0.4. The
impulse response of the raised cosine filter is as follows:

hRC nð Þ = sin ω0nð Þ · cos ω0αnð Þ
ω0n · 1 − 2aω0n/πð Þ2Â Ã , ð8Þ

where α is the roll off coefficient of the raised cosine filter
and f0 is the bandwidth of the filter.

To sum up, this paper considers the pretreatment pro-
cess of input data set under AWGN channel conditions as
shown in Figure 2.

3.3. Working Principle of Modulation Recognition Method
Based on Convolutional Neural Network

3.3.1. Structure of Convolutional Neural Network. The pro-
cess of modulation recognition using convolutional neural
network structure is as follows: Firstly, the preprocessed
seven types of modulation signals are processed into training
set and test set, respectively; then, the CNN model is trained
through the training set, and the super parameters of the
CNN model are fine tuned. After the training, the CNN
model is tested by inputting the test set, and finally, the dig-
ital communication signals are recognized and classified [12].

Convolutional neural network is a multilayer neural net-
work with forward feedback, which is composed of convolu-
tion layer, pooling layer, and full connection layer. The
neurons of each layer in the convolutional neural network
automatically extract features from the input data, so as to
update the weights of neurons of each layer [13]. The work-
ing principle of the neuron is shown in Figure 3. The n input
vectors ½x1, x2,⋯, xn� and their corresponding weight vec-
tors ½w1,w2,⋯,wn� are used as the inner product, plus the
bias b, and then, the output f ðx ;w, bÞ is obtained through
the nonlinear activation function hð∑iwixi + bÞ. Convolu-
tional neural network has the characteristics of local percep-
tion and weight sharing, which can reduce the number of
training parameters and computational complexity [14].

(1) Convolution layer is used to extract features from
input data. The input data is generally the character-
istic matrix. The convolution kernel size and moving
step size of each convolution layer are manually set.
Convolution operation is carried out through the
convolution kernel and the characteristic matrix of
the upper layer. After each data window is calcu-
lated, the convolution kernel shifts to the next

Robot output module

Robot output
module

Robot communication
control device

Controller input module

Figure 1: A robot communication control device based on deep learning neural network.
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position, and the output characteristic matrix is
obtained by activating the function. The calculation
formula of convolution layer is as follows:

Yl
j = f 〠xl−1i ∗ klij + blj

� �
, ð9Þ

where l is the number of network layers, f ð·Þ is the acti-
vation function, x is the input vector matrix, k is the convo-
lution kernel matrix, b is the bias, Y is the output matrix,
and j is the number of characteristic graphs [15].

(2) The pooling layer can effectively reduce the matrix
size and latitude and further reduce the parameters
in the full connection layer. The forward propaga-
tion process of the pool layer is similar to that of
the convolution layer, and the size and step length
of the sliding window matrix need to be manually
specified. In this paper, the pool layer takes the max-
imum value of each sliding window as the output,
and the output is also in the form of a three-
dimensional matrix, as shown in the following
formula:

Yl
j = f ωl

j max xlN×M

n o
+ blj

� �
, ð10Þ

where x is the matrix of input characteristics in the pool
layer, and N ×M is the size of the pool sliding window.

(3) The full connection layer connects all neurons with
all neurons of the upper layer and outputs a two-
dimensional matrix form of 1 ×N . Since the output
dimension after passing through the full connection
layer is different from the original input dimension,
it is finally necessary to connect with softmax. For

samples of specified categories, the probability of
each category is finally calculated [16]. The probabil-
ity that softmax regression marks sample xðiÞ as a
category is as follows:

p y ið Þ = j ∣ x ið Þ ; θ
� �

= eθ
T
j x

∑k
l=1 e

θTj x
: ð11Þ

Softmax cross entropy loss function is as follows:

L θð Þ = 1
M

〠
M

i=1
〠
k

j=1
I y ið Þ = j
n o

log eθ
T
j x

∑k
l=1 e

θTj x

" #
, ð12Þ

where yðiÞ is one hot code form, and if yðiÞ = j is true, then
If·g = 1; otherwise, If·g = 1, k is the category, and M is the
number of samples.

When training the neural network, in order to minimize
the cross entropy loss function, the adaptive moment
(Adam) optimization algorithm is used to update the
weights [17]. Adam has the advantages of both momentum
algorithm and root mean square propagation (rmsprop)
algorithm. By calculating the adaptive learning rate of the
first-order moment estimation and second-order moment
estimation of the loss function, the global optimal solution
can be quickly obtained. The specific steps are as follows.

Step 1. Initialize the first-order moment estimation of loss
function gradient mw = 0, the second-order moment estima-
tion of loss function gradient vw = 0, the number of itera-
tions t = 0, and the training set D = fxðiÞ, yðiÞg, i = 1, 2,⋯,N .

Step 2. Update iteration number t⟵ t + 1.

Step 3. Randomly take M subsets from training set D to
obtain Dm,Dm = fxðiÞ, yðiÞg, i = 1, 2,⋯,M. Carry out the
feedforward operation of the neural network and calculate
the output ŷðiÞ = f ðxðiÞ ;wÞ.

Step 4. Calculate the gradient ∇L of the loss function.

∇L =
∂ 1/M∑M

i=1 L y ið Þ, ŷ ið ÞÀ Á
+Ω wð Þ

h i
∂w

, ð13Þ

where LðyðiÞ, ŷðiÞÞ is called loss function, which measures
the difference between the real output and the expected

I (n)

Q (n)

Root raised cosine filter
1

Q

S (t)

v (n)

y (n)

2⁎1024

Figure 2: Schematic diagram of data set generation.
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Figure 3: Working principle of neuron.
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output of the training sample, and ΩðwÞ is called L2 regular-
ization term to prevent overfitting, as shown in the following
formula.

Ω ωð Þ = 1
2 ωj j2: ð14Þ

Step 5. Update mt+1
w ⟵ β1m

t
w + ð1 − β1Þ∇Lt and calculate

its correction value as follows:

�mw = mi+1
w

1 − β+1
1
: ð15Þ

Update �vt+1w ⟵ β2m
t
w + ð1 − β2Þð∇LtÞ2 and calculate its

correction value as follows:

�vw = vt+1w

1 − β+1
2
: ð16Þ

Step 6. Update weight wt+1 ≪wt − η�mw/
ffiffiffiffiffi
vw

p + ε, where β1
β2 is the weighted index, β1 = 0:9,β2 = 0:999, η is the learn-
ing rate to be fine tuned during training, and ε is the
smoothing factor, ε = 10−8 [18].

Step 7. Return to Step 2 and continue training until the stop
condition is reached.

3.3.2. CNN-IQ Convolutional Neural Network Model. This
paper presents a convolutional neural network model named
CNN-IQ [19]. CNN’s model framework consists of one
input layer, two convolution layers (Conv), two Maxpool
layers, one fully connected (Fc) layer, and one softmax clas-
sifier. Finally, the modulation types of seven signals are out-
put (see Table 1 for model parameters).

The input layer inputs a 2-dimensional matrix with the
size of 2 × 1024; Conv1 convolution kernel has a size of
1 × 2, a depth of 256, and a step size of 1 × 1. It is filled
with all zeros. After convolution calculation, 256 2 × 1024
characteristic graphs are obtained. There are a total of 2 ×
512 × 256 × ð1 × 2 + 1Þ = 786432 connections in this layer.
Maxpool1 sliding window size is 1 × 2, step size is 1 × 2,
and all zero filling is used to obtain 256 2 × 512 characteristic
graphs [20]. In conv2, the convolution kernel size is 2 × 2, the
depth is 128, and the step size is 1 × 1. All zero filling is not
used. The two convolution layers use the rectified linear unit
(Relu) as the activation function. The activation function
makes the whole neural network model nonlinear. After con-
volution calculation, 256 1 × 511 characteristic graphs are
obtained. There are 1 × 511 × 256 × ð2 × 2 + 1Þ = 654080
connections in this layer. The size of maxpool1 sliding win-
dow is 1 × 2, the step size is 1 × 1, and all zero padding is used
to obtain 128 1 × 128 characteristic graphs. The full junction
layer is composed of 256 neurons in total. The full junction
layer has 1 × 128 × 128 × 256 + 256 = 4184560 connections.
Finally, the number of softmax layer output nodes is 7 [21].
In order to avoid over fitting, a dropout with P = 0:5 is set
at the full connection layer. The dropout method can ran-
domly delete half of the neurons in the network while keep-

ing the input and output neurons unchanged, which can
further improve the reliability of the model and prevent over
fitting.

4. Result Analysis

4.1. Preparation of Experimental Data Set. In order to train
convolutional neural network model, a large number of
training set and test set sample data sets are required. In
the experiment, Matlab is used to generate IQ data of seven
digital signal models, including 2FSK, 4FSK, BPSK, 8PSK,
QPSK, qam16, and QAM64. Each type of signal in the data
set consists of 1024 sample points and is saved in a 2 × 1024
matrix format. The first row of the matrix is I-channel sig-
nal, and the second row is Q-channel signal. The specific
division of the data set is shown in Table 1. The signal-to-
noise ratio of the data set ranges from -10 dB to 18 dB with
an interval of 2. Parameters for signal generation: the sam-
pling frequency is 1000Hz, the carrier frequency is 100Hz,
and the number of symbols is 256. The training set includes
49000 samples, and the test set includes 4200 samples. The
signal sample label adopts one hot coding format [22].

The experimental environment is as follows: the graphics
card is Titan x GPU, the processor is Intel (R) Xeon (R) CPU
E5-2620v3@2.40GHz, and the memory is 10GB. Software
environment: the data set is generated under Matlab2016b
in Windows 10. The training of convolutional neural net-
work is built under the framework of tensorflow1.12 in
Ubuntu system. The development language is python3.6.

4.2. Analysis of Experimental Results. In the experiment, the
learning rate starts from 0.001 to train the framework CNN-
IQ. When the loss value of the test set during training is
greater than the maximum loss value at this time, the learn-
ing rate at this time is multiplied by 0.02 to correct the learn-
ing rate. There are 100 rounds of training in the experiment,
and each round takes about 23 seconds. Figure 4 is a graph
of the training loss value, the validation loss value, and the
training rounds. With the increase of rounds, the training
loss and the validation loss both decrease rapidly, and the
two curves gradually converge, indicating that there is no
overfitting in the experimental model. After epochs = 38,
the loss value is basically stable, and the two curves of train-
ing loss and validation loss converge. When epochs = 100,
the validation loss value is 0.035, and the loss value at this

Table 1: Parameters of CNN-IQ model.

Layer
Convolution

kernel
Step
length

Characteristic
diagram

Output

Input 1 2 ∗ 1024
Conv1 1 ∗ 2 1 ∗ 1 256 2 ∗ 1024
Maxpool1 1 ∗ 2 1 ∗ 2 256 2 ∗ 512
Conv2 2 ∗ 2 1 ∗ 1 256 1 ∗ 511
Maxpool2 1 ∗ 2 1 ∗ 2 128 1 ∗ 128
Fc 256 1 ∗ 256
Softmax 7 1 ∗ 7
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time has reached the minimum value. A good convolutional
neural network model framework and weights are saved to
facilitate the transfer training of the CNN-IQ model [23].

In order to evaluate the range recognition performance
of other methods under the same data set compared to our
CNN-IQ method, we analyzed the effect of the two methods
on the recognition accuracy as the signal-to-noise ratio
increased. The analysis in Figure 5 shows that the accuracy
of the method in this document is significantly improved
compared to other methods when the signal-to-noise ratio
is low. The results of the analysis shown in Figure 5 show
that the method of this document improves the accuracy
by approximately 25.41% when the signal-to-noise ratio is
less than 0dB. When the signal-to-noise ratio is equal to

0 dB, the average accuracy of this paper reaches 94.61%,
while the average accuracy of other methods is 72.13%.
When the signal-to-noise ratio is 18 dB, the accuracy level
of the method in this document reaches 98.85%, while the
accuracy level of other methods is 95.32%. Compared to
other methods, the accuracy of CNN-IQ is significantly
improved when the signal-to-noise ratio is low, and the
accuracy is somewhat improved when the signal-to-noise
ratio is high.

5. Conclusion

In order to determine digital communication signals, this
paper proposes a method for determining modulation
based on a complex backbone signal using a disruptive neu-
ral network. First, a method is developed to process the
generated digital signal into a complex signal, and then,
the data is preprocessed, and the disrupted neural network
built on the generated data set is trained. The value loss is
minimal and combined, offering the CNN-IQ model and
finally using the CNN-IQ model to learn the transmission
of seven types of digital communication signals. The simu-
lation results show that the method in this document is
effective in recognizing digital communication signals, and
that the signal recognition accuracy is greatly improved
when the signal-to-noise ratio is low. The next step is to
consider a dual-channel neural network, to study how to
reduce the structure and parameters of the circulatory neu-
ral network, and to further improve the speed of the entire
recognition process, while maintaining a high degree of
acceptance.
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Encrypting data based on the data attributes of robots is one of the effective methods to control access users in the data
outsourcing environment. Therefore, a mathematical modeling method of robot data attribute encryption based on data
redundancy elimination technology is proposed. The encryption algorithm structure is analyzed based on the Bloom filter. The
Hamming distance is used to calculate the similarity of big data by the Bloom filter. Finally, a big data ellipse encryption
algorithm is designed according to the calculation results. The results show that during the whole experiment, the approximate
fluctuation range is 0.08%~0.14%, which is not only high but also has a large fluctuation range. In contrast, the probability of
occurrence of redundant data is less than 0.05% under different byte rates of redundant data, which is far lower than the two
traditional methods, indicating that the application performance of the proposed method is good.

1. Introduction

The mathematical modeling of big data attribute encryption
uses mathematical methods to solve the problem of data
encryption. Data encryption based on big data attributes is
one of the effective methods to control data access users in
the data outsourcing environment, but in the calculation pro-
cess, it is impossible to realize the parallel application of multi-
ple encryption methods. If the method is constantly updated, it
will affect the execution efficiency of the overall algorithm and
increase the time overhead [1]. In order to solve this problem,
experts in relevant fields have obtained some good research
results. According to the above situation, in the case of cloud
computing data outsourcing environment, researchers propose
a new method to expand data access and improve the security
performance of encryption algorithm as a whole. For big data
in multiauthority cloud, combined with improved attribute
encryption, they propose a flexible and secure access control
model, design a new policy update process based on improved
proxy reencryption, and formulate an efficient policy update

scheme [2, 3]. However, this method has the problem of more
redundant data in the process of big data encryption. Other
scholars have proposed a full homomorphic encryption
method of multisource information resources in cloud com-
puting environment with short public key, adding a set of
homomorphic encryption of perceptual resources with the
same remainder pair, extracting the real resources from the
ciphertext data after additive fusion, then using the Chinese
remainder theorem to verify the integrity of resources, and
finally fusing the new security parameters into the integrity ver-
ification parameters. After linear conversion, the number of
public key elements is reduced and the size of public key is
improved [4, 5]. This method still has the problem that the
encryption algorithm takes a long time. To solve the problems
of the above traditional methods, we offer a mathematical
modeling method for encrypting large data properties based
on information resource technology. The structure of the
encryption algorithm is analyzed based on the Bloom filter.
Use the Hamming space to calculate the similarity of large data
through a Bloom filter. Finally, the big data elliptic encryption
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algorithm is designed according to the calculation results.
Figure 1 shows the redundancy elimination algorithm com-
monly used in encryption mathematical modeling teaching.

2. Literature Review

The rapid development of technologies such as cloud comput-
ing, Internet of Things, and social networking has led to a
rapid increase in network information flows from GB to TB,
PB, EB, and even ZB [6]. The sheer size of the data, the rapid
flow of data, the dynamic data system, the variety of data
types, and the enormous value of big data have brought enor-
mous impacts and challenges to the security and privacy of
user information assets [7, 8]. Traditional data encryption
storage and management methods have struggled to meet
large data requirements in terms of encryption speed, storage
capacity, and security [9, 10]. In addition, most data acquisi-
tion systems, such as satellite data signal acquisition, radar
echo signal data acquisition, and digital video signal process-
ing, require real-time and safe data transmission, which puts
forward higher requirements for the transmission speed, stor-
age speed, storage capacity, and security of the data acquisition
and storage system [11, 12]. Secure storage of big data: the
amount of data has increased from GB to EB and ZB and
continues to grow explosively [13, 14]. According to IDC’s
report in March 2008, individual users just entered the TB
era in 2006, and about 180EB of data was generated world-
wide: in 2007, the global new data volume was 281EB, an
increase of about 75% over the previous year, while the total
capacity of all available storage media was 264EB, and the
new data volume has exceeded 6% of the capacity of all avail-
able storage media. The total amount of global data in 2011
was 10 times that in 2006, reaching 1.8ZB [15]. In addition
to the above typical examples, several other main sources of
large-scale data are shown in Table 1:

In March 2009, a large number of Google users’ data were
stolen. In 2011, Nate, one of the three major portals in South
Korea, and Saiwo, a social network, were attacked by hackers,
resulting in the disclosure of 35 million user information: in
April 2011, Sony’s system vulnerability led to the theft of 77
million user data. On December 21, 2011, the data of 6 million
users on CSDN, China’s largest programmer community, was
made public [16]. The files published by hackers contain a
large number of user email accounts and password informa-
tion. In August 2012, Shengda cloud enterprise lost a large
amount of data of users due to virtual machine failure [17,
18]. Recently, Amazon has also constantly exposed various
security incidents of big data in the cloud computing environ-
ment [19]. According to Gartner’s 2012 survey report, more
than 60% of enterprise CTOs believe that the main reason
for not adopting cloud computing technology in the short
term is that big data faces problems in security and privacy
protection. From simple data to trade secrets to intellectual
property rights, the disclosure of big data may lead to reputa-
tion damage, economic losses, and even legal sanctions [20].

In the process of big data security protection, potential
threats may lead to some more basic threats. Common poten-
tial threats can be divided into the following four types: (1)
eavesdropping, (2) traffic analysis, (3) information leakage
caused by carelessness of operators, and (4) information leak-
age caused by media waste. Figure 2 shows some typical
threats faced by big data and their relationship. The paths in
the figure can be staggered. For example, counterfeiting attack
can become the basis of all basic threats. At the same time,
counterfeiting attack itself also has the potential threat of
information disclosure.

The strength of big data security system is equal to that of
its weakest link, and its security protection needs to combine
different types of threat countermeasures. Therefore, the secu-
rity protection technology of big data involves a very wide
range of fields, including physical security, personnel security,

Model NModel 2

Conversion

Training phase
Training data setSample

weight

Model
weight

Training data set Training data set

Conversion

Model 1

Forecast period

Synthetic
model

Combined
forecast results

Test data Model 1 Model 2 Model N

Figure 1: Common algorithms and redundancy elimination algorithms in encryption mathematical modeling teaching.
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management security, media security, radiation security, and
life cycle security (the process from the generation of big data
to the demise of big data is called the life cycle of big data). No
matter which link, big data encryption algorithm is the basis
for the protection of big data. Limited to space, this paper only
discusses the security problems related to big data encryption
algorithms. Considering the existing powerful cryptographic
analysis methods, such as differential cryptographic attack,
linear cryptographic attack, integral attack, algebraic attack,
man in the middle attack, and related key attack, we have to
consider using more complex encryption algorithms and pro-
tective measures to protect the security of big data. To sum up,
the amount of data in the era of big data increases nonlinearly.
The increasing amount of data makes the traditional security
and encryption tools no longer as effective as before. Modern
cryptosystems are mostly designed for the needs of text data
encryption and are not well combined with the characteristics
of big data, so it is difficult to meet the actual application needs
[21, 22]. The secure storage and data protection of big data are
facing unprecedented pressure and challenges. Simply relying
on increasing encryption, storage devices and bandwidth can-
not fundamentally solve the problem, and new technical solu-
tions must be sought. Based on this, this paper proposes a

scheme that can meet the symmetric cryptographic algorithm
and asymmetric encryption algorithm of big data and makes a
new attempt for attribute encryption of big data.

3. Research Methods

3.1. Big Data Redundancy Elimination Algorithm Based on
Similarity Calculation. In the space of data structure Bloom fil-
ter, it has the advantages of high data compression efficiency.
The eigenvalue of the algorithm is composed of the representa-
tion of the Bloom filter data structure [23]. Compared with the
traditional data redundancy elimination algorithm, the Bloom
filter algorithm has more advantages in query time and space
efficiency and is more suitable for processing large data.

Assuming that a certain data is a shingle, the construc-
tion method of the Bloom filter can be formed according
to the following points:

(1) Construct BF data structure, where the structure is m
bits and the initial value of all data is 0

(2) Suppose that the mapping function is two hash func-
tions, including hASH1 and hASH2 functions

Table 1: Other sources of big data.

Serial number Data category Source

1 Sensor data Sensor perception of environment

2 Click stream data Click stream of users on the Internet

3 Mobile device data Mobile phone, PDA, navigation, etc.

4 RFID data Wide application of RFID

Information leakage Integrity violation Denial of service Illegal use

Tapping

Traffic Analysis

Electromagnetic/RF 
interception

Personnel negligence

Media cleanup

Infiltrate

Counterfeit

Bypass control

Authorized violation

Physical intrusion

Implant

Trojan horse

Trap door

Service deception
Steal

Business/denial

Interception/modification

Information leakage

Integrity violation

Steal

Message resend

Resource exhaustion

Integrity violation

Figure 2: Typical threats and their relationships.
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(3) Use the two functions in (2) to calculate the sum-
mary value in each shingle, and on this basis, set
the bit value corresponding to BF as 1

(4) The characteristic value of the file is BF of the output

According to the above research and analysis, in the pro-
cess of calculating the similarity of big data, this paper uses
the Hamming distance to determine the similarity through
the Bloom filter. The Hamming solution method mainly cal-
culates the corresponding different numbers in two binary
sequences. In addition, there are four methods to solve the
similarity, namely, cosine, overlap, dice, and Jaccard. The
calculation method is shown in

Cosine sim x, yð Þ =
�X · �Y

�X
  · �Y

  = ∑n
i=1 XiYiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1 X

2
i∑

n
i=1 Y

2
i

p , ð1Þ

Overlap sim x, yð Þ = ∑n
i=1 XiYi

min ∑n
i=1 X

2
i ,∑n

i=1 Y
2
i

À Á , ð2Þ

Dice sim x, yð Þ = 2∑n
i=1 XiYi

∑n
i=1 X

2
i +∑n

i=1 Y
2
i

, ð3Þ

Jaccard sim x, yð Þ = ∑n
i=1 XiYi

∑n
i=1 X

2
i +∑n

i=1 Y
2
i −∑n

i=1 XiYi

: ð4Þ

In formula, simðx, yÞ represents the similarity function.
�X · �Y =∑n

i=1 XiYi. According to the above process, the simi-
larity between the two big data can be calculated.

Data redundancy elimination technology is also known
as data compression technology [24–26]. The working prin-
ciple of redundancy elimination technology is to delete two
or more duplicate data in a data set to ensure that only the
same data in the last data set is retained, so that the deleted
redundant data will be replaced by data pointer. In this pro-
cess, the data blocks in the data set will be shared by multiple
data files at the same time, and the sharing relationship is
shown in Figure 3.

According to Figure 3, in the data redundancy storage sys-
tem, if a data block is damaged, multiple files may be unavail-
able at the same time. In the process of big data attribute
encryption, the data storage space can be optimized through
data redundancy elimination technology. Therefore, deleting
the same data block in the data set in the processing process
can reduce the workload of data encryption and improve the
efficiency of data encryption. In addition, after deleting the
redundant data in the data set, the data compression efficiency
is improved and the number of transmitted data is reduced, so
that the bandwidth of the transmission channel can be funda-
mentally alleviated.

When judging the reduction rate of data, it is mainly real-
ized by the ratio of the number of bytes before the deletion of
redundant data to the number of bytes processed. According
to this result, the DER calculation formula is as follows:

DER = Bytes In
BytesOut , ð5Þ

where data elimination ratio (DER) represents the discernible
coding rule, bytes is the number of bytes, BytesOut represents
byte output, and Bytes In represents byte input. In general, the
value of DER can be determined according to two conditional
factors; that is, it does not strictly consider the overall cost of
the original data. In order to better optimize the data overhead
and optimize the calculation formula of data reduction rate,
set DER as

DER = DER
1 + f

: ð6Þ

In this way, according to the calculation results of the
above formula, we can know that the cost of the original data
is f , and its calculation method is shown in

f = Metadate Size
Average ChunkSize , ð7Þ

where Metadate Size represents the metadata size and
Average ChunkSize represents the average block size.

3.2. Proposal of Big Data Encryption Algorithm. According to
the above data similarity calculation results, this paper pro-
poses an elliptic curve encryption algorithm (ECC) to realize
the encryption of big data. The algorithm has the advantages
of low computational overhead and high encryption security
performance in the encryption process. The encryption
principle security of the algorithm is based on the difficulty
of curve discrete logarithm (ECDLP). Because ECC algo-
rithm can use relatively short key to obtain the correspond-
ing encryption security in practical application, it can
fundamentally reduce part of the overhead in the overall cal-
culation process.

The evaluation indexes of block cipher working mode
mainly include the security performance of data encryption,
the application performance after encryption, and the char-
acteristic points in the calculation process, which are specif-
ically expressed as follows:

(1) Safety performance

(a) After encrypting the data, the data set can resist
the attack

(b) Whether the overall security of the data set can
be verified

(c) Whether the statistical characteristics of the out-
put information of encrypted data are random

(2) Application performance after encryption: this per-
formance index mainly refers to the effectiveness in
the calculation process, whether the storage space
requirements are met, and the data preprocessing
ability

(3) Execution feature: this feature mainly refers to the
password services that can be provided
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The ECC offers an encryption scheme that combines the
characteristics of an encryption algorithm and a block cipher
algorithm to fully satisfy a combination of symmetric encryp-
tion algorithms and asymmetric encryption algorithms in a
large data encryption process. The mathematical model of
attribute encryption is presented in Figure 4.

3.3. Redundant Data Detection. Excess data detection is used
to detect additional data that needs to be encrypted, and
then the duplicate data in the data is deleted according to
the detection results. The size of the data is described as
the total number of files. The execution steps are as follows:

(1) Initialize the contents in the hash function table, and
on this basis, use the data file complete detection
algorithm. In the process of detection and calcula-
tion, this paper will take the data file that needs to
be encrypted separately as the granularity, prelimi-
narily detect the duplicate data in the data file, and
then get the hash function value according to the
detection results

(2) Compare the results of the values in the steps above
with the results of the values stored in the hash func-
tion table. If the two values are the same or the error
between them is within a reasonable, acceptable
range, use the pointer to replace one of the files. If
the matching values are different or the error is too
large, it is two completely different data files, and
the two data files need to be stored separately

(3) In the complete document detection method, the
data files that do not repeat each other are rear-
chived. In the process, this paper will use the CDC
data block calculation method to archive them one
by one from the source of the file

(4) Input the data file after the archive partition into the
data transmission stream in different areas again, and
use the Bloom filter data structure to detect the data

3.4. Plaintext Encryption after Preprocessing. In the actual
calculation process, the key length is 128192256 bits and
the packet length is 128 bits. The calculation process is as
follows:

(1) Numerical initialization

Here, the 128 bit message packet is divided into 16 bytes
and marked as

Inputblock =m0,m1,⋯,m15: ð8Þ

According to the calculation result of the above formula,
the key grouping formula is expressed as

InputKey =m0,m1,⋯,m15, ð9Þ

where Inputblock represents the input module, InputKey
represents the input key, m represents the input byte, and
the internal data structure is

Inputblock =

m0 m4 m8 m12

m1 m5 m9 m13

m2 m6 m10 m14

m3 m7 m11 m15

0
BBBBB@

1
CCCCCA , ð10Þ

InputKey =

k0 k4 k8 k12

k1 k5 k9 k13

k2 k6 k10 k14

k3 k7 k11 k15

0
BBBBB@

1
CCCCCA
: ð11Þ

(2) Internal function (State) solution

In general, the internal function is described as any byte
in State. Generally, x gives a nonlinear replacement byte, in
which random non-0 byte x ∈ F28 may be replaced by y:

y = A
x
+ b: ð12Þ

4. Result Analysis

4.1. Algorithm Performance Comparison. Simulations have
been developed to further validate the practical effectiveness

1 2 51 2 1 1 1

Document

Data block

Figure 3: Relationship between file and data block.
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of the proposed method. Traditional method 1 and traditional
method 2 are the control group of this experiment, and the
experimental results of different methods are compared. The
comparison index is redundant data detection rate and encryp-
tion time. The comparison results are shown in Figure 5.

As shown in Figure 5, the probability of redundant data in
the traditional method is high. During the whole experiment,
the approximate fluctuation range is 0.08%-0.14%, which is
not only high but also large. In contrast, under the condition
of different redundant data byte rate, the occurrence probabil-
ity of redundant data is less than 0.05%, which is far lower
than the two traditional methods; this suggests that the pro-
posed method has good application performance.

In the process of encrypting data attributes, the actual
simulation environment uses a PC with AMD Athlon
(TM) IIX3, 3.10GHz and 2GB storage space, in which the
programming language is C +. On this basis, three methods
are used to compare the encryption time for files with file
sizes of 1G, 5G, 10G, 30G, and 50G. The shorter the encryp-
tion time, the higher the efficiency of this method. The
experimental comparison results are shown in Figure 6.

According to Figure 6, compared with the two traditional
literature methods in terms of data encryption time, the algo-
rithm in this paper takes less time to encrypt data of different
sizes than the traditional method, and the encryption time
does not increase due to the excessive amount of encrypted

Big data plaintext

Redundant data 
removal

Block cipher 
encryption

Output ciphertext

ECC encryption

Generate key (based on data 
block content, hash algorithm)

Figure 4: Model of large data encryption algorithm based on data resource technology.
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data, while the literature method will increase the encryption
time with the increase of encrypted data. In conclusion, the
algorithm in this paper is more applicable.

5. Conclusion

At this stage, traditional large data character encryption
methods do not meet the basic needs of the industry. Based
on this, this paper proposes a new method of mathematical
modeling of encryption of large data properties based on
information resource technology. Based on the Bloom filter,
a large data redundancy algorithm was developed, an ellipti-
cal encryption algorithm was proposed based on the data
redundancy results, and a scheme and asymmetric encryp-
tion algorithm were developed that met the big data sym-
metric encryption algorithm. A mathematical model of
encryption of large data properties was developed. The sim-
ulation results show that the method presented in this docu-
ment has the advantage of low computation and encryption
time and high efficiency in detecting redundant data. The
results of the experiment show that the proposed method
has good application value and is a reliable basis for in-
depth study in this area.
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In order to improve the communication efficiency of the CAN bus application layer communication protocol of the inverter
network monitoring system, this paper proposes a TTCAN scheduling optimization algorithm for the robot inverter remote
monitoring system based on PLC and cloud platform. According to the analysis of the communication requirements of the
frequency converter monitoring system, this paper designs the application layer protocol of the nodes in the system and
establishes the system scheduling matrix. The time triggered can bus protocol (TTCAN) combines the event triggered
mechanism with the time triggered mechanism. The hybrid scheduling strategy is used to optimize the system matrix of
TTCAN; that is, the hybrid particle swarm optimization algorithm is used for periodic messages. For nonperiodic messages,
uniform scheduling strategy and dynamic scheduling algorithm are adopted. The simulation is carried out by MATLAB tools.
The simulation results show that the sum of partial minimum transmission time is 1928 and there are multiple optimal
individuals through the hybrid particle swarm optimization algorithm. Compared with the traditional genetic algorithm and
single particle swarm optimization algorithm, the hybrid algorithm is better than the traditional genetic algorithm and particle
swarm optimization algorithm in terms of iteration times and average fitness value. In conclusion, the optimized TTCAN
protocol improves the real-time performance, reliability, and bandwidth utilization of the communication network.

1. Introduction

In recent years, with the rapid development of modern
industrial control technology, the scale of industrial monitor-
ing system is growing, the speed of data exchange and the
amount of communication of the monitoring system have
become more demanding, and the real time and reliability of
the network system have become more and more important.
With the continuous development, popularization, and
application of frequency converter, it is applied in metallurgy,
petroleum, chemical industry, textile, electric power, building
materials, coal, and other industries. At the same time, the
demand for the development of frequency converter to
information network is becoming stronger and stronger. More
and more occasions require network communication and
monitoring of frequency converter, as shown in Figure 1 [1].
Realizing message interconnection and standby switching
between multiple frequency converters is the basic require-

ment of the frequency converter network monitoring system.
Moreover, the electromagnetic interference on the application
site of the frequency converter is large, and the distance
between different frequency converters is nearly 100 meters.
In order to meet the needs of the application, an industrial
field bus with strong anti-interference is selected, which has
the characteristics of reliable transmission and high real time,
so as to ensure the reliable transmission of communication
messages. In addition, because key messages are very sensitive
to delay, it is necessary to study a scheduling strategy to ensure
that a large number of messages are transmitted to obtain the
minimum response delay [2]. The Internet of things is
regarded as the application expansion of the Internet, and it
is another technological revolution in the field of information
technology after the computer and the Internet. It can connect
any object to the Internet and exchange and communicate
information and data, so as to realize the tracking, positioning,
automatic identification, and remote monitoring of objects,
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and allow information exchange between objects at any time
[3]. Its main characteristics are comprehensive perception,
reliable transmission, and intelligent processing.

2. Literature Review

Sundararajan and others designed a remote monitoring sys-
tem for small and medium-sized coal mines based on arm.
MMS information technology combined with relevant soft-
ware and hardware was used to connect each module of the
system for testing. The results showed that the development
idea of the system was correct, the data transmission was
correct, and it was suitable for promotion in small and
medium-sized coal mines [4]. Brown and others designed a
wireless and limited openable data communication network
to meet the working conditions of the oil field. Finally, the
function design, implementation method, and software devel-
opment of the monitoring system are introduced. After the
completion of the system, it was tested in the laboratory to
prove that the data communication can be carried out nor-
mally [5]. Qian and others designed a frequency converter
remote monitoring system based on a GPRS communication
network in combination with oil field production. The system
uses LabVIEW software to program the upper computer
software. The system mainly focuses on frequency converter
voltage, current and temperature data acquisition, GPRS
wireless transmission, real-time display, and storage [6]. Gna-
nadesikan and others described in detail the main functions of
the system based on the monitoring of the scraper conveyor in
the fully mechanized mining face. The fault diagnosis system
is developed based on the monitoring data, and the technical
indicators are defined. According to the system requirements,
the hardware design is combined with software programming,
and the fault diagnosis method is based on the D-S basic the-
ory. The feasibility of the fault diagnosis method is verified by
an example [7]. Okyem and others used PLC control
technology and CAN communication technology and took
KingSCADA KingView software as the development platform
to design and implement PLC-based remote monitoring
platform for air compressor [8]. The remote monitoring plat-
form of the air compressor displays the operation status,

parameter information, sensor data information, and fault
information of the frequency converter air compressor unit
in real time. The models and application scope of PLC,
frequency converter, air compressor, pressure sensor, and
temperature sensor are given in detail. The experimental
results show that the platform is safe, stable, and effective. As
one of the most widely used field buses in the world, CAN
bus is widely used in industrial control systems. At the same
time, with the continuous development and application of
frequency converter, the demand for its development towards
informatization and networking becomes stronger. Therefore,
the design of an efficient and reliable CAN bus application
layer communication protocol is a necessary condition for its
application in frequency converter network monitoring sys-
tem [9]. This paper mainly studies the scheduling strategy
and optimization design of TTCAN, designs the TTCAN
application layer protocol according to the requirements of
frequency converter system, and generates the message sched-
uling system matrix. According to the different characteristics
of periodic messages and aperiodic messages, scheduling strat-
egies are designed, respectively. Different hybrid particle
swarm optimization algorithms and dynamic priority uniform
scheduling are used to optimize the objective function, so as to
minimize the response delay of messages and ensure the
reliable transmission of hard real-time messages.

3. Research Methods

3.1. Design Method Based on TTCAN System. The core of
TTCAN protocol is its unique system matrix period MC,
which includes multiple basic periods BC. A BC starts with
a reference message and is composed of multiple time win-
dows, corresponding to one row of the matrix cycle. The
time windows in the same column constitute the columns
of the matrix cycle [10]. The time interval between the two
reference messages of the matrix period is a basic period
BC, and its length is the maximum common divisor of all
task times in the task set. Refer to Figure 2.

Suppose there are n periodic messages in the network,
the message instance set M = fM1,M2,⋯,MN−1,MNg, and
each message has two attributes: transmission time tcm and

Remote monitoring
equipment �e gateway

�e inverter A Load C Load D �e inverter B

CAN bus networkCAN2.08

Monitoring node E

Figure 1: Monitoring system.
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period Tm. Determine the message sending period T = fT1
, T2,⋯,TN−1, TNg of each node, and take the maximum
common divisor of all messages as the basic period BCT
[11]. Take the least common multiple of all message trans-
mission cycles or its integer multiple as MCT , and the
multiple depends on whether the system cycle can complete
the transmission of all messages.

The number of basic cycles is shown in

R = MCT

BCT
: ð1Þ

The number of columns of matrix period

C = ∑N
i=1 MCT /Ti

MCT /BCT

" #
, ð2Þ

where Ti is the transmission period of each node, BCT is the
basic cycle, and MCT is the matrix period.

The essence of message scheduling table generation is to
collect messages [12].

3.2. Scheduling Requirements and Problem Description

3.2.1. Overall Structure of Frequency Converter Monitoring
System. For the application of frequency converter monitoring
network, communication messages are divided into two
categories: periodic and accidental. Periodic messages are
mainly analog quantities and status quantities used for system
control and monitoring, which must be triggered in strict
accordance with the communication cycle to ensure the stabil-
ity and rapidity of system control and the real-time monitoring
of the system. Sporadic messages are mainly alarm signals and
other signals sensitive to time delay. On the one hand, sporadic
messages cannot affect the transmission of periodic messages.
On the other hand, it is also necessary tominimize the response
delay of sporadic messages to ensure the safe operation of the
system [13]. Therefore, the TTCAN design method is used to

schedule the bus messages, corresponding to the specific time
window and the competitive time window in the TTCAN
scheduling matrix, respectively.

In order to illustrate the design method of TTCAN
scheduling optimization algorithm in frequency converter
monitoring system, the algorithm design is carried out with
the simplified networking model as the object, as shown in
Figure 3. The CAN network of the frequency converter
monitoring system has five nodes, including frequency con-
verter nodes A and B (master node), load nodes C and D (slave
node) andmonitoring node E. The scheduling of periodic mes-
sages and occasional messages among five nodes is the research
object of TTCAN scheduling optimization algorithm in this
paper.

Classify the messages, establish the scheduling time and
transmission mechanism of the messages, and list the message
attributes and communication task set shown in Table 1.

The bus message includes 14 periodic messages and 3
nonperiodic messages. T = f5, 5, 5,10,20,10, 20,10,20,10,20,
20,20,40g is arranged in ascending order according to the
sending cycle of periodic messages to determine BCT = 5ms
and MCT = 40ms, and the number of matrix rows R is 8.
The number of periodic message columns C of the basic cycle
is 7, and the last column serves as an arbitration window for
the scheduling of nonperiodic messages.

3.2.2. Establishment of Initial System Matrix. Part SM0 and
P1 of the initialization matrix are exclusive windows with a
message period equal to BCT , includingM1,M2,M3 messages.
Part P2 is the exclusive window whose message period is
greater than BCT . Part 3 is the arbitration window for aperiodic
messages [14]. The matrix is a matrix with 8 rows and 8 col-
umns (the last column is the arbitration window). The window
marked with f is a free window, and the window marked with
ARB is an arbitration window, which is used to transmit event
type trigger messages. According to the initial scheduling
matrix SM0, the transmission time series of each column of
messages Tc0

= f368,484,484,444,520,520,520,1660g, in which
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Figure 2: System matrix period MC of TTCAN.
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the occupation width of periodic messages is 3340μs and the
available width of the arbitration window is 1660μs.

3.2.3. Optimization Objectives of Message Scheduling. The
protocol of TTCAN system matrix requires that the window
width of the same column in each basic cycle should be
consistent, which is determined by themessage with the longest
transmission time in this column. For Part P2, the optimization
goal is how to arrange n messages into m columns, so that each
column of Part P2 occupies theminimum time, and the arbitra-
tion window can reach the maximum time in the same basic
cycle [15]. In order to improve the real-time performance of
messages, the systemmatrix needs tomeet the following condi-
tions to minimize the sum of the maximum transmission time
of each column of messages, which means that the bus time
occupied by periodic messages is the minimum, as shown in

the following equations.

min  〠
m

i=1
max Cjxij

Â Ã
j=1, n

n o
ð3Þ

s:t:  〠
n

j=1
wjxij ⩽Wii = 1,m ð4Þ

〠
m

i=1
xij = 1 j = 1, n ∀i, jmake xij ∈ 0, 1f g, ð5Þ

wj =
MCT

T j
j = 1, n, ð6Þ

Gateway 

Monitor node 

Inverter A Load

Figure 3: Network topology of frequency converter monitoring system.

Table 1: Communication task set of electrical system.

Message type Message number Trigger period (ms) Deadline (ms) Communication duration (μs)

Recurring messages

M1 5 5 368

M2 5 5 484

M3 5 5 484

M4 10 10 444

M5 20 20 444

M6 10 10 444

M7 20 20 444

M8 10 10 520

M9 20 20 520

M10 10 10 520

M11 20 20 520

M12 20 20 404

M13 20 20 484

M14 40 40 520

Aperiodic message

M15 Episodic 20 328

M16 Episodic 10 328

M17 Episodic 5 328
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Wi =
MCT

BCT
i = 1,m, ð7Þ

where j is the message sequence number; i is the column
number of time window SM; xij is the serial number of the
corresponding j message; i whether the message of the time
window column number exists, represented by 0 or 1; m is
the number of columns of periodic trigger message; n is the
number of messages; wj is the number of the j-th message in
the SM matrix; T j is the period of the j-th message; Cj is the
transmission time of the j-th message; andWi is the total num-
ber of rows in the time window in column i of the SM matrix.

If the j-th message is placed in column i of SM, xij = 1; oth-
erwise, xij = 0, and the same message can only be placed in one
column; that is, there is at most one message in each row, and
this message can only be stored in the current column.

The bus utilization of periodic messages is shown in the
following equation:

U =
∑N

j=1 MCT × Cj/T j

À Á
∑R

i=1 Ljmi

, ð8Þ

where Lj is the window width of column j, mi is the number
of messages in column i, and the free window is not occu-
pied by the bus during calculation.

The optimization problem of the frequency conversion
monitoring system can be transformed into a multidimen-
sional knapsack problem, that is, a NP (nondeterministic poly-
nomial) problem; that is, each periodic message is reasonably
placed in the system matrix to minimize the occupation time
of the exclusive window, so as to increase the time of the
arbitration window to ensure the timely response of nonperio-
dic messages [16].

3.3. Message Scheduling Optimization Algorithm

3.3.1. Periodic Message Scheduling Optimization Based on
Hybrid Particle Swarm Optimization. For periodic messages,
it is necessary to reasonably arrange the messages in the P2
time window to achieve effective scheduling.

The basic particle swarm optimization algorithm can be
used to optimize the system matrix and determine the optimal
value in the process of continuously tracking the extreme value,
which is easy to realize and has fast convergence speed.
However, due to the single optimization method, the optimal
solution often cannot break through its own limitations [17,
18]. The hybrid particle swarm optimization algorithm
proposed in this paper uses genetic algorithm for reference;
that is, genetic algorithm is introduced into particle swarm
optimization algorithm to make particles reach the optimal
value in the cross mutation with individual extreme value and
population extreme value, so as to solve the problem that
particle similarity cannot jump out of the boundary of local
optimal solution when the population converges.

(1) Individual Code. Firstly, the scheduling table is coded,
and the particle individual coding adopts integer coding.
Each particle represents the specific allocation of n messages

to a column. The Part B messages to be optimized are M4
~M14, a total of 11 messages. These 11 messages need to be
reasonably allocated to 4 columns tominimize the total column
width. The initial coding vector of individual particles is
defined according to the initial system matrix, where the num-
ber of vector elements is 11, representing the 11 messages M4
~M14, and the vector value is the value of the column in which
the message is located is 1, 2, 3, 4. A total of 4 columns need to
be optimized, so the column numbers are allocated from 1 to 4.
Therefore, in this numberingmethod, the initial vector is [1–4],
representing that the 11 messagesM4~M14 are allocated to the
first, third, first, and fourth columns, respectively. Use the same
numbering method to generate any individual particle.

(2) Design Fitness Function and Calculate Individual Fitness.
The fitness function is divided into two parts: one is the cost
of the whole; the other part is the penalty function of illegal
particles. The overall cost is calculated through the objective
function, and the bus utilization is used as the evaluation
standard. The overall cost of the k-th particle is as follows:

f k vkð Þ = 〠
m

i=1
max Cjx

k
ij ∣ j = 1,⋯,n

h in o
, k = 1, 2,⋯,M,

ð9Þ

where vk is the position of the k-th particle, and xkij is the
corresponding decision variable, and the particle swarm size
is M.

Since the total weight of each column of messages cannot
exceed the current column capacity, in order to prevent the
coding of some particles from exceeding this limit during the
optimization process, a penalty function is introduced to deal
with the problem that particles violate constraints. The penalty
function factor pk is shown in the following formulas:

pk = 〠
m

i=1
pik = 1, 2,⋯,M,

pi =
0, if 〠

m

i=1
xij = 1j = 1,⋯, n,

α0 〠
n

j=1
wjxij −Wi

 !
, otherwise:

8>>>>><
>>>>>:

ð10Þ

If the formula∑m
i=1 xij = 1, j = 1,⋯, n is satisfied, then Pi is

0. Otherwise, a large positive number α0 is introduced to reduce
the fitness. The fitness formula consists of an evaluation func-
tion and a penalty function. The evaluation function is
expressed in the following formula:

eval vkð Þ = 1
f k vkð Þ + pk

k = 1, 2,⋯,M: ð11Þ

(3) Crossover Operation. Individuals are updated by crossing
with individual extremum and group extremum, and the cross
method is a certificate cross method. First, a crossover position
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is randomly selected, and then individuals and individual
extremum or individual and group extremum are crossed [19].

(4) Mutation Operation. The mutation method is to
randomly select a mutation position for each individual and
then randomly change the value of the position into other
values within a range.

(5) Judge Whether the Termination Conditions Are Met. If
the conditions are met, the optimal individual is selected
and the number of iterations is given. If not, the particle
swarm location is updated to continue the calculation.

3.3.2. Nonperiodic Message Dynamic Scheduling
Optimization Based on Uniform Strategy. For nonperiodic
messages, it is also necessary to ensure a certain real-time
performance. They are transmitted in the arbitration window
of the matrix cycle. The message transmission cannot be inter-
rupted, which will affect the transmission of periodic messages
[20]. The occurrence time of themessage shall be recorded, and
the arbitration window shall be dynamically allocated to the
message according to the priority, transmission time, and wait-
ing time of the message. Only when the nonperiodic message is
reliably transmitted in the arbitration window can the stable
transmission of periodic messages be guaranteed. The start
sending time of acquiring bus right for aperiodic messages
can be expressed as the following equation:

Sm = Tp +Wm, ð12Þ

where Tp is the time waiting for the transmission of periodic
scheduling message to end and Wm is the waiting time from
c competing with other aperiodic messages for the bus to
obtaining the bus in the arbitration window.

It can be seen from equation (7) that Sm can be realized
by reducing Tp andWm. In order to achieve higher real-time
performance of aperiodic messages, the following is to
reduce the time for messages to wait for arbitration by
reducing Tp through the uniform distribution algorithm.
The dynamic identifier priority mechanism of delay priority
is introduced to ensure the transmission of some nonperio-
dic messages with low priority.

(1) Uniformly Distributed Scheduling Strategy. Uniform
distribution scheduling is to adopt the idea of uniform, distrib-
ute the arbitration time evenly according to the number of
exclusive windows in the basic cycle of the system matrix,
and add an equally distributed arbitration window after each
exclusive window [21]. In addition, in order to prevent node
identification confusion caused by the transmission of adjacent
periodic messages, a time interval window tgap shall be
introduced between adjacent periodic messages. The length of
uniformly distributed arbitration window is calculated as fol-
lows:

tw = BCT − TCP
Nw − tgap

, ð13Þ

where tw is the width of each arbitration window equally
divided; BCT is the basic cycle; TCP is the time occupied by
periodic messages in a basic cycle; Nw is the number of
exclusive windows, which is consistent with the number of
arbitration windows after equal distribution; and tgap is the
reasonable interval set between messages. For the convenience
of analysis, tgap = 0 is taken.

Of course, the average width of each arbitration window
can guarantee the transmission of the longest non periodic
message transmission time tm. If tw < tm, it indicates that the
uniform distribution time is insufficient. You can consider
merging some uniformly distributed arbitration windows, so
as to reduce the number of arbitration windows in the basic
cycle to tw > tm.

After the design according to the above principles, the last
arbitration window of the system optimization matrix is
divided into four subwindows Arb1, Arb2, Arb3, Arb4, with
window widths of [360, 360, 360, 656], respectively, to ensure
the longest transmission time of nonperiodic messages of
328μs, so as to reduce the response delay of nonperiodic
messages.

(2) Dynamic Priority Scheduling Policy. Due to the arbitration
mechanism of CAN bus, in order to avoid that messages with
low priority cannot get the bus control right for a long time, a
dynamic priority scheduling mechanism is introduced, and
the delay priority is taken as an indicator of priority [22]. Delay
priority is the number of message frames that have been trans-
mitted during the waiting period of the arbitration window.

4. Result Analysis

For periodic messages, the hybrid particle swarm optimization
algorithm is used in MATLAB to design the program and
optimize the part of the system matrix. The parameters of
the algorithm are set as follows: the population size is 20, the
evolution times is 100, the penalty function factor is 1000,
the number of message columns is 4, and the number of mes-
sages is 11. The simulation results of the algorithm are shown
in Figure 4. Figure 4(a) shows the optimal individual fitness,
and Figure 4(b) shows the total transmission time. The total
transmission time of periodic messages is iterated from the
initial 2080 to the 43rd generation to obtain a stable optimal
value of 1928, and the fitness is optimized from 3:43 × 10−4
to 5:19 × 10−4. The sum of the minimum transmission time
of the four column windows is 1928μs, and the corresponding
optimal individual M4~M14 is [1 3 3 3 2 2 4 4 1 2 4].

TCopt={368,484,484,444,520,444,520,1736 is the message
scheduling sequence, in which the width occupied by periodic
messages is 3264μs, and the available width of the arbitration
window is 1736μs; TC0={368,484,484,444,520,520,520,1660}
is the periodic message sequence of the initial matrix, where
the occupied width of the periodic message is 3340μs and
the available width of the arbitration window is 1660μs. Com-
pared with the initial state, the optimized message sequence of
periodic messages saves 76μs, and the arbitration window
time is 76μs more, which improves the bus utilization
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efficiency. When the number of nodes in the bus is more and
the amount of message data is larger, the optimization effect is
more prominent. The experimental results are as follows:
according to the hybrid particle swarm optimization algo-
rithm, the sum of partial minimum transmission time is
1928, and there are multiple optimal individuals. Compared
with the traditional genetic algorithm and single particle
swarm optimization algorithm, the hybrid algorithm is better
than the traditional genetic algorithm and particle swarm
optimization algorithm in terms of iteration times and average
fitness value.

5. Conclusion

Based on the communication model of frequency converter
monitoring system, this paper designs the TTCAN schedul-
ing optimization algorithm. Aiming at the periodic messages
of the system, the scheduling problem is transformed into a
multidimensional knapsack problem, which is optimized by
the combination of genetic algorithm and particle swarm
optimization algorithm. The optimization matrix is obtained
through MATLAB simulation experiments, which improves
the bus utilization. For occasional messages, the uniform dis-
tribution strategy is adopted to arrange the arbitration win-
dow, and the delay priority is introduced as a part of the
identifier to ensure the reliable transmission of event mes-
sages. In the more complex monitoring system with similar
communication structure, the scheduling optimization algo-
rithm can play a more obvious role in improving bus utiliza-
tion and reducing communication delay.
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In order to meet the needs of postoperative rehabilitation training of lower limbs, a motion rehabilitation robot control system
based on human posture information is proposed in this paper. The functions of active/passive training mode control,
movement posture and EMG signal acquisition, WiFi communication, safety protection, etc. of the lower limb rehabilitation
robot are realized. The recognition and analysis of the training process are realized by using random forest machine learning
algorithm and linear regression algorithm. The experimental results show that in the first row of the confusion matrix of the
random forest algorithm, 7316 data are correctly identified as speed a and only one data is incorrectly identified as speed B,
which is superior to other algorithms. In conclusion, the developed control and monitoring system of lower limb rehabilitation
robot can be portable controlled by Android and can realize intelligent analysis of the training process through the monitoring
signals in the training process. At the same time, the random forest algorithm has more advantages than the linear regression
algorithm in motion recognition, which is of positive significance to the automatic monitoring and intelligent control of the
training process.

1. Introduction

The ideal way for stroke patients to recover their motor
ability is to use rehabilitation training to recover their motor
function, while the traditional rehabilitation training is for
doctors to hold the patient’s affected limb and assist the
patient to exercise by using simple instruments or various
techniques. This training method has the following prob-
lems: first, the training process is boring, the patients receive
the training passively, the active consciousness is not strong,
and the effect is not good. Second, the labor intensity of
rehabilitation doctors is very high, which affects the effi-
ciency of rehabilitation training. Third, the effect of rehabil-
itation depends on the experience and level of rehabilitation
doctors to a great extent. Fourth, the process of rehabilita-
tion is based on qualitative observation, lacking objective
monitoring basis, which is not conducive to the further
determination of treatment plan. Fifth, there is no objective
rehabilitation evaluation index, so it is impossible to conduct
in-depth study on the neurorehabilitation law of patients [1].
Based on the above points, it is extremely urgent to find a

convenient and effective means of rehabilitation training to
enable patients to recover their active sports ability, improve
their quality of life, and reduce the burden on families and
society. With the continuous progress of science and tech-
nology and the in-depth application of automated robots,
the field of rehabilitation medicine is gradually using robots
to train patients with motor dysfunction, which can signifi-
cantly improve the loss of motor function caused by nervous
system damage (such as stroke, trauma, and spinal injury),
as shown in Figure 1 [2]. Using robot technology to evaluate,
reconstruct, and improve the movement ability of patients’
limbs has become a hot topic in domestic research. There-
fore, the research on the control technology of medical reha-
bilitation robot is of great significance. Referring to the
relevant technologies of industrial automation robots and
combining the characteristics of medical robots, the medical
rehabilitation robots first tried to commercialize robots that
serve people with limb movement difficulties after the 1960s.
After the test of practice, these attempts ended in failure [3].
The main reasons are as follows: first, the man-machine
interface design is not ideal, and the installation and wearing
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cannot be completed by nonprofessionals. The second rea-
son is the cost. At that time, the robot technology was not
popularized, resulting in the high unit price of products,
which patients could not afford.

2. Literature Review

Assad UZ Zaman and others found that there are nerve cen-
ters for coordinated movement of upper and lower limbs in
the human body. Through scientific coordinated training of
upper and lower limbs, the rehabilitation of injuries can be
more effectively promoted [4]. Chen and others designed
and completed the first upper limb rehabilitation robot.
The robot is composed of two linkage mechanisms. Patients
need to hold the end of the robot during training, and the
robot drives them to complete rehabilitation training. The
robot adopts the impedance control principle and can realize
the smooth and compliant movement of the end point of the
mechanism. The robot can collect and store the rehabilita-
tion data of patients and provide help for the formulation
of rehabilitation programs [5]. Yuvaraj and others designed
a three degree of freedom arm guide for upper limb rehabil-
itation robot. The robot has a simple structure, can provide
patients with multidirectional linear rehabilitation move-
ment, and can also collect and store the rehabilitation move-
ment information of patients. Because of its huge size and
poor flexibility, it can only carry out limited training [6]. Li
and others designed a prototype of a lower limb rehabili-
tation robot. In the aspect of mechanical design, the
researchers designed the structure of the robot according
to the different human body sizes of different patients, ensur-
ing the coaxiality of human joints and robot joints during
training [7]. Liu and others designed an active and passive
rehabilitation robot for upper and lower limbs. The robot
has a simple structure, and the upper and lower limb systems
have two rotational degrees of freedom. The robot uses the
single chip microcomputer as the main controller and adopts
the double closed-loop PID control method of current loop
and speed loop to control the motor speed and torque.

Finally, four training modes of passive, active, active assis-
tance, and resistance are realized [8]. Raj and others designed
a limb coordinated rehabilitation robot. The upper limb
training system of the robot is a five-bar mechanism with
end traction, which has two degrees of freedom. The lower
limb is a bicycle mechanism with single degrees of freedom.
The coordinated movement of the upper and lower limbs is
realized through the coordinated control of the upper and
lower limb systems. The robot has three postures: lying, sit-
ting, and standing. It can realize adaptive passive training
and impedance active training, but the training track is single
[9]. Li and others designed an upper and lower limb rehabil-
itation robot. The robot has eight degrees of freedom includ-
ing shoulder joint, hip joint, knee joint, and ankle joint. The
passive linkage position control of the upper and lower limbs
is realized by pole placement method. The robot has few
degrees of freedom of upper limbs and cannot follow the
patient well. Moreover, the rehabilitation mode is relatively
simple, and the control system is simple [10]. In this paper,
the monitoring technology of training mode control process
of lower limb rehabilitation robot is studied, in order to real-
ize the intelligent portable control of training process and the
intelligent recognition analysis of training process and lay the
foundation for the intelligent control of lower limb rehabili-
tation robot.

3. Research Methods

3.1. System Structure and Hardware Design

3.1.1. Lower Limb Rehabilitation Mechanical Structure. The
lower limb rehabilitation robot serves patients with lower
limb motor dysfunction. In order to avoid secondary injury
to patients, the safety of the lower limb rehabilitation robot
should be improved from all aspects of the control system
[11]. The control system is divided into hardware system
and software system. The hardware system is the bridge
between the software system and the robot mechanical body.
It is particularly important to build a reasonable hardware
system. The software system should be designed with beau-
tiful interface, convenient operation, and comprehensive
functions, so as to better realize the value of the rehabilita-
tion robot [12]. As a member of medical devices, rehabilita-
tion robot must meet the requirements of electromagnetic
compatibility. The lower limb rehabilitation robot actuator
developed in this paper realizes the active and passive
training functions of the lower limb according to the rehabil-
itation needs of the knee joint after operation. Each leg mod-
ule has 3 degrees of freedom, corresponding to the hip, knee,
and ankle on the sagittal plane of the human body. In order
to meet the needs of patients with different heights, the thigh
length and calf length in the leg module are designed to be
adjustable. In order to meet the needs of different obese
and thin patients, the width between the leg module and
the seat is designed to be adjustable. In order to meet the
needs of patients with different conditions, the angle of the
seat back is designed to be adjustable, so that patients can
train in lying posture and sitting posture. In order to facili-
tate patients’ training, the seat is designed to be movable,

Waist and support module

Hip module

Driver module

Knee joint module

Ankle module

Figure 1: Rehabilitation robot.
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separated from the lower limb rehabilitation robot. After
the patient sits on the seat, push the seat into the robot
and lock it [13]. All adjustment functions are realized by
electric adjustment. The knee joint is mainly composed of
the lower femur, the upper tibia and the patella. The maxi-
mum angle of motion of the knee joint in a normal human
body is about 70°. The mechanical structure of the lower
limb rehabilitation robot designed in this paper realizes the
rotation movement by using the rotating pair. The range of
motion of the knee joint is shown in Table 1.

Through the simulation of the motion range of the actu-
ator of the lower limb rehabilitation robot with ADAMS
software, the results show that the change range of the joint
angle basically conforms to the range of human motion
comfort, and the system structure basically conforms to the
rehabilitation effect, which can help the user automatically
complete the rehabilitation training process, as shown in
Figure 2.

3.1.2. Design and Implementation of Training Control

(1) Training Control Process. In the passive training mode,
the target speed of the motor is set first, and the user pas-
sively follows the training during the training. The intensity
of the training process can be adjusted. After completing a
rehabilitation training, the robot stops and saves the rehabil-
itation training data [14]. In the active training mode, the
user is required to make active efforts. When the lower limb
muscle strength of the user is insufficient to achieve the pre-
determined goal, the robot assists the patient to complete the
corresponding training. After completing a rehabilitation
training, the robot stops and saves the rehabilitation training
data. The control flow is shown in Figure 3.

(2) System Hardware Mechanism. After the rehabilitation
training control program is determined, the hardware part
is selected and designed. For the normal operation of the
equipment, the peripheral module circuit is used to meet
the design requirements. The hardware control system struc-
ture of the system includes the single-chip microcomputer
controller, power module, data communication module,
upper computer industrial control host, data acquisition
module, and execution module [15].

(3) Control Circuit Design. According to the requirements of
training control process, power supply, clock, reset, signal
acquisition, motor drive, communication and other circuits
are designed.

STM32 is selected as the main control chip to realize the
stable and accurate control of the lower limb rehabilitation

robot [16]. The reset circuit is mainly used to restart the
system and keep the system stable. The clock circuit can pro-
duce accurate oscillation circuit to ensure the accuracy of the
system. At the same time, the system also designs a debug-
ging interface, which can facilitate the single-step debugging
of the control system program and facilitate the control,
development, and debugging of the rehabilitation robot.
The RS-485 serial bus communication is used to realize the
information exchange between the upper computer and
STM32 controller. Mc33931 chip produced by Freescale
Semiconductor Co., Ltd. is used as the motor drive chip,
which has the function of controlling inductive load. Its
maximum current can reach 5A. By default, the enable pin
is set to high level, and three pins IN1, IN2, and FB are used
to control the motor motion mode [17]. The specific control
mode is shown in Table 2.

(4) Design of Wireless Communication Circuit. A WiFi mod-
ule has the advantages of fast transmission speed, supporting
multiperson connection, and long communication distance
and can support web page and app configuration. Esp-m1
chip is selected in the system. The TXD pin of the chip is
connected with the RX pin in the STM32 main controller,
and the RXD pin of the ESP chip is connected with the TX
pin of the STM32 main controller serial port. By default,
the esp-m1 chip is enabled. The program initialization of
the STM32 main controller determines the use of the mod-
ule. The NRST pin of the chip is pulled up with 3.3V volt-
age. When the pin level is pulled down, the chip resets.

3.2. Software Design of Control System Based on Android.
The lower limb rehabilitation robot software system

Table 1: Range of motion of knee joint.

Joint Activity status Maximum angle (°) Maximum range (°) Comfort range (°)

Knee joint

Flexion and extension 130 0~130 0~70
Knee flexion pronation 30 0~30 0~8

Knee flexion external rotation 45 0~45 0~8
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Figure 2: Adams motion range simulation.
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developed on Android platform improves the controllability
and practicability of the system. According to the overall
scheme of the rehabilitation robot, the system realizes the
functions of registration, training mode selection and con-
trol, monitoring data management, and so on. The operation
interface is simple and improves the human-computer inter-
action ability [18]. The socket connection is made between
the mobile phone and the esp-m1 chip on the control board.
Based on the TCP/ip protocol, the request command can be
sent through the remote control end of the Android mobile
phone. When the controller receives the information sent by
the mobile phone to the esp-m1 module, it sends the action
command to drive the circuit to control the rehabilitation
robot to perform the rehabilitation movement. Using
Android control platform, the experiment of lower limb
rehabilitation robot in passive training mode is carried out.
By setting the joint training speed, the operation effect of
the equipment is verified, and the training parameters and

training progress can be seen through the mobile phone
interface. The acquisition card is used to collect the pulse
signal fed back by the encoder, and the sampling frequency
is 50Hz, which preliminarily verifies the stability of the sys-
tem. In the active training mode, when the patient’s strength
is not enough, the rehabilitation robot will judge for 2 s.
When the patient does not reach the training speed, the
rehabilitation robot will assist the patient in movement to
meet the movement requirements [19].

3.3. Recognition of Training Process Based on Random
Forest. Random forest is a strong classifier composed of mul-
tiple weak classifiers (decision trees) based on the bootstrap
aggregation method. Firstly, the bootstrap method is used to
sample and construct subtraining datasets. Each subtraining
dataset constructs a decision tree, and then the characteristic
parameters are randomly selected to train the decision tree.
Each decision tree is irrelevant to each other. When making
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Figure 3: Control flow of lower limb rehabilitation robot.

Table 2: Motor control logic.

PC8_MC_IN1 PC9_MC_IN2 PC3_MC_FB Motor status

1 0 PWM Speed regulation forward rotation

0 1 PWM Speed regulation reverse

0 0 PWM/0 Stall

1 1 PWM/0 Stop
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a decision, the decision results of multiple decision tree clas-
sifiers are voted to obtain the final result [20]. The recogni-
tion performance of random forest is higher than that of
single decision tree, and overcomes the over fitting problem
of decision tree. At the same time, due to the use of random
sampling, the training model has small variance and strong
generalization ability and is robust to missing data and
unbalanced data.

The random forest algorithm proposed in this paper
adopts a feature selection method based on Gini coefficient
and a classification and regression trees (CART) decision
tree. Gini coefficient represents the chaos degree of the
model. The smaller the Gini coefficient, the smaller the
chaos degree. The feature with the smallest Gini coefficient
is selected so that all samples of each child node belong to
one classification as far as possible. The Gini coefficient of
the probability distribution is as follows:

Gini pð Þ = 2p 1 − pð Þ: ð1Þ

For sample set D, after traversing all the segmentation
points of feature parameter A, sample set D is divided into
two parts by using the relationship between feature parame-
ter and threshold (TA) (A > TA), that is, sample set D1 satis-
fying A > TA and sample set D2 not satisfying A > TA. When
A > TA, the Gini index of sample set D is the following
formula:

Gini D, Að Þ = D1j j
Dj j Gini D1ð Þ + D2j j

Dj j Gini D2ð Þ, ð2Þ

where GiniðD1Þ and GiniðD2Þ represent the uncertainty of
sample set D1 and D2, respectively, and GiniðD, AÞ repre-
sents the uncertainty of set d after A > TA division.

CART decision tree is a binary tree. According to the
different numerical characteristics of dependent variables
in the dataset, regression tree, and classification tree can be
constructed, respectively. The construction method of classi-
fication tree is as follows.

(1) The subdatasets are obtained through the self-help
method, and the feature parameters are randomly
selected as the division features of the classification
tree nodes. For each feature parameter A selected,
all possible thresholds TA are taken, and the Gini
coefficients of the subdatasets divided by A > TA
are calculated. The feature parameters with the smal-
lest Gini coefficients and their corresponding thresh-
olds are selected as the feature division points of the
node

(2) If the number of samples in the node or the depth
of the tree reaches the requirements, the construc-
tion of the classification tree ends and the CART
decision tree that has been successfully constructed
is returned. Otherwise, step 1 is recursively exe-
cuted for the two child nodes

4. Result Analysis

Through experiments on a number of subjects with an aver-
age age of about 25 years, the measured original EMG sig-
nals are analyzed, and the signals of inertial measurement
unit (IMU) are trained and recognized by four different
machine learning methods, and the data are analyzed by
machine learning algorithm. Preprocess the collected surface
electromyography (sEMG) data and IMU data to eliminate
the problems of missing data, uneven distribution, and
abnormal data. Then, the data are divided into a training
set and test set according to the ratio of 7 : 3, which are ran-
domly disrupted. The training speed is recognized by four
algorithms: decision tree, random forest, MLP (multi-layer
perceptron) neural network, and linear regression.

Carry out passive training for users at four different
speeds. By analyzing the characteristic values of EMG signals
in a training cycle, it can be seen that the median frequency
(MDF), mean frequency (MNF), and peak peak value (PPV)
can better reflect the energy change, as shown in Table 3. It
can be seen from Table 3 that under the four different train-
ing speeds, through the right shift of the median frequency,
the muscle groups exert different forces and show regularity,
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Figure 4: Thigh acceleration change curve.

Table 3: SEMG signal characteristic values under different speed
conditions.

Speed
Rectus femoris Gastrocnemius muscle

MDF MNF PPV MDF MNF PPV

A 413.8 454.5 0.04 415.0 455.2 0.045

B 454.1 484.0 0.03 460.3 489.6 0.038

C 486.8 501.9 0.03 485.7 498.4 0.036

D 510.3 518.5 0.02 514.2 520.1 0.017
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which is helpful for doctors to evaluate the effect of rehabil-
itation training.

Figure 4 shows the change curve of thigh IMU accelera-
tion during training. Due to the structure of the lower limb
rehabilitation robot, IMU can only detect the acceleration
of the z-axis. It can be seen that the acceleration in the train-
ing process is variable and nonlinear.

Figure 5 shows the confusion matrix of the recognition
effect of the random forest algorithm on the motion state,
and Figure 6 shows the confusion matrix of the linear regres-
sion algorithm on the motion recognition effect. It can be
seen that the recognition effect of the random forest algo-
rithm is better. Taking the first behavior of random forest
algorithm confusion matrix as an example, 7316 data were
correctly identified as speed a, and only one data was incor-
rectly identified as speed B, which is superior to other
algorithms.

5. Conclusion

In this paper, the hardware and software of the training con-
trol and monitoring system of the lower limb rehabilitation
robot are designed for the passive training and active train-
ing of patients after lower limb surgery. The hardware design
takes STM32F373RBT6 main control chip as the core, and
the software system is developed based on an Android plat-
form to realize the functions of registration, training mode
selection and control, data monitoring, and management.
At the same time, by analyzing the eigenvalues of EMG sig-
nals under different speed passive training, the difference of
training effect under different speed is verified. Through the
identification and classification of IMU signals, the superior-
ity of random forest algorithm in motion state identification
is verified, which lays a foundation for man-machine coop-
erative control. In the follow-up, the designed lower limb
rehabilitation robot and its control and monitoring system
should be applied to the actual rehabilitation process of
patients, and the physiological signals of patients should be
analyzed and studied.
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As one of the indispensable basic branches of computer vision, visual object tracking has very important research value. Therefore,
a deep learning based on robot vision tracking is evaluated. Based on the basic principles of target tracking and search principle, a
deep learning algorithm for visual tracking is constructed, and finally, evaluated, and simulated. The results showed that the
accuracy rate increased from 90.9% to 90.13% after the addition of channel attention mechanism module. Variance was
reduced from 3.78% to 1.27%, with better stability. The EAO, accuracy, and robustness of the algorithm are better than those
without significant region weighting strategy. The strategy of using the improved residual network SE-ResNet network to
extract multiresolution features from the correlation filtering framework is effective and helpful to improve the tracking
performance.

1. Introduction

As one of the indispensable basic branches of computer
vision, visual object tracking has very important research
value. The problem is specifically defined as that in a video
sequence, an object of any category at any position in the
initial frame is designated as the target, and the target track-
ing algorithm can frame the target quickly and accurately in
the subsequent frames by means of image processing and
machine learning. Target tracking technology, which can
realize the above functions and has both real-time and
robust performance, is the core of artificial intelligence-
related applications. For example, in the autonomous driv-
ing system, target tracking can estimate and predict the posi-
tion trajectory of pedestrians and vehicles in front of the
vehicle, which can make decisions for the vehicles’ next
direction and speed. In the road navigation system, target
tracking can avoid the dynamic obstacles on the road ahead.
In the urban surveillance system, target tracking saves a lot
of manpower for searching and tracking. Target tracking
can also be embedded in the UAV equipment to achieve

autonomous obstacle avoidance and follow the designated
target. Review the development of tracking algorithm, and
its milestone innovation is usually established on the break-
through of some theory or method, roughly experienced
four stages: the machine learning methods represented by
support vector machine Bayesian classifier sparse can realize
simple and complete scene tracking. The discriminant
model based on particle filter can distinguish the complex
background well, but the sampling process is time consum-
ing and random. The discriminant model based on particle
filter can distinguish the complex background well, but the
sampling process is time-consuming and random. Target
tracking under the framework of correlation filtering mainly
includes two aspects: cyclic shift sampling and ridge regres-
sion objective function optimization. With complete mathe-
matical theory and high stability, it is the preferred method
to try in landing applications. A lot of work is devoted to
theoretical improvement and precision improvement of
such algorithms, as well as tracking algorithms based on
deep learning. Feature expression has good robustness and
implicit nonlinear fitting ability. However, the exploration
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time of such methods is short, and there is still a large space
for development compared with mature algorithms in terms
of accuracy and speed, as shown in Figure 1.

2. Literature Review

A large number of studies show that the target tracking algo-
rithm has always been the breakthrough of machine vision
learning, and new target tracking algorithms and ideas con-
tinue to emerge. However, it is difficult to have an algorithm
to deal with all kinds of complex scenes, and the difficulties
in improving the performance of target tracking are mainly
as follows: structural changes to the nonrigid target itself,
perspective transformation of rigid targets, similarity in
scene and target characteristics, similarity between multiple
objects, a change in illumination, occlusion of a target, a sud-
den change in its direction of motion, changes in target scale
and resolution, and limitations in computational time and
space complexity. Existing algorithms have solved one or
more of these problems to a certain extent, but there is still
a lot of room for performance improvement.

As early as in the 1960s, Ding et al. proposed a method
to obtain three-dimensional shape information of objects
from two-dimensional images [1]. This method based on
computer theory requires physical photography to achieve
[2]. At this point, the machine vision theory and practice
research for the purpose of analyzing object 3D scene is like
a fire like tea [3]. At the beginning of 1970, Sami et al. estab-
lished a systematic computer vision theory, which laid the
foundation for some researches on machine vision theory
and was a milestone progress. Its core content was to recover
three-dimensional geometric shapes of objects based on two-
dimensional images [4]. Since the early 1980s, Zieliński and
Markowska-Kaczmar’s research on machine vision has been
a hot research field in modern high-tech research and has
become more and more mature in practical application [5].
Wu et al. first proposed the concept of mean-drift vector
in 1975 [6]. Jahanbakt. applied the iterative procedure of cal-
culating mean-drift vector to image segmentation and target
tracking [7].

On the basis of current research, deep learning of the
robot vision tracking algorithm is proposed, and most target
tracking algorithms are based on candidate to find the target.
Therefore, how to effectively generate screening candidate
samples based on the location of the last frame is also a
key link in target tracking. Most target tracking algorithms
default that the movement of the object between consecutive
frames is not too violent. Therefore, the motion model can
be used to generate candidates around the location of the
object in a frame. At present, there are mainly two ways to
generate candidate frames: particle filter and sliding window
particle filter, which use the predicted position of the above
frame as the center to transform the radiation parameters
of six candidate frames, so as to obtain a series of candidate
samples [8]. The six parameters include horizontal displace-
ment, vertical displacement, rotation angle, aspect ratio,
stretch ratio, and dimension particle filter. Most of the
methods use reconstruction error as the benchmark for tar-
get screening. However, this method also has its disadvan-

tages; that is, when generating candidate samples, there
will be a lot of redundant calculation due to the overlap
between samples [9]. In addition, the number of samples is
also difficult to control: using too many samples will cause
redundant calculation and tight computer memory, result-
ing in very slow tracking. If too few samples are used, the
tracking speed will be improved to some extent, but the area
where the real target is often cannot be proposed as a candi-
date, thus reducing the tracking accuracy. Therefore, many
parameters of particle filter have many problems of manual
adjustment in practical application. Sliding window is a
method of exhaustive extraction in theory, which uses the
horizontal and vertical displacement of the target frame to
extract candidates [10]. Because a circular sample is put for-
ward, and can be fast calculation, in fu, Dhiman et al. makes
this method also has been widely used, but the nature of the
edge effect, because of its circulation sample window need to
add after the gauss window to calculate, led to the fast mov-
ing object is extremely easy to produce trace drift phenome-
non. At present, there are many algorithms to solve this
problem [11].

3. Appearance Modeling of Target Tracking

3.1. Basic Principles of Target Tracking. Although target
tracking algorithms have different ideas based on point, line
and plane, or generative and discriminant, they all revolve
around the basic flow chart of target tracking based on four
basic modules, including target feature extraction target con-
struction model target search strategy and target model
update. Firstly, it is necessary to initialize the tracking target
and determine its initial position, then extract effective fea-
ture information in the target area to describe the target
accurately, and then establish the target model [12]. Finally,
according to the target model, an appropriate search strategy
is designed to estimate the optimal target area according to
the interference encountered in the target tracking process,
and the target model is reasonably updated to adapt to the
change of the target appearance [13], see Figure 2.

3.2. Search Strategy for Target Tracking. Target search strat-
egy is to find the best method of similarity measure in the
current image search which is most similar with the target
area; usually by some distance to calculate the target tracking
algorithm, the similarity measure reflects the similarity
between the target template with the candidate; so, the selec-
tion of similarity measurement strategy is critical and has a
direct effect on the result of the target tracking. Appropriate
similarity measurement method can objectively reflect the
relationship between candidate target and template [14].

Euclidean distance is the most common definition of dis-
tance, which represents the real distance between two points.
The Euclidean distance formula between two points on a
two-dimensional plane is shown in Formula (1).

distab =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 − x2ð Þ2 + y1 − y2ð Þ2
q

: ð1Þ

The Euclidean distance formula between two points in n
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-dimensional space is shown in Formula (2):

distab =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x1 − y2ð Þ2 + x1 − y2ð Þ2 + xn − ynð Þ2
q

: ð2Þ

3.3. Algorithm Framework. Offline training twin network of
the two branches of learning in a255 × 255search area
locates127 × 127goals, and it studied the estimation func-
tion, a similarity to the target and the search area of every
position compared to predict a confidence figure; in the
image, the target area high degree of confidence, confidence
is low background area [15]. In particular, this algorithm
proposes a crosscorrelation layer to calculate the similarity
between each position and the target in the search area at
one time, as shown in Formula (3).

F z, xð Þ = φ zð Þ ∗ φ xð Þ + v: ð3Þ

The two branches of the network adopt the same struc-
ture and parameters and are composed of three parts,

namely, local pattern detection module background,
modeling module, and integration module [16]. The
details of these modules will be elaborated in the following
sections. The last crosscorrelation operation is performed
on the output of the integrated modules. The algorithm
employs logical loss function to train the network, as
shown in Formula (4).

L = log 1 + e−yvð Þ: ð4Þ

In this paper, the target location task is described as a
conditional probability modeling task; so, this paper first
uses standard conditional probability learning to explain
the algorithm [17]. Its purpose is to find a parameter
matrix W for each video, which can minimize the loss
of the prediction function F, where L is the average hun-
dred of the loss of N target templates and sample pairs in
the local search area, as shown in Formula (5).

minw
1
N
〠
N

i

L F x,Wzð Þð Þ: ð5Þ

3.4. Quantitative Analysis. Compared with THE FCT and
ODFS algorithms, this algorithm has better performance
on background anti-interference and occlusion problem,
is not easy to lose and drift due to environmental interfer-
ence and occlusion, and has strong robustness to the influ-
ence of background clutter scale change occlusion light.
For David I and FaceocC2 sequences, although the track-
ing success rate of this algorithm is lower than that of
the HCF algorithm, the real-time performance of this
algorithm is very good on the basis of extracting image
features with compressed sensing, while the real-time per-
formance of the HCF algorithm is not ideal due to extract-
ing image features with convolutional neural network [18].
Compared with the KCF algorithm, although the tracking
success rate for David and FaceooC2 is slightly lower, it is
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obviously much higher for shaking sequence tracking. The
KCF algorithm does not build a robust apparent model,
and the tracking success rate is very low when tracking
difficult sequences such as chaotic background rotating
motion and light influence [19]. For different sequences,
each target is in a different environment, and the appear-
ance of the target varies greatly as time goes by, leading to
the difference in the processing speed of the same algo-
rithm for different sequences. In addition, for the same
sequence, different trackers have different processing
speeds for the same sequence due to their different essen-
tial structure and performance [20]. The processing speed
of this algorithm for image sequences of Shaking, David,
FaceooC2, and S Bayvester is lower than that of the KCF
algorithm and FCT algorithm, and it has better real-time
performance than other algorithms, mainly because the
algorithm in this chapter adopts the method of com-
pressed sensing. Compared with the FCT algorithm, the
real-time performance of this algorithm is poor. It mainly
samples multiple instances and takes the weight of positive
instances into consideration in the packet, which undoubt-
edly increases the computing load but is superior to the
FCT algorithm in accuracy, see Table 1.

4. Experiments and Analysis

4.1. Comparison of Different Models. In the experiment, we
first establish an independent MDNet vehicle tracking
model and then add the channel attention mechanism mod-
ule to see whether the tracking result is optimal. Finally, two
attention mechanism modules are added, combined with
case segmentation, to improve our tracking efficiency and
solve the problems of vehicle occlusion in the tracking pro-
cess [21]. We analyzed the differences between these models,
calculated these indicators by the crossvalidation method,
and evaluated the robustness of the algorithm, where FI rep-
resents the harmonic average of accuracy and recall rate, A.
It can be seen from the comparison that the accuracy is
improved from 90.9% to 90.13% after the addition of chan-
nel attention mechanism module. Variance was reduced
from 3.78% to 1.27%, with better stability [22]. After the

addition of the two attention mechanisms, combined with
the image segmentation algorithm, tracking accuracy is
higher, and the algorithm is more stable, as shown in
Table 2.

Furthermore, we explore the robustness and accuracy of
different time series video data and truncate the test video in
units with length ratios of 1, 2, 3, and 4 to form three groups
of test data. We input these different data into the model to
measure the tracking effect of the model on different video
sequence lengths and compare the results. The results show
that the shorter the video sequence is, the worse the tracking
effect is, and the longer the video sequence is, the better the
tracking effect is [23], see Table 3.

4.2. ResNet Network Model. Residual neural network, which
for the first time, made it possible to train ultradeep neural
networks. It is the first time to train neural network success-
fully and get good results in computer vision competition.
Although the expression ability of convolutional neural net-
work is enhanced with the deepening of layers, the perfor-
mance degradation of neural network may occur. One
reason for this is that the deeper the neural network, the
greater the gradient disappearance or explosion. In order
to solve the phenomenon of gradient disappearing after neu-
ral network deepening, a residual element is proposed, as
shown in Figure 3.

4.3. Ablation Experiments. In order to verify the effectiveness
of the significant regional weighting strategy in this chapter,
ablation experiments were conducted in this chapter, and
the algorithm in this chapter was compared with the algo-
rithm without significant regional weighting strategy in
VOT2016 and VOT2017. Ours represents no significant
region weighting strategy; otherwise, it is the same as the
algorithm in this chapter. It can be seen from the two tables
that the algorithm in this chapter is superior to the algo-
rithm without significant region weighting strategy in EAO
accuracy and robustness. Experimental results show that sig-
nificant region weighting strategy can improve tracking per-
formance effectively. In addition, compared with ECO, the
benchmark tracking algorithm in this chapter, the algorithm

Table 1: Track success rate and frame rate.

Shaking David Face Sylvesier Shaking David Faceooc Sylvesier

Ours 89.5 93.4 88.1 91.2 27.8 29.1 28.3 29.5

FCT 84.3 91.1 84.2 86.1 31.7 38.3 38.6 36.1

ODFS 78.9 81.2 83.2 85.4 29.6 35.1 37.4 27.6

KCF 9.6 95.6 96.5 97.4 23.5 39.2 132.1

HCF 77.2 96.3 94.2 95.3 0.1 0.6 0.5 0.5

Table 2: Comparison of different models.

Method Accuracy Variance F G A

MDNet 89.99 2.99 81.22 84.33 66.55

Ad channel attention module 90.33 1.28 83.22 86.99 65.77

The algorithm in this chapter 90.66 0.65 87.66 87.33 66.21
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in this chapter still outperforms ECO in the accuracy and
robustness of EAO even without significant regional weight-
ing strategy. The results show that the strategy of using the
improved residual network SE-ResNet network to extract
multiresolution features from the correlation filtering frame-
work is effective and helpful to improve tracking perfor-
mance, as shown in Tables 4 and 5.

4.4. Contrast Pooling of Ideas with Other Approaches. In
order to extract appearance features from each 3D bounding
box candidate constructed from the diagram, we propose a
point-attention pooling method to abstract the interactions
of internal points. In this part, ablation research is con-
ducted on the use of point attention pooling, set abstraction
layer, feature average, or feature maximum. Among them,
SA layer is the same as the paper, feature averaging and fea-

ture maximization methods are connected behind MLP, and
their outputs are one-dimensional features of the same size
as our proposed method. We use these four methods to
extract proposal capabilities and then use them as appear-
ance features to build diagrams. We use these four methods
to extract proposal capabilities and then use them as appear-
ance features to build the diagram. Other settings of the
framework we index are consistent with the original net-
work. Below, a 3D bounding box candidate usually contains
parts from different objects. Therefore, it is necessary to
completely collect points on the surface of the same object
and learn the semantic and geometric information associa-
tions between them when extracting index region features.
We explore the effect of directional features on point-
attention pooling, and we can see that it results in a gain
of 0.3% compared to the learning index region features using
only semantic features and 3D coordinates. Here is our
interpretation: direction vector causes points belonging to
the same object to attract each other, belonging to different
objects mutually exclusive.

5. Conclusion

Aiming at the problem of unreliable spatial information
association in complex scenes such as frequent occlusion of
visual target interaction, this chapter focuses on the similar-
ity of the same individual features rather than different indi-
vidual features. The discriminant apparent information can
be obtained by training two kinds of classification-based net-
work and discriminant and generative learning network on
large scale rerecognition data sets, which can provide reliable
matching clues for subsequent data association in multitar-
get tracking. In this chapter, based on the extended multitar-
get tracking of spatial information association, the apparent
information is transferred to the multitarget tracking pro-
cess, and the apparent feature measurement method and
the matching mechanism of multilayer cue association are
constructed. Experiments verify that the multitarget tracking
algorithm with the fusion of the apparent information
reduces the number of mistaken identity transformation
between the targets and improves the stability of the trajec-
tory from the representation ability of the two apparent fea-
tures, the statistical m-index tracking speed and other
aspects. In addition, apparent features based on discriminant
and generative learning networks are more reliable in associ-
ation. There are still many challenges in practical application
and popularization of multitarget tracking technology.
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able from the corresponding author upon request.
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Table 3: Comparison of results of different video sequences.

Video sequence Accuracy Variance F G A

1 76.5 3.20 66.32 74.21 45.23

2 87.23 2.50 76.35 79.66 56.33

3 88.54 0.89 82.54 85.44 61.55

4 89.34 0.67 89.64 87.55 66.89

The network layer

Relu

The network layer

Figure 3: The imperfect unit.

Table 4: Comparison of ablation results on OVT2016.

EAO Accuracy Robustness

Ours 0.3125 0.4458 0.235

Ours N 0.2586 0.5463 0.326

ECO 0.6482 0.6486 0.254

Table 5: Comparison of ablation results on OVT2016.

EAO Accuracy Robustness

Ours 0.2403 0.6032 0.182

Ours N 0.2456 0.5423 0.324

ECO 0.2906 0.6542 0.364
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In order to improve the efficiency of a logistics cycle robot picking up goods, a path planning algorithm based on artificial
intelligence was proposed. After analyzing the particle swarm optimization algorithm, the particle swarm optimization
algorithm is optimized and improved and the path planning of a single robot is obtained. On this basis, a multipopulation
particle swarm optimization (CMMPPSO) algorithm is proposed. The results show that the JMPOPSO algorithm is more
accurate than the BPSO algorithm and the maximum fitness optimized by the BPSO algorithm is 1.59, while the maximum
fitness optimized by the JMPOPSO algorithm is 1.98. The path optimized by the CMMPPSO algorithm based on JMPOPSO is
better than that optimized by the CMMPPSO algorithm based on BPSO, shortening by about 25% and shortening the time by
about 30. Simulation experiments verify the effectiveness of the CMMPPSO algorithm.

1. Introduction

Robots are widely used in industrial production and people’s
life. They can help people complete all kinds of hard,
dangerous, and repetitive work, such as safety detection of
nuclear equipment, complex medical diagnosis, glass exte-
rior wall wiping, and assembly line operation [1]. The inven-
tion and popularization of robots have provided a strong
driving force for the development of the world economy.
Academician Zhao Lv once pointed out that “the birth of
robots and the establishment and development of robotics
are the most convincing achievements of automatic control
in this century and the major achievements of human scien-
tific and technological progress in the 20th century” [2]. The
application of robots reflects the industrial automation level
of a country to a certain extent [3]. With the continuous
maturity and development of computer technology, intelli-
gent control theory, VLSI, pattern recognition technology,
sensor technology, and structure, robot technology has also
entered a new development stage. Intellectualization and

humanization have become the main trend of the develop-
ment of the robot industry in the future [4].

Based on the new herd intelligent optimization algo-
rithm, particle swarm optimization (PSO) is a simple math-
ematical model, is easy to use, and requires no objective
optimization function to distinguish, differentiate, and con-
trol. The algorithm can be used in most application fields
that need optimization, among which the fields with great
potential mainly include power system control, pattern rec-
ognition, signal processing, image classification, fuzzy con-
troller design, and robot path planning. The improved
algorithm can obtain a better path, as shown in Figure 1
for the control system of the logistics handling robot. How-
ever, the particle swarm optimization algorithm has the dis-
advantage of easy convergence to the local optimal solution,
that is, it is prone to premature convergence. This problem
has prompted scientists to optimize the animal algorithm
and use it to plan the path of mobile robots. When using
the particle optimization algorithm to solve the problem of
mobile robot planning, in general, the best way is not the
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best way in the world, but the right way. Therefore, good
planning is a very important part of research.

2. Literature Review

A mobile robot is a kind of robot with high intelligence, and
it is also the focus and frontier field of intelligent robot
research. As an important group in the robot family, mobile
robots have made many remarkable achievements in the
past decades [5]. Developed countries such as Europe,
America, and Japan have studied mobile robot technology
earlier, and the mobile robot technology of these countries
represents the highest level in the world to a certain extent
[6]. In 1966, the artificial intelligence center at the Stanford
Research Center (ACSRC) successfully developed the
world’s first mobile machine—Shakey. It has certain obser-
vation ability to the environment and independent modeling
ability, but it needs to use multiple large computers to con-
trol it [7]. Domestic scholars study mobile robot technology
later than developed countries such as Europe and the
United States, but after more than 40 years of unremitting
efforts, they have also made many great achievements [8].
Zhao and others developed a new type of special robot—in-
dependent 4WD all-terrain explosive disposal robot. The
independent 4WD all-terrain explosive disposal robot is
mainly used in harsh environments such as wild mountains
and can check, transport, and detonate suspected explosives
[9]. Foroughi and others proposed the Voronoi diagram. At
first, the Voronoi diagram was used to solve the proximity
problem of plane points in mathematics but some scholars
soon introduced it into robot path planning. In this method,
the Voronoi diagram can be used to describe the networked
structure of feasible areas in the robot working environment
[10]. Cai and Zheng proposed robot path planning based on
the grid method, which was proposed relatively early and
widely used. They further tested and analyzed the reliability
of applying the grid method to solve path planning problems

[11]. Zheng and Cai proposed a real-time robot path plan-
ning method based on the concept of the artificial potential
field. This method can avoid collision with obstacles in real
time in a complex environment. This method has been
successfully applied to the cosmos system of a PUMA robot
[12]. Sennan and others proved that Hopfield-type nonlin-
ear simulation neurons are very effective for robot path plan-
ning and obstacle avoidance. From any starting position to
any target position, the artificial neural network system can
successfully avoid static and dynamic obstacles of arbitrary
shape and quickly provide an appropriate path [13]. Kaya
and others introduced the fuzzy control theory into mobile
robot path planning and proposed a robot path planning
method based on multiple motion instruction sets. This
method uses fuzzy rules to guide the motion of the robot,
avoids the disadvantage of poor real-time performance of
mobile robot path planning due to large amount of calcula-
tion, and achieved good simulation results [14]. Pahnehko-
laei and others combined the improved genetic algorithm
with the Dijkstra algorithm (DA) to optimize the robot path
and designed a heuristic way to generate the initial popula-
tion. As a swarm intelligence optimization algorithm, the
ant colony algorithm is also widely used in robot path plan-
ning [15]. Wu and Song combined the ant colony algorithm
with a probabilistic roadmap planner (PRM) to plan the
robot path, which can reduce the path planning time to an
acceptable range [16].

Robot navigation technology is one of the most impor-
tant technologies in mobile robots. Robot navigation
technology mainly includes the following three aspects:
robot positioning, task planning, and path planning. Robot
positioning is the key technology to realize autonomous
navigation. This technology requires a mobile robot to deter-
mine its position and direction when its initial position is
known or unknown. Task planning refers to the mobile
robot completing some specific tasks in a specific time and
space. Path planning requires the mobile robot to reach the

STM32 control system

Cycle sensor group,
color sensor group,

distance sensor group

Camera WIFE system Power control
driver module

Battery pack

Mechanical control group Electrical unit

Figure 1: A manufacturing method of an intelligent logistics handling robot control system.
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target position from the starting position at the least cost
(such as the shortest walking path, the least walking time,
and the lowest walking energy consumption). In this pro-
cess, the collision between the robot and obstacles and
between the robot and the robot should be avoided [17].

The research on robot path planning technology can
reduce the working time of the robot, improve the working
efficiency of the robot, and reduce some unnecessary wear
and consumption of the robot, so as to achieve the purpose
of saving resources and reducing costs [18]. In some special
environments, a good robot path planning technology is
particularly important, such as flood fighting and rescue,
explosive disposal, rescue, and military reconnaissance. The
use of good path planning technology can make the mobile
robot quickly reach the designated target position. In order
to save and ensure the safety of people’s lives and property
and win valuable time, the research on path planning tech-
nology can also reduce the uncertainty of the robot in the
movement process and enhance the flexibility of the mobile
robot, so as to enhance the intelligent level of the mobile
robot and lay a solid foundation for the further wide use of
the mobile robot in industrial production and people’s life
[19]. Robot path planning technology is the basis for the
development of various high-performance mobile robots.
Therefore, the research on robot path planning technology
has very important theoretical and practical significance [20].

3. Research Methods

3.1. Particle Swarm Optimization Algorithm. The particle
swarm optimization algorithm is a swarm intelligence evolu-
tionary method proposed by Dr. Kennedy and Professor
Eberhart [21, 22]. Like the genetic algorithm, evolutionary
programming (EP), evolutionary strategies (ES), and other
evolutionary algorithms, the algorithm is a direct search
algorithm based on population evolution and does not need
to rely on gradient, curvature, and other information.

In the particle swarm optimization algorithm, the calcu-
lation formula of k + 1 iteration of each particle i in the d
dimension is as follows (1):

v k+1ð Þ
id = v kð Þ

id + c1 · rand ðÞ · p kð Þ
id − x kð Þ

id

� �
+ c2 · rand ðÞ · p kð Þ

gd − x kð Þ
id

� �
,

x k+1ð Þ
id = x kð Þ

id + v k+1ð Þ
id :

ð1Þ

Among them, c1 and c2 are called learning factors, which
are used to adjust the step length of particles flying towards
the optimal value of the individual position and the optimal

value of the group position, respectively [2, 23]. pðkÞid repre-
sents the optimal value of individual position of the particle,

pðkÞgd represents the optimal value of the group position, d
ð1 ≤ d ≤DÞ represents the dimension of the position vector
and velocity vector, and rand ðÞ is a random number
between (0,1).

When generating a new particle position, the constraint
conditions of the particle velocity vector must also be met,
as shown in formula (2):

v k+1ð Þ
id

��� ��� ≤Vmax: ð2Þ

In formula (2), Vmax represents the limiting constant of
the velocity vector. The velocity vector constraint condition
can also be expressed as equation (3):

x k+1ð Þ
id − x kð Þ

id

��� ��� ≤Vmax: ð3Þ

This is also the Lipschitz condition of the dynamic
system [3].

In the particle swarm optimization algorithm, the update
function of the optimal value of the individual position of
the particle is defined as equation (4):

p kð Þ
id =

x kð Þ
i , f x kð Þ

i

� �
≤ f p k−1ð Þ

id

� �
,

p k−1ð Þ
id , f x kð Þ

i

� �
> f p k−1ð Þ

id

� �
:

8><
>: ð4Þ

In the particle swarm optimization algorithm, the update
function of the optimal position of the whole population is
defined as equation (5):

p kð Þ
gd ∈ p kð Þ

1d , p
kð Þ
2d ,⋯, p kð Þ

md ∣ f p kð Þ
id

� �n o
=min f p kð Þ

1d

� �
, f p kð Þ

2d

� �
,⋯,f p kð Þ

md

� �n o
,

ð5Þ

In formulas (4) and (5), f ðÞ represents the fitness
function value.

The steps of the particle swarm optimization algorithm
are shown in Figure 2.

3.2. Path Planning of a Single Machine Robot Based on the
Improved Particle Swarm Optimization (JMPOPSO)
Algorithm. When using the particle optimization algorithm
to improve the performance of the robot cell, the method
can be estimated according to the physical function. Creat-
ing an outflow directly affects whether the algorithm can
find a good way. The energy function is designed to improve
the flow. For the optimization index method, the long road
is the first index. Of course, other performance measures
such as road safety and road smoothness should be deter-
mined. The performance force described in this paper
includes three performance measures.

(1) Path length fit1

Fit1 = 〠
N

j=0
pjpj+1
��� ��� = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d + ys − y1ð Þ2
q

+ 〠
N−1

j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d + yj+1 − yj

� �2
r

+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d + yg − yN

� �2
:

r ð6Þ

3Journal of Sensors



RE
TR
AC
TE
D

In formula (6), d = ðxs − xg/N + 1Þ2 is the fixed value,
which represents the length of each horizontal axis in the
newly established coordinate system, N + 1 is the number
of segments evenly divided by the vertical line, and ðxs, ysÞ
and ðxg, ygÞ represent the coordinates of the starting point
and target point in the robot path planning, respectively

(2) Path security fit2

The safety performance of the path can be expressed by
the number of segments intersecting the obstacle in a
complete path, as shown in equation (7).

(3) Smoothness of path fit3

The walking distance between mobile robots should be
as small as possible and the walkway should be as smooth
as possible. Only in this way can the wear and tear caused
by the robot rotation be reduced. Therefore, as shown in
equation (8), the design of the robot method must take into
account the optimized method uniformity.

Fit3 =
∑N

j=0 β l j, l j+1
À Á� �
N

: ð8Þ

In formula (8), βðl j, l j+1Þ represents the included angle
between two path segments l j and l j+1 and N represents the

number of included angles. The greater the included angle
between path segments, the smoother the optimized path.

Considering the performance indexes of the abovemen-
tioned three path optimizations, the fitness function f1ðpÞ
is designed as equation (9):

f1 pð Þ = N + 1 − ω2 · fit2 + ω3 · fit3
ω1 · fit1 : ð9Þ

In formula (9), ω1, ω2, and ω3 are the adjustment
parameters of path length fit1, path security fit2, and path
smoothness fit3, respectively, so that the three performance
indexes can be unified in the order of magnitude. When

Start

Set related parameters

Calculate the fitness
value of particles in

the population

Update the optimal
position of the individual
particle and the optimal

position of the population

Update particle velocity
and position using velocity

and position update
formulas

Meet
termination
conditions?

End

Y

N

Figure 2: Flow chart of the particle swarm optimization algorithm.

Fit1 =
n, number of sections where the path intersects the obstacle, the path is not feasible,
0, the path does not intersect with the obstacle, the path is feasible:

(
ð7Þ
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the fitness function value f1ðpÞ is larger, the optimized solu-
tion is better, that is, the optimized path quality is better.

3.3. Multiswarm Particle Swarm Optimization (CMMPPSO)
Algorithm Based on the Collaborative Mechanism. Previ-
ously, the use of single-robot planning based on particle
optimization algorithms has been shown, but not the use
of multirobot planning. To solve the problem of multiple
robotic methods, a synergistic mechanism is integrated into
the PSO algorithm and multiple public particle optimization
based on the synergy (CMPPSO) algorithm is planned.
Because multiple robots work in the same environment,
there is a relationship of competition and cooperation
between robots. Firstly, the multirobot path planning prob-
lem is decomposed into several subproblems for solution
and the initial population is divided according to the num-
ber of robots. Each subpopulation corresponds to a robot’s
individual evolutionary optimization. Each robot is opti-
mized separately by the corresponding subpopulation, and
then, the representative individual group is selected accord-
ing to the fitness evaluation function. The selected represen-

tative individual group is operated by collaborative
information interaction, and the combination with the best
fitness value is selected as the elite individual, so that each
optimized path meets the objective constraints and outputs
the final optimal combination. The flow of CMMPPSO
algorithm is shown in Figure 3.

In the process of multirobot path planning, because
there are multiple mobile robots in the same working envi-
ronment and the starting point and target point of each
robot are different, the path optimized by the algorithm
may cross in the same space at the same time. When the
robot moves along the optimized path, there will be a colli-
sion between the robot and the robot.

If there are two robots moving from the starting point to
the starting point at the same speed, it can be judged whether
there is a collision between the two robots at the same time:

dcross = cross − beg: ð10Þ

In formula (10), cross represents the position of the inter-
section between the optimized two paths, beg is the starting

Start

The initial population size is n⁎M

Divide the population: Divide the initial population into n
subpopulations

Subgroup 2Subgroup 1 Subgroup n

PSOPSO PSO

Representative
group

Representative
group

Representative
group

Collaborative information interaction

Elite
individual

Elite
individual

Elite
individual

End condition
met?

End

Y

N

Figure 3: Flow chart of the CMMPPSO algorithm.
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starting point to the intersection of the two paths moving
along the optimized path.

If the dcross of the two robots are the same, it means that
the two robots will collide when moving along the optimized
path and the number of collisions between paths will be
counted; otherwise, there will be no collision.

Here, a collision evaluation function fit4 is designed to
evaluate the collision between each group of paths optimized
in the multirobot system. The specific design is shown in
formula (11):

Fit4 =
1, no collision between robots,
10 ∗Num cross, collision between robots:

(

ð11Þ

In formula (11), Num cross represents the number of
collisions between each group of paths optimized in the
multirobot system.

The construction of fitness function f1ðpÞ is the same as
the fitness function introduced in the previous article. The
construction of fitness function f2ðpÞ for collaborative infor-
mation interaction is shown in formula (12):

f2 pð Þ = f11 pð Þ + f12 pð Þ+⋯+f1i pð Þ+⋯+f1n pð Þð Þ · 1
fit4 : ð12Þ

The fitness evaluation function f1iðpÞ is the same as the
previously established fitness evaluation function f1ðpÞ,
where 1 < i ≤ n, n is the number of robots, and fit4 is the col-
lision evaluation function between paths of the multirobot
system. In collaborative information interaction, the larger
the value of fitness function f2ðpÞ, the better the representa-
tive individual of the combination and the best representa-
tive individual combination is set as the elite individual.

4. Result Analysis

4.1. Path Planning of a Single Machine Robot Based on the
Improved Particle Swarm Optimization (JMPOPSO)
Algorithm. In order to verify the performance of the
JMPOPSO algorithm, this paper compares the JMPOPSO
algorithm with the BPSO algorithm and makes 100 experi-
ments on the two algorithms, respectively. Table 1 records
the maximum, average, minimum, and average running
time of the fitness optimized by the two particle swarm opti-
mization algorithms.

As shown in Figure 4, from the comparison, we can see
that the BPSO algorithm searches for a more accurate fitness
value than the BPSO algorithm. The maximum fitness value

optimized by the BPSO algorithm is 1.59, while the maxi-
mum fitness value optimized by the JMPOPSO algorithm
is 1.98. And in 100 experiments, the average value obtained
by the JMPOPSO algorithm is higher than that of the BPSO
algorithm. The average value obtained by the BPSO algo-
rithm is 1.43, while the average value obtained by the
JMPOPSO algorithm is 1.76, indicating that the JMPOPSO
algorithm has stronger global search ability. The average
path length of the JMPOPSO algorithm is about 7% shorter
than that of the BPSO algorithm, and the running time is
about 20%.

4.2. Multiswarm Particle Swarm Optimization (CMMPPSO)
Algorithm Based on the Collaborative Mechanism. In order
to verify the effectiveness of the algorithm, simulation
experiments are carried out in this paper. Three mobile
robots R1, R2, and R3 are set in the working environment,
and five circular obstacles with radius r = 2 are set. In the
simulation environment, the starting position and target
position coordinates of the three mobile robots are set as
shown in Table 2.

Figures 5 and 6 show the time and average path length of
multirobot path planning based on the CMMPPSO algo-
rithm based on BPSO and the CMMPPSO algorithm based
on JMPOPSO, respectively.

The simulation results show that the path optimized by
the CMMPPSO algorithm based on JMPOPSO is better than
that optimized by the CMMPPSO algorithm based on
BPSO, which is shortened by about 25% and the time is
shortened by about 30%. Simulation experiments verify the
effectiveness of the CMMPPSO algorithm.

Table 1: Comparison of path planning performance based on the BPSO algorithm and JMPOPSO algorithm.

Algorithm Maximum Average value Minimum value Average time (S)

BPSO algorithm 1.59 1.43 1.17 7.56

JMPOPSO algorithm 1.98 1.76 1.34 9.39
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Figure 4: Average length of path planning based on the BPSO
algorithm and JMPOPSO algorithm.
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5. Conclusion

With in-depth study of herd intelligent technology, mobile
robot planning technology has reached unprecedented heights.
The particle herd optimization algorithm is a new bionic
optimization algorithm. This line only focuses on improving
the particle optimization algorithm, using optimization algo-
rithms to improve the robotics process, and achieving positive
results. This sentence focuses on the following issues.

First, we recommend the particle flock optimization
(JMPOPSO) algorithm based on the jump mechanism and
traction operation based BPSO algorithm. The JMPOPSO
algorithm is more powerful in the world of search engine
and integration faster.

The JMPOPSO algorithm was then used in the design of
the same robotic method, with the disadvantage that it was
difficult to improve the global process using the BPSO algo-
rithm. First, the robot’s office is modeled, and then, the fit-
ness program is decided in order to improve the process.
Finally, the method has been improved by the JMPOPSO
algorithm based on the robust design. The simulation results
show that the JMPOPSO algorithm is capable of better
global research, more exploration, and better methods.

Finally, when studying the multirobot path planning
problem, this paper proposes a multiswarm particle swarm
optimization (CMMPPSO) algorithm based on the collabo-
rative mechanism. In this algorithm, the multirobot path
planning problem is decomposed into multiple single robot
path planning problems and each subpopulation optimizes
a robot separately. Select representative individuals from
each subpopulation to coordinate information interaction,
so as to select elite individuals as the path of multirobot
system optimization. In the optimization process, not only
the collision between robots and obstacles but also the
collision between robots are considered and the collision
evaluation function between paths is established. Simula-
tion results show that the algorithm can better realize
multirobot path planning.
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Table 2: Setting of the starting point and target point of the mobile
robot in the simulation environment.

Robot
Starting
point

Target
point

Simulation environment
settings

R1 S1(13,12) T1(26,28)

R2 S2(18,11) T2(18,29)

R3 S3(23,12) T3(10,28)
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In order to further improve the efficiency of sorting robots, an algorithm based on artificial intelligence design is evaluated. On the
basis of determining the design requirements of belt conveyor and motor selection, the reverse device and return device and
camera bracket sorting car are redesigned, and the sorting car is further analyzed by finite element method. All programs are
written based on PLC. The results show that the recognition and sorting rate of 100 express surface orders with the same
specifications reaches 100% and the sorting rate reaches 94% by analyzing the data recorded in the database, and the average
time consumed in each recognition process is 0.0493097 s and 0.047133 s, respectively, in basic and simulated recognition. The
difference did not exceed 0.01 s, and the time was basically the same. Therefore, the scheme verifies the rationality of
mechanical structure design, visual scheme design, and control system design.

1. Introduction

In March 2016, AlphaGo, a robot based on Google’s Go soft-
ware, beat Lee Se-dol in a game of Go. Many scientists and
technologists thus believed that artificial intelligence had
ushered in the third wave of its development, and we began
to expect the progress of artificial intelligence to make
human life better. Since the concept of artificial intelligence
was put forward in 1956, it had entered the first stage of its
development. By the 1960s, the programs of artificial intelli-
gence had been able to prove many mathematical principles
automatically [1]. Later, the introduction of knowledge
made artificial intelligence enter the second period of rapid
development. In this stage, the rapid inference of machines
and the successful application of “expert system” caused
another heat wave in the field of artificial intelligence. Until
the 1990s, the emergence of machine learning enabled us to
extract knowledge automatically from the data. Now, the
third development heat wave of artificial intelligence has
hit the world [2].

Machine learning is advancing rapidly as fields such as
statistics, mathematics, computer science, and neuroscience

continue to improve. As a branch of artificial intelligence,
the progress in machine learning will further promote the
development of artificial intelligence [3]. Machine learning
has been a crucial “catalyst” in the 60 years of development.
Machine learning is to make the computer learn repeatedly
to improve its performance and intelligently identify new
samples through relevant algorithms, so that the computer
can make correct responses and behaviors without explicit
programming control [4]. In the past decade, machine learn-
ing has been widely applied in various fields such as auton-
omous driving, speech recognition, data mining, medical
diagnosis, weather forecast, and industrial control. The
manufacturing method of intelligent robot sorting system
is shown in Figure 1.

Recently, the behavior of a group of robots that can
organize themselves into a group to perform complex tasks
has attracted extensive attention from the academic commu-
nity [5]. More and more perfect intelligent algorithms are
used to better control the robot population [6]. In the past
few years, many learning methods have been developed,
including supervised and unsupervised learning algorithms.
Swarm intelligence algorithms were first proposed in the
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then, many kinds of swarm intelligence algorithms have
been proposed. For example, ant optimization algorithm is
inspired by the behavior of ants looking for the shortest
distance between the nest and food. Particle swarm optimi-
zation algorithm simulates the flight of birds and the move-
ment of searching for food, and artificial bee colony
algorithm is inspired by the process of bees searching for
food [7].

2. Literature Review

The diversity of unstructured environments and products
requires new robotic solutions that combine intelligent
machine design with advanced artificial intelligence tech-
niques to address the challenges of object recognition, dex-
terous grasping, or path planning [8]. The essence of robot
visual recognition is to capture images for detection and
classification. Traditional target recognition technology is
mainly divided into three stages: image preprocessing, fea-
ture representation, and region classification, which often
requires the consistency of target scene structure. Irregular
shape, color disunity, occlusion, and disorderly placement
will bring great challenges to traditional visual recognition
methods.

In 2006, the neural network as a visual recognition
model was proposed for the visual recognition technology,
which started a period of research upsurge. AlexNet network
designed by Wu et al. won the championship in ImageNet
image recognition competition with 10.9% lower test error
rate than the second place, which promoted the develop-
ment of deep neural network in the field of computer vision
[9]. Soares et al. proposed r-CNN, the target detection algo-
rithm. In the second year, fastR-CNN and FasterR-CNN
detection algorithms were proposed, and the detection effect
was constantly improved. In the ILSVRC and COCO2015
competition, a regional proposal network (RPN) was intro-
duced. With detection speed of 7 FPS and detection accuracy
of 73.2%, it ranked first [10].

At present, for target positioning methods, in order to
better grasp objects, the application of depth camera was
becoming more and more popular. Point cloud registration
target estimation methods occupied the mainstream place.
NDT algorithm was proposed by Z. Lv et al. This algorithm
was used for point cloud registration when the initial value
was not required, and it was relatively stable [11]. Z. Lv
et al. designed the SUPER4PCS algorithm with fast opera-
tion speed but low registration [12]. Yang et al. proposed
LINEMOD, a 6D pose estimation algorithm for objects in

a chaotic environment, on ACCV in 2012, and good results
were achieved [13].

When the robot is sorting the goods placed on the shelf,
the geometric constraints of the shelf and goods make the
robot pass through the allowable pose change which is very
small, so high requirements are put forward for the robot
trajectory planning and control under multiple constraints.
Yang et al. proposed the covariant Hamiltonian optimiza-
tion (CHOMP) algorithm for motion planning, which was
a parameter invariant trajectory optimization method and
could be used to locally optimize the feasible trajectory of a
7-DOF manipulator [14]. Zhou et al. designed an accurate
robust fuzzy control algorithm (PRFC) suitable for electric
manipulator, adjusted the fuzzy rules for controlling track-
ing spatial origin, optimized the traditional fuzzy controller,
and improved the robustness of robot system operation [15].

At present, most storage enterprises at home and abroad
are doing more and more researches on mobile robots and
scheduling algorithms, but a lot of labor is still needed for
cargo picking. Therefore, in terms of the identification and
positioning method of multitarget goods in the warehouse
environment, the detection and positioning of shelf objects
to improve the degree of automatic warehouse sorting were
mainly investigated in the research.

3. Methods

3.1. Design Requirements of the Belt Conveyor. In the selec-
tion process of the belt conveyor, the main factors to con-
sider were belt bandwidth and belt speed. For the belt
design, the bandwidth was required to be greater than the
width of the car base to ensure a good margin to avoid col-
lisions between the car and the inner wall of the conveyor
when turning. The adjustable range of the speed provided
by the belt was required to be between 0.5m/s and 1.5m/s
to ensure that the camera could still shoot clear and high-
contrast images under the movement of the belt [16, 17].

3.2. Motor Selection. The maximum weight of express items
was required to not exceed 5 kg in the research, and the
requirement for the friction of the belt was not strict, so
the flat belt with simple structure could meet the require-
ments. In addition, the transmission structure of flat belt
was very simple, with high transmission efficiency, and the
pulley was also very easy to manufacture, so flat belt was
the ideal choice for the research [18].

T2.0mm PVC belt was selected in the research. The sim-
ple choice of motor was as follows.

Drive control unit Drive control device

Programmable
controller

Turntable
drive device

Manipulator
horizontal

drive device

Manipulator
lifting

drive device

Single channel
sorting manipulator

Laser scanning
head

Figure 1: Manufacturing method of intelligent robot sorting system.
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According to the requirements of the research, the total
weight of the car and the object was not more than 10 kg,
and the number of cars arranged on the whole ring belt
machine was 6. In order to meet the requirements of the
photo shooting, the belt speed was required to be between
0.5m/s and 1.5m/s.

The formulas were as follows.

F = μmallg, ð1Þ

P = FV: ð2Þ

In the two formulas, F is the friction force, u is the fric-
tion coefficient, m is the total weight of car and express, g is
the gravitational acceleration, P is the output power of p
-motor, and V is the velocity of belt running.

Then, the following could be obtained from formulas (1)
and (2):

The minimum power of motor: P = 0:5 × 6 × 10 × 9:8 ×
0:5 = 147W

The maximum power of motor: P = 0:5 × 6 × 10 × 98 ×
15 = 441W

Based on the overall consideration, the motor model
YB2-801-2 was selected here, with a rated power of
0.75 kW, which met the requirements.

3.3. Design of the Reversing Device and the Returning Device.
In order to save space to the utmost extent, the design of the
sorter should be in line with the requirements of not only
completing the outer ring belt machine sorting but also com-
pleting the inner belt machine sorting. So it is a test for the
car in the process of motion on the package action and
reversing action. The reversing device and the returning
device in the car were designed in the research.

Among them, the reversing device is installed between
the first sorting mouth and the orbit of the visual scanning
system. The cylinder of the reversing device could not move
by default. When the visual system determined that the sort-
ing port corresponding to the express loaded in the car was
located inside the belt, the cylinder started to move. The cyl-
inder jacked up the directional dial. In the process of the car
passing through this section of curve path, its orientation
would change from outward to inward, so that the express
could be sorted out from the sorting mouth inside the belt
machine. As for the returning device, its principle was the
same as that of the reversing device, which was to reverse
the carriage by changing its path [19]. Because the car circu-
lated on the circular belt machine, the car carriage faced dif-
ferent directions before loading the bag. In order to facilitate
loading, the car carriage faced the outside of the belt, and
this action was completed by the returning device.

3.4. Design of Camera Bracket. Considering the spatial struc-
ture and convenient handling of the whole sorting machine,
it was necessary to set up a camera bracket, which could not
only maintain stability in the operation of the sorting
machine but also made the height and angle of the camera
and the light source convenient and adjustable, so as to

adapt to the movement of the sorting machine caused by
some external factors [20].

The industrial camera and the light source are fixed on
the horizontal profile above the bracket by bolts and nuts.
The angle of the industrial camera and the light source could
be controlled by adjusting the bolts and nuts. The upper hor-
izontal profile was fixed to the vertical profile by angle code,
so that the profile height could be adjusted and so as to
ensure that the height of the industrial camera and the light
source could be adjusted. At the same time, in order to
ensure the stability of the whole camera bracket, a vertical
profile was added under the bracket. According to the
parameters of the camera and lens, the size of the car, and
the width of the belt machine, the height of the whole cam-
era bracket was 140 cm with the adjustable range of 30 cm in
the height direction and the width was 80 cm that did not
interfere with the movement of the car and cylinder and
other components.

3.5. Structure Design of Sorting Car. For the design of the
sorting car, high stability and reliability were required. Dur-
ing the movement of the main ring, it was necessary to keep
the car running smoothly when it was not sorting, and the
movement was timely and smooth when it was sorting [21,
22]. Sorting car was mainly composed of base, support, plat-
form plate, door plate, spring rod, bevel gear, and so on.

Sorting car was the core mechanical structure of the sort-
ing machine. Whether express could accurately fall in the
corresponding sorting mouth completely depended on
whether the car door could be accurately opened or not,
and the completion of the action of the door opening mainly
depended on the car transmission mechanism, so the design
of the car transmission mechanism was particularly
important.

3.5.1. Calculation of Gear Torque. In order to ensure that the
rotation range of the lever was enough to open the door
when the car lever was in contact with the pushing mecha-
nism and avoid the express stuck in the door, according to
the calculation of the maximum elongation of the reset
spring constraining the door opening action and its elastic
coefficient, the minimum torque of the input shaft required
by the bevel gear was 5N·m.

The weight of the object was set as 5 kg. The impact force
of the car door was 100N, The speed of shaft III was 15 r/
min. The transmission efficiency of rolling bearing η1 =
0:985, bevel gear η2 = 0:95, and cylindrical gear η3 = 0:96.
Cylindrical gear transmission ratio ipillar = 2, and bevel gear
transmission ratio iawl = 1.

nII =
nIII
ipillar

= 7:5 r/min,

nI =
nII
iawl

= 7:5 r/min:
ð3Þ

In the formulas, nII was the speed of axis II (r/min), and
nI was the speed of axis I (r/min).
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The torque required by small spur gear was Tmout = 3:9
N/m, and then,

PIIIout =
T IIIoutXnIII

9500
: ð4Þ

The data was taken into the following formulas.

PIIIout = 0:0061 km,

PIIIout = PIIIenter × η1,

PIIIenter = PIIout × η3,

PIIout = PIIenter × η1,

PIIenter = PIout × η2,

PIout = PIenter × η1:

ð5Þ

The above formulas could be calculated as follows:
T IIIenter = 3:918N∙m, T IIout = 8:163N∙m, TIIenter = 8:278

N∙m, T Iout = 8:723N∙m, T Ienter = 8:856N∙m, and then,
T Ienter > 5N∙m; then, it met the requirements of the trans-
mission mechanism of the car.

3.5.2. Straight Bevel Gear Design. The gear type was standard
straight bevel gear transmission, with 7-level gear precision
and pressure angle of 20°. The material of two gears was
40Cr (quenching and tempering). The hardness of tooth sur-
face was 280HBS. The number of teeth of pinion zi = 21, z
2 = 21, and u = 1.

According to the calculation formula of circle diameter
by pinion indexing,

dIt ≥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4KHtTI

φR 1 − 0:5φRð Þ2u ∙
ZHZE

σH½ �
� �2

3

s

: ð6Þ

The calculation formula of allowable stress of contact
fatigue is as follows:

σH½ � = KHNσHIim

S
: ð7Þ

The calculation formula of gear modulus is as follows:

mt ≥
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KFtT1

φR 1 − 0:5φRð Þ2Z2
1

ffiffiffiffiffiffiffiffiffiffiffiffi

μ2 + 1
p

∙ YFtYsa
/ σH½ �À Á

s

: ð8Þ

According to the design principle of gear contact fatigue
strength and the design principle of tooth root bending
fatigue strength, the following design conclusions could be
obtained: tooth number Z1 = 41 and Z2 = 42, pressure angle
a = 20°, displacement coefficient X1 = 0 and X2 = 0, split
cone angle δ = 45° and δ2 = 45, and tooth width b1 = b2 =
11mm. 40Cr (quenching and tempering) was used by both
gears. The gears were designed with 7-level precision.

3.5.3. Design of Spur Gear. Straight bevel gear transmission
was selected, with the pressure angle of 20° and 7-level pre-

cision 7. The material of big gear was 45Cr (quenching and
tempering). The hardness of tooth surface was 240HBS.
The material of small gear was 40Cr (quenching and tem-
pering). The hardness of tooth surface was 280HBS. The
number of teeth of pinion u = 0:5 and z = 61.

From the formula m = d/z, Z2 = 30:5 was obtained. Take
z as 31, namely, z = 31. The calculation formula of the diam-
eter of the indexing circle of the big gear was as follows.

d1t ≥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2KHtT1
φd

∙
μ + 1
μ

∙
ZHZEZε

σH½ �
� �2

3

s

: ð9Þ

For the allowable contact fatigue stress ½σH �, take the fail-
ure probability as 1% and safety factor S = 1:

σH½ � = KHNσHlim

S
: ð10Þ

The calculation formula of gear modulus is as follows:

m ≥

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2KFtT1Yε

φdZ
2
1

∙
YFaYsa

σF½ �
� �

3

s

: ð11Þ

According to the design principle of gear contact
fatigue strength and the design principle of tooth root
bending fatigue strength, the following design conclusions
could be obtained: tooth number Z1 = 81 and Z2 = 43,
modulus m = 0:5, pressure angle a = 20°, displacement coef-
ficient X1 = 0 and X2 = 0, center distance a = 31mm, tooth
width b1 = 40:5mm and b2 = 21:5mm: 40Cr (quenching
and tempering) was used by small gear. 45Cr (quenching
and tempering) was used by big gear. The gears were
designed with 7-level precision.

3.6. Finite Element Analysis of the Sorting Car. Since the tilt-
ing car and the external cylinder worked through relative
motion. The impact occurred when they contacted. So the
finite element model was established to analyze the impact
[23]. ANAYS software was used for display dynamics analy-
sis. Firstly, the 3D model established with SOLIDWORKS
was imported into the finite element analysis software ANA-
YSWorkbench18.1, and the push rod material was set as 45
steel and L-shaped rod material as stainless steel. Material
properties were edited through EngineeringData module of
Workbench. Through the size function, the grid size was
defined and the total number of grids was 85557. Then, the
analysis parameters were modified. The end time was set
as 0.15 s. The fixed cylinder was added, then the speed limit
was added, and the speed of the whole car was set as 1m/s.
Finally, the equivalent stress and equivalent strain were
added into the solution, and the analysis was conducted by
clicking solve.

By finite element calculation, when the equal effect of
impact contact became 0.32mm/mm, the equivalent stress
of impact was 74.201MPa, the yield strength of 45 steel
was 355MPa, and the yield strength of 304 stainless steel
was 205MPa. The experimental results were far less than
the yield strength, and the strength check was safe.
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3.7. PLC Programming. Before the preparation of PLC pro-
gram, first of all, the functional requirements of the control
system were analyzed. The tray sorting machine control sys-
tem was required to meet the functional requirements.
When each sorting port photoelectric was triggered, the
number of photoelectric trigger and sorting number were
judged to meet the trigger conditions in the counting princi-
ple. Solenoid valve was electrified for a second, so that the
cylinder piston rod out of about a second and reset after a
second. The belt motor could be controlled to start and stop
[24]. The data registered from D1 to D7 would be reset when
switched on. The sixth step was the motor start-stop proce-
dure. X001 was responsible for starting, and X002 was
responsible for disconnecting. X003 was the photoelectric
switch, which was triggered once, the value of data register
D1 plus 1 and to represent the value of the photoelectric
switch. When the photoelectric switch was triggered, read
the value of the corresponding register in PLC through the
serial port (here was the value of D1). If the value of D1
and the sorting port number met the trigger conditions in
the counting principle, then M0 was made forcibly closed
through communication with PLC, so that the solenoid
valve Y001 was energized for one second. That is, the cylin-
der was pushed out for about one second; the power was off
and reset after one second. PLC I/O address allocation table
is shown in Table 1.

3.7.1. PLC Communication. PLC communication refers to
the data communication between PLC and PLC, between
PLC and PC, and between PLC and other intelligent equip-
ment. This function was conducive to PLC monitoring, and
data reading and writing between PLC and PLC could be
more convenient for control [25, 26].

PLC communication interface was mainly divided into
RS232, RS485, and Ethernet. The RS232 interface was
adopted in the research, which was connected to the touch
screen serial port through the USB adapter, namely, serial
communication. Here, there were two main types of serial
port communication way. The first was that according to
the communication between PLC and agreement, a small
amount of code to do simple communication could be used
through the SerialPort class provided by the NET, but when

the content of communication with PLC was large, the code
needed to be done in a large number of data hexadecimal
conversion and validation, etc., which seemed more com-
plex. The second way was to use MXComponent software
officially provided by Mitsubishi. By calling its dynamic link
libraries ActUtlType.dll and ActUWzd.dll, data interaction
with PLC could be carried out conveniently without consid-
ering problems such as base conversion verification, but the
software must be downloaded, which was about 500M in
size. Through the analysis of PLC ladder diagram, the pur-
pose of communication with PLC was just to control the
forced closure of switch MO and read the value of data reg-
ister D1. The content was very simple. The first way and
communicating with PLC were chosen. The message format
of setting and resetting of bit elements used in communica-
tion is shown in Tables 2 and 3. The message format read by
word elements is shown in Table 4.

3.7.2. Design of the Software Running Interface. Before
designing the interface, what functions the interface contain
should be first analyzed. In the research, the interface
included the following functions: serial port number detec-
tion, belt start and stop, serial port open and close, serial
port parameter setting, displaying the number of sorted
express, displaying the identified to be sorted express, and
displaying the real-time update table in the database.

Sorting machine operation interface was mainly com-
posed of three parts, which were the serial port debugging
interface, the sorting interface, and the simulation experi-
ment interface.

3.7.3. Design of the Serial Port Debugging Interface. As the
lower machine in the research was PLC, so communication
debugging with PLC was necessary. The serial port debug-
ging interface mainly included the parameter configuration

Table 1: Table of I/O address allocation.

Input Switch Output Element

X0 Start button Y0 Cylinder 1

X1 Stop button Y1 Cylinder 2

X2 Sensor 1 Y2 Cylinder 3

X3 Sensor 2 Y3 Cylinder 4

X4 Sensor 3 Y4 Cylinder 5

X5 Sensor 4 Y5 Cylinder 6

X6 Sensor 5

X7 Sensor 6

X10 Sensor 7

Table 2: Enforcing ON to be set.

Start Command Address Finish Checksum

STX CMD ADDRESS ETX SUM

02 h 37 h Address 03 h Sum

Table 3: Enforcing OFF to be set.

Start Command Address Finish Checksum

STX CMD ADDRESS ETX SUM

02 h 38 h Address 03 h Sum

Note that the command (CMD) 37 represents enforcing ON and 38
represents enforcing OFF. Sum checksum: SUM= CMD+ADDRESS +
ETX.

Table 4: Word element reading.

Start Command The first address Digit Finish Checksum

STX CMD GROUPADDRESS BYTES ETX Sum

Note that the command (CMD) 30 represents reading. First address
algorithm: Address = Address ∗ 2 + 1000 h and then converted to
hexadecimal.
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area, the data receiving area, and the data sending area. The
parameter configuration area was to ensure the serial port
number, baud rate, data bit, stop bit, and parity bit of the
parameter port to adjust. Due to the data receiving area
and data sending area, the corresponding PLC soft compo-
nents could be chosen according to the specified message
format in the data receiving area to send relevant commands
to PLC. The execution of this command by PLC also was
displayed in the data receiving area in the format of mes-
sages. The design of the interface was beneficial to the
debugging between the upper computer and the lower com-
puter, which also provided a basis for troubleshooting.

3.7.4. Design of the Sorting Interface. The sorting interface
was mainly composed of three control buttons and three
parts of visual interface. The three control buttons were cre-
ate template, start match, and stop match. Create template-
supported manual interception of any area in the express
order for modeling, which was convenient to change the
template. The whole device and program would be run when
the match started, and the whole device and program would

be stopped when the match stopped. The visual interface
included the camera recognition interface, the data interface,
and the chart interface. Among them, the camera recogni-
tion interface showed the image of each express order cap-
tured by the camera and the three-segment code area
located. The data interface was used to display the number
of fractional two-dimensional code matched by each express
order template and the three-segment code identified. The
chart interface mainly showed the sorting quantity of
express order numbers at different addresses in the form of
charts. The sorting interface made it easy to control the
entire equipment and program, as well as visually observe
the sorting process.

3.7.5. Design of the Simulation Experiment Interface. The
simulation experiment interface was mainly to simulate the
whole process of sorting machine and verified the sorting
principle. After the sorting principle was changed, the simu-
lation experiment interface could be verified at any time, and
the feasibility of sorting principle could be guaranteed
through the interface.

Table 5: Physical prototype test records.

Test item Test effect Action time Whether meets the requirements or not
The visual program Information extraction 45ms Yes

Interface program The interface runs smoothly Fast Yes

Belt conveyor Synchronous start, consistent speed Faster Yes

Sorting car The door can be opened and repositioned. Slow Yes

Pneumatic circuit Stable operation 150ms
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Figure 2: Comparison with existing sorting forms. Note: data from Huainan, Hefei, and Hangzhou logistics Park survey results.
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On the basis of the testing through simulation system, the
actual prototype was also needed to test the reliability and
stability of the sorting machine. The test process was divided
into the following parts.

4.1. Testing Capturing Pictures. Due to the limitations of the
site and equipment, the design of the camera’s support
mechanism was relatively simple, which was easy to cause
the camera position offset, leading to the failure to take the
express delivery sheet. Before the sorting, the computer
was used to connect to the camera to capture pictures. If
the clear surface sheet could be captured, the next step was
proceeded. Otherwise, the camera position was adjusted
until the clear surface sheet was captured.

4.2. Turning on the Power. The whole ring belt machine was
composed of two semicircular belt machines and two linear
belt units. Through the change of the circuit, the four belt
machine starting and stopping at the same time could be
controlled.

4.3. Placing Package. After the power was turned on, the car
moved circularly with the belt machine. The package was
placed on the car manually under the condition of ensuring
the smooth movement of the car. According to the counting
principle described earlier in this research, the timing of
placing package was not restricted, and package could be
placed in the upper bag area at any time.

4.4. Sorting Package. The sorting process of package was a
fully automatic process basically. In the whole process, on
the one hand, the data changes of the control interface of
the industrial computer needed to be detected. On the other
hand, the running condition of the car on the belt should be
observed, so as to turn off the power in case of accidents.

In order to combine the actual scene of package sorting
to the maximum extent, the physical prototype was trans-
ported to Huainan Datong Logistics Park for further testing.

The test results are shown in Table 5.
From the experimental records, the belt conveyor could

realize synchronous start. The tilting car could realize the
reservation function. The door and cylinder cooperated reli-
ably, and the door could be opened normally. The car plat-
form and the turning device cooperated reliably and could
realize the turning of the platform in real time. The cylinder
responded quickly, and the scheduled action with the car
could be realized through the PLC program. HALCON soft-
ware program ran stably after adjusting the parameters.

After adjusting the interface program parameters, the inter-
face ran smoothly and responded quickly. PLC could nor-
mally complete the action information provided by the
interface program. After the test was completed, the param-
eter comparison with the existing sorter is shown in
Figure 2.

It could be seen from Figure 2 that on the premise of
meeting the sorting efficiency, the tilting-pan automatic
sorting machine could greatly save the cost of equipment
and the floor area and could meet the sorting needs of the
third and fourth tier cities.

The average time was calculated using the function-
count_seconds (seconds) in HALCON, as shown in Table 6.

5. Conclusion

Based on the establishment of the experimental prototype in
the research, the recognition scheme based on shape tem-
plate matching was adopted to identify and sort 100 express
surface sheets of the same specifications. By analyzing the
data recorded in the database, the recognition rate reached
100% and the sorting rate reached 94%, and the average time
consumed by each recognition process was 0.0493097 s and
0.0471338 s, respectively, and the difference was not more
than 0.01 s. The time was basically the same, which verified
the reasonableness of the mechanical structure design, visual
scheme design, and control system design. Vision-based
robot sorting system is a multidisciplinary field. Although
the work of vision was mainly investigated in the research,
there were still a lot of work to be further studied and
explored.
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The application of partial differential equation in robot computer image smoothing and image segmentation based on curve
evolution is studied to achieve the breakthrough and innovation of classical methods. First of all, the image is interpolated and
enlarged, usually with double primary interpolation and double secondary interpolation. The robot computer image obtained
by interpolation has a better effect on the smooth part of the image, but the edge becomes blurred. Then, the model is used to
enhance the amplified image and remove the noise introduced during interpolation. In the process of PDE image
segmentation, using the level set method, natural continuation cannot guarantee that the embedded function is always a signed
distance function in the evolution process. The results show that compared with the classical fourth-order model, this model
can well retain the details of the image, smooth bevels, and edges of the image. The proposed new model is better than the
second-order model and the classical fourth-order model both in PSNR value and MAE value and in visual effect. Secondly,
the model based on piecewise smooth Mumford-Shah not only expresses the original image better but also solves the problem
of gradual image segmentation with gray value. Therefore, the robot computer image segmentation model based on partial
differential equation can segment the image better.

1. Introduction

Image segmentation, as its name suggests, generally refers to
the technology and process of extracting meaningful or
interesting features from images. With the help of image seg-
mentation and other technologies, the features in the image
are extracted, which makes image analysis and understand-
ing possible (Figure 1). It is a key step from image processing
to image analysis. Using partial differential equation for
image segmentation has strong theoretical support and is
consistent with the classical image theory. Level set method
is a method to solve the curve evolution. It implicitly
expresses the closed curve of the plane; that is, the evolution
curve is expressed as a partial differential equation with
embedded function, which avoids the tracking and parame-
terization of the curve in the evolution process. Therefore,
the level set method is relatively easy to deal with the

changes of curve topology, with high calculation accuracy
and stable algorithm [1].

In the development of image processing, mathematics
always plays an important role and permeates all branches
of image processing. In the 1960s and 1970s, linear process-
ing methods represented by Fourier analysis occupied the
whole field of digital image processing. With the help of sto-
chastic process theory, people have established image model.
The frame of image coding is established by probability the-
ory and information theory. Linear filter (Wiener filter, Kal-
man filter) provides a strong theoretical support for lower
level image processing; FFT is widely used in all branches
of image processing. These mathematical tools greatly pro-
mote the development and application of image processing.
Since the 1980s, nonlinear science has gradually penetrated
into image processing methods, and many novel mathemat-
ical tools have been introduced into the field of image
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processing, such as the application of wavelet and multiscale
analysis in image segmentation, image filtering, edge detec-
tion, feature extraction, and analysis: the application of frac-
tal in image coding and texture recognition [2]. In particular,
image processing methods based on partial differential
equations have become a continuous hotspot in recent years.
Starting with the analysis of the mechanism of image noise
reduction, combined with mathematical tools such as varia-
tional method, functional analysis, differential geometry,
and projective geometry, it establishes an axiom system
related to partial differential equations. It has been widely
used in image segmentation, image smoothing, image recon-
struction, image recognition, remote sensing image process-
ing, image analysis, edge detection, image interpolation,
medical image processing, motion analysis, and so on. In
many directions of image processing, image segmentation
is one of the important research hotspots.

This paper mainly studies the application of partial
differential equation in image smoothing based on aniso-
tropic diffusion and image segmentation based on curve
evolution, trying to achieve a breakthrough and innovation
of classical methods by deeply analyzing image features
and using appropriate mathematical tools to obtain a more
appropriate description of the image. Some new methods
and ideas are proposed in this paper. Experiments and
theoretical analysis have proved that the new method has
obvious advantages over the classical method. It is an
important supplement to the curve evolution and aniso-
tropic diffusion theory and can be applied to all aspects
of image processing engineering [3].

2. Literature Review

Nakamura and others believe that image segmentation is to
segment the regions of interest in the image. Image segmen-
tation is the basis of target recognition, tracking, and object-
based coding. Therefore, image denoising has a very impor-
tant application in the field of image processing. However,
image segmentation is a very challenging task [4]. Zhao
and others found that the storage and transmission of digital
images are the main application direction of image compres-
sion. People’s demand for high compression ratio of image
and high quality of restored image is endless. The combina-
tion of partial differential equation and wavelet decomposi-
tion can effectively eliminate the Gibbs phenomenon at the
edge in the process of wavelet decomposition, which pro-
vides a new idea for high-quality image compression [5].

Weng and others applied discrete wavelet, wavelet packet,
and wavelet frame decomposition to texture analysis and
proposed methods for multiscale texture feature extraction,
texture classification, and texture segmentation in wavelet
or wavelet packet transform domain [6]. Liu and others
found that image segmentation algorithms based on partial
differential equations are mainly divided into two categories:
image edge-based segmentation model and image region-
based segmentation model. Snake model, geodesic active
contour (GAC) model, and gradient vector flow (GVF)
model are edge-based segmentation models. Snake model
is a variational model, which is divided into internal force
and external force. Internal force is a contraction force,
which minimizes the arc length of the contour and reduces
the oscillation of the arc length. The external force is to con-
trol the contour on the edge of the image, so as to achieve the
effect of segmentation [7]. Tu and others found that the rep-
resentatives of region-based segmentation model are M-S
model and C-V model, which approach the original image
in the form of segmented plane, so as to achieve the purpose
of segmentation [8]. Ren and others found that the storage
and transmission of digital images are the main application
direction of image compression. People’s demand for high
compression ratio of image and high quality of restored
image is endless. The combination of partial differential
equation and wavelet decomposition can effectively elimi-
nate the Gibbs phenomenon at the edge in the process of
wavelet decomposition, which provides a new idea for
high-quality image compression [9]. Ma and others believe
that for the numerical solution of the segmentation model,
the commonly used methods are the level set method and
the variational level set square, which represent the contour
through the zero level set of an embedded function. The
embedding distance of the gradient function should meet
the requirements of 1. However, with the evolution of the
embedded function, the gradient modulus will deviate from
1, so it is reinitialized during the evolution of the embedded
function. Reinitialization not only reduces the computa-
tional efficiency but also destroys the evolution of embedded
functions. Therefore, a distance regularized level set evolu-
tion (DRLSE) method is generated [10].

3. Research Methods

3.1. Generation of Fourth-Order Denoising Model. In
essence, the second-order model will evolve the image
towards the segmented plane, so most of the second-order
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Figure 1: Image segmentation model.
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models have the “ladder” effect; that is, the smooth region in
the image produces false boundaries, which is visually
unpleasant and may make the computer vision system mis-
takenly recognize some edges. The fourth-order partial dif-
ferential equation denoising model can avoid the “ladder”
effect [11].

The fourth-order partial differential equation denoising
model can avoid the “ladder” effect because it approximates
the original image through piecewise inclined plane. How-
ever, the classical fourth-order models start with variation.
By improving the energy functional of the second-order
model, the fourth-order partial differential equation is
derived by using the gradient descent flow method.

3.2. A Kind of Fourth-Order Denoising Model Based on
Image Features. Generally, an image can be divided into
three types of regions: smooth region, edge region, and tex-
ture region. When the image is enlarged by the usual inter-
polation method, the edge of the image will be blurred
[12]. The algorithm proposed in this section is as follows:
firstly, the image is interpolated and enlarged to the desired
size. Usually, double primary interpolation and double sec-
ondary interpolation are used. The smooth part of the image
obtained by interpolation is better, but the edge becomes
blurred. Then, use the model in this paper to enhance the
enlarged image and remove the noise introduced during
interpolation. The specific process is shown in Figure 2.

Based on the properties of the fourth-order partial differ-
ential equation and making full use of the characteristic infor-
mation of the image, this paper selects the edge detection
operator as the diffusion coefficient of the fourth-order equa-
tion [13] and directly constructs a new fourth-order partial
differential equation. The constructed fourth-order partial dif-
ferential equation is

∂u
∂t

= − Φ1
uxx
uxxj j

� �
xx

− Φ2
uyy
uyy
�� ��

 !
yy

, x, yð Þ ∈Ω, t ∈ 0, Tð Þ,

∂u
∂n!

= 0,  

Φ1
uxx
uxxj j

� �
x

n1 + Φ2
uyy
uyy
�� ��

 !
y

n2 = 0, x, yð Þ ∈ ∂Ω, t ∈ 0, Tð Þ,

u 0, x, yð Þ = f x, yð Þ, x, yð Þ ∈Ω:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð1Þ

Here, n! = ðn1, n2Þ represents the normal vector outside
the unit on the boundary ∂Ω of the solution region, and the
diffusion coefficient Φi, i = 1, 2, is a function related to j∇uj,
ux, and uy, and Φi =Φiðj∇uj, ux, uyÞ is the edge detection
function. The boundary conditions are selected as zero deriv-
ative in the first-order external normal direction and zero
derivative in the third-order external normal direction [14].

3.3. Level Set Method. In the process of PDE image seg-
mentation, using level set method, natural continuation
cannot ensure that the embedded function always remains
a signed distance function in the evolution process. There-
fore, the traditional approach is to reinitialize the embed-
ded function into a signed distance function in the
evolution process of the embedded function. This greatly
reduces the efficiency of the segmentation algorithm. In
order to avoid reinitialization, a regular term is added to
the energy functional of the embedded function to keep
the embedded function as a distance function as much
as possible in the evolution process [15].

The geodesic active contour (GAC) model minimizes the
following “weighted” arc length, as shown in

LR Cð Þ =
ðL Cð Þ

0
g ∇u C sð Þ½ �j jð Þds: ð2Þ

Minimize the gradient downflow corresponding to the
above equation as

∂C
∂t

= g Cð ÞκN − ∇g ·Nð ÞN: ð3Þ

N is the normal direction of curve evolution. Different
from the previous parametric active contour model, the big-
gest feature of this kind of model is that it can automatically
deal with the changes of topology.

The level set method transforms the original evolution of
the curve into a partial differential equation of the level set
function. In this way, the segmentation problem is trans-
formed from the original differential geometry problem into
the problem of solving partial differential equations. There
are many existing results for the numerical solution of par-
tial differential equations, and a better scheme can be
selected for the discretization of the model [16].
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Figure 2: Image resolution enhancement algorithm flow.
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A curve is represented by the level set of high-
dimensional function, as shown in

C tð Þ = x, yð Þjϕ x, yð Þ = kf g: ð4Þ

The original curve evolution problem is replaced by the
evolution problem of two-dimensional function. The time-
varying curve C can be expressed as the level set of ϕðx, y, t
Þ in the time-varying function, that is,

C tð Þ = x, yjϕ x, y, tð Þ = kf g, ð5Þ

when curve CðtÞ is as follows:

∂C
∂t

= V : ð6Þ

During evolution, the embedded function Bðx, yÞ will
evolve into

∂ϕ
∂t

= β ∇ϕj j: ð7Þ

Here, β = V ∗N is the normal component of the velocity
of motion. The above formula is the basic equation of curve
evolution level set method.

The choice of embedding function ϕ is not unique.
The most commonly used is to let ϕðx, yÞ represent the
signed distance function from point ðx, yÞ on the plane
to curve C, that is,

ϕ x, yð Þ =
d x, yð Þ, Cð Þ, ∀ x, yð Þ ∈ Cout,

−d x, yð Þ, Cð Þ, ∀ x, yð Þ ∈ Cin:

(
ð8Þ

The distance function satisfies

∇ϕj j = 1: ð9Þ

This means that the change of embedded function is
neither slow nor rapid, which meets the requirements of
natural continuation. Assuming that the given curve
motion equation is valid for all level sets of embedded
functions, this natural continuation method is usually
selected. However, with the evolution of the embedding
function, the embedding function will gradually deviate
from the distance function, and the deviation from the
distance function will lead to the instability of numerical
calculation [16, 17].

The level set method has the following advantages:

(1) More than two edges can be detected, that is, with
topological variability

(2) It is easy to express curvature and unit normal vector
N by embedded function

(3) The numerical calculation can be carried out on the
standard grid, which is a parameter-free method

(4) It can be used in high-dimensional cases. For exam-
ple, the surface can be expressed as a zero level set of
volume function

If the level set method given above is applied, the evolu-
tion equation corresponding to the embedding function of
GAC model is

∂ϕ
∂t

& = gκ−∇g ·Nð Þ ∇ϕj j = ∇ϕj j div g
∇ϕ
∇ϕj j

� �
: ð10Þ

Table 1: Experimental PSNR, MAE, and CPU time.

σ
PSNR MAE CPU time (s)

10 20 30 10 20 30 10 20 30

Segmented bevel image GZC01.bmp (128 × 128 pixels)

Second-order model 28.20 22.13 18.70 7.86 15.94 23.67

TV 41.42 37.63 34.05 1.48 2.61 3.46 0.77 1.34 2.32

Regularized PM 40.95 36.67 33.25 1.40 2.45 3.66 0.26 0.29 0.27

New model 47.63 42.23 37.56 0.71 1.30 2.00 4.38 4.84 8.83

lena.bmp (512 × 512 pixels)

Second-order model 28.13 22.13 18.70 7.97 15.92 23.74

LLT 34.28 31.03 29.25 3.67 5.08 6.18 20.05 55.60 97.76

Y-K 32.99 29.79 28.11 4.07 5.61 6.75 24.69 101.17 242.22

New model 34.42 31.40 29.64 3.53 4.76 5.72 41.63 109.33 191.08

pepper.bmp (256 × 256 pixels)

Second-order model 28.18 22.16 18.76 7.94 15.84 23.45

LLT 33.96 30.08 27.87 3.78 5.70 7.27 3.38 9.83 18.89

Y-K 32.49 28.62 26.32 4.24 6.37 8.50 5.94 19.15 42.47

New model 34.46 30.76 28.56 3.45 5.14 6.51 9.71 18.51 47.49
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This is a Hamilton-Jacobi equation, which needs to be
solved by the upwind scheme. Zhao and Chan proposed a
variational level set method in 1996. The variational level
set directly starts from the energy functional and introduces
the Heaviside function to replace the functional about the
contour with the functional of the embedded function. The
definition of Heaviside function is shown in

H zð Þ =
1, z ≥ 0,

0, z < 0:

(
ð11Þ

The derivative of Heaviside function H in the sense of
distribution is Dirac function δ. In the actual calculation
process, it is necessary to regularize the Heaviside function
for numerical solution. HðzÞ is defined as the regularized
Heaviside function, and it satisfies

Hε zð Þ⟶ε⟶0
H zð Þ: ð12Þ

Two commonly used regularized Heaviside functions are
given below, in the form of

Hε zð Þ =

1, z > ε,

0, z<−ε,
1
2

1 +
z
ε
+

1
π
sin

πz
ε

� �
, zj j ≤ ε,

8>>><
>>>:

ð13Þ

Hε zð Þ = 1
2

1 +
2
π
arctan

z
ε

� �
: ð14Þ

Both regularization functions are odd symmetric. HεðzÞ
is continuous and differentiable. Its derivative is defined as

δε zð Þ = dHε zð Þ
dz

: ð15Þ

δεðzÞ here can be regarded as the regularization of δ. For
the corresponding derivative δε, when the embedded func-
tion ϕ is used as the independent variable of function H,
there is

δε ϕð Þ = dHε ϕð Þ
dϕ

,∇Hε ϕð Þ = δε ϕð Þ∇ϕ: ð16Þ

By introducing the Heaviside function, the line integral
is transformed into an area integral, as shown in

þ
C
g Cð Þds =∬

Ω
g ∇Hε ϕ x, yð Þð Þj jdxdy =∬

Ω
δε ϕð Þ ∇ϕj jgdxdy:

ð17Þ
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The gradient downflow is obtained as

∂ϕ
∂t

= δε ϕð Þ div g
∇ϕ
∇ϕj j

� �
: ð18Þ

Through the above analysis and derivation, we can find
that the type of PDE obtained by variational level set method
is different from that obtained by level set method. The for-
mer is a parabolic equation and the latter is a hyperbolic
equation. The difficulty in the process of numerical solution
is different. Therefore, the variational level set method is a
more widely used method [18, 19].

3.4. Numerical Scheme of Fourth-Order Regularized Level Set
Method. In this paper, the numerical discretization of the
fourth-order regularized level set method is given. The
half-point center difference scheme is adopted. Based on
the explicit scheme of the original segmentation model, the
discretization of the fourth-order regular term is added.
For the fourth-order regularization term f , the central differ-
ence explicit scheme is adopted, as shown in

Fn
i,j = − Dxx Φ1 φn

i,j

� �
αε φn

i,j

� �
Dxxφ

n
i,j

� �
+Dyy Φ2 φn

i,j

� �
βε φn

i,j

� �
Dyyφ

n
i,j

� �h i
:

ð19Þ

4. Result Analysis

4.1. Numerical Experiment and Result Analysis of Fourth-
Order Denoising Model. This paper applies the algorithm
proposed in this paper to denoise different noisy images
and compares the experimental results with the classical
second-order model (TV, regularized PM) and the classical
fourth-order model (Y-K, LLT). Experiments were carried
out on three different images: GZC01.bmp: segmented
bevel image (128 × 128 pixels), lena.bmp (512 × 512
pixels), and pepper.bmp (256 × 256 pixels). The standard
deviation is 10, 20, and 30. The numerical format pro-

posed above is realized by MATLAB, and the experimental
results are shown in Table 1.

The denoising ratio of absolute noise to noise and the
denoising ratio of absolute noise to noise (noise, noise, noise,
noise) of smooth image are obtained.

For the noise-free smooth image u0 and the smooth
image u obtained by denoising, the indicators to measure
the denoising effect are peak signal to noise ratio (PSNR)
and mean absolute-deviation error (MAE).

Compared with the classical fourth-order model, it
shows that this model can well retain the detailed informa-
tion of the image, the smooth slope, and the edge of the
image. The new model proposed in this paper is better than
the second-order model and the classical fourth-order model
in terms of PSNR value, MAE value, and visual effect [20].

From the data in the above table, it can be found that the
PSNR value of the new model is much larger than that of
other models, indicating that the fourth-order denoising
model proposed in this paper can better retain the structure
information of the image [21].

4.2. Segmentation Experiment of Fourth-Order Regularized
Level Set Method. Figure 3 quantitatively analyzes and com-
pares the edge positioning accuracy and noise resistance of
the edge detection method, Canny edge detection method,
and log edge detection method proposed in this paper for
a synthetic image [22].

This paper presents the experimental results of several
groups of segmentation models, as shown in Figures 4 and
5. The initial conditions are selected as binary functions [23].

The model is based on piecewise smooth Mumford-
Shah, which not only better expresses the original image
but also solves the problem of gray value progressive image
segmentation. Secondly, the new method has the character-
istics of global optimization and has no special requirements
for the position of the initial contour line. Even if it is far
away from the edge of the initial closed contour line, it can
be segmented accurately. Third, this method does not rely
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on edge information. For fuzzy or discrete edges, it can still
obtain ideal segmentation effect [24, 25]. This experiment
also reviews the typical methods of vector image segmenta-
tion based on active contour and extends the method in this
paper to segment vector image. The new vector image seg-
mentation method maintains many advantages of this
method in gray image segmentation and can find some
information that is difficult to obtain in single channel image
from vector image.

5. Conclusion

Based on the modulus of directional curvature, this paper
proposes a functional to describe the smoothness of image
and deduces a fourth-order partial differential equation
(PDE) image denoising model. The processing result is
piecewise linear image (including linear image), and there
is a step in the gradient at the edge. Taking advantage of this
feature, this paper proposes a new geodesic active contour
(new GAC) model, which improves the contour extraction
performance of traditional GAC and is much faster. It is
worth paying full attention to the new derivation of new
GAC model. The region-based active contour model has cer-
tain robustness to noise, but the processing of strong noise
image is still limited. The noise reduction model in this
paper also greatly improves the segmentation effect of region
based active contour model.

In short, variational methods and partial differential
equations are widely used in image processing. They are a
new and developing discipline. Many image processing
problems can be expressed by variational models and differ-
ential equations. The research work can be deepened from
two aspects: the improvement of model form and the effi-
ciency and accuracy of algorithm implementation. We need
to make more efforts to continuously improve the process-
ing effect of model and improve the execution efficiency
and accuracy of algorithm implementation.
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Visual recognition and automatic control technology is an important way to realize robot automatic ball picking. Therefore, a
tennis robot motion control method based on ant colony algorithm is evaluated. After the camera position was fixed, the
motion control system software was designed, and the optimal path was solved by ant colony algorithm. The results show that
the two adjacent positioning errors and the current total positioning errors fluctuate around -0.05mm and -2.29mm,
respectively, and the fluctuation range is less than 3.50mm. Ant colony algorithm is superior to greedy algorithm in path
planning of collecting tennis balls. The number of iterations of ant colony algorithm for optimal path planning of 30 to 50
tennis balls is about 20 to 30 times, and the path length is reduced to reduce the time of collecting tennis balls, which meets
the actual work requirements.

1. Introduction

With the development of society and promotion of all-
people exercise, tennis has gradually become a fashion sport
to get more people love. Especially after Li Na won the
Grand Slam, the domestic tennis fever is set off, and more
and more people participate in the sport of tennis [1].
According to statistics, China’s tennis population has broken
through 15 million, and tennis is becoming more and more
common, for professional matches or professional athletes
training, may be responsible for ball caddies [2]. But not
all players and tennis fans have such conditions and benefits.
With a standard tennis court measuring no less than 670
square meters, collecting the balls scattered on the court is
no doubt a lot of physical work. At present, there are also
some tennis picking machines on the market, most of which
are pure mechanical or semiautomatic ball-picking
machines with relatively economic manual operation [3].
Manual operation is both a waste of time and reduces the
efficiency of training, and this manual operation is also sub-
ject to the danger of being hit by tennis balls [4]. To meet the
market demand and solve these problems, it is necessary to
develop a safe, efficient, stable, and economical intelligent

tennis collecting robot [5]. Machine vision technology is a
new technology that has gradually developed in recent years.
It can be applied in intelligent manufacturing and many
intelligent living fields. Machine vision has become an
important way of intelligent development, and its applica-
tion has become more extensive [6, 7]. In this development
background, this topic is proposed to achieve the identifica-
tion of tennis ball positioning and pick up through machine
vision technology and the improvement of existing equip-
ment integration and innovation. This topic is to develop
an intelligent tennis collecting robot, which can provide
the possibility of convenience and better experience for ten-
nis practitioners to practice alone. At the same time, it can
also save physical strength for the practitioners, quickly
and conveniently realize the tennis picking up, so that the
practitioners can put more energy on physical and mental
entertainment and technical improvement.

Therefore, the development of a tennis collecting robot
with high intelligence and simple operation has better mar-
ket demand and the possibility of intelligent development.
This project integrates advanced visual technology into the
research and development of tennis collecting robot, which
is also a new attempt and practice. Therefore, this research
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has great academic research significance and application
value. Figure 1 shows the design and development of tennis
robot.

2. Literature Review

After consulting a large number of relevant literature and
market research, from the development of tennis picking
robots, tennis picking institutions can be roughly divided
into three categories.

(1) Simple tennis ball picker

Ball-picking basket and ball-picking Jane are the two
most common ball-picking devices on the market. Because
it is convenient and cheap to use and carry, it is a popular
auxiliary ball-picking tool among most tennis trainers. This
kind of ball-picking device mainly relies on artificial will pick
up the ball basket or collection of Jane’s goal port under
pressure at the tennis ball, so that it enters the Jane; this kind
of ball-picking device has the advantages of simple organiza-
tion, low cost, but needs more people to participate in, and
pick up tennis discontinuous, and its efficiency is very low.

(2) Sophisticated tennis ball picker

With the deepening of research and development of ten-
nis ball-picking mechanism, the designed ball-picking mech-
anism is relatively complex and its functions are gradually
improved, which overcomes some shortcomings of simple
ball-picking device, but its intelligence degree is still not very
high. In the aspect of picking up the ball, this topic uses the
principle of rolling simple picking up the ball, carries on the
modeling analysis to pick up the tennis ball process, carries
on the design optimization to the mechanism, and through
the prototype debugging finds that the experimental test
data is basically consistent with the theoretical value. How-
ever, the overall size and weight of the device are too large.
Although the body part of the car realizes the transformation
from human drive to electric, it still needs human to control
the direction and speed.

Some ball-picking institutions use electric drive, belt
drive, or chain plate drive to pick up the ball for the wheel
shaft drive belt baffle push tennis, and tennis collection is
realized. The front end of the ball is added to collect the
player and guide the tennis ball into the ball-picking device,
and the degree of automation of the way of picking up the
ball is obviously improved. However, this scheme reduces
the continuity of ball picking and has a complex structure.
With the use of multiple motors, its control becomes more
complex, with an increase in cost and a decrease in effi-
ciency. In addition, the control of walking mechanism is
not flexible enough and has poor adaptability.

(3) A ball-picking robot with a high degree of
intelligence

With the development of artificial intelligence and visual
recognition technology, under the general trend of multidis-
ciplinary integration, many researchers have applied

advanced visual technology to the ball-picking robot and
put forward different ball-picking schemes. They have made
breakthroughs in the research of tennis picking robot, and
its intelligence degree has been improving, but only a small
number of research teams have successfully developed a fully
autonomous intelligent ball-picking robot.

In Li et al.’s project, the vision system uses ultrasonic
ranging technology to find the landing tennis ball and adds
infrared ranging sensors to the ultrasonic ranging system
to guide the robot. Through the control system, the robot
moves to the specified position and realizes the action of
picking up the ball [8]. Ganser et al. proposed an embedded
intelligent ball-picking car, and the scheme uses color and
shape recognition algorithm, combined with PID control
algorithm, respectively, using motor drive car body move-
ment and steering gear control car ball-picking action, to
achieve the function of picking up tennis balls [9, 10]. How-
ever, this scheme is only a theoretical solution, and the con-
crete realization remains to be practiced. According to the
single-view imaging theory, the researchers made a pano-
ramic camera with omnidirectional reflector [11]. Ba’s
designed ball-picking mechanism uses the friction force of
the ball and the outer wall to pick up the ball and creatively
combines the ball-picking device with the self-developed
serving device. He designed a tennis car integrating ball
picking and serving, realizing that the car drives the rolling
machine to rotate to pick up the ball. However, manual
movement of the car body and identification of the tennis
balls are required in the process of picking up the ball, so
the degree of automation of picking up the ball is not high
[12]. The automatic tennis collecting robot designed by Tu
and Chen uses infrared sensor to locate the tennis ball and
grasp and recover the ball through the manipulator claw.
This way of picking up the ball is more flexible and theoret-
ical. It can pick up the net and the tennis ball near the cor-
ner, but the positioning of the tennis ball is higher. In
addition, only one ball can be picked up each time, and each
ball collection needs to be raised and released through align-
ment clamp, so the efficiency of ball picking is relatively low
[13]. The ball-picking robot designed and developed by Shu
et al. adopts a drum baffle type ball-picking mechanism.
During the robot’s progress, the impeller independently
driven by the motor drives the baffle to rotate, and the tennis
ball is involved and raised to the highest position and then
falls into the collecting device by its own gravity. This way
of picking up the ball is relatively efficient. However, due
to the rigid contact between the baffle and the tennis ball,
there is impact at the moment of contact between the baffle
and the tennis ball in the process of picking up the ball [14].
Luo et al. use RFID radio frequency identification technol-
ogy combined with LANDMARC algorithm, through the
communication between the RFID tag installed on the
sphere and the reference beacon arranged in the environ-
ment, to achieve the positioning of the sphere and the navi-
gation of the ball-picking robot. This positioning scheme
requires additional rf tags for tennis balls and the surround-
ing working environment, which is difficult to be applied in
practice [15]. Li uses a global camera to collect the image
information of the golf ball and the ball-picking robot in
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the field of vision and transmits it to the server in real time.
He uses the image processing technology to identify the spe-
cial artificial marks on the golf ball and the robot and real-
izes the autonomous positioning and navigation of the golf
ball collecting robot [16]. The intelligent tennis ball-
picking robot designed by Lv et al. uses binocular vision to
realize the identification and positioning of tennis balls.
Through BM (BlockMatching) algorithm, stereo matching
is carried out on the imaging results of binocular vision sys-
tem, and parallax matrix is obtained. The parallax matrix is
mapped to the coordinate system of the ball-picking robot to
complete the 3D reconstruction and relative positioning of
the identified tennis balls in the robot coordinate system.
In addition, the 2d plane positioning system is combined
to determine its own orientation, and the autonomous ball
picking under the visual guidance of the ball-picking robot
is realized [17]. Visual recognition and automatic control
technology is an important way to realize robot automatic
ball picking. Many literatures have proposed the combina-
tion of multimodules such as visual recognition, motion
control, and path planning to pick up the ball to realize intel-
ligent tennis picking, but there is no specific implementation
process, and many of these modules need to be further stud-
ied and optimized. Therefore, this topic can be studied and
optimized in the module of visual recognition and target
positioning, motion control, and path planning [18, 19].

3. Research Method

3.1. Camera Calibration. The purpose of camera calibration
is to find the corresponding relationship between the pixel
coordinates in the image and the world coordinates. Camera
calibration is an essential step to obtain accurate position
information of object in 3d space from 2d image taken by
camera.

The camera imaging model mainly involves four coordi-
nate systems:

World coordinate system: an artificial frame of reference
that facilitates representation of the position of a target
object in the real world.

Camera coordinate system: the Z axis is parallel to the
optical axis of the camera.

Image frame X‐Y : a coordinate system based on a photo
taken by a camera with the focal point of the camera’s opti-
cal axis and the imaging plane as the origin [20].

The pixel coordinate system takes the upper left corner
of the image as the origin, and the coordinates and coordi-
nates are the number of columns and rows of the pixel,
respectively.

The transformations between partial coordinate systems
are as follows:

Any coordinate ðX, YÞ in the image coordinate system
has the following conversion relation with its corresponding
pixel coordinate ðu, vÞ, as shown in the following equation:

u = x
dx

+ u0,

v = y
dy

+ v0:

8>><
>>:

ð1Þ

dx and dy, respectively, represent the width of one pixel
of the axis and the axis direction, ðu0, v0Þ is called the main
point of the image plane, equivalent to the discretization of
the axis x and the axis y, and dx, dy, and ðu0, v0Þ are the
internal parameters of the camera. Write Equation (1) in
matrix form, as in the following equation:

u

v

1

2
664

3
775 =

1/dx 0 u0

0 1/dx v0

0 0 1

2
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3
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x

y

1

2
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3
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Conversion of world coordinates to camera coordinates
can be achieved by rigid body transformation.

Control system Battery

Provide Provide

Control steering gear
for 5 joints of
robotic arm

Traction
motor

Rotate from the
driven wheels
A, B, Z and W

The charging
module

Driv
e
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e

Figure 1: Design and development of tennis robot.
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The mathematical expression of rigid body changes
between them is shown in the following equation:

Xc

Yc

Zc

2
664

3
775 =

r00r01r02

r10r11r12

r20r21r22

2
664

3
775

Xw

Yw

Zw

2
664

3
775 +

Tx

Ty

Tz

2
664

3
775: ð3Þ

Namely, in Xc = RX + T ,Xc represents the camera coor-
dinate system, X represents the world coordinate system, R
represents rotation,T represents translation, and R,T are
the external parameter of the camera.

3.2. Software Design of Motion Control System. The software
design of motion control system mainly includes controlling
motor speed and writing control algorithm suitable for
motion as well as optimizing path to improve the efficiency
of picking up tennis balls [21, 22].

In this study, PID algorithm is used to control the motor
speed. PID controller measures the deviation between the
actual value and the expected value of the controlled variable
and corrects the system accordingly, so as to achieve the pur-
pose of regulating the system. The control system schematic
diagram is shown in Figure 2.

In PID control system, rðtÞ is the target value set by the
system, yðtÞ is the actual value of the output and feedback of
the system, eðtÞ is the deviation, and it is the difference value
betweenrðtÞandyðtÞ. PID control can be expressed as the fol-
lowing equation:

u tð Þ = Kp e tð Þ + 1
Ti

ðt
0
e tð Þdt + TD

de tð Þ
dt

� �
: ð4Þ

Kp, Ti, and TD are proportional coefficient, integral
time, differential time, respectively. These three parts jointly
affect the system. Formula (4) is a continuous PID algorithm
calculation formula, most of the practical application of dis-
crete digital controller, and digital controller algorithm is
usually divided into position and incremental PID control
algorithm [23].

Position PID is a kind of sampling control. It calculates
the control quantity of the motor according to the deviation
value at the moment. Therefore, Equation (4) must be dis-
cretized and approximated by using and replacing integral
and difference to replace differential to get the following
equation:

u kð Þ& = Kp e tð Þ + 1
Ti

ðt
0
e tð Þdt + TD

de tð Þ
dt

� �

≈ Kpek +
KpT

Ti
〠
k

j=0
ej +

KpTD

T
ek − ek−1ð Þ:

ð5Þ

eðkÞ and uðkÞ are, respectively, the deviation value and
the control quantity at the time of the first sampling. The
incremental PID is to calculate the increment of control
quantity of two adjacent samples ΔuðkÞ = uðkÞ − uðk − 1Þ.
The incremental PID is used to control the motor speed.

The incremental PID control system is shown in Figure 3
below.

As can be seen from Equation (5), the location-based
algorithm accumulates errors, occupies a large storage unit,
and is difficult to write programs, so it is improved. The
expression can be deduced from Equation (5) as the follow-
ing equation.

u k − 1ð Þ = Kpek−1 +
KpT

Ti
〠
k−1

j=0
ej +

KpTD

T
ek−1 − ek−2ð Þ: ð6Þ

Then, the incremental PID control calculation formula is
shown in Equation (7).

Δu kð Þ = Kp ek − ek−1ð Þ + KpT

Ti
ek +

KpTD

T
ek − 2ek−1 + ek−2ð Þ:

ð7Þ

Compared with the position algorithm, the incremental
algorithm does not need to do cumulative calculation, calcu-
lation error has less influence on the calculation of the con-
trol quantity, the cumulative error is small, the computer
output controls quantity increment, and misoperation has
less influence.

3.3. Ant Colony Algorithm to Solve the Optimal Path. For the
randomly distributed tennis ball collection problem, this
paper adopts ant colony algorithm to solve the multiobjec-
tive path planning problem. The algorithm is the ant colony
algorithm proposed by MarcoDorigo inspired by the ant for-
aging process [24].

The algorithm mimics the way ants guide other ants by
releasing secretions called pheromones during foraging.
Because pheromones are volatile, the concentration of pher-
omones along the path of the ant colony decreases over time,
and the shorter the distance, the more pheromones are
retained [25]. Ants will forage along the path with high
pheromone concentration, and the path with high phero-
mone concentration will accumulate more ants, showing a
positive feedback. Two key steps in ant colony algorithm
are the probability selection of target and pheromone updat-
ing method.

(1) Probabilistic Choice. In the initial state, the phero-
mone quantity on each path is the same. Set the ini-
tial τijð0Þ = C0, C0 as a constant, and the ant

kðk = 1, 2,⋯,mÞ makes a judgment according to
the visibility of the target point and the pheromone
quantity on the path in the process of finding the
path. The probability t that the ant k located at the
tennis ball moves to the tennis ball j as in the follow-
ing equation:
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ij tð Þ =

τij tð Þ
Â Ãα × ηij tð Þ

h iβ
∑k∈allowed τik tð Þ½ �α × ηik tð Þ½ �β

, if j ∈ allowedk,

0 others:

8>><
>>:

ð8Þ

τijðtÞ is the pheromone intensity on the path of t time
connection i and j. ηikðtÞ = 1/dik, and it is the visibility of
the ants at any moment. allowedk is a collection of all tennis
target points that have not yet passed. α, β are two constants
and are the weighted values of pheromone intensity and vis-
ibility, respectively.

(2) Pheromone Update. After searching all the tennis
balls, update the pheromone on the path according
to Equation (9).

τi j tð Þ = 1 − ρð Þτi j + 〠
m

k=1
Δτkij: ð9Þ

m is the number of ants, ρ is pheromone volatilization
coefficient, which represents the loss degree of information
on the path, and Δτkij is the pheromone left by the first ant
on the path in this cycle and is in the initial stage of search.
The beginning of the search Δτkij = 0.

Δτkij =
Q
LK

, if the kth ant traverses i to j,

0, others:

8<
: ð10Þ

ΔτkijðtÞ represents the influence value of the first ant on

the amount of information on the path ði, jÞ in this search.
Q denotes pheromone intensity, which affects the search
speed of the algorithm: LK denotes the path length acquired
by the kth ant in this search. Figure 4 shows the flow chart of
ant colony algorithm. In order to verify the effectiveness and
feasibility of ant colony algorithm for multiobjective path
planning, Matlab was used for programming simulation,
and the simulation results were compared with greedy
algorithm.

4. Interpretation of Result

4.1. Tennis Ball Positioning Experiment. In order to verify
the effect of this algorithm on tennis ball positioning, exper-
imental verification is conducted. Due to the limited experi-
mental conditions, the real three-dimensional coordinates of
the tennis center cannot be measured accurately during the
experiment, so the positioning error cannot be calculated
accurately. Therefore, in this experiment, the movement of
the binocular camera is precisely controlled by virtue of
the precision movement of the six-axis mechanical arm,
and the positioning error is calculated by using its precise
relative displacement to verify the positioning effect of the
tennis ball, as shown in Figures 5 and 6.

It can be seen from Figures 5 and 6 that the two adjacent
positioning errors and the current total positioning errors
fluctuate around -0.05mm and -2.29mm, respectively, and
their fluctuation ranges are less than 3.50mm, indicating
that the positioning method can accurately position tennis
balls and meet the positioning accuracy requirements of ten-
nis balls.

4.2. Comparing Algorithm. In order to better compare the
advantages of ant colony algorithm and greedy algorithm,
a simulation experiment was conducted on the path

Credit 1

Proportion P

Differential D

Controlled object

Measuring element

y(t)r(t) e(t) u(t)

+
+

–

+
+

Figure 2: PID control system schematic diagram.

PID incremental
algorithm Stepper motor Controlled object

Measuring element

+

–

r(k) e(k) u(k) y(t)

Figure 3: Schematic diagram of incremental PID control system.
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planning of 30, 35, 40, 45, and 50 tennis balls, respectively.
Five experiments were conducted for each problem scale to
calculate the average value as the experimental results for
comparison, and the results are shown in Figure 7.

It can be seen from the experimental results that the ant
colony algorithm is superior to the greedy algorithm in the
path planning of collecting tennis balls. The number of iter-
ations of the ant colony algorithm for the optimal path

Start

Initialize the ant colony

Read path taboo table to
calculate transition

probability

Select next target

End of a cycle?

Pheromone update

Choose the best path

Pheromone update

Are the stop
conditions met?

N = Nm

End

N = N+1
NO

YES

NO

Figure 4: Flow chart of ant colony algorithm.
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Figure 5: Analysis diagram of two adjacent positioning errors.
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planning of 30 to 50 tennis balls is about 20 to 30 times. The
path length is reduced to reduce the collection time of tennis
balls to meet the actual work requirements.

5. Conclusion

At present, there are few intelligent tennis collecting robots
on the market, and most of the existing equipment is simple
auxiliary ball-picking device, which cannot achieve efficient
and autonomous collection of tennis balls. For athletes and
amateurs in training, picking up loose balls on the court
can be a grueling, manual labor that can cost a lot to hire
caddies. In view of the difficulty in picking up balls, this
topic studies the key technology of tennis collecting robot

and tries to develop an intelligent tennis collecting robot
based on vision to realize the autonomous collection of ten-
nis balls instead of manual work. The main work and
research results of this topic are as follows:

(1) Tennis Positioning. A stereo matching algorithm is
proposed, which takes the tennis ball recognition
region as the basic element and the tennis ball center
as the point to be matched. The matching of tennis
target area is completed, and the coordinate of
three-dimensional space is calculated by parallax,
and the high-precision positioning of tennis ball is
realized. The algorithm has short matching opera-
tion time and high accuracy
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Figure 6: Current total positioning error analysis diagram.
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The realization of target tracking includes many technologies, among which the most critical and core element is the target
tracking algorithm. Based on this, this paper first uses an omnidirectional vision image enhancement algorithm to identify the
target and then designs an adaptive target recognition algorithm based on SVM to identify the actual target. The results show
that, in the case of different illuminance, the fluctuation range of the four evaluation indexes after image enhancement is
smaller than that of the original image, indicating that the brightness distribution of the image after enhancement is more
uniform, which eliminates interference factors for the subsequent image recognition and tracking. The difference of recognition
rate between the two algorithms is small when the illumination value is medium. When the illumination value is high or low,
the recognition rate of the adaptive algorithm is much higher than that of the threshold method.

1. Introduction

The football robot vision module consists of two parts, the
image acquisition part and the image processing part. The
image acquisition is mainly completed by the camera. After
the image is acquired, the most important thing is to extract
the useful information contained in the image, which
requires that further analysis and processing measures are
taken for image information, which involves some
algorithms for dedrying and feature extraction [1]. There-
fore, whether useful information can be obtained depends
largely on the performance of these algorithms. The
performance evaluation indicators of image processing algo-
rithms mainly include execution efficiency, robustness, and
complexity. Background interference or chromatic
aberration are often encountered in the game, which
requires image processing algorithms to have strong anti-
interference to these uncertain factors, so as to adapt to
various complex environments [2, 3].

The research field of the football robot vision module
mainly involves technologies such as target recognition and
target tracking. Through the research and improvement of
related technologies, on the one hand, the existing

theoretical system can be improved, and on the other hand,
the application scope of recognition and tracking technology
can be expanded [4]. In recent years, artificial intelligence
has become more and more popular, and one of the most
important aspects is image recognition and tracking, which
plays an important role in realizing the autonomous opera-
tion of machines. Every year, a large number of scholars
pour into this field [5]. With the continuous updating and
improvement of algorithms, the application scope of this
technology has also extended from the initial field of
machine vision to many other fields such as industrial
inspection, geological exploration, autonomous driving,
and remote sensing images. Therefore, the research on
image recognition and tracking technology has also played
a positive role in promoting the progress of other research
directions. Figure 1 shows the improvement of target
positioning technology and tracking algorithm for
humanoid soccer robots [6].

2. Literature Review

RoboCup has established the category of the mid-sized
group since its inception, and the RoboCup Medium-Sized
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League (MSL) has been held since 1997. The field of compe-
tition is set on an indoor football field with a size of 18
m ∗ 12m, which is appropriately reduced relative to the
actual football field. Two teams, each team is allowed to
have a maximum of six football robots, using orange balls
to play. Human intervention is not allowed during the
game, unless there is an unexpected situation such as a
robot foul or a robot failure. For the shape of the robot,
it is stipulated that the maximum diameter cannot exceed
50 cm, and each team can design hardware and software
completely autonomously [7].

In the RoboCup competition, the competition of the
medium group is more watchable and the competition is
more intense than the competition of other groups. In these
years of competition, there have also been many strong
teams. In the first few years of the competition, the German
team and the Japanese team performed relatively well. Later,
Portugal and the Netherlands began to catch up slowly. In
recent years, in the competition, the goal team is often the
champion and runner-up. Some colleges and universities
also participated. Although they started late, there were also
teams that performed well. These teams have their own
strengths [8].

At the beginning of the robot football competition,
because the technical research of the participating teams
was still in its infancy, in order to reduce the difficulty
of the competition and allow the competition to proceed
normally, the organizers set the competition rules rela-
tively loosely. Compared with the past, there have been
certain breakthroughs, and in order to make the robot
adapt to a more complex environment, the organizer has
revised the robot’s competition rules, making the rules
more and more similar to the rules of human competition.
Therefore, the current competition environment is more
complex; lighting changes, visual blind spots, and visual
blur caused by movement are all key factors that affect
the accuracy of the visual system’s recognition of objects.
Therefore, the main research purpose of the vision module
of the football robot is to make the vision module recog-
nize the target accurately in most cases, not just to com-
plete the recognition task by precalibrating the color. In
response to this robustness problem, domestic and foreign
researchers have done a lot of research on it. Particularly
in recent years, many new algorithms have been proposed
in the field of machine vision, and the target features used
in target recognition have gradually diversified, such as
edge features, linear features, and HOG features, rather
than just a single color feature to identify objects. Among
the adopted recognition methods, the two most frequently
used methods are the template matching method and the
classifier method. Shruti and Deka proposed a target rec-
ognition algorithm based on optical flow field, which
assumes that the gray gradient is basically constant or
the brightness is constant. At this stage, the technology
based on the first-order spatiotemporal gradient is still
the mainstream of the optical flow recognition algorithm,
and many new algorithms have also emerged [9]. Husari
and Seshadrinath developed an optical flow field-based
robot, which imitates the visual mechanism of bees and

can walk in corridors independently. However, the
calculation algorithm of the optical flow field is complex
and time-consuming, and when the distinction between
the background and the target is small, or the image qual-
ity is not particularly high, the accuracy of the algorithm
for the detection and recognition of the target will be
greatly reduced [10]. The four-wheeled mobile robot intro-
duced by Cai and Zheng is also a nonomnidirectional
robot. Common omnidirectional mobile robots include
one-wheel, three-wheel, and four-wheel. It can fully reflect
the maneuverability of omnidirectional mobile robots in
occasions where space is not very abundant. Omnidirec-
tional robots generally use omnidirectional wheels.
Compared with ordinary wheels, omnidirectional wheels
can slide sideways, which determines that omnidirectional
mobile robots have good maneuverability and can move at
any speed and any angular velocity on the plane [11]. Xie
et al. showed how to achieve the calibration of a parabolic
reflection panorama system from the imaging of three
lines in space or two sets of parallel lines in an omnidirec-
tional view [12]. Wu et al. developed a new panoramic
vision system, which improves the imaging shortcomings
of the traditional omnidirectional vision system. It com-
bines hyperbolic mirrors, vertical proportional mirrors,
and horizontal proportional mirrors. The combination of
mirrors improves the problem of severe image distortion
in traditional imaging systems [13]. Zeng et al. proposed
a recognition method based on the use of real-time
adjustment of calibrated colors. This method adjusts color
information in real time according to the principle of
color drift and combined it with the degree of illumination
change, so as to achieve robustness to changes in light
intensity. Sexual purpose [14]. Li et al. proposed a method

�e camera

�e USB
interface

Image processing
module

Wireless wi-fi Decision system

Serial bus

Steering gear
control module

Figure 1: Improvement of target positioning technology and
tracking algorithm of humanoid soccer robot.
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of using the Gabor filter for target recognition of images based
on the YUV color model. The two models used are the YUV
color model fast and the Gabor filter model. Recognition accu-
racy [15]. Shen and Yan developed a classification-biased rec-
ognition method based on PCA and SIFT algorithms, which
integrates traditional PCA and SIFT algorithms, thereby
reducing the number of feature descriptors in the SIFT algo-
rithm. And use the K-nearest neighbor classification algorithm
for target feature matching, thereby improving the recognition
accuracy, but the real-time performance needs to be improved
[16]. Zhang et al. proposed an algorithm based on color
lookup table and radial model matching, which is simple
and fast and still has strong stability in complex environ-
ments [17].

The realization of target tracking includes many
technologies, among which the most critical and core element
is the target tracking algorithm. The algorithms that are often
used at present are the frame difference method, mean shift
algorithm, particle filter, multifeature fusion, etc. [18, 19].
These algorithms are mainly based on one of the basic algo-
rithms such as detection, matching, filtering, etc., or the fusion
of several different algorithms, so as to achieve the effect of
complementary advantages [20].

Based on this, this paper first uses the omnidirectional
vision image enhancement algorithm to identify the target
and then designs the SVM-based adaptive target recognition
algorithm to identify the actual target.

3. Research Methods

3.1. Homomorphic Filter Image Enhancement Algorithm
Based on Mallat Wavelet Transform. Homomorphic filtering
is generally performed in the frequency domain, so the omni-
directional image must first be converted from the spatial
domain to the frequency domain, but the spatial resolution
of the transformed image cannot reach the expected effect,
because there is no local feature of the image optimization,
which makes the image easily blurred, and the contrast
improvement in the target area is not obvious [21]. Wavelet
transform is a signal analysis theory based on Fourier trans-
form, but Fourier transform does not have the ability of local
analysis. Compared with the Fourier transform, the wavelet
can analyze images from space and frequency. Local transfor-
mation can effectively extract local information. It solves the
problem of local information extraction that is difficult to
solve by Fourier transform. There are many kinds of wavelets.
For the purpose of simplifying the algorithm, the Mallat wave-
let is selected for wavelet table transformation, and it is applied
to the homomorphic filtering algorithm [22, 23].

The specific implementation steps of the filtering
enhancement algorithm based on the Marat wavelet trans-
form are listed as follows:

(1) Design the mask according to the characteristics of
the omnidirectional image, and perform the bit
AND operation on it with the initial image, so as to
delete the noninformation area and reduce the size
of the area that needs to be processed in the subse-
quent steps

(2) Transform the trimmed image to the HSI color coor-
dinate system, and list the luminance map I sepa-
rately from it, let I = f ðx, yÞ

(3) Take the logarithm of the luminance function f ðx, yÞ
to get ln f ðx, yÞ

(4) Perform Marat frequency domain decomposition on
ln f ðx, yÞ, the decomposition level is 3, and obtain
the wavelet coefficients of the high-frequency part
D1

j , D
2
j , and D3

j ðj = 1, 2, 3Þ and the low-frequency
partA3

(5) Filter the frequency domain part after wavelet
decomposition by using a filter

(6) Reconstructing the filtered frequency domain
components

(7) Take the antilog of the restored image obtained after
reconstruction, thereby generating an enhanced
image gðx, yÞ

The flowchart of the homomorphic filtering image
enhancement algorithm based on the Mallat wavelet is
shown in Figure 2.

3.2. Adaptive Target Recognition Algorithm. In this paper,
the orange football is selected as the recognition target of
the football robot, and the color is used as the main target
feature to recognize the ball [24]. The most traditional
method is the threshold method. This method calibrates
the limited colors in the field and establishes a look-up
table. According to the table, the target of the specified
color is identified. The main features are simple and short.
The disadvantage is that the adaptability is poor, and the
color drifts to a certain extent due to uneven lighting in
the game. In this case, the stability of the traditional
threshold method cannot be guaranteed. Although image
enhancement can partially improve the color changes
caused by factors such as lighting changes and textures,
such changes still exist. The support vector machine
(SVM) algorithm has strong adaptability and learning abil-
ity, so this algorithm is selected as the recognition model
in this paper [25].

SVM, also called the support vector machine
algorithm, is a classifier algorithm developed from the
generalized portrait algorithm. SVM belongs to the cate-
gory of supervised learning and is a generalized linear
classifier for binary classification of data. The classifier cal-
culates the empirical risk according to the loss function
and applies regularization constraints to the classification
model to optimize the structural risk. Compared with sim-
ilar learning algorithms, this method requires a smaller
sample size and higher learning efficiency. It is good at
dealing with classifier problems and has been widely used
in practice.

Since the IV color space is constructed for target recog-
nition in this paper, the two feature quantities constitute a
two-dimensional plane. Since the color composition in the
scene is relatively simple, the samples in the two-
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dimensional plane have a high probability of being linearly
separable. Therefore, the classifier is mainly designed on
the basis of linear separability, while the computational com-
plexity is small when linearly inseparable. The specific
algorithm is as follows:

(1) Suppose the known training set is as

T =

I1 V1 y1

I2 V2 y2

⋮ ⋮ ⋮

Il Vl yl

2
666664

3
777775
, ð1Þ

where xi = ½Il, Vl� is the training sample, that is, the pixel in
the enhanced image, y = ½y1, y2,⋯, yi�T is the sample label, the
positive sample is set to 1, and the negative sample is set to -1.

(2) The hyperplane equation is ðw ∗ xÞ + b = 0. In order
for the classification surface to correctly classify all
samples and have the largest classification interval,
the minimum value of 1/2kwk2 must be obtained
under the constraint of the condition yi½ðw ∗ xiÞ + b
� ≥ 1fi = 1, 2,⋯, lg.

To this end, the following Lagrange function can be
defined, where ai > 0, as in

L w, b, að Þ = 1
2

wk k2 − 〠
l

i=1
aiyi w · xið Þ + bð Þ + 〠

l

i=1
ai ai ≥ 0, i = 1,⋯, n:

ð2Þ

Taking w and b in the above formula as separate indepen-
dent variables to obtain partial derivatives, and simplifying the
obtained formula and making it equal to 0, formula (3) is
obtained:

w = 〠
l

i=1
aiyixi 〠

l

i=1
aiyi = 0: ð3Þ

Then, put formula (3) into formula (2), eliminate and sim-
plify w and b to obtain the dual problem, and solve the

maximum value of the following formula as

max Q að Þ = 1
2
〠
l

i=1
〠
l

j=1
aiajyiyj xi · xj

� � ð4Þ

s:t:〠
l

i=1
aiyi = 0, ai ≥ 0, i = 1,⋯, n: ð5Þ

Get the optimal solution a∗ = ½a∗1 , a∗2 ,⋯a∗l �.

(3) Substitute a∗ into Equation (3) to get a∗ to select a
positive component a∗l of a∗, and substitute into
the following equation to obtain b∗ as in

b∗ = −
1
2

max
nyi=−1

w∗ · xið Þ +min
nyi=1

w∗ · xið Þ
� �

: ð6Þ

(4) w∗ and b∗ are obtained in formulas (5) and (6),
respectively, from which the classification hyper-
plane function ðw∗ ∗ xÞ + b∗ = 0 can be obtained,
and thus, the decision function can be obtained as

f xð Þ = sgn w∗ · xð Þ + b∗ð Þ = sgn 〠
l

i=1
a∗i yi xi · xð Þ + b∗

 !
:

ð7Þ

Among them, xi is the support vector, and x is the
sample to be classified.

(5) Target recognition

Step 1. Obtain the sample points to be tested in real time,
that is, all the pixels on the scan line with the image center as
the starting point and the site boundary as the end point,
and take the pixels corresponding to the scan line as the
samples to be classified.

Step 2. Use the sample points obtained in real time as the
input of the trained SVM classifier to perform classification
operations. Classify according to the output result of the
decision function, that is, formula (7). When f ðxÞ = 1, the
pixel is classified as orange, and when f ðxÞ = −1, the pixel
is classified as nonorange. That is, the final target recognition
result is the sample point of f ðxÞ = 1. Figure 3 shows the
flow chart of the target recognition algorithm in this paper.

Masked
image f(x,y) Logarithmic

operation Ln

Wavelet
decomposition

SGWT

High pass
filter H(u,v)

Wavelet
synthesis

(SGWT)–1

Exponential
operation exp

Enhanced
luminance
image g(x,y)

Figure 2: Flowchart of the homomorphic filtering image enhancement algorithm based on Mallat wavelet transform.
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4. Analysis of Results

4.1. Evaluation of Homomorphic Filter Image Enhancement
Algorithm Based on Mallat Wavelet Transform

4.1.1. The Brightness Is Uniform.

�L =
1

M ×N
〠
M

x=1
〠
N

y=1
I x, yð Þ: ð8Þ

Among them, M and N represent the size of the circle
and direction, respectively.

4.1.2. Standard Deviation. The standard deviation is used to
judge the contrast of the image. This metric is positively
correlated with contrast.

S =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M ×N
〠
M

x=1
〠
N

y=1
I x, yð Þ − �L
� �2

vuut : ð9Þ

4.1.3. Entropy. Here, entropy is used to judge the richness of
image details. The larger the value, the more details.

E = −〠
255

i=0
Pi log Pi, ð10Þ

where Pi is the probability of the ith gray level.

4.1.4. Average Gradient. This indicator is used to evaluate
local features such as contrast and texture. The larger the
value, the higher the image definition.

G =
1

M ×N
〠
M

x=1
〠
N

y=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂I x, yð Þð Þ/∂xð Þ2 + ∂I x, yð Þð Þ/∂yð Þ2

2

r
:

ð11Þ

By comparing the evaluation indicators in Tables 1 and
2, it can be seen that the fluctuation range of the four
evaluation indicators after image enhancement is smaller
than that of the original image under different illumination

conditions, indicating that the brightness of the image after
enhancement processing is the distribution that is more uni-
form, and interference factors are eliminated for subsequent
image recognition and tracking. When the illuminance is the
same, the standard deviation and the mean brightness of the
enhanced image are larger than the same index of the image
without enhancement processing, reflecting the increase of
contrast; moreover, the entropy and average gradient index
of the enhanced image have a certain degree of increase. It
reflects that the image contains more local features and more
perfect details, which makes the image more recognizable.

4.2. Evaluation of Adaptive Object Recognition Algorithms.
After adjusting the parameters of the football robot, start it,
and adjust the brightness of the indoor fluorescent lamps
and the degree of opening and closing of the curtains to
change the illuminance. Then, turn on the camera and collect
100 omnidirectional pictures at various positions in the field,
and take 30 of them as the test set and 70 as the sample set.
Set the number of scan lines N = 360 and M = 30. First, the
image is enhanced and preprocessed using the Marat-based
homomorphic filtering algorithm mentioned above. Then,
perform color model conversion on the obtained enhanced
image to obtain an IV color model. In the offline state, the biS-
CAN scan line algorithm is used to extract the sample vector
½Ii, Vi� in the picture and input it into the SVM for training.
When recognizing the target in a real-time state, the classifica-
tion sample vector ½Ii, Vi� is extracted from the image by the
biSCAN scan line method, and the trained SVMmodel is used
to classify the sample, so as to obtain the recognition result of
the target ball, as shown in Table 3.

By comparing the algorithm in this paper with the
threshold method, the results in Figure 4 are obtained.

It can be seen from Figure 4 that the difference between
the recognition rates of the two recognition algorithms is
small under the condition of moderate illumination. When
the illumination value is high or low, the recognition rate
of the algorithm is much higher than that of the threshold
method.

Overall, the target recognition algorithm proposed in
this paper has a higher recognition rate than the threshold
method. And it can maintain high stability under different
conditions. The threshold method is less adaptable and only

Enhanced image Extract target area Attach a label Train SVM

Enhanced image Extract target area Target recognition

Trained SVM

a train SVM offline

Color space
conversion to

get the IV model

Extract training
samples [I1,V1]

Extract training
samples [I1,V1]

Color space
conversion to

get the IV model

Figure 3: Flowchart of the adaptive target recognition algorithm.
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suitable for a specific situation. Therefore, the algorithm
proposed in this paper is more adaptable and can meet the
needs of target recognition.

5. Conclusion

Due to the particularity of imaging, the omnidirectional vision
system has a large deformation of the obtained omnidirectional
image, and these factors increase the difficulty of target recog-
nition and tracking to a certain extent. However, most of the
general target recognition and tracking algorithms are designed
for images based on ordinary perspective imaging, so they can-

not be directly applied to omnidirectional vision systems.
Moreover, in the soccer robot game scene, the color is highly
coded and the target is often in a nonstationary state. There-
fore, considering the characteristics of omnidirectional vision
and the game environment, this paper studies the recognition
and tracking of soccer balls in this application scene. The main
research results of this paper are as follows:

(1) A filtering algorithm based on Marat transform for
image enhancement is proposed. This method
combines the Mallat wavelet transform with the tra-
ditional homomorphic filtering to enhance the
image. Then, use the Marat wavelet transform
instead of the Fourier transform to transform it into
the frequency domain and decompose it to obtain
the wavelet coefficients of each high frequency and
low frequency, and then, use the Butterworth type
homomorphic filter function to filter each wavelet
coefficient in the frequency domain. Then, the wave-
let coefficients are reconstructed and inversely trans-
formed to the spatial domain, and then, the
transformed image is indexed to achieve the purpose
of enhancement. According to the experimental
results, it can be seen that the image enhancement
method performs well in terms of robustness and
adaptability and can meet the actual needs

(2) The biSCAN algorithm and the SVM classifier are
combined for target recognition. According to the
intraclass scatter and interclass scatter matrix as the
criterion, the traditional color space is improved,
and an IV color model is designed for the football
robot application scene. Based on this, the biSCAN
scanning ray method is used to select the field. Then,
the trained SVM model is used in an offline state to
identify footballs under different light intensities
and finally compared with the traditional threshold
method. The experimental results show that the light
adaptability and recognition rate of this method are
greatly improved
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In order to ensure the security of robot computer network information, a data encryption technology is proposed. Through the
comprehensive research of symmetric cryptography algorithm, open cryptography algorithm, hybrid encryption algorithm,
AES algorithm, quantum cryptography technology, and ECC algorithm, a data encryption method suitable for robot computer
network information is proposed. It is found that when analyzing the entanglement characteristics of the four-particle cluster
state, the anomaly will inevitably disturb its state. In the eavesdropping detection, the communication parties can cooperate to
detect the existence of abnormal conditions. In addition, in the formal communication stage, trial photons are introduced,
whose confidentiality characteristics are guaranteed by the principle of quantum noncloning and the uncertainty principle.
Therefore, this technology further ensures the confidentiality of communication.

1. Introduction

Today, with the widespread use of computer networks, more
and more people are connected to this technology. The use
of computers has been constantly improving and improving
in all walks of life. With the advent of big data and cloud
computing, data is emerging quickly and slowly in all areas
of human life. However, with the widespread use of com-
puters, information is still lost [1]. Therefore, the problem
of computer network information security has become an
urgent problem for relevant people to solve, and data
encryption technology can prevent information leakage to
a great extent (Figure 1). As a new network information pro-
tection measure, this technology has been recognized and
accepted by more and more people in the shortest time after
its emergence [2].

At present, all enterprises need to use computers to
exchange information. In the process of using computers, data
encryption technology plays an important role, which is
related to the security of computer use. The continuous devel-
opment of social economy has also expanded the application
rate of electronic information technology and increased the
challenges of technology application [3]. Because computer

networks are open and can share information with everyone,
it is easy to divulge personal information and lose business.
As science and technology continue to advance, people are
increasingly using computer information, and people are
paying more attention to the security of computer informa-
tion. In terms of computer network information security,
we need to use data encryption technology to create a secure
network for people.

The use of information technology in various fields in
China has led to the frequency of network exchange. In
addition, China continues to improve the openness of the
network, which further increases people’s access to informa-
tion, so it increases the risk of network information data. At
present, people attach great importance to the security of
network environment, so as to highlight the importance of
data encryption technology. Through the analysis of this
paper, this paper puts forward corresponding measures for
the network security of robot computer [4].

2. Literature Review

The idea of publishing the key was first published in “New
Cryptographic Concepts,” which laid a solid foundation for
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the development of public cryptosystem information [5].
Several important public cryptosystems were then requested
one by one. Several important public cryptosystems were
then requested one by one, for example, the famous RSA
public key cryptosystem,knapsack cryptosystem,Rabin cryp-
tosystem, ELGamal cryptosystem,elliptic curve cryptosystem
and so on. An oval curve cryptosystem (ECC) based on the
theory of the oval curve can solve the problem of a very large
key, and it is the same. Security level is according to RSA and
ElGamal. The DCF mechanism in the MAC layer of the
IEEE802.11 protocol has been studied, researched, and devel-
oped [6]. The improvements improve the use of the channel
and make it more robust in two stages of “virtual racing.” The
simplicity and exclusion of IEEE802.11 validation protocol
service support have been well studied. Based on the 802.1x
protocol framework and the EAP protocol, we offer a concept
to improve password-based authentication. For some people,
the input can meet the security requirements of WLAN
authentication and improve 802.11i authentication. To
improve the security of the IEEE802.1x protocol, the concept
can improve process security by preventing the authentica-
tion of the IEEE802.1x protocol by authenticating the
authentication mark. It also sets out the principles that easily
oppose the 802.1x protocol—incompatibility, incomplete-
ness, integrity, and precision protection of the latest systems
true. An improved version of bilateral cooperation and off-
line evaluation was planned and implemented [7].

However, the security performance of a WLAN is not as
stable as that of a wired network. Currently, the most widely
used WLAN is the 802.11 series. Although 802.1x has some
disadvantages of the 802.11 standard, it still has some disad-
vantages. The protocol explains why there are no authentica-
tion methods between the user and the authenticator and
prevents the authentication message from being encrypted.
Illegal users can use these issues to detect various attacks
[8]. There are three main types of attacks: one is a false
witness attack, the other is a conversation-stolen attack,
and the third is a denial of service termination. To some
extent, these security vulnerabilities have led to the develop-
ment of wireless network-based robotic remote control tech-
nology. Improving the security of wireless network-based
robot remote control technology will not only make WLAN
more important for robot development, research, and appli-
cation but also make wireless remote control technology
safer and easier to use. This is essential for the development
and improvement of robotic remote control technology, the

promotion and popularization of robots in various fields,
and the robotics industry in China, especially the robotics
industry. Therefore, how to ensure the security of data trans-
mission during robotic wireless remote control is an impor-
tant prerequisite to support the continuous expansion of
robotic information. But so far, people have not seen the
security of robotic remote control systems in wireless net-
works. Currently, the issues of wiretapping, forgery, and
unauthorized surveillance are not given enough attention,
like a remote-controlled bomb, and the remote control is
in the hands of unauthorized people.

This paper mainly studies the security authentication
access problem based on wireless network, that is, taking
the wireless LAN security technology as the core, the
improvement of IEEE802.1x/EAP-TLS protocol, and the
research and application of quantum technology through
symmetric cryptographic algorithm, public cryptographic
algorithm, hybrid encryption algorithm, AES algorithm,
quantum cryptographic technology, and ECC algorithm to
improve the security performance of robot computer net-
work [9].

3. Research Methods

3.1. Symmetric Cryptographic Algorithm. Symmetric encryp-
tion uses the same keys to encrypt and decrypt data. The
algorithms used for symmetric encryption are simpler than
for asymmetric encryption. Because these algorithms are
simpler and use the same key to encrypt and decrypt data,
symmetric encryption is faster than asymmetric encryption.
Therefore, symmetric encryption is suitable for encrypting
and decrypting large amounts of data. Figures 2 and 3 show
the symmetric encryption process [10].

One disadvantage of multiple encryption is that it can
encrypt and decrypt data using a single key. Therefore, all
senders and recipients must know or have access to the
encryption key. This requires organizations to consider the
importance of environmental safety management and gover-
nance. The reason for the security management problem is
that the organization must send this encryption key to any
party that needs access to the encrypted data. Key manage-
ment issues that an organization should consider include
key indicators, allocation, resources, recovery, and life cycle.
Symmetric encryption allows encrypted data [11]. For
example, using symmetric encryption, you can be sure that
only two parties with access to an organization’s shared

Mobile clients

Partners

Telecommuting

�e customer

SSL

SSL

�e Web server

�e client
SSL

Figure 1: Data encryption technique.
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symmetric encryption does not provide authentication. For
example, when many users access a shared encryption key,
symmetric encryption cannot identify the sender of the file.

3.2. Public Cipher Algorithm. Traditional symmetric encryp-
tion algorithms face key management problems. If the key is
lost during distribution and transmission, the entire security
system will be damaged. Asymmetric encryption algorithms
effectively avoid problems with partitions and control keys.
Pair combinations of public and private keys are used in
asymmetric cryptography [12]. Encrypted text encrypted
with a public key can only be decrypted with a private key.
Conversely, encrypted text encrypted with a private key
can only be decrypted with a public key. As we work, we
place the public key to the outside world to let outsiders
know. We keep the key secret and only we can know. If
you want to send a password, all you have to do is take the
public key and then encrypt the password with the public
key. This encrypted message can only be decrypted with a
private key. Instead, you can use a public key to keep your
information private. The file was sent by a third party, but
could not be decrypted.

Encryption with public key is shown in

Ek Mð Þ = C: ð1Þ

Although the public key and private key are different,
decryption with the corresponding private key can be
expressed as shown in

Dk Cð Þ =M: ð2Þ

Sometimes, messages are encrypted with a private key
and decrypted with a public key used for digital signing.
Although confusion can occur, these actions can be
expressed in equations (1) and (2), respectively.

Currently, public key cryptographic algorithms are based
on complex mathematical problems. For example, the widely
used RSA algorithm is based on the popular mathematical
problem of large integers. The advantage of a public key cryp-
tosystem is that it can meet network openness requirements,
and the management key is simple and knows the function of
digital signature and ID verification. It is the mainstay of
today’s e-commerce and other technologies [13]. The disad-
vantage is that the algorithm is complex and the speed and
efficiency of data encryption is low. Therefore, in practice,
symmetric encryption algorithms and asymmetric encryp-
tion algorithms are often used together. Symmetric encryp-
tion algorithms are used to encrypt large data files, while

symmetric encryption algorithms are used to replace the
key used by the symmetric encryption algorithm. This
method can increase the efficiency of encryption and simplify
key management [14].

3.3. Hybrid Encryption Algorithm. Hybrid encryption is an
encryption method that performs data encryption with a
combination of symmetric and asymmetric encryption.
The hybrid encryption method takes advantage of these
two encryption methods to allow only the desired recipient
to read the data [15].

In the concept of hybrid encryption, an organization
provides symmetric encryption with a randomly generated
key to encrypt the data. These steps take advantage of sym-
metric encryption speeds. The organization then encrypts
the symmetric encryption key using the public key of the
asymmetric key pair. These steps take advantage of the
high security of asymmetric encryption. Encrypted data is
sent to the recipient’s data with an encrypted symmetry
key [16].

To decrypt the data, the receiver first needs to decrypt
the symmetric encryption key using the private key of the
asymmetric key pair. The receiver then decrypts the data
using the decrypted symmetric key.

3.4. AES Algorithm. The AES algorithm is an important
symmetric teratonic block cipher algorithm. Its package
length and key length are different. They can be listed as
128 items, 192 items, or 256 items. It contains plain text data
files in the form of a two-dimensional byte array, called a
state array. The array consists of 4 lines and Nb lines (Nb
is equal to the length of the set divided by 32). Any changes
to the AES algorithm are made on this state matrix. As an
example, take AES-128 (key length 128 bits) and display
the plain text input groups a0, a1, a2 ... a15 in a state matrix
between 4 lines and 4 lines. Many iterations are performed
on this state matrix to achieve the goal of free data confu-
sion, expansion, and data encryption. Each circular variable
is called an environment and has a total Nr +1 environ-
ment [17].

From the above four transformations, it can be seen
that the decryption of AES algorithm process only con-
verts the transformation of each round of function into
the corresponding inverse transformation and transforms
the state matrix obtained from ciphertext mapping in the
opposite order.

3.5. Quantum Cryptography. Traditional cryptography is
based on the difficulty of mathematical calculation, while
quantum cryptography is based on quantum mechanics. In
fact, quantum cryptography is an absolutely secure crypto-
system based on quantum properties. This is because if
eavesdroppers want to steal communication information,
they must measure the quantum system, which disrupts
the balance of quantum channels and causes both sides of
communication to give up communication [18].

December 21, 2011, was a painful day on the milestone
of China’s Internet. According to statistics, in less than ten
days, major websites (or forums), including CSDN, Tianya,

Plaintext Symmetric key Ciphertext Plaintext

Figure 2: Symmetric encryption flow chart 1.
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Renren, Netease, and Saipan, successively leaked important
privacy information such as user account, password, and
email. With the increasing number of Internet users, more
and more people will suffer from the experience of password
theft and website hacking.

The emergence of quantum cryptography will make this
encounter disappear. The security of quantum cryptography
depends on the physical laws based on quantum mechanics.
Heisenberg uncertainty principle means that if a quantum
state is measured, it will cause some interference to the orig-
inal quantum state, and the measured quantum state will be
different from the original state. Similarly, if a quantum sys-
tem is measured, the measurement results obtained cannot
include the complete information of the original system
[19]. According to the uncertainty principle, both sides of
communication can detect the existence of eavesdroppers
at the first time. Because the eavesdropper cannot guarantee
that the original state will not be disturbed when measuring
the quantum state on the quantum channel, and once dis-
turbed, the measurement results of both sides of the commu-
nication will change, and then, it is found that there is an
eavesdropper. At present, the security of quantum state
uncertainty principle has been proved, so even computers
with supercomputing power are useless.

Data encryption/decryption technology is the basic pre-
mise and guarantee of information security. In recent years,
quantum key distribution protocol has not only been
improved and verified in theory but also made rapid prog-
ress in experiment. Although the classical information secu-
rity technology is progressing day by day, the quantum
information security technology has not stagnated. So far,
researchers have made good achievements in the theoretical
research and experimental research of quantum cryptogra-
phy [20].

3.6. ECC Algorithm

3.6.1. Operation of Elliptic Curve

(1) Definition of Point Addition Operation. The point addi-
tion operation is defined as follows: let P and Q be any two
points and l be the PQ connection. If P and Q coincide at

one point, that is, P =Q, then l degenerates to the tangent
point of P. Let L and curve intersect at another point R,
and W is the connecting line between R point and infinity
point O; that is,W is the parallel line of y axis through point
R, and W and curve intersect at one point m, which is
expressed as M = P +Q, that is, the result of point P and Q
addition operation. The point addition operation of different
points and the same points is shown in Figures 4 and 5.

In particular, if P and Q are symmetrical or coincident
about the x axis, then the straight line PQ is perpendicular to
the x axis, and L and the elliptic curve intersect at infinity O.

(2) Group Operation Rules. The points on the elliptic curve
form an Abelian group under the defined addition opera-
tion. Let it be an elliptic curve given by the Weierstrass equa-
tion; then, under the addition rule of the addition of two
points P and Q on E, for all P, Q € e, there is

(1) O + P = P, and P +O = P, then O is the infinity point

(2) −O =O

(3) P +Q =Q + P

(4) PðX, YÞ then −P = ðX,−YÞ
(5) if the coordinates of P and Q are the same (their Y

coordinates are opposite), then P +Q =O

(3) Point Addition on Elliptic Curve. The following gives the
different forms of the point addition operation of the elliptic
curve in the form of equation (3) in affine coordinates and
shadow coordinates.

E : Y2 = X3 + aX2 + b: ð3Þ

(1) Point addition in affine coordinates

(a) Point addition operation of different points

Common
key

Encryption

Plaintext

Algorithm Decrypt Plaintext

Ciphertext

Figure 3: Symmetric encryption flow chart 2.
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Set P = ðX1, Y1Þ,Q = ðX2, Y2Þ, P ≠Q, P +Q = ðX3, Y3Þ;
they are all points on an elliptic curve; the point plus
formula is

X3 = λ2 − X1 − X2,
Y3 = λ X1 − X3ð Þ − Y ,

ð4Þ

where λ = ðY1 − Y2Þ/ðX1 − X2Þ.

(b) Point addition operation of the same point

Set P = ðX1, Y1Þ, P + P = 2P = ðX3, Y3Þ; they are all
points on an elliptic curve; the formula of point addition is

X3 = λ2 − 2X1,
Y3 = λ X1 − X3ð Þ − Y1,

ð5Þ

where λ = ð3X2
1 + aÞ/2Y1.

(2) Point addition operation in projective coordinates

The point addition operation in projective coordinates is
also divided into (a) point addition operation at different
points and (b) point addition operation at the same point.

(4) Definition of Point Multiplication. Point multiplication
on elliptic curve is one of the core operations of elliptic curve
cryptosystem. The point multiplication operation on an

elliptic curve is defined as follows: given an elliptic curve
E and a point P on the curve, the point multiplication xP
of point P on curve e is defined as the sum of the addition
of point P and x itself, that is, Xp = p + p +⋯+p, a total of
x P are added. Point multiplication operation (including
double point and point addition operation) is one of the
most time-consuming arithmetic operations in elliptic curve
cryptosystem.

4. Result Analysis

The security of the scheme in this paper is based on the safe
transmission of PA, PB sequence and MA, MC sequence, so
ensuring the safe transmission of message sequence can
ensure the security of the scheme. Referring to the eaves-
dropping detection method in B92 protocol, Alice and Bob
both use X-based or Z-based measurement to detect whether
there are eavesdroppers, because B92 protocol is absolutely
safe. Before the coding communication phase of the scheme
in this paper starts, the message transmission method of B92
protocol is followed, and then Bob notifies Alice to code.
Therefore, the security performance of this scheme is the
same as that of B92 scheme [21]. If the eavesdropper Eve
does not launch any eavesdropping behavior, he can only
passively eavesdrop the amount of information he can
obtain. After the eavesdropping detection of Alice and Bob,
Alice performs σ0 = I or σ1 = σ2 transformation, respec-
tively, according to the bit 0 or 1 of the transmitted message.
For the convenience of analysis, here we assume that the
probability of Alice sending secret message 0 or 1 is equal,
both of which are 1/2. Since the encoding and decoding part
of the communication process does not require the partici-
pation of classical messages, the eavesdropper Eve will not
obtain relevant classical messages [22, 23]. It can be seen that
Eve can only blindly guess the secret message sent by Alice.
Obviously, the probability of his guess is 1/2. At this time, we
calculate the mutual information of Alice and Eve, and we
can get

I A, Eð Þ =H Að Þ −H AjEð Þ = 1 − 1
2H

1
2

� �
−
1
2H

1
2

� �
= 0,

ð6Þ

where H is entropy.

H pð Þ = −p log2p − 1 − pð Þ log2 1 − pð Þ: ð7Þ

According to the famous Krull-Remak-Schmidt-Azumaya
decomposition theorem, when Alice and Bob choose Z-basis
for measurement, the error rate is 2FD. Similarly, when X-
based measurement is selected, the error rate is 2FD.

To sum up, Eve will inevitably interfere with the entan-
glement characteristics of four particle cluster states when
Alice and Bob analyze their entanglement characteristics
[24, 25]. In eavesdropping detection, 2FD > 0, as shown in
Figure 6, the existence of Eve can be detected by the cooper-
ation of both communication parties. In addition, in the
formal communication stage, exploratory photons are

X

Y

Q = (X1,Y1)

P = (X2,Y2)

R = (X3,Y3)

Figure 4: Generalized addition of points.

X

Y

R = (X3,Y3)

P = X2,Y2)

Figure 5: Point multiplication.
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introduced, and their security characteristics are guaranteed
by the quantum non cloning principle and uncertainty
principle. Therefore, the existence of Eve eavesdropping will
also be found, which further ensures the confidentiality of
communication.

5. Conclusion

Through the above analysis of the security performance of
the scheme, under the ideal channel, the scheme is secure
against incoherent attacks, and the efficiency of quantum
communication has been improved. Before officially enter-
ing the coded communication, exploratory photons are spe-
cially introduced to mainly detect the security of quantum
communication channel, which improves the security
defense ability of robot computer network communication
protocol. The main conclusions of this paper are as follows:

(1) The application of cryptography in network infor-
mation security is deeply studied

(2) It is concluded that secret information can be trans-
mitted directly without transmitting password

(3) It is concluded that using cluster state as information
carrier, the entanglement degree is the largest, the
correlation degree is the highest, and the communi-
cation efficiency is high

At present, the IEEE 802.11 family is very large, and the
updating and improvement of its family protocol is also
ongoing. In addition, many researchers outside IEEE organi-
zations continue to study and improve the 802.11 protocol
family. China has also put forward the WAPI Standard, but
as long as it is announced, someone will find out the defects
soon. Although this paper improves the IEEE802.1x/EAP-
TLS authentication protocol, it still cannot completely solve
the original security defects. Therefore, if we want to funda-
mentally solve the problem of information security, we must
find an absolutely safe way. At present, quantum technology

has been proved to be unconditionally safe. If quantum tech-
nology can be as developed and mature as computer technol-
ogy, our information will not be stolen by others.
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Deep neural network has been widely used in image analysis, speech recognition, target detection, semantic segmentation, face
recognition, automatic driving, and other fields due to its excellent algorithm performance. In this research, the neural network
is mainly used to simulate robot target localization and visual navigation. Firstly, the data set based on ICP algorithm is
constructed, and then, the navigation and positioning of robot are simulated by using neural network. The results show that
the combination of ICP algorithm and direct method can effectively solve the problem of pose loss and expand the indoor
range of data collection. The method using artificial neural network is effective and has better robustness and stability than the
method based on frame matching. From the perspective of vision, positioning and navigation based on a single RGB image are
feasible, and the processing time is relatively short, which can meet the requirements of real time and has higher practical
value in general indoor scenes.

1. Introduction

In recent years, due to the efficiency of algorithms, deep neu-
ral networks have been widely used in image analysis, speech
recognition, research purposes, semantic division, facial rec-
ognition, automatic navigation, etc. The reason why the
deep neural network has become so successful is because
its content is to simulate the training of the human brain.
By increasing the number of layers, the machine can learn
higher functions from the data. Currently, the depth of the
network is hundreds or thousands of layers, and the design
of network connections makes it difficult to implement in
a timely manner. The development of deep neural network
algorithms based on multiple capabilities in computer appli-
cations to reduce neural network training time has gradually
become a hotspot in research [1].

The network architecture (redistribution algorithm) of
BP neural network structure is multilayered, which is usually
a way of optimizing the localization of gradient viruses and
interfering with the treatment of latent errors in the network
is heavy. The multilayered structure of the BP neural net-
work leads to higher output standards, but the BP neural

network still has some shortcomings [2]. For nonspecific
problems such as XOR, BP neural network may have the
lowest local cost, which makes it difficult to find a solution
globally, and MSE is too large for large data cooperation.
The AdaBoost algorithm trained and calculated the error
rate and weight of the first BP model and took the weight
as the weight parameter of the next BP network and then
carried out iterative calculation, in which a single hidden
layer of the traditional BP network adopts a two-layer struc-
ture. When this method is applied to short-term sales fore-
cast, the average prediction error is 18%. Compared with
the 53.23% accuracy of the traditional BP network, the accu-
racy rate is significantly improved. However, this model has
a large error in the case of a large time span of sample data
and can effectively predict recent sales changes only with 5
days of sample data [3]. See Figure 1.

With the development of robot technology, the appli-
cation fields of robots are also expanding, driving the
transformation of all industries to intelligent technology
for mobile intelligent robots; autonomous positioning and
navigation is one of the keys to achieve intelligent. With-
out autonomous positioning and navigation, the robot
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cannot perceive the surrounding environment and under-
stand and analyze the scene information and move safely,
and any interactive behavior based on this cannot be men-
tioned. Therefore, the realization of autonomous position-
ing and navigation of the robot is the core technology to
achieve intelligence [4].

The development of computer vision technology has
brought a new opportunity for the research of autonomous
robot positioning and navigation technology, namely, visual
positioning and navigation technology. Humans can quickly
and accurately capture and integrate a large amount of ele-
ment information in the target scene by using their eyes,
which is a developed visual system. However, for robots,
the target scene is rich in information due to the complexity
of visual problems Due to the complexity of computation,
the present robot vision system is still difficult to achieve
the cognitive recognition ability of human eyes [5, 6]. For
a robot to the development of the intelligent visual percep-
tion system is an important part of the robot, which is one
of the main sources of robot perception surrounding envi-
ronment, whether the rapid and effective use of visual infor-
mation will directly affect the interaction of the robot, in the
environment of the variability, and randomness is particu-
larly important.

As far as the current development of robot positioning
and navigation technology is concerned, it is far from the
established goal and lacks the ability to face diverse environ-
ments. No matter in theoretical or applied studies, most of
them are aimed at small, simple, or even single indoor scenes
with poor application effect, as shown in Figure 2. However,
in practical applications, robots are faced with uncertain sce-
narios that are not predictable in scale or complexity. At the
same time, in the pursuit of accuracy, real time, and stability,
it is difficult to achieve by relying on a single method and
sensor; therefore, multisensor fusion and multimethod coor-
dination are the development trend to solve the robot func-
tion problems [7].

2. Literature Review

Robot positioning and navigation technology has been exten-
sively computer-related for many years. The robot simply has
to answer three questions: where am I, where am I going, and
how am I going? Job is the answer to the question of where I
live and especially where robots are the determinants of robot-
ics in the world of governance office. The navigation process is
often associated with the latter two, the main issues being the
design, route planning, and vehicle management.

In recent years, with the rapid development of computer
vision technology, vision-based positioning and navigation
techniques have been widely studied and used. There are
researches on positioning only from the perspective of images.
An image retrieval and location method based on database is
proposed [8]. In this method, the query image is matched with
the image database annotated with location information (such

start
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Figure 1: Flowchart of BP neural network model.
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Figure 2: Robot target positioning method.
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as geographic location) to obtain the location of the current
query image.While these methods can scale to very large envi-
ronments, they typically provide only rough estimates of cam-
era positions and are highly database dependent.

The main idea of scene coordinate regression framework
proposed by Tschernia is to map image blocks to corre-
sponding points in 3D scene space, namely, scene coordi-
nates [9]. This step can be learned from limited data
because the local block appearance is relatively stable, and
the random sampling consistency algorithm can be used to
estimate the camera pose and align the image with the pre-
dicted scene coordinates. Based on the idea of this frame-
work, Nakidkina proposes a differentiable RANSAC
method for camera positioning in the network. The method
is called DSAC (differentiable RANSAC). The main idea is
to use a class VGG style convolutional neural network to
find the mapping between image blocks and corresponding
points in scene space, that is, to obtain the predicted scene
coordinates [10]. Then, a random subset of scene coordi-
nates was used to create a camera pose hypothesis pool,
and then, a scoring CNN was used to score each hypothesis
pose in the hypothesis pool, as shown in Figure 3.

Assuming that the principles behind neurons are found,
the initial function has been taken as an important tool for
counting neurons, reasoning needs to be expressed as compu-
tation, and neural networks and M-P models were planned,
starting to create neural networks (ANN) [11]. Liu, in his book
“Society of Behavior,” reported on Hebb synapse and Hebb law
education, which laid the theoretical basis for the development
of neural network algorithms [12]. Mayandi developed the per-
ceptron, the first body-building, science-capable neural net-
work based on the JMP standard [13]. In Arya’s Perceptrons:

An Introduction to Computational Geometry published, he
proposed that Rosenblatt’s single-layer perceptron could only
learn linearly separable patterns, but could not deal with linear
nonseparable problems such as XOR [14]. Hopfield’s neural
network (HNN) was introduced for the first time. Since then,
Hopfield’s understanding of neural network-based dynamic
behavior has played a key role in data processing and engineer-
ing. The backpropagation neural network (BPNN) was later
proposed to address multilayer neural network problems, but
the BP network still had some shortcomings, such as poor local
shrinkage, slow integration, and difficult to write large files
[15]. According to the model network requested by Arutyun-
yan, the BP algorithm is used to train and design the lenet-5
model of the convolutional neural network (CNN) [16]. The
DeepBelief Network (DBN) was developed by Guidara [17]
approved. In recent years, neural devices have become a hot
topic in many fields, with a wide range of achievements in
imaging, medical biology, and more (Figure 4).

3. Method

3.1. Data Set Construction Based on ICP Algorithm. Percep-
tion of depth information is the premise of stereo vision. These
depth data can obtain a group of discrete 3D points through
reprojection, and a certain number of 3D points constitute
the so-called point cloud. Although the depth data is very
attractive, the depth information still has inherent noise, and
the fluctuation of depth measurement often leads to the failure
of reading information of some pixels, which is represented as
holes in the depth image, indicating that there is no depth
information. In order to make up the original shortages of
depth transducer, as shown in KinectFusion algorithm, by

Robot vision system

hardware so�ware

Scene and distance sensors

Video signal digitization equipment

Video signal fast processor

Computers and their peripherals

Robot or manipulator

Computer so�ware

Visual processing algorithm

Robot control so�ware

Figure 3: Visual composition of robot.
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obtaining a continuous depth image, the depth view merges
with the new perspective to fill in the holes and fill in the miss-
ing depth information as much as possible [18]. Compared
with other data representations, point cloud data achieves
accurate topological structure and geometric structure of scene
or object with lower storage cost, so it has certain advantages
in 3D problem processing. Based on current technology, ICP
algorithm is the most commonly used algorithm to process
point cloud data, which has simple idea and high precision.
ICP algorithm is also the main location method involved in
the data set construction process in this paper, so this algo-
rithm will be introduced in detail.

The basic idea of the ICP algorithm is for two point sets,
the unique closed solution can be obtained by the relative
transformation of the two point sets according to the con-
straints of a certain number of matching points on the corre-
sponding relationship by searching for the correct
correspondingmatching points of the sampling points. There-
fore, ICP algorithm is essentially a two-point set registration
process for two three-dimensional data point sets from differ-
ent coordinate systems. For example, this paper involves the
world coordinate system and the camera coordinate system,
by finding two 3D point set space, relative transformation rela-
tionship to the unified under the same coordinate system
(usually refers to the world coordinate system); the purpose
is to find in the global coordinate system to obtain the current
view of the relative position of the camera and the direction,
his appearance, makes the intersection area completely over-
lap between the two, the process said for registration. In the
calculation process, registration is to find the 4 4 rigid transfor-
mation matrix T that makes the intersection area between the

two points converge completely coincide and to calculate the
optimal rigid body transformation by repeatedly selecting
the corresponding point pairs until the accuracy requirements
of convergence are met [5, 6, 8]. The rigid transformation
matrix T mainly includes the aforementioned translation vec-
tor T, rotation matrix R, perspective transformation vector V ,
and scale factor S, because point cloud data is obtained accord-
ing to a certain number of continuous pictures. Therefore,
there is only rotation and translation, but no deformation.
Therefore, the perspective transformation vector V is set as
zero vector, and the scale factor S is 1 [19]. See Figure 5.

As shown,

T =

R11 R12 R13 tx

R21 R22 R23 ty

R31 R32 R33 tz

vx vy vz s

2
666664

3
777775⟶ T =

R t
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R t

0 1

" #
:

ð1Þ

The matching of the ICP algorithm is a process of con-
tinuous iteration until convergence. Two continuous depth
images are abstracted into two point sets as input. The iter-
ative steps of the standard ICP algorithm are as follows:

(1) According to the point sampling strategy, a certain
number of sampling points are selected from the tar-
get point set P for matching. Common sampling
strategies include uniform sampling, random sam-
pling, and normal vector sampling

...
...

......

Raw data �e input layer Hidden layer Output layer

...
...

......

Figure 4: Basic neural network structure.

Figure 5: Basic idea of ICP algorithm.
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(2) The point-to-point principle is used to find the cor-
responding matching point set in the source point
set Q, find all matching point pairs in the two point
sets, and form two new point sets

(3) The above transformation matrix T is obtained by
calculating the pose difference between the centers
of gravity of two new point sets, which minimizes
the error function, as shown in Equation (1)

(4) The transformation matrix obtained in step 3 is used
to carry out rotation and translation transformation
for the target point set, and a new corresponding
point set P′ is obtained

(5) Calculate the average distance d between the new
point set P′ and the source point set Q

(6) When the distance d is less than the set threshold or
the number of iterations exceeds the set maximum
number of iterations, the iteration process is
stopped. Otherwise, steps 2~6 are repeated until the
requirements are met

Calculate the pixel coordinates of the new point set P
obtained by the transformation matrix of the 3D point coor-
dinate pi in the target point set p′, where T represents the
obtained transformation matrix and K represents the cam-
era internal parameter matrix. ðud , vdÞ represents the coordi-
nates of pi in p′, n represents the scale of point set, pi ′
represents pixels in point set P′, and qi represents pixels in
source point set Q.

As shown,

f ud , vd , 1ð Þ = KTpi: ð2Þ

As shown,

d =
1
n
〠
n

i=1
pi′− qi
 2, ð3Þ

where pi and qi are the corresponding points of the two
point sets found through the nearest neighbor principle,
respectively, n represents the scale of the target point set,
and f ðR, tÞ represents the conversion error between the
two points, so the problem is transformed into a mathemat-
ical solution with the minimum error value R and t, as
shown in Figures 6 and 7.

As shown,

f R, tð Þ = 1
n
〠
n

i=1
Rpi + t − qik k2: ð4Þ

In conclusion, the purpose of the ICP algorithm is to
find the nearest point of the objective and the terms below
certain constraints and to calculate the optimal agreement
of the switching matrix and the switching vector does not
work to minimize errors.

As shown,

E = 〠
n

i=1
Rpi + t − qið Þ ⋅ nið Þ2: ð5Þ

Compared with the original classic ICP algorithm, the
accuracy and speed of localization have been greatly
improved by the above improvements. In particular, Kinect-
Fusion algorithm uses frame-to-model registration form
instead of image frame-to-frame, which reduces cumulative
error to a certain extent. Meanwhile, the highly parallel pro-
cessing on GPU improves the timeliness of the algorithm
unprecedentedly [20].

As shown,

E = Eicp +W iteEite: ð6Þ

Eicp is the error function value of ICP algorithm, Eite is
the error function value of direct method, and W ite is the
weight value of direct method. The combination of the two
methods makes the result of each iteration optimization
more accurate and the stability has been greatly
improved [21].

3.2. Navigation and Positioning Based on Neural Network.
Neurons are the main functional components of neural net-
work devices. Typically, it is an element with multiple inputs
and one output and creates one type. xi represents the input
signal. jij represents the input signal thiabi and the signal
density of the neurons j, bj represents the differentiation of
the neuron, and yj represents the output of the neuron.
The relationship between signal input and output values is
shown in the equation below.

Figure 6: Nearest-neighbor heuristic.

Figure 7: Nearest neighbor point method in normal vector
direction.
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As shown,

yi = f bj + 〠
n

i=1
xi ×wij

À Á !
: ð7Þ

f ð·Þ is the activation function, generally available Sig-
moid function, ReLU function, TANHðXÞ function radial
basis function, and other commonly used neural networks
with multilayer perceptron limit Boltzmann machine radial
basis neural network RBF, etc. [22]. See Figure 8.

Commonly used operating values in neural networks
include square values, cross-entropy, and logarithmic prob-
ability function. The square value and the cross-entropy
function are defined, where x is the model, n is the total
model, y is the output value, and a is the output value. Com-
pared with the quadratic function, the cross-entropy func-
tion combines fast and easy global optimization functions.
When Softmax is used as a function of function, the loga-
rithmic probability function is usually used as a function
value, with ak being the output value of the K-nerve cell
and yk being the value. Actual relative to K-nerve cell is 0
or 1 [23].

As shown,

C =
1
2n

〠
x

y xð Þ − a xð Þk k2: ð8Þ

As shown,

C = −
1
n
〠
x

y ln a + 1 − yð Þ ln 1 − að Þ½ �: ð9Þ

As shown,

C = −〠
k

yk log ak: ð10Þ

Optimization algorithms are required to address operat-
ing costs in deep neural networks, and most commonly used
algorithms include data gradient conjugate gradient
methods such as LBGFS. Currently, the most commonly
used optimization algorithm is the gradient loss algorithm,
and the main goal of the simple process is to reduce opera-
tional goals. At each iteration, the value of the differential
gradient of each variable is adjusted in the direction returned
to the different gradient according to the working objective.
Among these, parametric performance speed determines the
number of iterations when a function reaches its minimum
value. There are three differences in fall gradient: random
light gradient drop and small gradient drop [24]. For BGD,
this can ensure that the process converges to the best inter-
national or that the operations are not convex to the best
local, but fast because all updates should be addressed on
all records. This method is not available even with large files
in memory, and the model cannot be modified online. It
solves only one sample gradient in the file of each update,
which makes it efficient and allows for online learning. How-
ever, compared to BGD, SGD tends to fall locally to a min-

imum, and the integration process is less stable. MBGD
provides the advantages of two options for solving configu-
ration problems including N models for each update, mak-
ing the integration process more stable, which is usually
the preferred algorithm for training neural networks [25].

4. Experimental Results and Discussion

The corresponding training test set was formed with the intro-
duced data set to generate positioning model for each indoor
scene. This section will introduce the loss change and accuracy
in the training process from the perspective of three-stage
training of scene coordinate initialization, reprojection error
optimization, and end-to-end optimization.

It, respectively, represents the loss reduction of the data
set corresponding to the multistation scene under strong
light, the multistation scene under weak light, the half-
room scene, and the unmanned supermarket scene in the
training process. Similarly, the same test data set is used to
test the training loss decline and accuracy information corre-
sponding to mirror scene and window scene one by one for
the three training stages, and the positioning accuracy is
obtained within different error thresholds (5°10 cm means
that the rotation angle error is 5°, and the translation error
is within 10 cm). The maximum error threshold is about
one-third of the radius of the robot base and gradually
decreases with an interval of 1 cm.

As can be seen from the above, with the iteration update,
the loss decreases continuously, and with the deepening of
the training, the loss value remains stable and converges in
the final end-to-end training. Accordingly, it can be con-
cluded that for different indoor scenes, the positioning accu-
racy can reach more than 80% within the allowable error
range of the robot. For the positioning target with smaller
and more accurate error, the positioning accuracy can also
be guaranteed by more than 60%. Among them, according
to the average error value, it can be inferred that similar or
repeated texture structure has a great influence on the posi-
tioning accuracy and has good robustness for other influence
factors. Meanwhile, in all data set scenarios, positioning
accuracy improved gradually with the deepening of training,
proving that the three-stage training method is effective, as
shown in Figure 9.
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Figure 8: Neuronal model diagram.
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Firstly, the experimental environment of the robot posi-
tioning and navigation system based on visual positioning is
introduced, including the hardware equipment, software kit
and operating system used by each part, and the parameter
settings of each module are explained. Then, from the exper-
imental point of view, the positioning accuracy of each
indoor scene in the data set was tested under different error
thresholds. Finally, Tiago robot was used to conduct naviga-
tion tasks with the positioning results, and the feasibility and
practicability of the system were verified.

The results of the experiment show that (1) the combina-
tion of ICP algorithm with direct method can solve the prob-
lem of loss and internal expansion of the data stored. (2) The
process designed neural network positioning method is
more efficient and robust and stable than the modification
method. The operating time is shorter, which can meet the
needs of the actual operation and be more cost-effective for
all internal situations.

5. Conclusion

This paper proposes a robot visual navigation algorithm
based on neural network and the target localization method
from the visual angle, using the neural networks to locate,
based on the idea of image frames to match a small amount
of position and image information used to locate the initial-
ization and training of neural network model, a small
amount of data and information can effectively avoid pos-
ture loss and drift. Use of limited training data set informa-
tion to generate an indoor scene of positioning model, based
on the idea of scene coordinate regression, implementation
does not depend on the depth information, by using a single
RGB image positioning of the function of indoor positioning
model can generate independent offline, so in the process of
the system using the direct call the positioning model, with-
out the calculation of a large number of real-time position-
ing letter to meet the task of system accuracy and real-time
requirements.

Combined with the advantages of the current main-
stream method, a positioning and navigation system with

high precision, high efficiency, and strong stability is realized
by using a variety of sensors. Among them, the method
based on neural network makes up for the shortcomings of
the method based on image frame matching, which is easy
to produce location failure, accumulation error, and even
drift. Meanwhile, the method based on image frame match-
ing creates conditions for the initialization of the location
neural network model. By obtaining a large amount of envi-
ronmental and structural information, the visual sensor
makes up for the deficiency that the laser radar can only
obtain the plane information of its own location. At the
same time, the laser radar improves the accuracy of visual
positioning and navigation, and the combination of the
two can effectively expand the detection range and improve
the accuracy of information.

Some limitations of the system need to be improved in
the future: in the stage of data set construction, although
the combination of ICP algorithm and direct method has
expanded the scale of experimental scenes, there is still the
problem of failure for the larger scene environment. The
training time of neural network is long, and the training time
of each scene is measured in hours, so the time cost is high.
The navigation process does not take into account the use of
semantic information, only using geometric methods, with
lack of effective robot interaction function.
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In this paper, warehouse logistics robot as the research object, starting from the reality of modern e-commerce logistics industry,
proposed a warehousing logistics mobile robot path planning method. Ant colony algorithm is used to plan the forward path of
mobile robot in static and dynamic environment of warehouse logistics. The results show that the elite-based strategy improves the
global search capability of ACA and eliminates redundant nodes in the path, and the path length of the obtained plan is
significantly better than that of traditional ACA, which is reduced by 3.46% and 5.90%, respectively, indicating that the elite-based
strategy and the central-point-based smoothing method play their roles. The path length of the robot’s final operation is larger
than that of the global path planning, which increases by 1, accounting for 6.67% of the original path length. Therefore, the storage
and logistics mobile robot based on ACA-E algorithm has short driving distance and superior obstacle avoidance ability.

1. Introduction

In recent years, major e-commerce websites have become pop-
ular, and the amount of online consumption has been refreshed
repeatedly. In particular, the annual “Double 11 Shopping
Festival” has created a miracle of online consumption. This
reflects that people are more and more inclined to online con-
sumption and logistics is an essential link. The quality of logis-
tics services will have a direct impact on people’s online
consumption experience. Therefore, the efficiency and conve-
nience of logistics is a difficult problem that must be solved [1].

However, the current logistics industry still has the dis-
advantages of low mechanization, high human demand,
and low intelligence, which brings a series of problems such
as high logistics cost and low operation efficiency, which
seriously restrict the development of the logistics industry
and even the progress of economy and society. In the mod-
ern logistics industry, the development of warehousing logis-
tics, as one of the main forms of logistics, is undoubtedly the
main factor affecting the above problems [2]. As the opera-
tion of warehousing logistics is inseparable from control,
robotics, and other related disciplines, warehousing logistics
has become more and more modern and intelligent with the
progress and development of these disciplines [3].

The robot industry has a huge and bright future. With
more andmore robot application scenarios and the emergence
of various advanced robots abroad, domestic manufacturers
also see business opportunities and invest human andmaterial
resources in the robot industry. However, due to the charac-
teristics of this industry, such as high development threshold,
large amount of funds required, and it is difficult to obtain
high returns in the short term; domestic robot enterprises can-
not gain a foothold in the high-end robot industry and can
only develop and produce some products with low technical
content and low added value [4, 5]. However, for some domes-
tic companies with strong R&D strength, they have invested a
lot of human and financial resources in the R&D and applica-
tion of mobile robot technology. Although they have also
achieved corresponding results, they have not been used in
large-scale distribution centers.

2. Literature Review

Foreign countries have carried out robot related research ear-
lier. The world’s first mobile robot Shakey was born in Stanford
Research Institute in the United States in the 1970s. It com-
pletes various tasks through program control, which is gener-
ally divided into three types of programs: low level, medium
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level, and high level. The functions of these three levels of pro-
grams are interrelated and influence each other to control the
low-level movement and more complex movement and com-
plete more advanced programmed tasks of the robot [6].

In today’s world, the United States is one of the most devel-
oped countries, and its scientific and technological development
is also in the forefront of the world. Robot technology also orig-
inated in the United States. At present, the performance of
robots studied in the United States is still at the forefront of
the industry [7]. Many soldiers in the United States are physi-
cally disabled and unable to walk normally due to their partici-
pation in the war, which seriously affects their daily life. In order
to help these disabled soldiers and other disabled people, the
U.S. military has developed a robot, which can act as the legs
of the disabled and help people with legs to walk flexibly [8].

In Europe, robot research is also valued, and robot research
in developed countries such as Germany, Britain, and France is
also at the world advanced level [9]. In Europe, the proportion
of empty nesters is more serious than that in China. Therefore,
the German company has launched a companion robot, which
can be used as a servant to complete housework, and it is also
equipped with a camera as an observation response system
[10]. In addition, it also has multiple sensors installed, which
can be used as part of home intelligent services. For example,
it knows whether the door of the refrigerator is open and when
to turn on the coffee machine. It also has a motion detector to
determine where people are in the room [11].

China’s robot research began in 1986. Compared with
other European and American developed countries, it started
late and has a weak foundation [12]. However, China has
always placed robot research in an important position and
has always paid attention to robot projects in the national
“863 project plan.” It is gratifying that after more than 30 years
of development, China has made great progress in the field of
robots, trained a number of well-known robot experts and
scholars at home and abroad, and developed many robots with
outstanding performance [13]. The humanoid robot indepen-
dently developed by the robot laboratory of the school of con-
trol of Zhejiang University is the only robot system in the
world that can receive and play a rotating ball. Its higher
degrees of freedom (more than 30) can realize more complex
actions [14]. Jiaotong University has developed two kinds of
Hexapod disaster relief robots. One has a variety of high-
precision sensors, which can transmit the video and other
information of the disaster area, and it is mainly responsible
for the detection task. The other robot has the advantage of
large load capacity, which can carry more than 600kg of relief
materials, and has strong passing capacity, which canmake the
post disaster relief materials even if they are transported to the
disaster area [15]. The autonomous navigation system ofmicro
nanorobot was researched and invented by researchers of Har-
bin Institute of technology and scholars at the University of
California, San Diego. The robot can analyze the obstacles on
the path in real time in the process of moving, adjust its
moving route according to relevant algorithms, and realize
the timely avoidance of obstacles. It can also plan its travel
route in real time according to the complex environment and
find the best route, so as to safely reach the target point in
the shortest time [16, 17].

Based on the current research, this paper mainly takes
the warehousing and logistics robot as the research object
and puts forward a path planning method of warehousing
and logistics mobile robot from the reality of e-commerce
and modern logistics industry. In this paper, ant colony
algorithm is used to plan the forward path of mobile robot
in the static and dynamic environment of warehousing and
logistics. Firstly, this paper expounds the development status
and future development trend of the robot, studies and ana-
lyzes various optimization algorithms, and selects ACA to
plan the path of the mobile robot. The information concen-
tration in the transfer probability of the algorithm process is
strengthened, and the improved algorithm is applied to the
path planning of warehouse logistics mobile robot.

3. Research Methods

3.1. Environmental Modeling. Environmental model is a math-
ematical model describing the working area of mobile robot.
Scholars at home and abroad have carried out a series of
research on environmental model and put forward many
modeling methods. The following introduces three classical
modeling methods: grid method, geometric method, and topol-
ogy method [18].

(1) In order to reduce the complexity of obstacle bound-
ary, the grid method divides the grid size according
to the size of the real mobile robot and divides the
robot operating environment into grids of the same
size. There are both black grids representing obstacles
and white grids representing free walking in the grid,
which makes the robot operating environment from
complex to simple, and the path planning problem is
relatively simple. Therefore, for the grid method, the
most important thing is to determine the size of the
divided grid, which will directly affect the operation
of the algorithm and the final planning effect [19]

(2) Geometric method uses geometric features (such as
points, lines, and surfaces) to represent objects in
the scene; abstracts the environmental information
collected by the sensors carried by the robot into
common geometric features, such as vertices, lines,
curves, and corners; and then describes and records
them with coordinates [20]

(3) The expression of topological graph method is more
abstract. It uses graphs to represent the spatial rela-
tionship between objects in the environment, and
the nodes of the graph represent the feature points
in the environment [21]. This method can be used
to build a large and simple environment. The topo-
logical model can usually be expressed by

G = V , Eð Þ, ð1Þ

where V represents the target object in the environment
and E represents the connecting path between the target
objects, which together constitute the topological map G.
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tion: The starting point S and target point E are fixed grid
numbers, and the ant colony is placed at the starting point
s. Initialize the number of ants m, the number of iterations
N , the heuristic factor a, the expected heuristic factor β,
and the tabu table (ants have walked the path) Bk to an
empty set

Step 2. State transition probability pkij: The state transi-

tion probability formula pkij and j of ants transferring from
grid point to grid point j are nodes that have not been vis-
ited. It can be expressed as

pkij =
ταij tð Þηβij tð Þ

∑s∈allowedk τ
α
is tð Þηβis tð Þ

, j ∈ allowedk

0 , otherwise,

8
>><

>>:

ð2Þ

where τijðtÞ is the pheromone that the mobile robot
transfers from point to point which is the trajectory intensity
and ηijðtÞ is the heuristic degree of mobile robot transfer
from point to point, and its formula is

ηij tð Þ =
1
dij

, ð3Þ

where dij represents the distance between the grid i and j
where the mobile robot is located.

allowedk represents the grid points allowed to be selected
by ant k in the next step, and its formula is

allowedk =D − Bk, ð4Þ

where D represents the optional path node, D = ð0, 1, 2,
⋯n − 1Þ, and Bk represents the taboo table, that is, the grid
point that ant k has passed

Step 3. Modify the tabu table Bk: Every time the ant k
moves, add the moved node j to Bk , and clear the tabu table
after this cycle

Step 4. Repeat Steps 2 and 3: Until each ant exits the
cycle and reaches the end point, calculate the increment of
pheromone according to the traversal quality (fitness) of each
ant, calculate the path length traveled by each ant, and save it

Step 5. Update pheromone τij, as shown in the following
equation:

τij t + 1ð Þ = 1 − ρð Þτij tð Þ + Δτij t, t + 1ð Þ, ð5Þ

where,

Δτij t, t + 1ð Þ = 〠
m

k=1
Δτkij t, t + 1ð Þ, ð6Þ

Δτkij =
Q
Lk

, i, jð Þ ∈ lk
0 ,Otherwise,

8
><

>:
ð7Þ

where Q represents the information intensity element,
which will affect the overall convergence speed of the algo-
rithm and Lk is the total length of ant k’s path in this cycle

Step 6. Select and save the optimal path in this iteration
and outputs the optimal obstacle avoidance path. Otherwise,
repeat Steps 4 and 5 until the maximum number of itera-
tions [22, 23]

3.3. Improved Ant Colony Algorithm Based on Elite Strategy
(ACA-E). For the disadvantage that traditional ACA is easy
to fall into local optimization, elite strategy is introduced to
improve it. Elitist strategy means that after a cycle, each
ant can find the optimal solution by using traditional ACA
and elitist strategy gives additional compensation to its pher-
omone. The ant colony mainly relies on pheromone to
transmit information, and the pheromone corresponding
to the found optimal solution is enhanced. The purpose is
that the optimal solution found in this cycle will be more
attractive to the ants passing by after the pheromone
enhancement operation in the next cycle of the ant, which
solves the disadvantage that the ant colony algorithm is easy
to enter the local optimization in the iterative process, result-
ing in unnecessary spikes in the path [24, 25]. The phero-
mone update formula is shown in the following equation:

τij t + 1ð Þ = ρ:τij tð Þ + Δτij + Δτ∗ij, ð8Þ

where,

Δτ∗ij =
α
Q
L∗

, If edge i, jð Þ is part of the optimal solution

0,
0, Otherwise,

8
>>><

>>>:

ð9Þ

where Δτ∗ij represents the increase of pheromone of elite
ants on path ði, jÞ; α represents elite ants and their number;
and L∗ represents the total length of the path corresponding
to the optimal solution found after the end of the cycle.

(x–new2 , y–new2)

(x–new1 , y–new1)

(x–new2 , y–new2)

(x–new1 , y–new1)(xold , yold) 𝛼2
𝛼2

Figure 1: Schematic diagram of smoothing method.
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3.4. Improvement of Path Smoothing Machine Method for
Mobile Robot (ACA-S). The improved ant colony algorithm
(ACA-S) based on the center point smoothing method in this
paper is realized by adding new nodes at the inflection point of
the path. The new nodes replace the old nodes to complete the
path smoothing. The selection and addition of new nodes have
a direct impact on the improvement of path smoothness and
the efficiency of overall path planning. Figure 1 is the opera-
tion diagram of the smoothing method based on the center
point. The included angle of the original path segment is called
α2. Selecting and adding new nodes and removing old nodes
are related to the angle expected value α1 of the two path
corners set, and the angle expected value α1 is set to 155°. If
the actual corner α2 of two adjacent lines is less than or equal

to α1, take the midpoint ðx−new1, y−new1Þ and ðx−new2, y−new2Þ
between the feasible regions of the two line segments, and then
judge whether the corner angle formed by the new node and
both sides meets or is greater than the expected angle α. If
not, continue the above transformation to find new inflection
points ðx−new1, y−new1Þ and ðx−new2, y−new2Þ. After meeting the

Start

Modeling

Plan the global 
path

Whether the target point is 
reached

Refresh scroll window

There are no dynamic obstacles in 
the rolling window

Collision prediction and planning the 
corresponding collision avoidance strategy

Execute the collision avoidance
instruction of the response

The end of the
Follow the 
initial path

Yes

No

Have

None

Figure 3: Flow chart of dynamic obstacle avoidance.

Table 1: Comparison of path length.

Algorithm name Planning path length

Traditional ACA 33.8995

ACA-E 32.7279

ACA-ES 31.8995

Yes

No

Mobile robot system
initialization, set

algorithm parameters

Whether the
iteration is complete

Optimal adjustment
strategy adjustment

The locally optimal
path is obtained

Determine the cost
function of mobile

robot system

Output the global
optimal path

Update each
path iteratively

Figure 2: Improved algorithm flow.
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angle conditions, delete the old inflection point, and replace it
with a new inflection point. Then, judge whether other inflec-
tion points in the path meet the conditions, and repeat them
continuously so that the corners of the whole path are greater
than the expected angle, as shown in the following equations:

x−new1 =
xold1 + xold2ð Þ

2

y−new1 =
yold1 + yold2ð Þ

2

8
>><

>>:

,

x−new1 =
xold 2 + xold 3ð Þ

2

y−new 2 =
yold2 + yold 3ð Þ

2

8
>><

>>:

,

ð10Þ

3.5. ACA-ES Algorithm. The steps of the improved ant colony
algorithm (ACA-ES) based on the smoothing method of elite
strategy and central point are shown in Figure 2.

3.6. Dynamic Path Planning Process. Step 1: Modeling. The grid
method is used to model the information in the environment

Step 2: Using the improved ACA to carry out global
static path planning without considering the dynamic and
only considering the static obstacles

Step 3: Give priority to environmental prediction by
using the rolling window. If there are no obstacles in the cur-
rent rolling window, move to the next according to the path.
If there are dynamic obstacles, collect and sort out the
detected information, and make prediction judgment

Step 4: Analyze the predicted information, and judge and
select the corresponding collision avoidance strategy accord-
ing to the characteristics

Step 5: Under the theoretical guidance of the correspond-
ing collision avoidance strategy, plan a local path to ensure
that the robot does not collide with dynamic obstacles

Step 6: Continue to refresh the scrolling window, and
repeat Steps 3 to 5 until the robot reaches the specified target
point. The flow chart is shown in Figure 3.

4. Result Analysis

4.1. ACA-ES Application Test. In order to verify the feasibil-
ity and effectiveness of the improved algorithm (ACA-ES)
applied to the path planning of mobile robot, the path plan-
ning simulation is carried out in the 17 ∗ 17 grid environ-
ment. The parameter settings are consistent with the
20 ∗ 20 grid. The coordinates of the starting point and the
ending point of the robot are (0.5, 16.5) and (16.5, 0.5).
Table 1 and Figure 4 summarize and compare the path
length and simulation time.

The elite strategy improves the global search ability of
ACA and eliminates redundant nodes in the path. As shown
in Table 1, the path length is shortened from 33.8995 to
32.7279, 3.46%, and the number of iterations is reduced by
half from 70 to 35. Secondly, the smoothing method based
on the center point is introduced to further optimize the
inflection point, making the path more smooth and in line
with the motion characteristics of the solid robot. At the
same time, the path length is shortened to 31.8995, 5.90%,
and the number of iterations is reduced to 25.

The data in Table 1 and Figure 4 show that after the path
planning passes the elite strategy (ACA-E) and adds the cen-
ter point based smoothing method (ACA-ES), the planned
path length is significantly better than the traditional ACA,
reducing by 3.46% and 5.90%, respectively, indicating that
the elite strategy and the center point based smoothing
method have played their role. However, the shortening of
the path is at the cost of time consumption. The improved
ACA-E and ACA-ES increase the planning time by 5.48%
and 4.51%, respectively.
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Figure 4: Comparison of average simulation time.
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verify the performance comparison of the proposed improved
method with dynamic obstacles moving in a straight line in
the robot operating environment, this chapter usesMatlab2012a
as the algorithm development platform to conduct simulation
experiments under the environment of Windows 10 operating
system.

The robot working environment is divided into 20 ∗ 20
grids for path planning simulation. The simulation parame-
ters are set as follows: The number of antsM is 50, the num-
ber of iterations N is 200, the heuristic factor α is 1, the
expected heuristic factor β is 7, the pheromone evaporation
coefficient ρ is 0.7, and the pheromone increase intensity
coefficient is 1. The coordinates of the starting point and
the ending point of the robot are determined to be (0.5,
19.5) and (19.5, 0.5). In this experiment, it is assumed that
the moving speed of dynamic obstacles in the environment
is consistent with the forward speed of the robot. The results
are shown in Table 2.

It can be seen from the table that the length of the
planned path is 67.2% longer than that of the original path,
which accounts for another 67.2% of the total path length.
The results in the table fully show that in the environment
with dynamic obstacles, the mobile robot increases the
motion cost in the process of path planning, but the perfor-
mance optimization is at the cost of path length.

5. Conclusion

In the research field of mobile robot technology, the path plan-
ning of mobile robot in the storage and logistics environment
has become a hot research topic for researchers from all walks
of life because of the rapid rise of e-commerce industry. This
paper mainly analyzes and simulates the path planning
method of mobile robot in the storage and logistics environ-
ment. The research work and results completed in this paper
are summarized as follows:

(1) In this paper, the existing ant colony path planning
algorithm is improved, and an improved ACA with
elite strategy is proposed. It is applied to the path
planning of mobile robot in the storage and logistics
environment, which enhances the pheromone con-
centration in the transfer probability of ants choos-
ing the path in the process of moving forward. The
addition of elite strategy solves the disadvantage that
the traditional ACA is easy to fall into the local opti-
mal solution, resulting in the stagnation of algorithm
search, and improves the global understanding

(2) On the basis of introducing the improved ACA of
elite strategy, a smoothing method based on the cen-
ter point is added. This method makes the small cor-

ner in the path more smooth, reduces the energy loss
of the robot at the turn of the path, ensures the sta-
bility of the robot entity in the process of moving,
and solves the practical problems that the mobile
robot in warehousing and logistics will encounter
in the process of moving forward

(3) Aiming at the path planning of mobile robot with
dynamic obstacles in the environment, the method
of combining global static path planning with local
dynamic collision avoidance planning is adopted,
and the improved ACA is used to obtain a global
optimal path
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With the rapid development of new energy vehicles, electromagnetic compatibility of new energy vehicles has been widely
concerned. Therefore, based on the conducted electromagnetic interference theory of electric vehicle electric drive system, a
kind of electromagnetic interference transmission path is proposed, and its closed-loop simulation is carried out. The results
show that the key point that has great influence on the radiation emission of the electric drive system is whether there is a
torque, essentially whether the motor controller has power output, and it has little relation with the motor speed and bus
voltage. In addition to the influence of whether or not the torque has on radiation emission, the torque size is further
compared, set 50Nm, 100Nm, and 200Nm, respectively, for comparison, and it is found that the increase of torque has no
obvious influence on radiation emission. Therefore, during the test, the appropriate torque can be selected according to the
actual situation, rather than the maximum torque that the component can work.

1. Introduction

With the rapid development of new energy vehicles, espe-
cially the rapid popularity of new energy vehicles, their elec-
tromagnetic compatibility has been paid more and more
attention. As an important part of new energy vehicles
(Figure 1), electric drive system is one of the main interfer-
ence sources of new energy vehicles with its high voltage,
high current, complex structure, and multiple coupling
paths [1]. Energy saving and environmental protection are
the biggest advantages of electric vehicles, so governments
are paying more and more attention to the research and
development of electric vehicles. In recent years, electric
vehicle technology has developed rapidly, and its functions
are becoming more and more powerful. Accordingly, the
integration degree of electric vehicle internal circuit is also
gradually increased, and the electrical and electronic compo-
nents used are also doubled and doubled [2]. Therefore, the
development trend of electric vehicles must be highly inte-

grated electrical and electronic components. Highly inte-
grated circuit system will inevitably have electromagnetic
interference and heat problems, and this paper mainly stud-
ies electromagnetic interference. Because electric vehicle
takes electric energy as the main energy source, its content
electromagnetic field is extremely complex, and the deterio-
ration of electromagnetic compatibility environment may
affect its normal operation. In order to solve this problem,
electromagnetic compatibility (EMC) technology is applied
to electric vehicles.

Electromagnetic compatibility specifically refers to the
coexistence of electrical and electronic equipment in a spe-
cific electromagnetic environment, which requires that in a
completely consistent electromagnetic environment, all
kinds of equipment can operate stably and do not interfere
with each other, so as to achieve the “compatibility state.”
But relative to the automobile, it refers to the internal mod-
ule of the system, each system and the electromagnetic com-
patibility state existing between the system and the external
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environment [3]. The International Electrotechnical Com-
mission (IEC) points out that electromagnetic compatibility
is essentially a capability. EC defines electromagnetic com-
patibility (EMC) as the ability of a device to operate stably
in an electromagnetic environment without causing undue
interference from other devices. The European Union (EU)
standard states that automotive electromagnetic compatibil-
ity (EMC) is the ability of a vehicle or component to operate
stably and reliably in a specific electromagnetic environment
without causing electromagnetic disturbance to other things
in this environment. The three factors of electromagnetic
interference (EMI) are the main content of electromagnetic
compatibility research. Interference source, propagation
path, and sensitive equipment are the three elements of elec-
tromagnetic interference. Usually, the interference source is
firstly analyzed, after finding the interference source to the
specific in-depth study, to understand the cause of its emer-
gence; then, according to the frequency band of the interfer-
ence source, analyze whether the interference generated is
conduction or radiation, and find out the specific propaga-
tion path; finally, how is the interference transmitted to the
sensitive equipment, that is, how is the sensitive equipment
affected by the interference [4].

This article proposes an electromagnetic compatibility
closed-loop development technology for the electric drive
system of new energy vehicles under load conditions, which
mainly includes three key links: the development and
improvement of test platform centering on test standards
and test methods, which is a means to directly evaluate the
electromagnetic compatibility performance of the electric
drive system; the test equipment centers on the development
of standardized and low-cost test bench, which is the hard-
ware support for electromagnetic compatibility test of elec-
tric drive system. The simulation platform is a means of
EMC performance control in the early design stage of
electro-drive system products, which focuses on parameter
design, prediction, and optimization of forward develop-
ment. This paper focuses on the load test equipment and
simulation platform of electric drive system [5].

2. Literature Review

EMC research of electric vehicle electric drive system is a
part of EMC research of power electronics. In recent years,
with the continuous innovation of science and technology,
the energy loss of power converter continues to increase,

the volume continues to decrease, the frequency of switching
on and off increases rapidly, and the output power is also
increasing. Therefore, this kind of power electronic equip-
ment will cause rapid changes of high voltage and high cur-
rent in normal operation, which will cause additional
electromagnetic interference to other circuits or components
by using the parasitic inductance and parasitic capacitance
of the circuit, thus affecting the normal operation of other
electrical and electronic equipment. Electromagnetic com-
patibility of electric vehicle motor drive system has become
a hot research topic.

As for the electromagnetic interference test method,
Chen et al. mentioned the related content of conducted elec-
tromagnetic interference test of electric drive system and
explained the general method. For impedance test methods
[6], Wan et al. introduced the resonance method to measure
the unknown impedance and proposed the insertion loss
method to obtain the impedance value to be measured. For
immunity tests [7], Zhou et al. introduced some good effects
of conduction immunity and the advantages and disadvan-
tages of transmission immunity testing methods [8].
According to Zheng and Cai, the defects of conducted
immunity test and some practical examples are explained
[9]. Cai and Zheng introduce some research on the specific
application of iec61000-4-6, which is helpful to improve
the automatic operation ability and test speed of the test
[10]. Sami et al. focus on the comparison of some compo-
nents in conducted immunity tests, such as electromagnetic
forceps and high current injection forceps [11]. To sum up,
although many scholars mentioned conducted electromag-
netic interference test, they did not explain the test situation
when the tested equipment was connected to load and did
not analyze the advantages and disadvantages of voltage
method and current method and how to select the two test
methods. When the resonance method is used to measure
unknown impedance, it is difficult and tedious to select the
correct value of passive device and coordinate resonance.
Especially at high frequency, the parasitic effect of passive
devices is more obvious, which will affect the accuracy of
measurement. To measure unknown impedance by insertion
loss method, certain conditions must be met; for example,
the insertion element impedance must be sufficiently large
or sufficiently small. So once these conditions are not met,
the method loses its accuracy. Although there are abundant
literatures on conducted immunity testing, there are few
researches on conducted immunity testing in industrial
environment and its relationship with laboratory. Therefore,
in view of these deficiencies, this paper carries out the corre-
sponding research work [12].

3. Methods

3.1. Theoretical Basis of Conducted Electromagnetic
Interference in Electric Vehicle Electric Drive System. Electro-
magnetic compatibility (EMC) refers to the normal opera-
tion of a device or system in its electromagnetic
environment and is also a performance that does not cause
unwanted electromagnetic interference (EMI) to other
devices working in this environment. So, EMC is composed

ESD
Transceive

Cell-phone
Radar

Figure 1: Electromagnetic compatibility test for new energy
vehicles.
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of two parts: one part is the equipment in normal work to its
electromagnetic environment caused by the electromagnetic
interference (electromagnetic interference (EM)) in allowed
range, and the other part is the equipment’s ability to work
properly under the influence of electromagnetic interference
in its working environment, which is also called electromag-
netic susceptibility (EMS).

Electromagnetic interference can be divided into two
types, namely, conduction and radiation. Conducted electro-
magnetic interference refers to the interference signals trans-
mitted to the connected circuits by conductors, while
radiated interference refers to the interference signals trans-
mitted to other circuits in space by electromagnetic fields
[13]. This paper mainly studies conducted electromagnetic
interference (EMI). Based on the definition of electromag-
netic interference, it can be known that conducted electro-
magnetic interference mainly covers three elements,
namely, interference source, coupling path, and sensitive
equipment, and its formation mechanism is shown in
Figure 2.

Because electromagnetic interference is abstract and
invisible, it is necessary to use test equipment to show its size
[14]. For conducting electromagnetic interference test, there
are two commonly used voltage method and current
method, and the specific content will be mentioned in the
following chapters. Conducted EMI must be measured
against the limits specified in the corresponding standards
to see if it is within the permissible range. If it exceeds, rec-
tification and debugging must be carried out to make it con-
form to relevant standards.

Electromagnetic compatibility (EMC) is a field that stud-
ies the coexistence of various electrical equipment in limited
time, space, and spectrum [15]. The three elements of elec-
tromagnetic compatibility are time, space, and spectrum.
Accordingly, the three elements that form electromagnetic
interference are electromagnetic interference source, trans-
mission path, and sensitive setting.

(1) An electromagnetic interference source is an electri-
cal device or a natural phenomenon that generates
electromagnetic interference

(2) Transmission path is also called coupling path, that
is, electromagnetic energy through the medium cou-
pling transmission process

(3) Sensitive equipment, also known as interfered equip-
ment, can be as small as circuit components or com-
ponents and as large as systems or independent
electrical equipment

3.2. Transmission Path of Electromagnetic Interference. In
essence, the transmission of electromagnetic interference is
the intentional or unintentional interaction between electro-
magnetic generation and receiving device or system. Corre-
sponding to its formation mechanism, its transmission
mode can be divided into conduction and radiation, namely,
conduction coupling and radiation coupling. For conduction
coupling, electromagnetic waves need to pass through a
complete circuit to enable the electromagnetic energy of

the interference source to be coupled to the sensitive equip-
ment or system. Conduction coupling can be divided into
three types: resistive, capacitive, and inductive conduction
coupling. For radiation coupling, electromagnetic wave can
transmit electromagnetic energy to sensitive equipment or
system in certain form and regularity without connecting
circuit [16]. In general, the way of electromagnetic interfer-
ence suffered by a system or equipment often includes many
ways, which are not single, but play a dominant role in a cer-
tain coupling mode in different frequency range. This is also
an important reason for the more complex and changeable
electromagnetic environment.

Conduction coupling refers to the coupling interference
caused by some connecting media (connecting wires, con-
necting capacitors, inductors, and other electronic compo-
nents). Common conduction coupling is as follows.

3.2.1. Resistive Coupling. Coupling through nonreactance
elements is resistive coupling. The most typical resistive cou-
pling is the common impedance coupling, which can be
divided into the common ground impedance and the com-
mon source impedance [17]. It often occurs in two circuits
with a common current path. The effective way to reduce
the common impedance coupling is to make the common
impedance between the two zero or close to zero. In addi-
tion, leakage coupling (caused by breakdown or reduced
insulation) is a more common resistive coupling mode.

The voltage UL at both ends of the receiver load RL is
the coupling voltage, as shown in

UL =
RL

R + 2Rt + RL
US: ð1Þ

3.2.2. Inductive Coupling. Inductive coupling, also known as
electromagnetic coupling or electromagnetic induction,
mainly occurs between transformers and parallel wires, so
it often occurs between two closed loops. According to the
knowledge of high school physics, the coil has relative cut-
ting motion relative to the magnetic field line, which causes
the change of the magnetic flux of the coil and produces the
induced electromotive force. From the point of view of inter-
ference, the loop is disturbed by this wire, and the two closed
loops are coupled by magnetic field lines, the degree of
which can be expressed as mutual inductance [18].

Each wire forms a grounding loop, respectively, consti-
tuting the primary coil and secondary coil of the trans-
former. The expression of its inductive coupling is

V2 =
MdI1
dt

, ð2Þ

Source of
interference

Sensitive
equipment

Coupling path

Figure 2: Formation process of conducted EMI.
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where

M = μ0
4π ln h1 + h2ð Þ2 + d2

h1 − h2ð Þ2 + d2

�
�
�
�
�

�
�
�
�
�
: ð3Þ

According to the analysis of formula (1), the methods to
reduce the inductive coupling are as follows: the distance
between the power line and the power loop should be
reduced as far as possible without affecting the performance.
Keep power lines, signal lines, and control lines as far away
as possible; if the signal cable is twisted-pair cable, it should
be twisted tightly and close to the chassis for wiring. If the
signal cable is shielded, it should be close to the chassis cloth
under the condition that the grounding is good [19].

Capacitive coupling is the coupling caused by distributed
capacitance, which often occurs in electric and electrostatic
fields. The physical model is equivalent to inductive cou-
pling. But capacitive coupling does not require primary
and secondary loops, so the coupling principle is different.
The coupling transmission expression is shown in

V2 =
R2V1

R2 + XC
: ð4Þ

Inductive coupling, also known as magnetic coupling, is
the interaction of magnetic fields between two circuits that

enables signals to be transmitted coupled. The physical
nature of inductive coupling is similar to the principle of
transformer: 0 s =M0p; a part of the magnetic flux OPp gen-
erated by the primary coil is crosslinked to the secondary
coil, and a voltage is induced in it, and its size is

Us =
dφs
dt

=M
di1
dt

: ð5Þ

4. Experimental Analysis

4.1. EMI Simulation Platform of Electric Drive System under
Load Condition Was Established. The parameters of the elec-
tric vehicle 3D model are basically from the actual vehicle
parameters of a test vehicle. Considering that some real vehi-
cle parameters are difficult to obtain, only general data
parameters can be used, but it can basically guarantee that
there is no significant influence on the simulation results.
In addition, due to the compact connection structure of
the actual car body, modeling of gaps and voids at the junc-
tion of lights, tires, windows, seats, electrical and electronic
equipment, drives, and body joints is very complicated for
electromagnetic simulation [20]. Therefore, the auxiliary
devices and equipment of the vehicle that have no impact
on the simulation results are deleted or simplified, and only
the surface structure I0 of the vehicle model is established
according to the actual structure of the test vehicle. The basic
dimension parameters of the 3D model of the electric vehicle
refer to a certain test vehicle, and the length × width × height
are 4:9m × 2m × 1:5m, respectively. In view of the actual
circuit structure of the integrated electric drive system and
in combination with the layout form of test standards, the
conducted EMI simulation model of the electric drive system
under load state should include IGBT power module model,
high voltage LISN model, DC cable model, DC connector
model, bus capacitance model, DC copper bar model, AC
copper bar model, drive motor high frequency impedance
model, motor torque control model, and motor load charac-
teristic model. The EMI receiver mathematical model is used
to convert the time domain simulation results to obtain the
spectrum of peak value and average value [21]. The electro-
magnetic torque equation of the vehicle-mounted perma-
nent magnet synchronous motor is shown in

Tem = p φdiq − φdid
� �

= p Lmdiiiq + Ld − Lq
� �

iiiq
� �

, ð6Þ

where Tem is the electromagnetic torque, p is the polar
logarithm of the motor, ϕd is the flux, id is the straight-axis

Table 1: Standard working conditions of radiation test.

Controller
operation

Motor controller
power supply voltage/

V

Dynamometer
speed/(r∗min-1)

The motor
torque/Nm

Radiation
speed 1

500 300 200

Radiation
speed 2

500 80000 200

Radiation
speed 3

500 1100 200

0 5 10 15 20 25 30

45

50

55

60

65

70

75

80

dB

Hz

Figure 3: Comparison test results at different speeds.

Table 2: Test conditions of high-voltage power line with different
torques.

Controller
operation

Motor controller
power supply voltage/

V

Dynamometer
speed/(r∗min-1)

The motor
torque/Nm

Radiation
torque 1

500 800 0

Radiation
torque 2

500 800 200
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inductance, and Lg is the cross-axis inductance.
In order to obtain the values of the above parameters,

three-dimensional electromagnetic simulation was carried
out. According to the main design parameters of the motor,
the 3D electromagnetic model of the motor is established.
After setting the boundary conditions, the simulation is car-
ried out, and the characteristic parameter curves of the
motor are output. The maximum torque/current control is
required for the motor, so that the load characteristic param-
eters corresponding to the maximum torque under each
working condition can be found and the motor load model
under each working condition can be established [22].

There are many electromagnetic compatibility modeling
methods, which depend on the type and nature of the prob-
lem, and have a great relationship with the complexity and
precision of the system. It is generally divided into the fol-
lowing types:

(1) Conducted interference and conducted anti-
interference are analyzed by using circuit model
and circuit principle

(2) The lumped parameter equivalent circuit can be used
to solve simple electromagnetic interference prob-
lems in the near field, such as cable crosstalk, distrib-
uted capacitance, and distributed inductance

(3) The electromagnetic field theory under far field con-
dition is used for analysis. It can solve the problems
of antenna radiation and aperture radiation in far
field

(4) Using numerical software simulation analysis
method, such as moment method and finite element
method

The first three methods can only be used to solve a rela-
tively simple, very limited number of physical processes. As
the numerical software simulation analysis method intro-
duces the powerful computing function of computer, it
makes the numerical calculation of large complex model
possible, so it can be used to solve many practical problems
in engineering applications.

4.2. Analysis of Experimental Results. On the basis of the
standard test conditions, change the motor speed, and the
specific test conditions are as follows: power supply voltage
of motor controller 500V, motor torque 100Nm, and dyna-
mometer speed 300 r/min, 700 r/min, and 1000 r/min, as
shown in Table 1. For the selection of motor speed, the test
referred to the external characteristic curve of the driving
motor and typical urban conditions and selected the most

representative driving motor speed as the test condition.
The test results are shown in Figure 3. It can be seen from
the comparison that in the band of 0. 15MHz~1GHz,
changing the driving motor speed has basically no effect on
the radiation disturbance, and the peak test curve and aver-
age test curve basically coincide at different speeds [23].

On the basis of standard test conditions, the output tor-
que of the motor is changed. The specific test conditions are
as follows: the power supply voltage of the motor controller
is 500V, the speed of the dynamometer is 700 r/min, and the
motor torque is 0Nm and 100Nm, as shown in Table 2. For
the selection of motor output torque, the influence of torque
on test results is mainly considered. By comparison, it can be
seen that in the 0.15MHz~1GHz band, when the motor
output torque is 100Nm, both the peak value and average
value are significantly higher than the test condition without
torque of the driving motor, indicating that the torque has
an obvious influence on radiation emission.

The radiation disturbance technique of the electric drive
system was tested by dark fading method. The test frequency
band was 0.15MHz to 1GHz, which was the same as the
conduction test. The standard test conditions were first
defined for comparative analysis as the reference data: the
power supply voltage of the motor controller is 500V, the
speed of the dynamometer is 700 r/min, and the motor tor-
que is 100Nm, as shown in Table 3.

Through the above comparative tests, it can be prelimi-
narily judged that the key point that has a great impact on
the radiation emission of the electric drive system is whether
there is a torque, essentially whether the motor controller
has a power output, which has little relation with the motor
speed and bus voltage [24]. In addition to the influence of
whether or not the torque has on radiation emission, the tor-
que size is further compared, and 50Nm, 100Nm, and
200Nm are, respectively, set for comparison, which is found
that the increase of torque has no obvious influence on radi-
ation emission. Therefore, during the test, the appropriate
torque can be selected according to the actual situation,
rather than the maximum torque that the component can
work.

5. Conclusion

The development of on-load test equipment and simulation
platform for the electric drive system of new energy vehicles
was studied. The EMC performance of on-load test equip-
ment for the wall-through-wall electric drive system was
evaluated through three-dimensional electromagnetic simu-
lation, and a set of on-load test equipment for the wall-
through-wall electric drive system was developed in accor-
dance with the standard requirements. Among them, the
simulation and test found that shaft material, wall hole,

Table 3: Standard working conditions of radiation test.

Controller operation Motor controller power supply voltage/V
Dynamometer speed/(r∗min-

1)
The motor torque/Nm

Radiation standard operating
condition

500 800 200
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shield cover, and grounding ring are the key parameters that
affect the EMC performance of the equipment. In addition,
the on-load simulation platform of the electric drive system
was established by extracting the parameters of the motor
on-load model through simulation. The accuracy of the
model is verified by simulation and test, parametric analysis
and EMI performance optimization are carried out, and a
closed-loop electromagnetic compatibility performance con-
trol system is formed. The simulation results show that
IGBT gate parasitic inductance, IGBT, and heat dissipation
plate parasitic capacitance are the key parameters for con-
ducting EMI performance optimization of electric drive sys-
tem, which need to be controlled. Aiming at the
electromagnetic compatibility bottleneck of the current elec-
tric drive system of new energy vehicles, simulation analysis
and verification are carried out from the two aspects of test
and verification equipment development and forward devel-
opment platform establishment. It provides a basic way of
verification design for improving EMC performance of elec-
tric drive system.

Electromagnetic compatibility has become the key prob-
lem of electric vehicle technology. In view of this problem,
researchers at home and abroad have done a lot of research
and obtained a lot of valuable research results, forming a rel-
atively perfect research system of automotive electromag-
netic compatibility. In addition, the establishment of
professional electromagnetic compatibility testing and certi-
fication institutions, as well as the development of profes-
sional electromagnetic simulation software, provides
convenience for electromagnetic compatibility research,
reduces the cost of electric vehicles in the development stage,
and promotes the research and development of electric vehi-
cles more effectively.
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In order to improve the visual navigation performance in complex environment, a robust visual navigation method for substation
inspection robot is proposed in this paper. Based on the robustness of hexagonal cone model to light changes, this method can
solve the squeezing problem of navigation path in complex environment and reduce the interference caused by external light
factors. Based on HM preprocessed images, semantic segmentation is carried out with deep convolutional neural network to
obtain global features, local features, and multiscale information of images, so as to effectively improve the network recognition
accuracy. The results show that the images after HM color space transformation and grayscale reconstruction can compress
the color space while preserving the edge details, which is beneficial to the semantic segmentation network for further scene
road recognition. Because the original structure of the network is not adjusted and the corresponding preprocessing layer is
added, the size of the network model is relatively increased, but the reasoning speed of the original network is significantly
improved, which is 16.4% on average.

1. Introduction

As a direction for the development of future energy net-
works, smart grids have been extended to existing power
grid control networks [1]. Intelligent and efficient manage-
ment technologies will be used to implement automation,
integration, centralization, and intelligence in power grid
management, such as power generation, transmission, distri-
bution, and energy consumption [2]. As an important con-
nection hub in the power supply network, the substation
needs regular inspection in order to find potential problems
in time and maintain them in time to ensure the safe
operation of the power grid [3]. As an important carrier of
automatic monitoring of substation operation, robot can be
widely used in the automatic monitoring of substation
environment [4]. The magnetic path navigation method is
simple and reliable and has high navigation accuracy, but
this method uses a magnetic path for navigation, which
requires a change in the layout of the substation. There are
cargo and potential safety hazards during actual work [5].

Inertial navigation and wireless positioning methods require
the installation of wireless devices for signal transmission
and reception in the work environment. Although the instal-
lation is convenient, the decentralized wireless devices lead
to poor recognition stability and adaptability and are prone
to cumulative errors [6, 7]. Although GPS navigation
method can work without adjusting the working scene, it
has poor accuracy and low accuracy. In particular, in the
power system environment, electromagnetic interference is
particularly strong, and the well cannot meet the accuracy
requirements of substation patrol inspection [8]. Figure 1
shows a manufacturing technology of inspection robot based
on improved LSTM+CNN algorithm.

2. Literature Review

The inspection system of electric power inspection robot is a
scientific and technological achievement integrating multi-
ple disciplines. In addition to the traditional and relatively
perfect technologies such as machinery, electricians and
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electronics, communication, automation, and sensors, it also
adds deep learning neural network to improve the ability of
system fault identification [9, 10]. The power inspection
robot system is mainly composed of image detection and
recognition unit, automatic obstacle avoidance unit, data
monitoring unit, and data transmission and storage unit.
The image detection system is a deep learning neural net-
work based on PyTorch framework. It uses a neural network
model similar to Yolov3 to dynamically collect image infor-
mation, extract the characteristics of the image at any time,
and judge whether there is fault information in the power
system. Using this technology, the power inspection robot
can directly warn the instrument panel, indicator lights,
open fire, smoke, and other faults. At the same time, the
video will be transmitted to the Alibaba cloud platform for
backup, which can be retrieved by the inspectors at any time.
It can also directly follow the real-time video and conduct
video remote detection synchronously with the machine
[11, 12]. Compared with the early inspection robot, the
advantage of this power inspection robot is to increase the
image detection function of convolutional neural network.
Flexible neural networks are widely used in the field of visual
target detection. Transient neural networks can automati-
cally retrieve functional information from images, learn spe-
cific information from different lesion information, and
continuously optimize their identification accuracy to effec-
tively detect substations [13, 14]. The foreground vision
device is used to capture the road image in real time, the
image processing technology is used to identify the road sur-
face to determine the position relationship between the
inspection robot and the navigation line, and then the deep
learning algorithm of the inspection robot walking and
detection task is realized through the bottom motion con-
trol, which has attracted extensive attention in the existing
visual path navigation methods [15]. Compared with other
methods mentioned above, visual navigation method not
only overcomes the disadvantages of low accuracy and poor
adaptability of these methods in power system scene but also
has the advantages of simplicity, reliability, accuracy, conve-
nient transformation, and installation [16].

Based on this, we offer a reliable method of visual
navigation for substation control robots to improve visual
navigation performance in complex environments. This
method uses the robustness of the gecko model (HM) to
change the light, which solves the problem of compressing
the navigation path in complex environments and reduces
interference caused by external lighting factors. In order to
effectively improve the accuracy of network recognition,
semantic segmentation with a deep neural network (DCNN)
based on a preprocessed image of HM is obtained, which
provides information on global features, local features, and
multiscale images.

3. Research Methods

3.1. Color Space Conversion. Good road recognition ability is
the key to the self-adaptive navigation of the substation
inspection robot. Only by controlling the inspection robot
on the basis of identifying the effective road surface can
the inspection robot effectively complete the inspection task
and avoid entering the restricted area or areas that are not
suitable for driving. Road recognition based on camera
images needs to take into account various complex situa-
tions such as strong light, shadows, and rainy days. Define
the maximum value of the three component values of R, G,
and B of each pixel ði, jÞ as max ði, jÞ and the minimum
value as min ði, jÞ, and then, there are

max i, jð Þ =max R i, jð Þ,G i, jð Þ, B i, jð Þð Þ, ð1Þ

min i, jð Þ =min R i, jð Þ,G i, jð Þ, B i, jð Þð Þ: ð2Þ

For the three components in HM, V component repre-
sents color brightness, and Vði, jÞ is expressed as

V i, jð Þ =max i, jð Þ: ð3Þ
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Figure 1: Manufacturing technology of inspection robot based on improved LSTM+CNN algorithm.
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S component represents color purity, and then, Sði, jÞ
represents

S i, jð Þ =
V i, jð Þ −min i, jð Þ

V i, jð Þ V i, jð Þ ≠ 0,

0V i, jð Þ = 0:

8
><

>:
ð4Þ

3.2. Gray Image Reconstruction. Each component of the
Hopfield Model (HM) has different characteristics. H, S,
and V components of different weights are reassembled to
restore the image to minimize the effect of lighting changes
in the image [17, 18]. In terms of features, the navigation
path properties on components H and V are essentially
opposite; the normalization method is considered to
enhance and preliminarily extract the navigation path fea-
ture information. First, inverse image processing is per-
formed on the H component, as shown in

�H i, jð Þ = 255 −H i, jð Þ: ð5Þ

Then, the inverse image �H is normalized, where the
normalized range is ½a, b�, where a is the minimum value
of H and b is the maximum value of H, and then, the corre-
sponding coefficient matrix H ′ is obtained, as shown in

H ′ i, jð Þ = �H i, jð Þ × b − að Þ
255 + a

255 : ð6Þ

This operation avoids the forced enlargement and reduc-
tion of the image in the normalization process. To recreate
the gray image, add the components to the components
and then multiply by a coefficient matrix according to

F i, jð Þ = 2 × S i, jð Þ +V i, jð Þð Þ ×H ′ i, jð Þ: ð7Þ

Analyze equation (7) and select the components of the
reconstructed gray image and double the result. Consider
effectively eliminating shadow interference in the image by
increasing the weight of the components while restoring
the gray image. This allows you to restore a gray image
without the interference of external objects such as strong
light, shadows, and surface water that highlight the road
surface [19].

3.3. Image Acquisition under Dark Light Conditions. In the
dark light environment, due to the light supplement defect
of the point light source of the ordinary light source, the
image acquisition of the inspection robot has light spots or
concentrated light points, which brings the influence of
image acquisition. Based on the HM, the image components
are decomposed and used to detect the brightness of a sim-
ple light source, and the illumination of the collected image
under the condition of dark light is appropriately adjusted. If
the average brightness in the V component is defined as VP,
then equation (8) is shown.

VP =
∑255

i=0 i × v ið Þ
∑255

i=0 v ið Þ
, ð8Þ

where i is the saturation value of component s and sðiÞ is
the number of pixels in the saturation value. Define the
average illuminance of the component as SP, followed by

SP =
∑255

i=0 i × s ið Þ
∑255

i=0 s ið Þ
, ð9Þ

where i is the saturation value in the S component and
sðiÞ is the pixel count in the saturation value. In combination
with equations (8) and (9), the conditions for judging whether
the image is too bright or too dark are (a) VP > 150 and
SP < 80 and (b) VP < 75 and SP > 60.

According to the above results, the inspection robot ana-
lyzes the brightness information in the current image and
determines whether the supplementary light intensity needs
to be adjusted so that the light intensity can reach the same
illuminance during path navigation in different road sec-
tions, so as to ensure the consistency and stability of the
image collected by the camera [20, 21].

3.4. HM-DCNN. For a traditional CNN extension, the
DCNN structure still consists of a circulation layer, a sam-
pling layer, a consolidation layer, and a fully connected layer.
Different from other conventional road semantic segmenta-
tion networks, HM-DCNN proposed in this paper performs
semantic segmentation of the image through deep learning
after image gray preprocessing, adding the adjustment of
different light source intensity and supplementary prepro-
cessing layer. In addition, because the preprocessed image
is more concise and unified, the complexity of the network
and the scale of target training parameters can be greatly
reduced. The specific algorithm flow of the improved HM-
DCNN is as follows. Based on the HM, complete the image
acquisition and corresponding gray image reconstruction
under the light conditions of different light sources, and
adjust the fill light intensity appropriately. Through the first
CNN, the global location is carried out to find the feature
point region of continuous features and local features, and
then, the maximum rectangular region of the target and sur-
rounding objects is output. The convolutional layer is a key
component of the HM-DCNN, and its primary function is
to calculate the multiplication of the receiving field point
and the rotation of the filter (or core) that can be studied.
After the conversion operation, a nonlinear sample is per-
formed in the aggregation layer to reduce the dimensionality
of the data [22, 23]. The most common integration strategy
is the most consolidated and average consolidation. Max
pooling takes the maximum value from the candidates, while
the average aggregation selects the average from the esti-
mated candidates. Here, the maximum aggregation method
is chosen to minimize the calculated average displacement
due to the rotation layer parameter error in order to preserve
the image structure information as much as possible. The
function map obtained after the sample below is then sent
to the activation function to process the nonlinear
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conversion. High-level grounding is done through fully con-
nected layers. Nerve cells in this layer are involved in all the
activations of the previous layer. The loss layer is usually the
last layer of the DCNN and specifies how to punish the dif-
ference between the predicted and actual label during net-
work training. Distribution points are strongly separated
by a sigmoid layer. Here, a complete circulatory neural net-
work based on the BVLC Caffe was selected to generate the
HM-DCNN. The network structure is shown in Figure 2.
There are a total of five circulation layers between the input
and output layers. The network uses the Linear Unit (ReLU)
as a function of nonlinear activation and finally identifies the
distribution points of semantic segmentation through the
sigmoid and builds the corresponding DCNN architecture.
Table 1 shows the parameters for generating the correspond-
ing circulation network according to the functional defini-
tion of the different layers of the DCNN [24].

Due to grayscale reconstruction preprocessing in the
inspection robot, global gain normalization is applied to
the processed images to further reduce the intensity changes
in the images. This gain is calculated by aligning the calcu-
lated signal envelope using the median filter. To calculate
the signal envelope, the image is filtered through a low-
pass Gaussian core. DCNN is highly resistant to lighting
changes, but the combination of image gray recovery and

normal processing makes the signal dynamic range more
uniform, which can further improve processing accuracy
and merging speed.

4. Result Analysis

4.1. HM Fill Light Experiment and Image Preprocessing. To
test the effectiveness of the proposed HM-DCNN network
application in combination with the gray reconstruction in
the actual substation scene, the substation path map
collected by the substation control robot was used to train
the network and test the network recognition accuracy.
The network was trained in stochastic gradient drop
(SGD), and the learning speed was set to 0.01, the pulse
parameter to 0.9, and the weight loss to 0.0005. In order to
make the inspection robot still run well in the dark environ-
ment, it is particularly important to supplement the light
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HM image
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BN1

ReLU
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Conv3
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Output: 160
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Figure 2: DCNN architecture.

Table 1: Network parameter settings.

Type Convolution kernel parameters Output

Convolution 1 Kernel: 3 9½ �, stride: 1 3½ �, output: 40 46 × 62 × 40
Max-pool 1 Kernel: 2 3½ �, stride: 2 23 × 31 × 40
Convolution 2 Kernel: 3 9½ �, stride: 1 3½ �, output: 40 25 × 27 × 112
Max-pool 2 Kernel: 2 3½ �, stride: 2 13 × 13 × 112
Convolution 3 Kernel: 3 3½ �, stride: 1 1½ �, output: 160 13 × 13 × 160
Convolution 4 Kernel: 3 3½ �, stride: 1 1½ �, output: 128 13 × 13 × 128
Max-pool 3 Kernel: 3 3½ �, stride: 2 6 × 6 × 128
FC 1 Output: 128 128

FC 2 Output: 128 128

Table 2: Lighting effect.

Scene VP SP Effect

A 160.2 30.4 Normal

B 94.6 65 Suitable

C 60.2 103.5 Dark
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appropriately. Scene A is the road condition during the day,
scene B is the adaptive fill light condition, and scene C is the
nonfill light condition. The calculation results of VP and SP
are shown in Table 2.

From the results in Table 2, it can be seen that the differ-
ences between the VP and SP components are clear in differ-
ent lighting conditions. According to different difference
values, setting the corresponding threshold can achieve
appropriate light compensation. In order to analyze the
influence of HM on the network recognition effect in the
scene, the traditional edge extraction processing alone has
poor adaptability in the case of high illumination difference
and scene feature brightness and will lose a lot of details.
The image after HM color space conversion and gray recon-
struction can compress the color space and greatly retain the
edge detail features, which is conducive to further scene
pavement recognition by semantic segmentation network.

4.2. HM-DCNN Semantic Segmentation Experiment. In the
preparation process of HM-DCNN training samples, in order
to avoid the overfitting of training, improve the robustness of
the network, and better extract the core features, a series of
adjustments are made to the sample data, including illumina-
tion, color saturation, rotation, and clipping.

As a user-defined layer of other reasoning network pre-
processing, HM can be combined with a variety of semantic
segmentation networks. The processed image is used for
gray reconstruction, which is used as the input of each com-
parison network and compared with the network results
trained with the original image directly as the input. The
effects of different illumination conditions on the experi-
mental results are shown in Table 3.

As shown in Figure 3, the recognition effects of several
commonly used semantic segmentation networks are com-
pared and analyzed through experiments. Under normal
illumination, DCNN has high recognition effect, but under
dim illumination and supplementary illumination, the rec-
ognition effect decreases significantly. Through the compar-
ison of each network after adding HM treatment, although
the improvement effect under normal light is not significant,
the recognition rate of the dark environment of the original
network has been greatly improved, especially when com-
bined with DCNN.

As shown in Table 4, the original structure of the net-
work is not adjusted and the corresponding preprocessing
layer is added, which makes the size of the network model
increase relatively, but the reasoning speed of the original
network is significantly improved, with an average of 16.4%.

5. Conclusion

This document proposes a new method of reliable visual
navigation of substation control robots in complex road
environments, which has the advantages of strong anti-
interference ability, simple operation, high precision, and
good stability. This method fully considers the road charac-
teristics and working conditions of the substation and uses
the insensitivity of HM color space to light change, shadow,
and interference to reconstruct the gray image of the col-
lected image; therefore, the specifics of the navigation path
are reflected in more detail. In addition, DCNN is used to
train and recognize images processed on a grayscale to
improve network recognition accuracy. Because the HM
reduces the amount of color space, the first-ever DCNN

Table 3: Influence of different light intensity and light supplement
on detection accuracy.

Algorithm
Average coverage

accuracy of
normal light

Average
accuracy of
dim light

Under fill
light

condition

VGG 0.863 0.832 0.846

HM-VGG 0.87 0.860 0.860

SCNN 0.940 0.886 0.910

HM-SCNN 0.941 0.910 0.915

BiseNet 0.935 0.900 0.920

HM-BiseNet 0.930 0.916 0.914

DCNN 0.950 0.878 0.900

HM-DCNN 0.952 0.942 0.948
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Figure 3: Influence of different light intensity and light supplement
on detection accuracy.

Table 4: Comparison of model size and reasoning speed of
different recognition networks.

Algorithm
Model

size (MB)
Average
error (%)

Embedded
reasoning
time (ms)

VGG 400 84.7 300

SCNN 157 91.2 160

HM-SCNN 158 92.2 120

BiseNet 55 91.8 110

HM-BiseNet 57 92.0 98

DCNN 45 90.9 90

HM-DCNN 47 94.7 78
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can be used in substation control robots with poor process-
ing capabilities. The results of the experiment show that the
network recognition results show a clear advantage in
combination with the HM gray reconstruction compared
to the existing pure training network. At the same time,
the HM-DCNN method proposed in this paper can stabilize
the average processing accuracy of DCNN from 91% to 93%,
have the best effect on the entire network, and fully meet the
actual needs of the substation situation.
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