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Due to the proliferation of requests in heterogeneous resources in edge computing, the existence of a large number of tasks and
workloads in virtual machines in the edge computing environment is inevitable. Thus, load balancing strives to facilitate an even
distribution of workload across available resources. Its purpose is to provide continuous service and to ensure fair load distribution
among resources. Load balancing, with the aim of minimizing response time for tasks and improving resource efficiency, tries to
do the proper mapping of tasks among virtual machines at a lower cost. Flow scheduling, on the other hand, assigns a task (group
of tasks) to computational resources by prioritizing tasks, so that the relationship between them is maintained. Therefore, in this
research, a hierarchical control framework for load balancing and assignment of tasks in edge computing services is presented in
order to create load balancing. In the proposed method, in the first level, the genetic algorithm receives a set of tasks in a workflow.
Genetic algorithm prioritizes and assigns tasks to resources according to time constraints, resource processing power, resource
availability, and task cost. For this purpose, the integer linear programming optimization in the evaluation function of the genetic
algorithm will be utilized. In the second level, considering the past load distribution in edge resources, we estimate the probability
of load distribution among sources according to hidden Markov model (HMM). Finally, in order to optimally map tasks to the
virtual machines in each host, we will use game theory with service quality factors as an evaluation function. Previous methods
have provided a hierarchical control framework that aims to achieve conflicting goals within a data center, but does not use linear
programming. Considering the use of service quality criteria as evaluation function parameters in heuristic and optimization
methods in this research, it is expected that the results of this research will improve compared to previous methods.

1. Introduction

An edge computing model is possibly the most efficient
model if its resources are used efficiently, and this can be
achieved by applying and maintaining proper management
of edge resources [1]. Resource management is achieved by
adopting strong resource scheduling, efficient allocations,
and powerful scalability techniques. These resources are pro-
vided to customers through a process called virtualization of
a software component, hardware, or both, in the form of vir-
tual machines (VMs) [2]. The biggest advantage of edge
computing is that a physical machine becomes a merely
multipurpose virtual machine for a user [3–5]. The cloud

service provider (CSP) plays an important role in providing
services to users, and considering the availability of virtual
resources, assigning a task becomes really complex. While
submitting user requests, some VMs experience heavy traffic
on user tasks, and some of them experience less traffic. As a
result, the edge service provider has to deal with unbalanced
machines with large differences in user tasks and resource
usage [6–9]. The problem with load imbalance is an adverse
event on the CSP side that degrades the performance and
efficiency of computing resources along with the quality of
service (QoS) assurance in the service level agreement
(SLA) between the consumer and the edge service provider.
In this situation, there is a need for load balancing that has
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become a strange yet interesting topic among researchers.
Load balancing in edge computing can be used at the phys-
ical device level as well as the VM level [10–13]. Load balan-
cing is a process of redistributing workload in a distributed
system such as edge computing, which makes sure that no vir-
tual machine is overloaded, while other virtual machines are
idle or have less workload. Load balancing tries to accelerate
various limiting parameters, such as response time, runtime,
and system stability, in order to improve edge performance.
This is an optimization method in which scheduling is an
NP-hard problem. There are a number of load balancing
approaches proposed by researchers, most of which focus on
task scheduling, task allocation, resource planning, resource
allocation, and resource management [6]. After distributing
a balanced load among the hosts of the service provider in
the edge environment, there is a need for proper mapping of
tasks among virtual machines and scheduling of resources to
input tasks in the current host according to different criteria.
The process of workflow scheduling refers to the mapping of
tasks (a group of tasks) to existing computational resources
and the timing of their execution by observing the priorities
among tasks so that the relationship between them is main-
tained. The structure of workflows is often defined as a graph
without a circle, like a tree structure. Decisions to map tasks to
a resource can be made based on the information contained in
a scheduler according to the criteria of the service level agree-
ment (SLA) and the QoS needs of the users [14–17].

Therefore, in order to overcome these challenges, a hier-
archical control framework for load balancing and task allo-
cation in edge computing services is presented in this study.
In the proposed method, in the first level, a genetic algo-
rithm (GA) has been employed to model the workload
[18]. The input of the genetic algorithm in the proposed
method includes a set of tasks. Depending on the priorities
and the relationship between the tasks, we will model the
load distribution among the existing hosts in order to opti-
mize the evaluation criteria.

The evaluation criteria used in this method include time
constraints, resource processing power, probability of access
to the resource, and the cost of performing tasks in the
resource. To optimize the load distribution among resources,
due to the existing limitations, the integer linear programming
optimization (ILP) in the evaluation function of the genetic
algorithm will be used [19]. In the second level, considering
the past load distribution in edge resources, we estimate the
probability of load distribution among sources according to
the hidden Markov model (HMM) [20]. Finally, in order to
map the tasks to the virtual machines in each host, we will
use the game theory with QoS factors as an evaluation func-
tion [21]. Considering the use of QoS criteria as evaluation
function parameters in discovery and optimization methods
in this research, it is expected that the results of this research
will improve compared to previous methods.

The continuation of this article is as follows:

(i) Prioritizing and assigning tasks to resources using
integer linear programming based genetic algorithm
by considering time constraints, resource processing
power, resource availability, and task cost

(ii) Estimating the probability of load distribution
among sources according to hidden Markov model
(HMM) by considering the past load distribution
in edge resources

(iii) Mapping tasks to the virtual machines in each host
in optimally manner using game theory with quality
of service factors as an evaluation function

(iv) Evaluating makespan, cost, energy, performance,
and reliability of proposed method

In the second part, related works will be reviewed. In the
third section, the details of the proposed method will be
explained. In the fourth section, the implementation and
evaluation of the proposed method will be stated. In the fifth
section, the conclusion of the article will be stated.

2. Related Works

With the increasing popularity and the advancement of edge
computing technology, users are merely trying to access
resources that are sufficient to perform the tasks they need
and they are only willing to pay for the resources they need.
In edge computing, tasks must be distributed in such a way
that all available resources have approximately the same
number of tasks to execute. One solution that can solve this
problem effectively is to schedule tasks with control
approaches in order to balance the load. Resource schedul-
ing using a control approach for mapping tasks to virtual
machines in the edge is one of the most important issues
we face. This resource scheduling approach makes it possible
to authorize the execution of a task in a virtual machine in
the edge or to migrate a task from one virtual machine to
another. The restrictions that the user has on performing
tasks on virtual machines must be taken into account during
the scheduling based on the desired service quality rules. For
instance, tasks may have a specific execution sequence, or
virtual machines may be assigned tasks exclusively, and only
one task may be executed on the resource at a time, or a spe-
cific time limit may be set for the execution of tasks. The
importance of load balancing has led to extensive research
in this area [22–31]. The following are some of these studies,
the main basis of which is timing.

In [32], a job allocation mechanism (JAM) has proposed
to reduce battery consumption in the processing of large
Internet-physical-social data in mobile edge computing
(MCC). In this method battery consumption for processing
work has displayed continuously with mobile devices, with-
out an external edge server in a shared architecture MCC
environment. In [33], the improved maximum minimum
scheduling algorithm (IMMSA) that improves request com-
pletion time by using machine learning training as well as
requesting size clustering and clustering the productivity
percentage of virtual machines has been proposed. In [34],
a genetic algorithm (GA-)-based optimization technique in
the sensor mobile edge computing environment to discern
the optimal solution has been proposed. In [35], an
improved elitism genetic algorithm (IEGA) for overcoming
the task scheduling problem for FC to enhance the quality
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of services to users of IoT devices has been suggested. In
[36], the two-level load balancing approach in fog comput-
ing environment as a multiobjective optimization problem
using the elitism-based genetic algorithm (EGA) for mini-
mizing the service time, cost, and energy consumption and
thus ensuring the QoS of IoT applications has been pre-
sented. In [37], a processing model for the load balancing
problem using NSGAII algorithm has presented in which a
trade-off between energy consumption and delay in process-
ing workloads in fog has formulated. In [38], an incentive-
based bargaining approach which encourages the fog nodes
to cooperate among themselves by receiving incentives from
the end users benefitting from the cooperation has been pro-
posed. In [39], the hidden Markov chain learning method
has been used to cope with this challenge in the IoT ecosys-
tem integrated with the fog computing, to determine the
probability of the need for each thing or resource in the near
future with the aim of reducing latency and increasing the
network use. In [40], a computational model as a game that
considers energy consumption and transmission latency as
decision parameters for task offloading of IoT applications
has been proposed. In [41], an offload and migration-
enabled smart gateway for Cloud of Things approach has
proposed that employs noncooperative game theory to off-
load, schedule, and reschedule the computational tasks effec-
tively in the fog-cloud environment.

3. Proposed Method

The proposed method aims to provide a hierarchical control
framework for the optimal allocation of resources to tasks in
order to balance the work load in edge computing center. In
this method, the ultimate goal is to provide services that
meet QoS needs only by using the necessary resources in
the edge infrastructure. In the proposed method, in general,
QoS requirements are determined based on resource effi-
ciency, total time of tasks in the edge environment, and
energy consumption of resources while performing tasks
and cost of performing tasks on resources, which may be dif-
ferent according to task priorities. Therefore, allocating
effective and efficient resources contributes to increase in
productivity and reduction in completion time, energy, and
costs. Edge computing is a solution recently adopted in
order to provide services that host tasks in virtual environ-
ments. Physical resources are divided into several virtual
machines, and these virtual machines are responsible for
assigning tasks that work with parts of the capacity of the
physical system. Automated management techniques are
implemented by network controllers that can control the
set of programs run by each server, the volume of requests
on different servers, and the capacity allocated to run each
program on each server. Therefore, in this research, a two-
tier control architecture is presented that deals with the issue
of load balance with optimal allocation of resources to tasks
as well as controlling task acceptance according to QoS cri-
teria. The general architecture of the proposed method is
shown in Figure 1.

As shown in Figure 1, the proposed method provides a
two-tier hierarchical control framework for load balancing

and task allocation in edge computing services. In the first
level of the proposed method, genetic algorithm has been
employed to model the workload [18]. The input of the
genetic algorithm in the proposed method includes a set of
tasks; then, according to the priorities and the relationship
between the tasks, we will model the load distribution
among the existing hosts in order to optimize the evaluation
criteria. The evaluation criteria used in this method include
time constraints, resource processing power, probability of
access to the resource, and cost of performing tasks in the
resource. Due to the existing limitations, to optimize the
load distribution among sources, the correct linear program-
ming optimization in the evaluation function of the genetic
algorithm will be employed [19]. In the second level, accord-
ing to the history of load distribution in edge resources, we
estimate the probability of load distribution among sources
using hidden Markov model [20]. Finally, in order to map
the tasks to the virtual machines in each host, we will use
the game theory with QoS factors as an evaluation function
[21]. In the continuation of this chapter, we will describe the
different parts of the proposed method in more detail.

3.1. Genetic Algorithm Based on Integer Linear Programming
Approach. In the proposed method, a genetic algorithm based
on the integer linear programming (ILP) approach with
respect to the dynamic nature of the edge environment is pre-
sented. The proposed genetic algorithm looks for an optimal
(or near-optimal) solution that starts from the initial popula-
tion and is generated using the selection of the most appropri-
ate chromosomes based on fitting and mutation operators. In
addition to proper encoding for chromosomes as well as
proper design for fitting and mutation operators, taking the
limitations of the problem that should be consistent with the
nature of the optimization problem into account, the proposed
genetic algorithm is equipped with a mechanism that exam-
ines the feasibility of chromosomes and if the chromosome
does not meet the expectations, there is a penalty and the value
of the fitness function reduces in order to reduce its selection
and survival chances in the next generation. The proposed
genetic algorithm aims to look for a solution for scheduling
new tasks entering the edge environment using the previous
solution for the problem, which allows it to work according
to the dynamic scheduling technique.

3.1.1. Chromosome Encoding. The proposed genetic algo-
rithm finds an initial set of tasks as input and begins to gen-
erate the initial population of chromosomes, each of which
represents a possible solution to the optimization problem.
Thus, a chromosome is a vector for a gene whose numbers
within each gene indicate the source number and possible
resource allocation to tasks and a potential scheduling.
Figure 2 shows an example of the chromosomes presented
in the proposed method.

As shown in Figure 2, the chromosomes in the proposed
method include vector genes, and the number of these genes
is equal to the number of tasks in the edge environment. In
the proposed method, considering the fact that the genetic
algorithm uses the previous schedules to present new chro-
mosomes, the number of received tasks and resources are
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the same so that in case of any problem for any of the
resources, it will not violate error tolerance in the method.
The numbers listed in each of the genes serve as a possible
source for the task at hand. Initially, each chromosome is
considered as a probabilistic scheduling that changes with
the application of the fitness function and mutation opera-
tors, and finally, the chromosome with the highest amount
of proportion is selected as the near-optimal scheduling.

3.1.2. Fitness Function. The fitness function for each chro-
mosome is determined according to the objective function,
which in the proposed method is a combination of four
parameters: completion time, cost, resource efficiency, and
probability of allocation. For each possible scheduling (chro-
mosome) of the population, the fitness function is calculated
while performing timed tasks on the chromosome at a par-
ticular time. The fit function represents the desired parame-
ters such as:

(i) the amount of time required to complete tasks in
resources

(ii) the cost required to perform tasks

(iii) the resource efficiency rate

(iv) the probability of assigning tasks to resources

These parameters are calculated in order not to accumu-
late charge in a source when performing tasks scheduled on
the chromosome at a specific time. Table 1 illustrates the
notation for the fit function in the proposed method.

The fitness function for calculating the given chromo-
somes is calculated based on Equation (1) using the objective
function of the proposed model, which is optimized accord-
ing to the integer linear programming.
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According to the fitness function presented in Equation
(1), the appropriate chromosomes are selected from the
original population, and the rest of the chromosomes are
sent to the fitting and mutation operator in order to diversify
the population and produce new superior chromosomes.
Each chromosome in the new offspring population is exam-
ined to determine whether it is a possible solution to the
problem; that is, it minimizes the fitness function and meets
the given constraint demands. Impossible chromosomes that
violate existing constraints are fined according to the value
of the fitness function, so they are less likely to be chosen
to reproduce and become new chromosomes. The most
appropriate chromosome, which represents a near-optimal
scheduling solution, is maintained after each replication step
and then sorted by optimality. This process is repeated until
the termination condition is met.

3.1.3. Crossover Operator. The crossover operator plays an
important role for the genetic algorithm to diversify the pop-
ulation and produce new chromosomes. To increase the
scope of the search and consequently obtain more possible
public solutions, it is necessary for the genetic algorithm to
perform the fitting process between two chromosomes (par-
ents) and produce new offspring as a new population. The
crossover operator is a random replacement of a number
of genes on the first and second chromosomes. The param-
eter that is important in the crossover operator is called the
fitting probability or P-crossover, and regarding the random
fitting operator, it can be defined as follows:

Table 1: Notations of the proposed model.

Notation Explanation

CE Cost of each task performance

CT Cost of each task migration

CD Cost of data transfer

TE Task execution time

TT Transfer time and task migration

TI System idle time

TD Duty deadline

XE Task performance decision

XMig Task migration decision

D The amount of data transferred between virtual machines

Q Request (task)

F Requests for data transfer (migration)

M Virtual machines

P Probability of allocation

RN Cost according to the number of source cores

RS Cost according to processing speed

RC Cost according to memory capacity (cache)

RB Cost according to network bandwidth
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P − crossover = round k ∗ Gmax −Gminð Þð Þ, k is a rand in 0, 1ð Þ,
ð2Þ

where the Gmax parameter is the maximum number of genes
on the chromosome and the Gmin parameter is the minimum
number of genes on the chromosome. The parameter k is con-
sidered as a random value in the range of zero and one. The
value of the P-crossover parameter is considered as the part
of the chromosome that must be exchanged between the first
chromosome and the lower chromosome, and the initial and
final intersection of this part is called the fitting point. The fit-
ting point may first be selected from the beginning of the chro-
mosome or from any other desired location on it, and the last
fitting point is added to the value of the P-crossover parame-
ter. Figure 2 shows the fitting operator.

As shown in Figure 3, during crossover operation, the
genes present in P-crossover are swapped on two chromo-
somes. The part of the genes of the first chromosome that
is in the P-crossover is transferred with the same number
of genes in the second chromosome so that the new chromo-
somes have more variety than the previous chromosomes.
Chromosome switching is end-to-end so that gene i from
the first chromosome crossed with gene i from the second
chromosome. Thus, in the new generation, n new chromo-
somes are produced which are added to the previous chro-
mosomes, and the population after the crossover will be
equal to 2n. In this paper, each of the Ti genes represents a
task, and Ri represents the value of the gene that indicates
the source number for each of the solutions.

3.1.4. Mutation Operator. The mutation operator plays a key
role in generating new populations and diversifying chromo-
somes and is as important as the fitting operator. This oper-
ator, like the mutation operator, is able to increase the scope
of search as well as introducing possible solutions and pro-
ducing new children as a new population. In this operator,
the probability parameter is of great importance, which is
considered as the point of the chromosome that must
mutate. The P-mutate parameter or the probability of muta-
tion can be calculated as follows:

P −mutate = round k ∗ Gmax −Gminð Þð Þ, k is a rand in 0, 1½ �,
ð3Þ

where the P-mutate parameter indicates the probability of
mutation and the k parameter can be used as a value
between zero and one, and even zero or one as the first
and last gene on the chromosome. The difference between
the fitting and the mutation operator is that the fitting oper-
ator replaces several genes on one chromosome with genes
on another chromosome, but the mutation operator changes
the value of one (or more) genes to produce a new chromo-
some. Figure 3 shows the mutation operator.

As shown in Figure 4, there are two chromosomes with
different genes that change separately at the T2 and T6 loca-
tions. At T2, the value of gene has changed from R12 to R15.
Similarly, the value of gene has mutated from R16 to R13 at
T6. Gene mutations may have good results. Occasionally it

can have bad results. Nevertheless, gene mutations are essen-
tial for maintaining population diversity.

3.1.5. Selection Operator. After the fitting and mutation
operators perform their tasks, among the new population
and the chromosomes produced as the next generation, the
selection operator selects the chromosomes that have the
highest proportionality function or, in other words, have a
near-optimal solution to the scheduling problem in order
to balance the load in the edge. In this case, the tasks
assigned to virtual machines are examined with the maxi-
mum total execution time, the cost of performing tasks in
resources and resource efficiency, and the possibility of opti-
mal allocation of tasks to resources, in order to balance the
load in the edge environment, and in case tasks in the opti-
mal solution need to be migrated, they are transferred from
one virtual machine to another considering optimal evalua-
tion criteria. Therefore, optimizing the performance of the
task scheduling algorithm in order to balance the load in
the edge environment and transferring some tasks to
another virtual machine will also help balance the workload.

3.2. Markov Hidden Model. As mentioned, in the proposed
method, in order to create a load balance, examining the
tasks that have already been assigned to each resource and
calculating the probability of assigning tasks to the resources
have been determined as one of the evaluation parameters
for the fit function in the proposed linear programming
model. Resources that have already received more tasks have
more potential to upset the balance of load distribution in
the edge environment. Therefore, identifying such resources
can greatly help to balance the load in the edge environment.
In this method, in order to determine the probability of
resource distribution, a possible hidden Markov model is
used which is described below.

To clarify the general concept of the Markov model pro-
cess, it can be said that if we divide the time in the Markov
model into three periods (past, present, and future), the future
time of the system depends not only on its present state but
also on this model and its process of determining the probabil-
ity of the system on the path it has taken in the past. In other
words, if the state of the system is known at moments such as
t1, t2,⋯, tn, it can be said that to predict the state of the system
in the next moment, tn + 1, the state of the system from
moment t1 to moment tn must be examined [42].

Markov hidden models can be defined as probabilistic
models in which a sequence of probabilities is created by
two random processes:

The process of moving between states and the process of
propagating an output sequence are characterized by Markov
property and output independence. The first model is a Mar-
kov model created by a finite set of states, which creates a
sequence of states of variables and is provided by the initial
state probabilities and the probability of transition between
state variables. The second model is characterized by the
release of a character from the alphabet specified in each
mode, with a probability distribution that depends only on
the mode. Transfer sequence mode is a hidden process. This
means that variable modes cannot be viewed directly but can
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be seen through a sequence of published symbols and that is
the reason it is named Markov hidden model. Thus, a hidden
Markovmodel is defined by different states, state probabilities,
transition probability between states, propagation probabili-
ties, and initial probabilities, and all these make up the archi-
tecture of Markov hidden models. The formal definition of
hidden Markov models for the proposed method is based on
specified pairs (S, V , p, A, B) with the following elements:

(i) S = fS1, S2,⋯, SNg is a set of states, where N is the
number of states. The triple sequence pairs (S, p, A)
represent the Markov chain in which the states are
hidden and we never see them directly. In the pro-
posed method, the virtual machines inside the hosts
are considered as states in the hidden Markov model
where the status of each virtual machine is considered
hidden, and communication with the hosts contain-
ing the virtual machines is established. There may
be several virtual machines in each host that provide
services independently, but they are generally part
of one host, and we can directly observe host states

(ii) V = fv1, V2, VVMg are words or a set of symbols that
may be published. In the proposed method, tasks are
set of symbols that may be propagated and trans-
ferred between states. Transferring and migrating
tasks between modes are considered as possibilities

(iii) π : S⟶ ½0:1� = fπ1, π2,⋯, πNg is the initial proba-
bility distribution in the states. This indicates the
probability of beginning the process in a mode. In
the proposed method, for each resource, this proba-

bility is shown as the number of tasks in the queue
for one resource compared to the total number of
tasks in the edge environment and is considered as
the initial probability distribution in the proposed
method. It is therefore expected that:

〠
s∈S

π sð Þ = 〠
N

i=1
πi = 1: ð4Þ

(iv) A = ðaijÞi∈S,j∈S is the probability of transfer and

motion between the Si and Sj modes. It is expected
that for each Si and Sj، aij ∈ ½0, 1� and for each Sj،
∑i∈Saij = 1.

In the proposed method, the migration of tasks between
two sources i and j is shown with aij.

(v) B = ðbijÞi∈V ,j∈S is the probability of propagation if the

symbol vi is seen in the state Sj. In the proposedmethod,
the presence of task i in source j is denoted by bij

Markov hidden models are of great help if you need to
model a process in which there is no direct knowledge of
the state of the system. The main idea is that Markov hidden
model is a “productive” sequel. In general, in this study, we
talk about assigning tasks to observable resources since we
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can use the hidden Markov model as a generating model
that could be used to generate observational sequences.
Algorithmically, a sequence of assigning tasks to resources
O = o1,⋯, oT , with ot ∈ V can be generated by the hidden
Markov model. Two assumptions are made by the model.
The first assumption is called Markov and indicates the
model memory. It means that the current state depends only
on the previous state, and therefore, we have:

P qtjqt−11
� �

= P qtjqt−1ð Þ: ð5Þ

The second assumption is the independence of assigning
tasks to resources; i.e., the observation of output at time t
depends only on the current state and is independent of pre-
vious observations, and we have:

P otjot−11 , qt1
� �

= P otjqtð Þ: ð6Þ

The Markov property of a process can also be expressed
in mathematical language. Consider a set of random vari-
ables ½X ðSÞ, S ≥ 0� and a set of system states at moments t1
, t2,⋯, tn. If X ðtÞ follows the Markov process, for all values
x1, x2,⋯, xn, the following relation holds:

X tn + 1ð Þ =

x1+⋯+xk
xn

, 1 < k ≤ njF1,⋯, Fk ⊆ t1

x1+⋯+xk
xn

, 1 < k ≤ njF1,⋯, Fk ⊆ t2

x1+⋯+xk
xn

, 1 < k ≤ njF1,⋯, Fk ⊆ tn

8>>>>>>><
>>>>>>>:

,

P X tn + 1ð Þ ≤ xjX tnð Þ = xn,⋯, X t2ð Þ = x2, X t1ð Þ = x1½ �
= P X tn + að Þ ≤ xj tnð Þ = xn½ �: ð7Þ

According to this relation, it can be said that the past
states of the system can play a part in determining the next
state of the system. In Markov Models, the states of system
are denoted by t that can be continuous or discrete. The fact
that t is discrete and can be interpreted in this way:

The behavior of the system is studied only at certain
points in time. If t is discrete, XðtÞ is replaced by random
variables in the form of X1, X2 ⋯ , and Xn. The set of values
that XðtÞ can choose, by definition, is called the system state.
System mode can also be discrete or continuous. Given that
the requests sent to the edge environment might be related
to each other, the first assumption based on nonindepen-
dence is true in the present case, and the past state of the sys-
tem is examined to determine the possibility of assigning
tasks to resources. In the proposed method, the value of
the Markov hidden process at t + 1 can be considered as
the probability of assigning a new task to a resource with
respect to the assignment of previous tasks to that resource.
In this case, the system is the resources to which tasks are
assigned, and then, the system state changes to a stable state.
In the proposed method, according to the assignment of pre-
vious tasks in the edge environment, the possibility of
assigning tasks in a limited time can be considered for each

resource. Given that our tasks are removed from the edge
environment by running on resources, the number of these
tasks in the resource queue is reduced, and then, the possi-
bility of allocating resources at a particular time should be
considered. This probability should be updated sequentially
with the arrival of the new task, and the new tasks should
be assigned to the source with the highest probability.

3.3. Game Theory. As illustrated in Figure 1, the proposed
method uses game theory as a strategy in order to assign
tasks to resources. In the previous steps, a near-optimal solu-
tion based on a genetic algorithm using a fit function based
on integer linear programming was proposed. In this
method, the proportionality function considers the con-
straints related to cost, execution time, and resource effi-
ciency. Output solutions of genetic algorithms based on
time, cost, and resource efficiency optimization are pre-
sented. However, in these solutions, the status of assigning
previous tasks to resources and controlling the load balance
between resources has not been considered. Therefore, in the
proposed method, the hidden Markov model is used to
investigate the distribution of tasks among resources accord-
ing to the distribution of previous tasks. According to this
model, based on the current status of the resource and the
status of the assignment of previous tasks, allocation proba-
bility is assigned to each resource. Therefore, tasks that are
less likely to be distributed should be removed from the gen-
erated solutions and then replaced with another solution
that is out of the genetic algorithm based on its ranking. Fur-
thermore, the proposed method uses game theory consider-
ing that the edge environment is a dynamic multifactor
environment and tasks compete to get access to resources,
in order to dynamically allocate and control the load balance
and service quality parameters. Game theory is responsible
for step-by-step review and control of the overall state of
the edge system with respect to assigning tasks to resources
according to the proposed solution.

Game theory is a mathematical approach for decision
making that analyzes competitive situations to determine
the optimal actions. In recent years, game theory has been
widely used to deal with various problems related to mana-
gerial optimization. In particular, the issue of multifactor
scheduling with game theory has attracted considerable
attention from researchers [43]. In a work using the game-
based two-layer scheduling method, with the aim of reduc-
ing the completion time of tasks in resources, balancing
the total load of machines and energy consumption to
achieve real-time data-based optimization for the edge
development environment is of great importance [44]. In
another work, in order to solve the problem of scheduling
edge services by several factors, a model is proposed based
on game theory to coordinate the relationships between
diverse parameters, according to different strategies of ser-
vice providers [45].

3.3.1. Game-Based Scheduling Formulation. In the proposed
method, the scheduling problem can be considered as a non-
cooperative game between N players with complete informa-
tion in which each machine as a player decides on the next
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move (performing task k). And game strategies (i.e., selecting
an appropriate method to process tasks) are selected to achieve
their goal (optimization of service quality parameters). This
game is defined as a timing game in the edge environment in
a triple pair consisting components G = fN , S,U ⋯ g. To
apply game theory to task scheduling and its allocation to
resources, we must first define the game to meet the require-
ments. The game scheduling task variables are defined in detail
as follows:

(i) Players: In the game of task scheduling to resources
in the proposed method, virtual machines act as
players in a dynamic edge environment. All virtual
machines are divided into n groups according to
their assignment probability and the machines in
each group act as potential players for a game.

Given that the Mk machine, which belongs to the
gt group machine from the edge environment, is a
suitable option for allocation based on the cost solu-
tion of the genetic algorithm stage and considering
the probability of allocations, the virtual machines
in the gt group of players are candidates for the next
stage of the game. They can be candidates because
the probability of distribution of this group of vir-
tual machines is high, and if the genetic algorithm
is in the proposed solution, it can be selected as
the next stage player

(ii) Strategies: In edge environment scheduling, task
priorities are determined by the control modules
in the edge environment according to whether the
task should be performed or transferred in order
to balance the edge environment. The overall
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Figure 5: Flowchart of the proposed method.
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strategy in the edge environment is to improve run-
time, execution cost, and resource efficiency based
on load balancing with each player trying to maxi-
mize their fitness by choosing the right processes.
According to the solution chosen by the genetic
algorithm and also according to the number of
groups created in the game, a set of n tasks is cre-
ated that corresponds to n groups of virtual
machines. The first task in the edge environment
is examined according to the near-optimal solution
for the virtual machine in group i which is located
in the first gene of the superior chromosome. If
other machines in group i have the ability to
increase the improvement of the proportion of the
first task, the index of the virtual machine in the first
gene will be replaced with a more efficient virtual
machine in group i. In the edge environment sched-
uling game, each machine tries to organize its pro-
cessing queue in a reasonable way so that it can
maximize the efficiency of the resource and reduce
the time and cost of the task and then by adopting
appropriate strategies, tries to minimize the effi-
ciency of other machines in a group that are consid-
ered as rivals. Therefore, it should be noted that the
fitness of a machine is influenced not only by its
chosen strategies but also by the strategies chosen
by other machines in the game based on load
balancing

(iii) Fitness function: Fitness function in the game indi-
cates the strength of the players at different stages. Fit-
ness acts as an indicator for machines to choose their
strategies. In the proposed method, the repayment of
a machine is related to the load index and the amount
of productivity of resources and the time and cost of
completing the task. As mentioned in the previous
section, proportion is directly related to productivity
and inversely related to time, cost, and load balance.
Therefore, the proportion of the Mk virtual machine
in the gt group at stage h of the game is defined in

Uh
k Mð Þ = ηhk

TCh
k

: ð8Þ

In particular, when a processing task is taken from the
Mk machine and assigned to another virtual machine with
the same or a higher probability allocation, the Mk permis-
sible machine is defined as zero so that it can participate in
the rest of the game. Figure 5 illustrates the proposed
method flowchart.

3.4. Complexity of the Proposed Method. In order to calculate
the complexity of the proposed method, all operators in the
proposed method must be considered for the tasks and vir-
tual machines used. The proposed method has two main
steps, including scheduling and load balancing. Also, n tasks
are assigned to m virtual machines during it iteration of the
genetic algorithm. In Table 2, we examine the operators and
the complexity of each step in detail, and then, the order of
the complexity of the proposed method is given in

T nð Þ = n × n + n
2
+ n + log nð Þ

� �
+ m + m × nð Þð Þ + C,

T nð Þ = 2n2 +
n2

2
+ n × log nð Þð Þ +m + m × nð Þ + C,

T nð Þ = 7n2

2
+ n × log nð Þð Þ +m + C,

T nð Þ ∈O n2
� �

:

ð9Þ

As shown in Equation (9), complexity order of proposed
method is Oðn2Þ that is directly related to the number of
input tasks.

4. Proposed Method Implementation

In order to implement the proposed method, random sce-
narios with 50, 60, 70, 80, 90, and 100 services in the form

Table 2: Complexity of each step in proposed method.

Operator Complexity

1-scheduling step {

1-1 Genetic algorithm { (it = n)

1-1-1 Generate randomly initial population (c = constant)
1-1-2 Evaluating the initial N chromosome (n)

1-1-3 Crossover the initial population (n/2)
1-1-4 Mutation the population (n)

1-1-5 Select the optimal chromosome}} log nð Þð Þ
2-Load balancing step {

2-1 Hidden Markov Model {

2-1-1 Calculate the probability of load in VMs} (m)

2-2 Game theory {

2-2-2 Calculate of the objective in each VMs vs Scheduled solutions}} (m ∗ n)
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of a workflow and 10 virtual machines with different features
to perform tasks in the edge environment are defined. The
proposed method is simulated in MATLAB software version
2020. Services sent to the edge computing environment are
workflows in which one service could be randomly depen-
dent on the others. Therefore, considering the task interde-
pendence, data transfer among services and distribution of
services in different virtual machines in terms of geography
and priority in providing services, the scheduling of tasks in
order to maintain the quality of service and load balance in
the edge computing environment is complicated. In the pro-
posed method, when a workflow is introduced, the services
are randomly assigned to virtual machines to form the chro-
mosomes in the proposed genetic algorithm. In the proposed
method, in the first stage, the genetic algorithm provides a ran-
dom scheduling by assigning tasks to resources. In the next
steps, based on the proposed control framework, in order to
achieve the goals of increasing resource efficiency, reducing
the total time of tasks in the edge environment, and reducing
energy consumption of resources in performing tasks as well
as reducing the cost of performing tasks on resources, based
on the fitness and mutation operators in the proposed genetic
algorithm, this schedule changes and tends towards optimal
points. Table 3 shows an example of the initial population in
the proposed method.

Accordingly, in the first step of the proposed method, we
evaluate the initial population using the fitness function
introduced in Equation (1). In this regard, each chromo-
some according to the priority of the service, the relationship
between the services, the time of service based on the num-
ber of instructions in each service, the cost of service, and the
energy required to run each service in the virtual machine
distributed in the environment edge computing is subject
to evaluation. Given that the objective function of the pro-
posed genetic algorithm uses a linear optimization problem
to improve service quality parameters, the best fitness is
given to the chromosome that balances the execution of ser-
vices in virtual machines. Hence, for each of the chromo-
somes created in the initial population, a fitness value is
calculated, and the value of this fitness function is obtained
from the optimality of each gene or the execution of a service
in a virtual machine based on the characteristics of that vir-
tual machine. In fact, the fitness of a chromosome is equal to

the average fitness of each of the genes in the corresponding
virtual machines. Table 4 shows the fitness values of the
chromosomes in the initial population.

Table 4: Fitness values of the initial population.

Chromosome index The value of the fitness function

1 0.8215

2 0.8557

3 0.7521

4 0.8492

5 0.7416

6 0.7554

7 0.8153

8 0.8062

9 0.8221

10 0.8036

11 0.7565

12 0.8050

13 0.8715

14 0.8123

15 0.7669

16 0.7583

17 0.8257

18 0.8040

19 0.8565

20 0.8084

21 0.8420

22 0.8075

23 0.7664

24 0.8113

25 0.7921

26 0.7627

27 0.7550

28 0.8111

29 0.7945

30 0.7315

Table 3: An example of the initial population in the proposed genetic algorithm.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 T19 T20

2 5 5 5 5 6 2 3 3 6 4 3 2 6 2 6 1 1 2 1

1 1 5 4 3 4 3 4 6 1 5 1 6 1 2 5 6 3 5 5

1 6 6 2 2 3 2 1 2 4 4 1 1 2 1 5 2 1 2 1

1 2 1 5 5 4 6 6 6 2 6 6 2 6 2 2 5 4 4 2

1 3 3 5 2 2 1 3 2 4 1 5 4 3 6 2 1 5 3 5

6 2 6 5 1 3 3 3 6 2 3 2 3 4 5 1 5 6 2 2

3 6 6 3 1 5 1 5 5 1 4 4 6 1 2 3 6 5 3 6

5 1 5 4 1 3 1 3 6 4 5 5 2 6 6 1 5 6 5 2

5 2 2 1 2 6 3 5 1 5 2 4 6 2 1 4 6 6 4 3

1 5 6 3 3 1 5 1 4 4 5 5 6 5 1 5 5 4 4 3
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As shown in Table 4, the value of the fitness function for
each of the chromosomes in the initial population is calcu-
lated according to the average fitness for each of the chro-
mosomes. The fitting operator is applied on the initial
population in order to change the new population in order
to improve the optimization and increase the value of the fit-
ness function and to diversify the new population compared
to the initial population. In the proposed method, the fitness
probability value is considered 0.6, which is selected accord-
ing to the previous methods and can be changed. Given that
the chromosomes in the initial population have 50 genes, 30
genes from chromosome i and the remaining 20 genes from
chromosome i + 1 are selected, and a new population is cre-
ated based on this crossover operator. Now, in this step, the
evaluation is done using the proposed fitness function on the
new population. Table 5 shows the values of the fitness func-
tion for the chromosomes in the new population.

As shown in Table 5, the values of the chromosome after
crossover operator are calculated according to the proposed

fitness function. It can be seen that about 75% of the chro-
mosomes, after crossover, have improved compared to the
initial population. In the next step, in order to create diver-
sity and improvement in the new population, the mutation
operator has been applied. The mutation operator randomly
selects one or more genes on some chromosomes in a popu-
lation and replaces their values with allowable values. In fact,
the mutation operator takes one or more services from the
virtual machines to which they are assigned and then assigns
them to other virtual machines. In this case, the chromo-
somes will change, and of course, there will be a change in
the fitness of chromosomes. Table 6 shows fitness values
for mutant chromosomes.

As shown in Table 6, the values of the fitness function
for the mutant population are calculated. By looking closely
at the values of the mutant population fitness function, it can
be seen that approximately 50% of the chromosomes that
were mutated showed improvement and the remaining
50% had the opposite results. Figure 6 shows the fitness

Table 6: Fitness values for population after mutation.

Chromosome index The value of the fitness function

1 0.8211

2 0.8486

3 0.8112

4 0.8125

5 0.8040

6 0.8084

7 0.8039

8 0.8111

9 0.8221

10 0.8113

11 0.8113

12 0.8123

13 0.8153

14 0.8050

15 0.8186

16 0.8266

17 0.8112

18 0.8558

19 0.8125

20 0.8030

21 0.8065

22 0.8075

23 0.8078

24 0.8123

25 0.8541

26 0.8123

27 0.8110

28 0.8040

29 0.8053

30 0.8153

Table 5: Fitness values for population after crossover.

Chromosome index The value of the fitness function

1 0.8406

2 0.8467

3 0.8189

4 0.8510

5 0.8070

6 0.8215

7 0.8119

8 0.7967

9 0.8213

10 0.8609

11 0.8094

12 0.8244

13 0.7785

14 0.8749

15 0.8133

16 0.8355

17 0.8162

18 0.8049

19 0.8537

20 0.8144

21 0.8082

22 0.8084

23 0.7967

24 0.8119

25 0.8018

26 0.8738

27 0.7912

28 0.8659

29 0.8376

30 0.7991
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improvement graphs for the initial population, the new pop-
ulation after crossover, and the mutation in the first stage of
the genetic algorithm.

As shown in Figure 6, the values of the fitness function
for the initial population are shown in blue, the crossovered
population in red, and the mutated population in green. The
crossovered population is generally higher than the other
two populations, and this indicates load balancing and ser-
vice quality factors in scheduling solutions in a crossovered
population. The values of the fitted and mutated populations
are mostly oriented towards improving the fitness of the
original population which indicates the optimization of
scheduling based on the proposed method. In the next step,
according to the selection operator, those chromosomes that
are more fitness than the average proportion of the total
chromosomes are selected as the expert population and the
rest of the chromosomes are removed from the initial popu-
lation. Fitness and mutation operators are applied to the new
expert population, respectively, in order to find the best pop-
ulation among the scheduling solutions. The final popula-
tion is the most optimal scheduling solution that, in
addition to load balancing, takes service quality factors into
account. Figure 7 shows examples of the replication process
of a genetic algorithm.

As shown in Figure 7, the values of the fitness function
are gradually optimized in order to get scheduling solutions,
and finally, the best population with the fitness function of
97.4 is selected as the proposed scheduling based on the
genetic algorithm. After this stage, according to the pro-
posed method, control solutions for load balancing and ser-
vice quality factors are presented in two steps, Markov
model and game theory.

4.1. Implementing the Control Framework. After assigning
services to virtual machines, the queue of these virtual
machines can be more crowded than the others considering

that powerful virtual machines may receive more tasks due
to the fit function, and obviously, it will improve the balance
of load distribution among virtual machines and require
more time to perform all services as well which could affect
service quality factors. Therefore, in order to overcome this
challenge, the hidden Markov model has been applied. The
proposed hidden Markov model, which is part of the pro-
posed control framework, calculates the probability of allo-
cations according to the allocation of services for each of
the virtual machines. Based on this allocation probability,
the new service will be allocated with respect to the fitness
function in the genetic algorithm, the number of pending
services and the number of services assigned to the genetic
algorithm output population, the performance of the virtual
machine in the data set, and the allocation probability of the
Markov model to the most suitable virtual machine. Table 7
shows the probability of each virtual machine when allocat-
ing new services based on the Markov model.

As presented in Table 7, the Markov model calculates an
allocation probability for each virtual machine, and based on
this allocation probability, it is possible to understand how
the previous services were distributed and how full the queue
of each processor is. During each round of service allocation
to virtual machines, the allocation probability is updated,
and each service is assigned to the virtual machine with the
highest allocation probability. Therefore, the new services
are directed toward the most appropriate virtual machines
considering the allocation probability and the population
provided by the genetic algorithm. In order to determine
the status of service quality factors during each step of
assigning the service to a virtual machine in the proposed
method, the game pattern is used as another component of
the hierarchical control framework. Due to the fact that a
task completion deadline is defined for each service and
computing task in the edge computing environment, in
order to help increase the reliability of the scheduling
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Figure 6: Fitness function values in the first stage of the genetic algorithm.
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method in the edge environment, in addition to calculations
related to completion time, cost, and energy consumption in
the edge computing environment, the possibility of perform-
ing a service in a virtual machine is considered to prevent
the expiration of the deadline for service. In case the virtual
machines are not able to run the service within the specified
time, the scheduling operation is performed again, and the
service is assigned to another virtual machine. Table 8 shows

the game process for a round of service allocation to virtual
machines.

As shown in Table 8, the allocation of services to virtual
machines is presented according to the fitness function for the
genetic algorithm, the probability of allocations, and the optimal
amount of each virtualmachine in themultifactor game. Services
that cannot be processed by any virtual machine are also identi-
fied. In the following, we will evaluate the proposed method.
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4.2. Performance Evaluation for the Proposed Method. After
implementing the proposed method in the form of a hierar-
chical control framework consisting of linear optimization,
in order to create scheduling plans based on time, cost,
and energy factors using genetic algorithms and calculating
the probability of allocating services to virtual machines
using hidden Markov model and load balance control and
service quality factors as well as feasibility of performing
each task and providing services in virtual machines based
on deadline by dynamic multifactor theory of the game, we
evaluate the performance of the proposed method in order
to provide the improvement obtained from the combination
of the above methods, and then, we evaluate the quality of
the proposed method. Due to the importance of load balan-
cing and optimal scheduling in performing services and
computational tasks for users in the edge computing envi-
ronment and in order to comply with service quality factors,
various evaluation criteria have been introduced to measure
the improvement of scheduling methods in publications.
Considering the mentioned goals for the research, the pro-
posed method has been investigated in terms of service com-
pletion time in virtual machines (makespan), the total cost
of services in virtual machines, the energy required to run
all services in the computing center and data storage in edge
computing environment, the performance efficiency of vir-

tual machines in edge computing environment, and the reli-
ability of the proposed scheduling approach.

One of the main criteria for evaluating scheduling
approaches in the edge computing environment is the time
to complete services in virtual machines, known as make-
span. Calculating this criterion requires calculating time
from the moment of entering a task to the moment of com-
pleting it which consists of waiting time in order to access
the virtual machine, the time required in order to transfer
data in the network in case of need for transferring data
from another service, the execution time, and the time
required to perform a computational task or to provide ser-
vices. Figure 8 shows the service completion time graph in
virtual machines in the scenarios of proposed method.

As shown in Figure 8, the time required to complete ser-
vices in virtual machines increases with the number of ser-
vices. What can be seen is that increasing the number of
services does not have much effect on the completion time
of all tasks in virtual machines. Due to the near-optimal
scheduling in the proposed method, the time required to
complete the services with increasing their number increases
appropriately, which indicates the efficiency of the proposed
method in controlling the load and scheduling of tasks. Also,
this indicates that there is not a long waiting time to get to
the virtual machine. We can also observe that long services
require a minimum runtime due to the fact that powerful
virtual machines are responsible for long services.

Another criterion that has been evaluated in the pro-
posed method is the cost of running services in virtual
machines. The cost of performing services includes the cost
of transferring information between two tasks in virtual
machine network and the cost of performing a task or ser-
vice on a virtual machine. Therefore, it is obvious that if
one service is dependent on another service, the cost of per-
forming it will be higher than other tasks. Figure 9 shows the
cost of performing tasks in scenarios in virtual machines.

As shown in Figure 9, the cost of tasks and services
entering the edge environment varies depending on the rela-
tionship between the services and some tasks, and services
that require the transfer of information between virtual
machines in the edge, via the network, will cost much more.
Now, according to the proposed scheduling method, the
total cost of performing tasks in scenarios in virtual
machines is shown in Figure 10.

As shown in Figure 10, in the proposed method, the cost
for executing and transferring data between virtual machines
has increased via increasing the number of tasks. To under-
stand the cost reduction in the proposed method, we can
consider that the cost of 100 tasks using a random schedul-
ing method such as the initial population of the genetic algo-
rithm would be around 9000$, while in the proposed
method, this cost is at most of $ 2,500, which shows a signif-
icant improvement. The proposed method has scheduled
tasks in near optimally manner among virtual machines,
and the cost reduction is achieved by using cheaper virtual
machines for tasks that require communication.

Another criterion used to evaluate the hierarchical con-
trol framework mentioned in the proposed method is the
energy consumption to perform computational tasks and

Table 7: Probability of allocation to virtual machines.

Virtual machine Allocation probability

1 0.5227

2 0.1250

3 0.4053

4 0.1439

5 0.1098

6 0.1856

7 0.2689

8 0.1780

9 0.4696

10 0.8534

Table 8: Game theory strategy in the proposed hierarchical control
framework.

Virtual machine number
Game theory results Out of deadline

services indexStrategy A Strategy B

1 0.374 0.626 3

2 0.749 0.251 2, 7, 25

3 0.6 0.4 3, 2, 7

4 0.571 0.429 —

5 0.444 0.556 25

6 0.455 0.545 7, 25

7 0.462 0.538 10

8 0467 0.533 —

9 0.471 0.529 10

10 0.474 0.526 3
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provide services in virtual machines. In order to perform
tasks and provide services as well as computing and transfer-
ring data over a network between virtual machines, we need
energy, and naturally, the presence of more communication
in the workflow requires more energy. Figure 11 shows the
energy consumption in scenarios in the proposed method.

As shown in Figure 11, the energy required to perform
tasks in virtual machines increases with the number of tasks
and the communication between tasks. The same procedure
is used in the proposed method, but it can be seen that
increasing the number of tasks does not impose unreason-
able energy consumption on data centers.

Another criterion that has been evaluated in the pro-
posed method is the performance of virtual machines during
edge tasks execution. Virtual machine performance means
the maximum use of virtual machines in performing compu-
tational tasks and providing services. Figure 12 represents
the performance for virtual machines according to the sce-
narios in the proposed method.

As shown in Figure 12, in the proposed method, most
virtual machines have high performance that indicates the
distribution of uniform loads among the virtual machines
in the edge computing environment. According to the
Figure 12, the performance of virtual machines for different
scenarios is almost close to each other and near to optimal.
Proper scheduling of tasks to virtual machines with fair dis-
tribution of load among virtual machines has prevented vir-
tual machines from being idle and losing cycles.

The last criterion considered in the proposed method is
reliability. The proposed method relies on predicting the
load probability in virtual machines based on the Markov
model and avoids sending tasks to inappropriate virtual

machines. It can be prevent the loss of deadline to perform
tasks. This allows virtual machines to receive tasks that they
are able to perform on their deadline. Therefore, the reliabil-
ity of the proposed method will be high, and the tasks will be
performed on the deadline. Figure 13 shows the reliability of
the proposed method in the scenarios.

As can be seen from Figure 13, the reliability of the pro-
posed method is close to each other in different scenarios.
Proper distribution of load among virtual machines and
considering the deadline for performing tasks based on the
probability of load distribution in virtual machines has
resulted in the proposed method of executing tasks with
high reliability.

4.3. Comparison of the Proposed Method with Previous
Methods. After implementing and evaluating the proposed
method in order to measure the validity of its performance,
we compare it with previous methods in the field of load bal-
ancing in the edge environment. Due to the importance of
load balancing and creating appropriate schedules in order
to benefit from service quality factors in edge computing,
many articles have been presented, and many researchers
have shown interest in this field. Therefore, the proposed
method can be compared with the previous methods [14,
18, 32] based on the main criterion in scheduling methods,
namely, the completion time of tasks in edge environment
resources, which is considered and evaluated in many arti-
cles. Figure 14 illustrates a comparison of the proposed
method with the methods available in the publications from
the makespan criterion point of view.

As shown in Figure 14, the proposed method has per-
formed better than other methods in publications in
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Figure 8: Service completion time in scenarios in virtual machines.
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allocating services to virtual machines. It has also reduced
the service completion time in virtual machines. Therefore,
the proposed method has a lower value for the makespan
criterion compared to the previous methods and has well
complied with service quality factors.

Another criterion added in this paper to compare with
previous methods is the performance of the scheduling
approach in the fog environment. The proposed method
achieves good performance by assigning optimal tasks to vir-
tual machines suitable for different scenarios (as shown in
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Figure 12). Figure 15 shows a comparison of the perfor-
mance of the proposed method with previous methods [14,
32, 46].

As shown in Figure 15, the performance of the proposed
method is better than other existing methods. The proposed
method by applying the control step to adjust and balance

the load in the cloud environment and the use of linear pro-
gramming in the genetic algorithm has been able to assign
optimal tasks to the resources so that the performance of
resources in the fog-cloud environment is near-optimal.

Another important issue in load balancing in a cloud
environment is the cost of performing tasks on virtual
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machines. In this paper, in order to show the improvement
of the proposed method in reducing the costs associated
with performing tasks in virtual machines, we compare the
results of the proposed method with other existing methods
[47, 48]. Figure 16 shows a comparison of the cost of per-
forming tasks in virtual machines.

According to Figure 16, it can be seen that the proposed
method has a lower cost of performing tasks than other
existing methods. Considering that in the proposed method,
one of the main parameters in the fitness function of the
genetic algorithm has been the cost of performing tasks,
the proposed method by optimizing this parameter has
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allocated tasks to resources at a reasonable cost. For this rea-
son, the overall cost of performing the tasks is optimized
compared to previous methods.

5. Conclusion

In this research, in order to balance the load in the edge
computing environment, a hierarchical control framework
for assigning tasks in edge computing services is presented.
In the proposed method in the first stage, genetic algorithm
is used to model the workload. The input of the genetic algo-
rithm in the proposed method includes a set of tasks that are
evaluated according to the priorities and the relationship
between the tasks in order to model the load distribution
among the existing hosts as well as optimizing the criteria.
The evaluation criteria applied in this method include time
constraints, resource processing power, probability of access
to the resource, and the cost of performing tasks in the
resource. In order to optimize the load distribution among
sources, considering the existing limitations, the integer lin-
ear programming optimization in the evaluation function of
the genetic algorithm has been used. In the second stage,
according to the past load distribution in edge resources,
the probability of load distribution among sources is calcu-
lated according to the hidden Markov model. Finally, in
order to map the tasks to the virtual machines in each host,
the game theory with QoS factors has been used as an eval-
uation function. The results of the experiments show that
the proposed method, in comparison with other methods
available in publications, in addition to providing balanced
service allocations to virtual machines, has reduced the ser-
vice completion time as well. Therefore, the proposed
method has minimized the makespan compared to the pre-
vious methods and has well complied with service quality
factors.
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5G is expected to support new services and applications that will change the user experience and will drive to a new business
landscape. Moreover, most of the services will require optimum connectivity and seamless mobility in heterogeneous networks.
To cope with these challenges, network mobility management and network densification are envisioned to be key factors in the
emerging 5G architectures. By deploying a large number of cells, 5G architectures can provide users with high throughput and
flexible access services, an improvement of the network scalability and optimized network coverage. However, with this
densification, seamless mobility support can lead to significant increasing in signaling overhead due to frequent handovers. In
this context, network operators need to efficiently plan the deployment of the base stations taking into account the mobility
management of the users, and the service degradation that this mobility process could cause. This article aims to optimize the
assignment of the base stations to the access routers in the mobile network to improve the network performance. The results
obtained show that our proposed Link-Network Assignment algorithm based on clustering techniques achieve significant gains
in terms of signaling and data forwarding costs. These simulation results demonstrate that the proposed algorithm can
successfully reduce signaling cost and packet delivery cost by up to 56% and 5%, respectively, on average, compared with
baseline algorithms.

1. Introduction

5G is the evolution of mobile networks which provides
higher rates in the transmission, analyzes and manipulates
massive amounts of data and applications quickly, and
manages the network resources efficiently than ever before.

In this sense, 4G was developed to provide mobile
broadband communications to the users; whereas, 5G is
conceived as a key technology because it combines entities,
communications, and control technologies [1]. 5G is appro-

priated to support enhanced mobile broadband communica-
tions, ultra-reliable low-latency communications (URLLC),
and massive machine-type communications (mMTC) [2, 3].

The 3GPP architecture implemented in 4G manages
the mobility from a centralized scheme [4]. These Central-
ized Mobility Management (CMM) protocols [5] introduce
a mobility anchor that is responsible for data forwarding
and signaling traffic management. In the 4G architecture,
these nodes are the packet gateway (PGW), which acts
as mobility anchor; the serving gateway (SGW); and the
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evolved Packet Data Gateway (ePDG) which implements
the signaling agent functions and eNode B (eNB) which
provides the radio access network. However, some issues
affect centralized mobility management protocols, such as
nonoptimal routing, scalability problems, and centralized
anchors [4, 6].

The architecture in 5G defines a set of functions to han-
dle mobility. These network functions (NF) are defined
using a service-based architecture and allow to manage the
mobility deploying a distributed scheme [7]. Distributed
Mobility Management (DMM) protocols [8, 9] propose to
locate closer to the user the mobility anchors to achieve a
flatter network. In the 5G architecture, the entities involved
in the nodes’ mobility are the Access Mobility Manager
(AMF) and the Session Management Function (SMF) which
assist and manage the control plane of the communication.
The User Plane Functions (UPF) is also involved in the 5G
architecture, being the data forwarding entity. Then, UPF
and SMF replace the entities SGW and PGW deployed in
4G. In this architecture, UPFs are closer to the users acting
as mobility anchor towards the access network [10]. In par-
ticular, the 5G access network can be a radio access network
or any non-3GPP access network, such as WLAN.

The UPF has a key role in the deployment of the Multi-
access Edge Computing (MEC) in a 5G network, some spe-
cific implementations can include this element as part of the
MEC [11]. The MEC approach is implemented in a cloud
datacenter located at the edge of the mobile network and dis-
tributes computation and storage capabilities reducing com-
munications distance and, consequently, the delay between
the mobile network and end-users. This approach also
improves the maintenance of the user connectivity, imple-
menting new network functions that provide L3 (network
level) mobility support by maintaining active communica-
tions when the mobile user performs its movement through
the mobility domain.

This new 5G architecture comprising of new radio and
core network looks to fulfil the requirements on higher
bandwidth and reliability, lower latency, an increment of
the network efficiency, and a much higher network densifi-
cation. To achieve this, operators must plan the resources
efficiently to improve the network performance. In this
sense, the signaling overhead introduced to manage the user
mobility between different access networks and also to han-
dle the IP mobility management increase the latency of the
communication.

The main contributions of this paper are summarized as
follows:

(a) The optimization problem is formulated to minimize
the impact of base stations assignment to access
routers in terms of signaling and data forwarding
costs associated with the mobility management
protocols

(b) A novel Link-Network Assignment algorithm is pro-
posed for planning future mobile networks. This
algorithm collects information from the access net-
work topology and examines the base stations distri-

bution in order to perform an appropriate
assignment

(c) A performance evaluation is conducted to show the
benefits of the proposed algorithm in terms of well-
known mobility costs

This work proposes a mechanism to plan the most
appropriate association between base stations and the access
nodes to reduce the signaling of the network and improve
the performance of mobility protocols in 4G and 5G.

The rest of this paper is organized as follows. Section II
describes the background of the work, presenting the most
representative mobility management solutions and the ana-
lyzed problem. In Section III, the proposed system model
and the Link-Network Assignment problem are formulated.
In Section IV, the metrics to evaluate the performance of the
mobility management protocols are discussed. The consid-
ered simulation setup and experimental results are presented
and discussed in Section V. Lastly, the conclusions and
future works are summarized in Section VI.

2. Background

The densification of the network is introduced to address the
huge service demands in 5G. The next-generation radio
access network (RAN) will be a mixture of various types of
RANs macrocells base stations (BSs), femtocell BSs, picocell
BSs, and WiFi Access Points. The infrastructure that inter-
connects those radio access networks with the Internet must
provide ubiquitous device connectivity providing seamless
mobility support at the network layer.

As seen before, many protocols deploy IP mobility man-
agement in the network to provide seamless mobility sup-
port. This section presents an overview of the two most
representative approaches to mobility management, Proxy
Mobile IPv6 (PMIPv6) and Distributed Mobility Manage-
ment (DMM).

2.1. Centralized Mobility Management. PMIPv6 is the most
characteristic centralized mobility management protocol
[12]. In this approach, a single mobility anchor manages
the signaling and traffic of the Mobile Nodes (MNs).
PMIPv6 manages mobility by introducing the Mobile Access
Gateway (MAG) and the Local Mobility Anchor (LMA),
which usually are deployed in the SGW and PGW, respec-
tively, in the 4G architecture. The main role of the MAG is
to manage the mobility signaling for an MN that is attached
to it, establishing a tunnel with the LMA. The LMA ensures
the MN address remains reachable when it performs the
movement across the mobility domain. The generic architec-
ture of PMIPv6 is shown in Figure 1.

When an MN connects to a network domain, its traffic is
anchored to the LMA and is encapsulated in a tunnel
between the LMA and MAG. When the MN performs a
handover from MAG-1 to MAG-2, as shown in Figure 1,
the binding is updated at the LMA using Proxy Binding
Update (PBU) and Proxy Binding Acknowledgement
(PBA) messages. Then, a new tunnel is established between
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MAG-2 and the LMA to keep the ongoing IP traffic flows
active.

2.2. Distributed Mobility Management. Centralized
approaches have several problems and limitations that have
been identified in [8, 9]: nonoptimal routing, signaling over-
head, and scalability and reliability issues. These limitations
have recently propelled the emergence of Distributed Mobil-
ity Management. In this approach, the mobility anchors are
located and distributed closer to the user, reducing the traffic
bottlenecks that affect mobile networks at this time.

A representative proposal of a DMM is Network-Based
DMM (NB-DMM) [8]. NB-DMM is a network-based
DMM approach, as PMIPv6. This means that the MN does
not need to participate in the process of signaling issues
related to mobility. Therefore, it is not necessary to update
the mobile node’s protocol stack. In this protocol, the mobil-
ity management functionalities are moved to the Access
Routers (ARs) or an entity with similar features in 5G to
anchor the traffic closer to the MN. These entities, called
mobility capable access router (MAR), distribute the control
and data plane mobility functions along the edge of the
access network. The generic architecture of NB-DMM is
depicted in Figure 2.

In NB-DMM, when an MN connects to a network
domain, its traffic is anchored at the serving MAR.

However, when the MN performs a handover from
MAR-2 to MAR-3, as shown in Figure 2, the data traffic of
the session is tunneled between the serving MAR (MAR-3)
and the anchoring MAR (MAR-2). Thus, upon a handover,
the new MAR needs the IP addresses of each previous
MAR with active MN’s sessions. These addresses are
obtained from the mobility database. Then, the new MAR

notify to each previous MAR, by sending a PBU message,
in order to update the location of the MN. Each anchoring
MAR replies by a PBA.

2.3. Link-Network Assignment Problem. Recently, the acade-
mia and the industry have analyzed the different assignment
problems in 5G where the principal one is the user assign-
ment to a Base Station in heterogeneous networks [13].
These solutions focus on determining the users (devices)
belonging to each base station, addressing the issues of user
association in the network, and studying parameters related
to physical and data link layers [14]. However, neither solu-
tion discusses the association between the stations and the
mobile access network, analyzing and improving the behav-
ior of IP mobility management protocols.

Many works often improve some objective in the wire-
less network like energy [15]. In this work, power consump-
tion is analyzed in a multi-connectivity environment, in
which devices are associated with multiple radio access tech-
nologies, simultaneously. In [16], the goal is to achieve load
balancing in the association between users and base stations
taking advantage of the effectiveness in offloading users pro-
vided by 5G. Other authors focus on optimizing user associ-
ation to achieve proportional fairness function among
different users of the network [17]. All these solutions also
do not consider the association between base stations and
the access network, nor the improvement of IP mobility
management in 5G environments.

Otherwise, unlike our proposal, works directly related to
mobility management protocols [4–9] do not provide per-
formance improvements through the association between
the access network and base stations. The solutions based
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RAN
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Figure 1: Centralized Mobility Management solution: Proxy Mobile IPv6.
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on mobility management in 5G-enabled networks generally
focus on protocols [18].

Other works study the ability provided by network
slicing to assign different sliced radio access networks to
various core slices [19–21]. However, these proposals con-
cern requirements for allocating a 5G network slice, with-
out taking into consideration the mobility management
protocols.

In this paper, a Link-Network Assignment problem is
proposed to improve the performance of mobility manage-
ment protocols in 5G. To the best of our knowledge, this
assignment problem and its solution for future mobile net-
works analyzing mobility management protocols have not
yet been proposed before. All analyzed solutions have
taken into account base stations and users to improve
the communication. In this approach, the optimization
minimizes the signaling of the mobility management pro-
tocol, and the latency introduced when a handover is pro-
duced. Both of them can be a key aspect to improve in
ultrareliable and low-latency communications proposed
by the 5G standard. In general, mobility management
solutions aim to balance the signaling overhead generated
during the movement process with the packet delivery cost
caused by the suboptimal routing imposed by the proto-
cols when the user is roaming among different networks.
In these cases, the decrease in one of the costs impacts
negatively on the other and vice versa. It is worth noting
that our solution does not require the modification of
any mobility management protocol involved in the
communication.

3. System Model and Problem Formulation

In this section, the system model is introduced in order to
define the optimization problem to minimize the impact of
base stations assignment to access nodes, without loss of per-

formance in terms of packet delivery (Pcost) and signalling
(Cu) costs associated with mobility management protocols.

3.1. Mobility Domain and Access Network. Let a given access
network be represented as an undirected graph G = ðV , EÞ,
where V and E denote the sets of nodes and links (edges),
respectively. Let K ⊆V be the set of access routers that give
access to mobile users through a set of base stations B, where
each base station is denoted by bið1 ≤ i≤∣B ∣ Þ. This set B pro-
vides full coverage to a geographical area under consider-
ation and each location is given by fLbigbi∈B, where

Lbi ∈ℝ
2 represents the bidimensional space where base sta-

tions will be located.

3.2. Base Station Assignment and Mobile Nodes Support.
Each access router fkjg j∈K serves a given number of base sta-

tions Bk ⊆ B within a network domain. The access routers
are defined as the first-hop routers, which can be taken as
the link between physical and network levels. Furthermore,
N denotes the set of mobile nodes which moves around
the network where each mobile node is defined by Njð1 ≤ j
≤∣N ∣ Þ, and it is attached to base station bi ∈ B.

Moreover, let us assume that each base station bi is
linked to a mobility domain access router, as shown in
Figure 3, and each access router kj manages a set of base
stations.

3.3. Link-Network Assignment Problem. The optimal assign-
ment between the access network and base stations set is
defined as the following optimization problem:

Min
xpsmr

F = 〠
m∈B

〠
r∈K

〠
p∈B

〠
s∈K

TCxpsmr , ð1Þ

DMM domain
MAR-1

MAR-2

MAR-3

RAN

MN-2
MN-1

MN-2Pref1::/64

Pref2::/64
Pref3::/64

Figure 2: Network architecture of the Distributed Mobility Management solution.
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subject to:

〠
r∈K

〠
p∈B

〠
s∈K

xpsmr + 〠
m′∈B

〠
r′∈K

〠
s′∈K

xp′s′
m′r ′ = 1,

∀m = p′ ∈ B,m = p′ = 1,⋯, B

〠
m∈B

〠
p∈B

〠
s∈K

xpsmr + 〠
m′∈B

〠
r′∈K

〠
p′∈B

xp′s′
m′r ′ ≤ thj,

∀r = s′ = j ∈ K , r = s′ = j = 1,⋯, K
xpsmr ∈ 0, 1f g,∀m ∈ B, r ∈ K , p ∈ B, s ∈ K:

ð2Þ

Being xpsmr a binary decision variable defined as:

xpsmr =

1 if base stationm isassigned to the access
router r and base station p is assigned to
the access router s:

0 otherwise:

8>>>>><
>>>>>:

ð3Þ

For each assignment, the total cost TC is defined as the
sum of the main parameters related to mobility management
protocols, signalling cost, and packet delivery cost:

TC = Cu ·ð Þ + Pcost ·ð Þ ð4Þ

Signaling cost considers the traffic load in bytes gener-
ated by signaling messages when a layer three handover pro-
cess occurs in order to maintain the active sessions of each
mobile node (MN). Packet delivery cost, calculated in bytes,

measures the cost to forward the data packet in the network.
It depends on the size of the data messages and the number
of hops needed to forward packets to the MN. Both mea-
surements will be explained in deep in Section 4. Constraint
2 indicates that a base station (m = p′ ∈ B) is assigned to a
single access router, and constraint 3 is related to the balance
of base stations between the different access routers. The
assumption is that a given access router (r = s′ ∈ K) cannot
serve more than a specific number of base stations, deter-
mined by a threshold (thj).

3.4. Link-Network Assignment Algorithm. The above model
computes of the optimal assignment between the physical
level and the access network. In this context, the problem
size depends on the number of base stations and the nodes
of the access network. When the problem size is reduced,
for instance, 15 base stations and 3 routers, an optimal solu-
tion is found in less than a second. Nevertheless, if the num-
ber of base stations increases and large-scale topologies of
the access network are used, the time complexity increases
exponentially. The optimal bind between base stations and
the access network has become a challenge that has to be
addressed for future mobile network operators. For this rea-
son, a new strategy is proposed to solve this problem at a
weak polynomial time. Thus, Algorithm 1 defines the link-
network assignment algorithm exhaustively.

The proposed algorithm collects the information from
the access network topology and examines the base stations
distribution in order to perform an appropriate assignment.
It is composed of three steps that are defined as follows:

(a) First step. A set of data observations (base stations
set B = fb1,⋯, b∣B∣g) are classified into a specific

Mobility Domain

b3

b2

b1 b4

b6

b7 b10

b11

b12
b9

b8

b5

ki  K

bi  B

k2

k3k1

Figure 3: Base stations assignment to mobility domain.
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number of ∣K ∣ clusters, matching the number of
access routers using a widely known unsupervised
algorithm called k-means++ algorithm [22]. This
algorithm presents an evolution for centroids initial-
ization in order to improve the computational time
that can become exponential if the original algo-
rithm is used. Thus k-means++ minimizes the dis-
tance between observations and centroids using
Euclidean distance, and it includes an initialization
method based on a uniform random variable. This
method allows a proper set of initial cluster centroids
to be obtained

(b) Second step. For each centroid ci, the distances
DCKMði, jÞ between ci and all others (cj ∈ C) are cal-
culated using Euclidean distance. Then, the distance
matrix of topology access nodes DAR is built: for each
topology access router ki, the distance with the
others (kj ∈ K) is computed through Dijkstra
algorithm

(c) Third step. Our algorithm selects the highest cen-
troid modulus value. Each centroid ci in a bi-
dimensional space is defined as ci = ½cix, ciy�. Thus,
the Euclidean norm or modulus of each centroid
can be calculated as the square root of the sum of
the squared centroid values

(a) Moreover, for each access router ki ∈ K , close-
ness centrality [23] is computed according to

Equation (5) in order to select the node with
minimum value.

(b)

CCAR kið Þ = ∣K ∣
∑kj∈K DAR ki, kj

� � ð5Þ

(d) Fourth step. Then, the algorithm performs the first
association between the highest centroid modulus
valueMC and the access router with minimum value
of closeness centrality cc. Once this is done, vectors
distance dc and dar are extracted; dc indicates the
distance between MC and all others; and dar stores
the distance between cc and all others. Finally, both
vectors are sorted in ascending order and the final
association is performed

Figure 4 shows an example of the proposed method in
operation. In this case, the access network topology consists
of three routers. Therefore, the base stations set is clustered
into three groups through the k-means++ algorithm. Then,
the proposed Algorithm 1 performs the final assignment,
as described above.

4. Performance Metrics

The performance metrics, described in this section, evaluate
both NB-DMM and PMIPv6 approaches by means of

Input: Base stations set B = fb1,⋯, b∣B∣g, access routers set K = fk1,⋯, k∣K∣g and network topology NT
Output: Dictionary DictAssoc with final relation between base stations clusters (centers) and access routers
⊳first step
1: C = k-means++ðB,∣K ∣ Þ ;

⊳second step
2: DCKM = getEuclideanDistancesðCÞ ;
3: DAR = allShortestPathðNT , KÞ ;

⊳third step
4: Forci ∈ Cdo
5: MC½i� =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2ix + c2iy

q

6: End for
7: Forki ∈ Kdo
8: CCAR½j� = ∣K ∣ /∑kj∈K DAR½ki�½kj�
9: End for

⊳fourth step
10: MC = argmaxðMCÞ ; cc = argminðCCARÞ
11: Forj = 1 to ∣K ∣ do
12: dc½j� =DCKM ½MC�½j� ;
13: dar½j� =DAR½cc�½j� ;
14: End for
15: dc = sortedðdcÞ ; dar = sortedðdarÞ
16: For i = 1 to ∣K ∣ do
17: DictAssocf‘‘dc½i�}g = dar½i� ;
18: End for
19: Return DictAssoc ;

Algorithm 1: Link-network assignment algorithm.

6 Wireless Communications and Mobile Computing



assessing the signaling cost, the packet delivery cost, and the
signaling delay.

The packet transmission cost in IP networks is propor-
tional to the number of hops between source and destination
nodes. Thus, the transmission cost of a packet (signaling or
data) between nodes X and Y can be expressed as Cð·Þ = Si
zePacketdX−Y .

4.1. Control Plane. The mobility support comprises the pro-
cess of maintaining the MN’s sessions while users move
through the mobility domain. For this purpose, mobility
management protocols are responsible for this process and
use signaling messages between the mobility agents.

In order to evaluate the control plane, an important met-
ric is the accumulative traffic overhead in bytes on exchang-
ing signaling messages during the communication session of
the MN. Thus, the total cost of signaling for a mobility ses-
sion is expressed as Cuð·Þ, where ð·Þ is one of the analyzed
approaches (PMIPv6 or NB-DMM). This cost is directly
proportional to the size of the control messages and the dis-
tance in number of hops in each handover during the time
interval that the MN communication remains active. In

k3k1

k2

d12

dc12 dc23

dc13

c2

c1
c3

d13

d23

ki ∈ K

bi ∈ B

Figure 4: Example of proposed link-network assignment algorithm for three access routers.
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Figure 5: The city network topology used in the simulations.

Table 1: Functions of the nodes of the network topology for K = 8:

R1 R2–R9 R10–R17

PMIPv6 approach LMA Router MAG

NB-DMM approach Router Router MAR
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PMIPv6 (CuðPMIPÞ), the registration update is needed with
the mobility anchor (LMA). On the other hand, in DMM
(CuðNB −DMMÞ), the serving MAG (SMAR) retrieves
information of the previous MAR’s (PMARi) with an active
session, and it establishes IP-IP tunnels with them.

Hence, the following expressions represent the signaling
cost for both solutions:

Cu PMIPð Þ = 2suhMAG−LMA:

Cu NB −DMMð Þ = 2su + 2su 〠
nActiveMAR−1

i=1
hPMARi−SMAR

� �
:

ð6Þ

Where su is the size of the PBU message and nActiveM
AR is the number of MAR with an active session anchored
for a particular MN.

4.2. Data Plane. Regarding the data plane, one of the metrics
that have a major impact on the overall performance of the
network is the packet delivery cost (Pcostð·Þ). Apart from
the signaling related to the mobility management process,
data packets have to be forwarded from the CN (Correspon-
dent Node) to the MN and vice versa. In CMM solutions,
the data is first routed to the centralized anchor, causing a
suboptimal routing and a single point of failure in the net-
work. In order to address these problems, new DMM solu-
tions have been designed. Therefore, the packet delivery
cost for a session is proportional to the size of the data mes-
sages and the number of hops needed to forward packets to
the MN.

In PMIPv6, the packets are routed to the mobile user via
the LMA through a tunnel that encapsulates the data
packets. In NB-DMM protocols, when the handover process
occurs, the traffic in the new location will be routed directly
to the peer (direct mode), whereas the remaining connec-
tions will be tunneled to the user’s corresponding anchoring

Table 2: Simulation parameters.

Parameter Value

Total number of routers 17

Number of access routers (K) 2,4,6,8

Simulation scenario 10 × 10 km 2

Velocity of mobile users 1–20 m/s
Number of mobile users 200

Average rate of Poisson process (λ) 0.01

Duration of a session (μ) 10

Flow rate of a request 1.5–10 Mbps

Confidence interval 95%

Number of iterations 500
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Figure 6: Control plane evaluation of centralized mobility protocol
using different assignment algorithms.
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using different assignment algorithms.
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MAR, and then routed to the destination peer (indirect
mode).

Thus, the expressions that represent the cost are as fol-
lows:

Pcost PMIPð Þ = sdhCN−LMA + st + sdð ÞhLMA−MAG+sdhMAG−MN½ �Np/s:

Pcost NB −DMMð Þ = PnPcost directð Þ+PhPcost indirectð Þ½ �Np/s:

ð7Þ

Where Np/s is the packet transmission rate per active
flow, sd is the size of these data messages and st is the average
size of the tunnel header. Moreover, Pn and Ph are, respec-
tively, the probabilities that the traffic is new or it is hand-
over traffic. PcostðdirectÞ and PcostðindirectÞ are the units of
cost of delivering one packet in the direct and indirect

modes of DMM, respectively. Then these costs are expressed
as follows:

Pcost directð Þ = sdhCN−SMAR + sdhSMAR−MN:

Pcost indirectð Þ = st + sdð ÞhPMAR−SMAR+sdhSMAR−MN + sdhCN−PMAR:

ð8Þ

4.3. Signaling Delay. As seen before, the L3 handover
requires a control message between different entities to
maintain the established communications while the MN is
moving across the network. These control messages intro-
duce a delay in the communication that deteriorates the
low-latency communications promoted in 5G. Assuming
that packets are transmitted in a first-come-first-served
manner, the signaling packets in the network can be trans-
mitted only after all the packets before it has been transmit-
ted. In this analysis, the propagation latency of the
transmission medium is not considered.

Consequently, the signaling delay δð·Þ for both solutions
is summarized in the following expressions:

δ PMIPð Þ = 2su + 2suhMAG−LMAð Þ
Bw

,

δ NB −DMMð Þ = 2su + 2sunActiveMARð Þ
Bw

,
ð9Þ

being Bw is the mean bandwidth of the links.

5. Results

This section aims at providing insights into the impact of
several mobility costs on the overall network performance
and evaluating the proposed algorithm using different topol-
ogies. These topologies are based on city network topologies
[24] by varying the number of access routers (K = f2, 4, 6, 8g
). Figure 5 shows the network topology with eight access
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Figure 9: Data plane evaluation of distributed mobility protocol
using different assignment algorithms.
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routers (R10–R17). The other topologies (K = f2, 4, 6g) used
in our simulations are based on this. For example, for K = 2,
R11–R16 network nodes are removed from the access layer.
Accordingly, for K = 4, the topology consists of R1-R11 and
R16-R17 nodes. Finally, for K = 6, R13–R14 nodes are
removed from the topology. Note that, each network node
plays a determining role listed in Table 1.

Several topologies have been selected in order to provide
more reliable results, avoiding the misleading performance
of centralized or distributed protocols. The traffic and
mobility parameters used in the simulations, as well as the
numerical results of mobility costs, are presented next.

We run a MonteCarlo simulation of 500 iterations pro-
viding the average values and improving the accuracy of
the results with a confidence interval of 95%. The proposed
association algorithm is tested through simulations using
Python with NetworkX and SciPy libraries [25], among
others.

The simulation scenario is a square region of 10 × 10
km 2 of area, where the base stations are distributed accord-
ing to a Poisson Point Process (PPP) whose intensity (λBS)
coincides with the average number of BS (NBS) per unit area
(A) [26] and is obtained as λBS =NBS/A. Moreover, the BS
coverage areas are modeled as Poisson-Voronoi tessellation
on the bidimensional plane where each mobile user is con-
nected to the closest BS.

User mobility is defined by a Random Waypoint with a
uniformly distributed velocity between 1 and 20 m/s. Each
simulation consists of 200 mobile users who move across
the mobility domain by connecting to different Base Sta-
tions. These mobile users manage a set of sessions during
the simulation time. It is assumed that each mobile user
receives incoming sessions following a Poisson process with
an average rate of λ = 0:01. Moreover, the duration of a ses-
sion is exponentially distributed with parameter μ = 10 [27].
It is also assumed that the flow rate requirement of a request
varies from 1500 Kbps to 10 Mbps (e.g. video streams) [28].
The parameters that have been used in the simulations are
presented in Table 2.

The performance of the proposed algorithm is evaluated
over this network scenario by calculating the performance
metrics analyzed before signaling (Cuð·Þ) and packet delivery
cost (Pcostð·Þ). Moreover, to investigate how the link-network
assignment affects the performance of the mobility manage-
ment protocols, a set of simulations have been conducted
over the aforementioned centralized and distributed mobil-
ity management protocols (PMIPv6 and NB-DMM, respec-
tively) using different network topologies (K = f2, 4, 6, 8g).

Figures 6 and 7 show the accumulated signaling cost for
all connections generated during the simulation to provide a
comparison of this metric as a function of the number of
access routers for CMM and DMM protocols, respectively.

Table 3: Evaluation of mobility protocols using different assignment algorithms between base stations and access routers.

Centralized mobility protocol-PMIPv6

Algorithm analysis ∣K ∣ = 2 ∣K ∣ = 4 ∣K ∣ = 6 ∣K ∣ = 8

Balanced closeness

Cu MBð Þ 9:35 ± 0:59 20:35 ± 1:24 27:43 ± 1:36 30:23 ± 1:42
Pcost MBð Þ 211380:49 ± 5401:64 211409:27 ± 5403:60 211722:41 ± 5632:99 203830:82 ± 5437:97
TD sð Þ 12:47 ± 0:78 27:14 ± 1:65 36:55 ± 1:78 42:78 ± 1:78

Random

Cu MBð Þ 61:76 ± 2:06 91:57 ± 2:62 102:92 ± 2:91 111:93 ± 3:06
Pcost MBð Þ 211518:15 ± 5405:48 211596:41 ± 5413:47 211638:96 ± 5413:47 203178:27 ± 5235:02
TD sð Þ 82:35 ± 2:75 122:10 ± 3:401 137:17 ± 3:9 144:35 ± 3:98

Link-network assignment

Cu MBð Þ 7:46 ± 0:40 14:21 ± 0:52 18:74 ± 0:65 21:03 ± 0:70
Pcost MBð Þ 211375:93 ± 5401:83 211393:59 ± 5402:16 210442:95 ± 5432:32 202162:96 ± 5123:51
TD sð Þ 9:95 ± 0:53 18:95 ± 0:70 25:11 ± 0:84 29:87 ± 1:00

Distributed mobility protocol-NB-DMM

Algorithm analysis ∣K ∣ = 2 ∣K ∣ = 4 ∣K ∣ = 6 ∣K ∣ = 8

Balanced closeness

Cu MBð Þ 5:60 ± 0:39 13:84 ± 0:94 19:88 ± 1:18 28:27 ± 1:59
Pcost MBð Þ 162737:46 ± 4284:03 171150:97 ± 4523:40 179118:25 ± 5096:63 179529:07 ± 4982:56
TD sð Þ 14:92 ± 1:03 36:91 ± 2:50 53:01 ± 3:14 63:53 ± 3:45

Random

Cu MBð Þ 39:97 ± 1:49 69:88 ± 2:58 83:96 ± 2:99 108:53 ± 4:14
Pcost MBð Þ 174055:86 ± 4540:51 182291:82 ± 4728:63 188613:12 ± 4729:96 189995:44 ± 5231:66
TD sð Þ 106:60 ± 3:97 186:35 ± 6:88 223:89 ± 7:98 244:27 ± 9:15

Link-network assignment

Cu MBð Þ 4:36 ± 0:26 9:41 ± 0:43 12:79 ± 0:56 18:29 ± 0:80
Pcost MBð Þ 162933:91 ± 4390:05 169223:20 ± 4490:39 173769:60 ± 4661:60 173569:57 ± 4547:01
TD sð Þ 11:62 ± 0:69 25:08 ± 1:15 34:09 ± 1:43 41:31 ± 1:76
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In these evaluations, the performance of the Link-
Network Assignment algorithm proposed obtains better
results compared with the other approaches analyzed, The
random algorithm and the Balanced Closeness approach.
The first one assigns each base station randomly to the
access routers of the access network while the second one
selects K base stations and computes the nearest N = ∣B ∣ / ∣
K ∣ base stations to build ∣K ∣ groups to associate the access
routers.

The DMM approach locates the distributed mobility
anchors closer to mobile users with the aim of generating a
flatter network. These anchors are responsible for managing
signaling traffic. Due to the distribution of the nodes, DMM
reduces in 20%, on average, the traffic bottlenecks that affect
to the CMM approaches, providing performance improve-
ments in the control plane. Moreover, the signaling cost is
directly proportional to the ∣K ∣ value for both analyzed pro-
tocols. Thus, concerning the mobility management proto-
cols, both solutions demonstrate a clear trend as the
number of access routers increases. The proposed Link-
Network Algorithm improves in both mobility management
protocols reducing the signaling. In PMIP, the proposed
algorithm reduces around 25% compared with Balanced
Closeness and around 85% the random proposal. The last
result is expected because the assignment of the base stations
to the access router is a critical decision that can increase the
signaling of the protocol, as shown in the analysis. In NB-
DMM, the proposed algorithm reduces the signaling cost
in around 30% compared with Balanced Closeness and
around 86% with random assignment.

Figures 8 and 9 show the performance of the data plane.
As could be observed, the packet delivery cost is greater in
PMIP approach than in NB-DMM. This is produced
because PMIP introduces the LMA that serves as an anchor
to the MN. This produces suboptimal routing in the network
and increase the packet delivery cost, and Pcost because a
tunneling mechanism is introduced to forward data packets.
In PMIP, the improvement applying the algorithm is not rel-
evant due to this suboptimal routing, but in NB-DMM, the
improvement of the proposed algorithm is around a 2% on
average using Balanced Closeness and around a 7% with
the random analysis. With these results, it can be concluded
that the proposal, even improving the signaling of the mobil-
ity management protocols, can improve in a lesser extent the
packet delivery protocol.

We can also see in Figures 8 and 9, when the number of
access routers is increased, using the assignment algorithms
based on clustering techniques, the Pcost begins to decrease
with respect to lower ∣K ∣ values.

Figures 10 and 11 show the impact of the signaling in the
delay introduced in the network. As could be observed the
average delay introduced by the signaling decrease using
the proposed Link-Network Algorithm in both scenarios,
using PMIP and NB-DMM.

The average bandwidth used to obtain this measurement
is around 3 Mbps for each mobile node. Using PMIP as the
mobility management protocol, the improvement is around
28% when the Balanced Closeness algorithm is used and

around 83% in the random proposal. As could be observed,
this measurement is deeply connected with the signaling
cost. In NB-DMM, the improvement is around 31% using
the Balanced Closeness algorithm and around 85% using a
random assignment.

All these numerical results are summarized in Table 3,
which reflects the average and error of accumulated costs
during all performed simulations. As shown in this
Table 3, the overall delay introduced in the simulations is
described. Consequently, with the results presented in
Figures 10 and 11, the measurement coincides and presents
a big delay introduced when the number of handovers is
increased.

The results demonstrate that our proposed algorithm
minimizes the impact on the total mobility cost and reduces
the delay introduced by the signaling of the handovers. The
benefits obtained are more significant in DMM when Link-
Network assignment is used.

6. Conclusions and Future Works

This paper proposes a new way to improve the mobility
management protocols that can affect positively to the
latency of the network in 5G. The Link-Network Assign-
ment Algorithm improves the mobility management proto-
cols, centralized and distributed, reducing the signaling to
manage the handovers, and maintain the reachability of
the mobile node on the Internet. This mechanism also
improves the packet delivery cost, especially in distributed
mobility management protocols and the delay introduced
by the signaling of the mobility management protocols,
which will improve 5G’s URLLC. The proposed algorithm
has been compared favorably with others in terms of mobil-
ity costs (signaling cost, data packet delivery cost, and signal-
ing delay), allowing the overall mobile network performance
to be evaluated. Obtained results demonstrate that the LNA
algorithm can successfully reduce the signaling cost by up to
86% compared with the baseline algorithm without penaliz-
ing the packet delivery cost that is also improved by up to
7%. This reduction in both metrics is one of the main contri-
butions of this work. With these results, and taking into
account, the expected increment of traffic expected for future
mobile networks, our proposed mechanism offers significant
gains for network operators to plan deployments for
improving network performance for mobile users.

Future research in this direction would involve testing
assignment algorithms based on other clustering mecha-
nisms on different access network topologies. Moreover,
some initialization techniques to find optimal centroids will
need to be implemented in order to minimize the impact of
base station assignment on the access network.

Notations

G: Undirected graph of the access network
V : Set of network nodes
E: Set of network links
B: Set of base stations
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K : Set of access routers. Each access router is
denoted by fkjgj∈K

N : Set of mobile nodes which around the
network

xpsmr : The binary decision variable equal to 1 if base
station m is assigned to the access router r
and p is assigned to s, 0 otherwise

TC: Sum of the signalling cost and packet delivery
cost

Cuð·Þ: Signalling cost
Pcostð·Þ: Packet delivery cost
δð·Þ: Signalling delay
NT : Network topology
C: Set of all centroids calculated by k-means++

algorithm from the set of base stations (B)
DCKM : Matrix of distances between centroids
DAR: The distance matrix of topology access nodes
MC : This array stores the Euclidean norm of all

centroids
CCAR: This array stores the closeness centrality of

each access routers
MC: The highest centroid modulus value
cc: The minimum value of closeness centrality
dc: Distance vector that indicates the distance

between MC and all others
dar : Distance vector that stores the distance

between cc and all others
DictAssoc: Dictionary with the final relation between

base stations and access routers
hX−Y : Hop distance between X and Y nodes
su: Size of the Proxy Binding Update message
nActiveMAR: Number of Mobility Access Routers with an

active session anchored for a particular
mobile node

sd : Size of the data messages
st : Size of the tunnel header
Np/s: Packet transmission rate per active flow
Bw: The mean bandwidth of the links.
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Traditional intent recognition algorithms of intelligent prosthesis often use deep learning technology. However, deep learning’s
high accuracy comes at the expense of high computational and energy consumption requirements. Mobile edge computing is a
viable solution to meet the high computation and real-time execution requirements of deep learning algorithm on mobile
device. In this paper, we consider the computation offloading problem of multiple heterogeneous edge servers in intelligent
prosthesis scenario. Firstly, we present the problem definition and the detail design of MEC-based task offloading model for
deep neural network. Then, considering the mobility of amputees, the mobility-aware energy consumption model and latency
model are proposed. By deploying the deep learning-based motion intent recognition algorithm on intelligent prosthesis in a
real-world MEC environment, the effectiveness of the task offloading and scheduling strategy is demonstrated. The
experimental results show that the proposed algorithms can always find the optimal task offloading and scheduling decision.

1. Introduction

According to statistics, the number of disabled people in
China has topped 85 million in 2020 [1]. Lower limb ampu-
tation is a major cause of disability; millions of transfemoral
amputees are suffering from difficulty in moving, which
accounts for approximately seventy of the total number of
disabled persons [1]. With the progress of science and tech-
nology, the scientists concentrate on the research and the
maintenance of rehabilitation equipment, appliances, and
other aids for disabled people. The intelligent prosthesis is
the only way to compensate or restore the motor function,
which can enable transfemoral amputees to perform diverse
daily activities.

However, even though the movement of the lower limbs
is the most basic human movement, many disabled people
are still different to accomplish some simple tasks through
the prosthetic leg. Meanwhile, using a passive prosthesis
may significantly impair the walking symmetry and meta-
bolic energy efficiency of transfemoral amputees. Therefore,
the premise of using intelligent prosthesis is that some
appropriate sensors and intent recognition algorithms

should be selected to obtain movement information. Then,
the intelligent prosthesis can automatically calibrate the tor-
que according to the analysis signals (such as biomechanical
signal, surface electromyographic signal, and sEMG) per-
ceived by sensors, which makes amputee’s moving process
more stable and natural [2].

As shown in Figure 1, the hierarchical control strategy of
intelligent prosthesis is made up of three layers: perception
layer, transformation layer, and execution layer. The percep-
tion layer recognizes amputee’s motion intent by activity
mode and context recognition. The transformation layer
constantly adjusts the control strategy by comprehending
human motion intent. Then, the above control strategy is
used to actuate the intelligent prosthesis in execution layer.
Obviously, as the motion intent recognition influences the
effectiveness of the perception layer, the intent recognition
algorithm with high performance and low latency is of the
utmost importance.

Unfortunately, the traditional intent recognition
methods often involve high complexity algorithms, such as
template matching, convolutional neural network (CNN),
and sensor fusion [3, 4]. Although there are many existing
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works focusing on reducing the computational complexity
[5–9]. It is still difficult to achieve the purpose of real-time
intent recognition. In the meantime, the computation and
communication overheads of neural network model are
affected by the model size, which bring a large amount of
energy consumption and execution time. Therefore, the
intelligent prosthesis, which is limited by their computing
power and battery capacity, requires intensive computation
and energy resources to provide services.

Recently, mobile edge computing (MEC) has become a
promising solution which supports computation-intensive
tasks. MEC is an efficient method to overcome the challenge
by offloading some latency-sensitive tasks or computation-
intensive to nearby edge servers through wireless communi-
cation [10, 11]. Then, the edge servers execute some of the
received computation tasks and transmit the rest to
resource-rich cloud infrastructures by low-latency connec-
tion. At last, the edge servers or the cloud server transmit
the computation results to the mobile device. In this paper,
the intelligent prosthesis can be represented as the mobile
device in an MEC system.

To take full advantage of the mobile edge computing, an
effective collaboration between the intelligent prosthesis, the
edge servers, and the cloud is an essential problem. In this
paper, we focus on solving latency and energy-constrained
challenges, in which mobile processors share multiple het-
erogeneous edge servers. By deploying the deep learning-
based motion intent recognition algorithm on the intelligent
prosthesis in MEC environment, we demonstrate the effec-
tiveness of the proposed task offloading strategy in reducing
the latency and energy consumption.

The structure of this paper is as follows: Section 2
describes the related works on the intent recognition algo-
rithm for intelligent prosthesis and some existing studies
for applying AI technology in the MEC environment.
MEC-based offloading model and problem definition are
given in Section 3. The proposed algorithms are described

in detail in Section 4. The experimental results are discussed
in Section 5. Finally, the conclusion of this paper is provided
in Section 6.

2. Related Work

The motion states, which are conducted by the lower limb,
have an inherent regularity. One single gait cycle includes
two phases: a stance phase and a swing phase. As shown in
Figure 2, the swing phase consists of a steady state and a
transitional state. The steady state begins with a toe-off and
ends with a heel strike. The transitional state also begins
with a toe-off. Then, the foot rises from the flat ground,
and the transitional state ends when the heel touches the
stair or the ramp [12]. Various pattern recognition and
machine learning algorithms are used to analyze the regular-
ity, locomotion modes, and transition modes within a single
gait cycle.

Huang et al. [5] propose a motion intent recognition
algorithm based on neuromuscular-mechanical fusion. Elec-
tromyographic (EMG) signals and ground reaction forces
are used as the input data to a phase-dependent pattern clas-
sifier. In this study, six locomotion modes and five transi-
tions can be recognized, and the recognition accuracy
reaches 95.2%. Liu et al. [6] study the effectiveness of apply-
ing three different adaptive pattern classifiers based on sur-
face electromyography and mechanical sensors. Under a
variety of different terrains, the proposed algorithm predicts
amputee’s motion intent with a rate of 95.8%. During recent
years, CNN has been widely used in different smart systems,
such as smart health, smart logistics, and smart agriculture.
Su et al. [7] put the inertial measurement units (IMUs) on
the healthy leg of amputees. They design a CNN structure
to automatically learn the features from the sensor signals
without any prior knowledge. Idowu et al. [8] present an
integrated deep learning model (deep neural networks,
DNN) for motor intention recognition of multiclass signals.

Hierarchical control strategy

• Intention recognition 
• Recognize amputee’s

motion intent
• Activity mode and 

context recognition 

• Intent-to-state 
conversion

• Guide control 
strategy with 
locomotion intent

• Actuate the intelligent
prosthesis

Perceptor layer Transformation layer
Execution layer

Control commands System status

Intelligent prosthesisInteractionAmputee
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Figure 1: Hierarchical control strategy of intelligent prosthesis.
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In this paper, the related features with different frequencies
are introduced as input representation to the proposed deep
learning model, and the recognition accuracy can reach a
high level (average performance of 99.01%). Gautam et al.
[9] propose a low-complex deep learning framework for
sEMG-based movement recognition. The method of two-
stage pipeline compression (input data compression and
data-driven weight sharing) is designed to reduce the num-
ber of memories, energy consumption, and execution time.

Deep learning inference and training require substantial
computation resources to run quickly; a common approach
is to leverage cloud computing [13, 14]. However, sending
data to the cloud for inference or training may incur addi-
tional queuing and propagation delays from the network
and cannot satisfy strict end-to-end low-latency require-
ments. Cloud-based intent recognition algorithms need to
be further modified to run on computation constrained
devices, such as a Raspberry Pi or an Arduino.

In summary, the previous studies usually use mechani-
cal, sEMG, or IMU sensors for data collection, which are
embedded on the intelligent prosthesis or the healthy leg.
Then, various machine learning algorithms, such as hidden
Markov model, SVM, or deep learning, are selected as the
classifier to recognize the motion intent of the amputees.
In particular, the deep-learning-based intent recognition
algorithms have the distinct advantage of executing the
data-driven feature extraction without any prefeature extrac-
tion. However, the deep learning algorithm’s high accuracy
and real-time implementation for the intelligent prosthesis
comes at the expense of high computational, memory, and
energy consumption requirements for both the training
and inference phases.

To meet the computational requirements of deep learn-
ing, edge computing is a viable solution to meet the latency
and energy consumption challenges. There are many exist-
ing works focusing on applying deep learning technology
in the MEC environment. Li et al. [15] present a deep learn-
ing model coinference framework. To reduce the execution
time, they optimize the CNN partitioning and right-sizing

based on the available bandwidth and the on-demand man-
ner. Li et al. [16] propose a joint accuracy-and latency-aware
execution framework named JALAD to minimize the edge
computation latency, cloud computation latency, and trans-
mission latency. Gao et al. [17] propose the Edge4Sys system
to reduce the computation load of the edge server in a MEC-
based UAV (Unmanned aerial vehicle) delivery scenario.
Tariq et al. [18] present the FogNetSim++ environment,
which covers the network aspects such as latency, transmis-
sion range, scheduling, mobility, and heterogeneous mobile
devices. Asad et al. [19] propose a fog simulation framework
named xFogSim to support latency-sensitive applications. It
has a very efficient task distribution algorithm that can
choose the best computation resource depending on the
cost, availability, and latency. Syed et al. [20] present a fog
computing framework to simulate the vehicle-assisted com-
puting environment, which allow researchers to incorporate
their own scheduling policies to simulate a realistic environ-
ment. Table 1 lists the comparison of these works.

However, it is not suitable for applying the above works
directly to the intelligent prosthesis scenario. One major
challenge is that the above works do not consider the mobil-
ity of the mobile device, which is an important property of
the intelligent prosthesis. The second challenge is accommo-
dating the high resource requirements of deep learning on
less powerful intelligent prosthesis with mobile processors.
Most offloading and scheduling strategy still transmit a large
amount of data to the remote servers. The data processing
time by deep learning model is large; the cooperation
between the mobile device and the remote servers should
be employed in a real-world MEC-based system to reduce
the energy consumption and latency.

3. MEC-Based Task Offloading Model

The motion intent recognition algorithm need to be quickly
processed to detect and return a response. However, the
complexity of computing tasks brings a big burden to the
mobile processors which are limited by their computation

Swing phase

Gait cycle

Single limb support

Single support

Limb advancement

Single supportDouble
support

Stance phase

Weight
acceptance

Double
support

Figure 2: Illustration of stance phase and swing phase.
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resource and battery capacity. Meanwhile, sending data to
the cloud for inference or training may incur propagation
delays from the network. This method cannot satisfy real-
time requirements of applications because of the unsteady
character of the mobile network.

In the mobile edge computing environment, the edge
devices provide computation abilities close to the mobile
devices. Unfortunately, this potential solution of moving
the computation and data from the mobile devices to the
edge still has its limitations. While edge’s computation
resources are substantial, they are also limited when com-
pared to the cloud. Therefore, the edge servers should coor-
dinate with the mobile device, the cloud, and other edge
servers to ensure a good performance. Each task will be
decided to be processed locally or offloaded to the cloud or
the edge.

As can be seen from Figure 3, we present the detail
design of the MEC-based task offloading model for deep
neural networks in the intelligent prosthesis scenario. The
execution process is mainly divided by the following steps:
(1) the sensor data are preprocessed by the mobile proces-
sors. We deploy the intent recognition algorithm [7] on
the intelligent prosthesis which is designed specifically for
embedded devices. (2) CNN model partitioning. As shown
in Figure 4, the CNN is partitioned into layers, some layers
are executed on the mobile processors, and some layers are
offloaded to the edge or the cloud according to the task off-
loading and scheduling strategy; (3) when the amputees are
moving, mobility-aware task offloading strategy (such as
task migration and task deferred execution) is considered
to guarantee the service continuity; (4) the computation
results are transmitted to intelligent prosthesis.

3.1. System Model. In this section, we consider the computa-
tion offloading problem of multiple heterogeneous edge
servers in MEC environment. The original data, which is

preprocessed by the mobile processor, is continuously off-
loaded to the edge servers and the cloud based on the task
offloading strategy. As can be seen in Figure 3, there are m
edge servers, S = fS1, S2,⋯, Smg, which have been deployed
in area A. The intelligent prosthesis (mobile device) in use
by the amputee is walking through area A, the moving path
can be represented as a set of continuous position coordi-
nates, fc1, c2,⋯, ci,⋯g, ci = ðxi, yiÞ, where ci is the ith posi-
tion coordinates of the moving path, xi and yi are defined
as the x-coordinate and y-coordinate of ci, respectively. We
assume that the moving path is predetermined, and the
speed is v (m/s).

The edge server Si can be represented by a quadruple,
Si = f f i, BWi, Loci,Disig, where f i, Loci, BWi,Disi are used
to indicate the computational capability, position coordi-
nate, transmission bandwidth, and maximum communica-
tion range of Si, respectively. For each MEC server, when
the distance between a mobile device and Si is more than
the maximum communication range Disi, they can not com-
municate with each other. Due to the amputees are walking
round in area A, increasing distance between the mobile
device and the edge server will decrease the communication
rate. The instantaneous transmission rate between Si and the
mobile device can be calculated by

Rins = BWi log2 1 + f SNR dð Þð Þ, d ≤Disi, ð1Þ

where Rins is the instantaneous transmission rate, d is the
distance between Si and the mobile device, and f SNRðdÞ is
the signal-to-noise ratio (SNR) [21]. The mobile device can
be represented by a triple, MD= f f m, P, Locmg, where f m
is the computational capability of the mobile processor, P
is the energy consumption, and Locm is the position coordi-
nate of the intelligent prosthesis. The cloud server is repre-
sented by a binary group, CS = f f c, Rcg, where f c is the

Table 1: Comparison of existing work on edge computing.

Research Proposed solutions Key metrics Edge devices
What is to be
offloaded

Li et al. [15] A deep learning model coinference framework
Latency, communication

size
Devices with
cameras

Computer vision
algorithms

Li et al. [16]
A joint accuracy-and latency-aware execution

framework
Latency, accuracy

Devices with
cameras

Computer vision
algorithms

Gao et al. [17]
Edge4Sys system to reduce the computation load of
the edge server in a MEC-based UAV delivery

scenario
Latency, energy, accuracy UAV

DNN-based feature
extraction and
classification

Tariq et al. [18]
A fog simulator, covers the network, transmission
rage, heterogeneous mobile devices, and mobility

feature

Latency, transmission range,
mobility

IoT devices Typical IoT tasks

Asad et al. [19]
A fog simulation framework to support latency-

sensitive applications
Latency, energy, accuracy IoT devices Typical IoT tasks

Syed et al. [20]
A fog computing framework to simulate the
vehicle-assisted computing environment

Latency, energy
consumption,

communication size,
memory

Vehicles
Compute-intensive

tasks

The proposed
algorithm

MEC-based system to reduce the latency and
energy consumption

Latency, energy
consumption

Intelligent
prosthesis

DNN-based intent
recognition tasks
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computational capability of the cloud server and Rc is the
maximum data transfer rate.

In the computation offloading process, task execution
spans the mobile device, the edge servers, and the cloud.
The original data should be transmitted to the remote
servers, and the execution results will be transmitted back
to the mobile device. It is a tradeoff between the benefit of
remote execution and the cost of data transmission. When
the computation task is performed locally, the execution
time and the energy consumption are only generated by
the mobile device. Therefore, computation offloading hap-
pens only if the time and energy consumption of task off-
loading is better than the local execution. The relevant
definitions are given below. Suppose that the uplink trans-
mission power, downlink transmission power, idle power,

and execution power of the mobile device be pup, pdown,
pidle, and pexec, respectively. Accordingly, the energy con-
sumption can be represented by a quadruple, P = fpup,
pdown, pidle, pexecg.

Cloud server

Offloaded to the clouldOffloaded to the edge

Executed locally

Moving path

Moving path

Raspberry PI Mobile processor

Moving path
Uplink

transmission

Uplink
transmission

Uplink
transmission

Downlink
transmission

Downlink
transmission

Downlink
transmission

End

Edge server

Edge server

Edge server

Moving device

Start

Figure 3: Overview of the MEC-based task offloading model.
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Figure 4: Deep learning inference with edge computing.
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The most important step toward computation offloading
is partitioning, which divides the motion intent recognition
algorithm into several parts that can be performed on differ-
ent platforms. As shown in Figure 5, according to the struc-
ture of CNN [7], the neural network is partitioned into
several layers. One layer, which can only be computed by
one computation resource, is defined as the metatask. The
metatask cannot be partitioned, and the set of metatasks
can be represented by a directed acyclic graph (DAG),
DAG = ðT , EÞ, where T is a set of nodes, T = fti ∣ ti = ðINi,
OUTi, liÞg. INi, OUTi, and li are used to indicate the input
data size, output data size, and CPU cycle frequency of task
ti, respectively. E is a set of edges, E = fðtpre, tsuccÞ ∣ tpre,
tsucc ∈ Tg, where tpre is the predecessor task and tsucc is the
successor task. The topology relationships between different
tasks can be described by E.

As can be seen in Figure 5, the convolutional layer and
fully connected layer are the most commonly used neural
network layers. Their computation load can be calculated by

lC = 2 × Cin × KH × KW −1½ �ð Þ ×Hout ×Wout × Cout, ð2Þ

lFC = 2 × I −1½ �ð Þ ×O, ð3Þ
where Hout and Wout are defined as the output feature map
size and Cout and Cin are the number of output channels
and input channels. KH and KW are the size of the convo-
lution kernel. I and O are the number of input and output
neurons.

Summary of key symbols used in this section can be
found in Table 2.

3.2. Energy Consumption and Latency Model

3.2.1. Local Execution Cost. When the task ti is performed
locally, the energy consumption is generated by the execu-
tion processes. We assume that nm is the total number of
tasks performed by the mobile device; the total execution
time Tm and energy consumption Em can be estimated by

Tm = 〠
nm

i=1

li
f m

,

Em = pexec × 〠
nm

i=1

li
f m

:

8>>>><
>>>>:

ð4Þ

3.2.2. Offloading Cost. When the task ti is offloaded to the
cloud server, the latency Tc is consisted by the transmission
latency and the execution latency, and the energy consump-
tion Ec is consisted by the transmission energy and the exe-
cution energy. Suppose that nc is the total number of tasks
offloaded to the cloud, Tc and Ec can be calculated by

Tc = Tup + Tdown + Texec = 〠
nc

i=1

INi

Rc
+ 〠

nc

i=1

OUTi

Rc
+ 〠

nc

i=1

li
f c
,

Ec = Eup + Edown + Eidle = ptra × 〠
nc

i=1

INk

Rc
+ prec × 〠

nc

i=1

OUTk

Rc
+ pidle × 〠

nc

i=1

li
f c
,

8>>>><
>>>>:

ð5Þ

where Tup, Tdown, and T idle are defined as the uplink trans-
mission latency, downlink transmission latency, and execu-
tion latency, respectively. Eup and Edown are defined as the
uplink transmission energy and the downlink transmission
energy. Eidle is the idle energy consumption of the mobile
device when the task is computed by the cloud server or edge
server.

When the mobile device offloads computation to the
edge, it is important to guarantee the service continuity.
However, as motioned above, increasing distance between
the mobile device and the edge server will decrease the com-
munication rate. If the amputee is moving out of the com-
munication range of the edge server, the task offloading
will be failed. As shown in Figure 6, there exist four kinds
of situations: normal offloading, offloading failure, task
migration, and task deferred execution.

Table 2: Summary of key symbols in Section 3.

Symbol Description

T T = t1,⋯, tif g is the set of tasks in mobile device.

INi, OUTi The input and output data size of task ti.

li The CPU cycles frequency that is required to process task ti
f c, f m, f i The computational capability of the cloud server, mobile device, and edge server Si
ptra, prec, pidle, pexec The transmitting, receiving, idle, and execution powers of mobile device

Loci, BWi, Disi The position coordinate, transmission bandwidth, and maximum communication range of edge server Si
Locm The position coordinate of the intelligent prosthesis

f SNR dð Þ Signal-to-noise ratio (SNR)

Rins Instantaneous transmission rate between edge server and mobile device

Tes, Tc, Tm The total execution time of the edge servers, cloud server, and mobile device.

Ees, Ec, Em The total energy consumption when the tasks are offloaded to the edge servers, cloud server, or computed locally.

Rmigr The instantaneous transmission rate between two edge servers.
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3.2.3. Normal Offloading. When the amputee is in the com-
munication range of the edge server, the task can be nor-
mally offloaded. As shown in Figure 6(a), the amputee is
moving from the initial position (denoted by cinti) to the
end position (denoted by cend) in the uplink transmission
procedure of task ti. Suppose that RðSj, MDÞ is the instanta-
neous transmission rate between the edge server Sj and the
mobile device, dðLocj, LocmÞ is the distance between them.
We assume that the instantaneous transmission rate remains
unchanged when the moving distance is no more than one
meter. Therefore, the size of data transferred within one
meter can be calculated by

Datameter = R Sj,MDð Þ ×
1
v
, ð6Þ

where RðSj, MDÞ can be calculated by Formula (1).
When the summation of the transmitted data (denoted

by Datatra) is equal to the input data size of ti, the uplink
transmission procedure is finished. Then, the distance
dðcinti, cendÞ between cinti and cend can be calculated by

Datatra = 〠
d cinti ,cendð Þ

k=1
Datameter,

arg min
d cinti ,cendð Þ

Datatra − INij j, Datatra ≥ INi:

8>>><
>>>:

ð7Þ

Accordingly, the end position of the mobile device can be
estimated along the preset path according to the initial posi-
tion. Similarly, in the downlink transmission procedure of
task ti, the transmission time and the end position can be cal-
culated by the same way.

3.2.4. Offloading Failure. As shown in Figure 6(b), there is
no edge server satisfying the communication conditions
along the moving path. The task cannot be offloaded to the
edge.

3.2.5. Task Deferred Execution. As shown in Figure 6(c), the
task cannot be offloaded to the edge server in the uplink trans-
mission procedure. However, there are several servers satisfy-
ing the communication conditions along the moving path.
“Task deferred execution” is used to wait for the nearest edge
server along the moving path. Tdelay is the deferred time.
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Uplink transmission
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End position

Edge server

Executed
by edger
server
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Initial position

(a)

Edge server
Moving path

End positionInitial position
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failure

Upnlink transmission failure

(b)

Moving path

Edge server

Task deffered
execution

Uplink transmission

successful

Uplink transm
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Edge server

Edge server
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Figure 6: Four kinds of situations: normal offloading, offloading failure, task migration, and task deferred execution.
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3.2.6. Task Migration. As shown in Figure 6(d), although the
mobile device cannot connect to the edge in the downlink
transmission procedure, there are several servers satisfying
the communication conditions along the moving path. The
computation results should be migrated from the current
edge server to the target edge server to make sure the task
execution result will be delivered successfully back to the
mobile device. Suppose that the computation capability of
the current edge server and the target edge server are f curr
and f tgt, Rmigr is the transmission rate between them. Then,
the task ti is performed by the current edge server, and the
computation results OUTi is migrated to the target edge
server. The migration time is Tmigr = OUTi/Rmigr.

In conclusion, when the mobile device offloads the task ti
to the edge, the latency Tes is consisted by the transmission
latency (including uplink transmission time and downlink
transmission time), execution latency, migration latency,
and deferred execution latency. Suppose that nes is the total
number of tasks offloaded to the edge, Tes and Ees can be cal-
culated by

Tes = 〠
nes

i=1
Tup + 〠

nes

i=1
Tdown + 〠

nes

i=1
Tdelay + 〠

nes

i=1
Tmigr + 〠

nes

i=1
Texec,

Ees = pup × 〠
nes

i=1
Tup + pdown × 〠

nes

i=1
Tdown + pidle × 〠

nes

i=1
Tdelay + 〠

nes

i=1
Tmigr + 〠

nes

i=1
Texec

 !
,

8>>>>><
>>>>>:

ð8Þ

where Tup, Tdown, Texec, Tdelay , and Tmigr are defined as the
uplink transmission time, downlink transmission time, exe-
cution time, migration time, and deferred time (if the task
can be normally offloaded, Tdelay = 0, Tmigr = 0). Tup, Tdown,
and Texec can be calculated according to the initial location
of the mobile device and the current edge server.

4. Proposed Algorithms

To reduce the latency and energy consumption, we propose
algorithms to determine whether the methods to be executed
remotely or locally with deadline constraint of each task. The
proposed algorithms can be divided into three parts as
follows:

(1) CNN-based intent recognition algorithm is parti-
tioned into several layers, which can be expressed
as a workflow task. According to the priority queue
of the workflow, we construct a matrix of task execu-
tion as follows:

Q =

q11 q12 q13

q21 q22 q23

⋯ ⋯ ⋯

qn1 qn2 qn3

2
666664

3
777775,

qi1 + qi2 + qi3 = 1, i ∈ 1, 2,⋯, nf g
qi1, q

i
2, q

i
3 ∈ 0, 1f g

(
,

ð9Þ

where n is the total number of tasks. qij is an execution vector
of task ti, j = 1,2,3 denote that ti is executed locally or off-
loaded to the edge or the cloud, respectively. Accordingly,
the matrix of task execution is regarded as the task schedul-
ing plan

(2) When the task ti is scheduled to be offloaded to the
edge according to the execution vector (qi2=1,q

i
1

=0,qi3=0), the optimal edge server should be selected
by selection optimization algorithm (SOA) based on
the location and the moving path of the mobile
device

(3) Based on the models presented in Section 3, a novel
task offloading and scheduling strategy (TOSS) is
proposed to optimize the whole scheduling process
from a global viewpoint. After all offloading deci-
sions are made, workflow scheduling is conducted
for all types of resources allocated in the MEC
environment

4.1. Selection Optimization Algorithm. In this subsection, we
present a selection optimization algorithm. Once the task ti
is scheduled to be offloaded to the edge, the selection optimi-
zation algorithm (SOA algorithm) is used to screen out the
optimal offloading edge server according to the energy con-
sumption, location, moving path, and velocity of mobile
device.

According to the location and velocity of intelligent
prosthesis, SOA algorithm is used to screen out the optimal
offloading edge server within the maximum communication
range of edge server. The inner loop of SOA algorithm is
based on the greedy algorithm. Let the number of elements
in candidate edge server set be D; the computation complex-
ity of SOA algorithm is O ðDÞ.
4.2. Task Offloading and Scheduling Strategy. In this section,
we propose a task offloading and scheduling strategy based
on particle swarm optimization algorithm (PSO).

4.2.1. Fitness Value. The fitness value is designed to evaluate
the impact of offloading decision, which can calculate the
latency and energy consumption of the mobile device. The
smaller fitness value is regarded as the lower energy con-
sumption of the task offloading and scheduling strategy.
According to the energy consumption and latency model
proposed in Section 3, we construct the fitness function by

Tsum = Tm + Tes + Tc,

Esum = Em + Ees + Ec,

(
ð10Þ

fitness = f1 × Esumð Þ + f2 × 10 × Esum ×
Tsum

Trespond

 !
,

ð11Þ
where Esum is the total energy consumption, Tsum is the
latency of the workflow, and Trespond is the deadline con-
straint. According to the motor coordination study of
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human beings, the deadline constraint is set as 0.6 s [3]. As
shown in Formula (11), the fitness value can be calculated
by two parts. One part is the total energy consumption when
Trespond ≥ Tsum, (f1 = 1, f2 = 0); the other part is the total
energy consumption when Trespond < Tsum, (f1 = 0, f2 = 1).
Accordingly, the penalty for unsatisfying constraint condi-
tion is regarded as the fitness value (f1 = 0, f2 = 1). The pen-
alty coefficient is set as 10, which is the same as the previous
work [22].

4.2.2. Algorithm Description. TOSS algorithm mainly
includes three steps: (1) first step: initialization of the task
scheduling plan; (2) second step: iterative process; (3) third
step: update the best task scheduling plan. The outer loop
updates the task scheduling plan, the inertia weight, and the
search speed. The inner loop calculates the fitness value of
each task scheduling plan. Let the number of initial task sched-
uling plans, iterations, and tasks are I, k, and T, respectively.
The computation complexity of TOSS algorithm is O ðIkTÞ.

Input ti = ðINi, OUTi, liÞ, ti ∈ T ; a candidate set of edge servers S; mobile device MD;
Output Optimal edge server( Sopti);
1 For each Sj ∈ S
2 { IfðdðLocj, LocmÞ <DisjÞ
3 ESset⟵ Sj; //Initialize ESset
4 }//End For each Sj ∈ S
5 If ðESset =NULLÞ
6 { Calculate the deferred execution time;
7 Update the position coordinates of the mobile device by Formula (7);
8 Return Sopti;
9 }//End if
10 For each Sj ∈ ESset
11 { Update the position coordinate of the mobile device according to the initial position coordinate and the moving path
by Formula (6) and Formula (7)
12 If ðdðLocj, LocendÞ >DisjÞ
13 { Calculate the migration time Tmigr ; //Tmigr = OUTi/Rmigr
14 }//End if
15 Calculate Tes and Ees by Formula (8);
16 Update the minimum energy consumption;
17 }//End For each Sj ∈ ESset
18 Update the position coordinates of the mobile device;
19 Return Sopti;

Algorithm 1: Selection Optimization Algorithm (SOA).

Input Workflow T = ft1, t2,⋯, tng; matrix of task execution Q; a set of edge servers, S; mobile device, MD; cloud server, CS; moving
path;
Output The optimal task scheduling plan
1 For each i ∈ ½1, k�
2 { initial the matrix of task execution Qi and search speed vi randomly;
3 calculate the energy consumption, the latency and the fitness value according to the matrix of task execution and the moving
path;
4 }//End For each i ∈ ½1, k�
5 While (i <Maximum iterations)//Set maximum number of iterations
6 { update the matrix of task execution according to the search speed vi;
7 For each j ∈ ½1, k�
8 { calculate the energy consumption, latency and fitness value according to the matrix of task execution Qj and the moving
path;
9 }//End For each j ∈ ½1, k�
10 Select the matrix of task execution Qj with the lowest fitness value as the optimal task scheduling plan;
11 Update the inertia weight;
12 Update the search speed vj;
13 }//End While
14 Update the optimal task scheduling plan;

Algorithm 2: Task Offloading and Scheduling Strategy (TOSS).
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5. Experimental Results

In this section, we demonstrate the implementation of the
proposed algorithm in MEC environment. As shown in
Figure 7, the hardware environment is divided into two
parts. The first part is consisted of computation resources.
The cloud server is AlibabaCloud c6a (16 Core AMD
EPYCTM Rome 7H12, 32GB memory). The edge server is
Dell PowerEdge XE2420 (8 Core Intel Xeon Bronze 3204,
16GB memory), as shown in Figure 7(a). As can be seen
in Figure 7(b), the second part is the intelligent prosthesis
and the one we used for the experiments is iWALK 2.0(Vir-
tex-7 Xilinx FPGA platform). The transmitting, receiving,
idle, and executing powers of the mobile processor are
0.1W, 0.05W, 0.02W, and 0.5W.

As shown in Figure 7(c), three IMUs (Noitom Percep-
tion Legacy) are placed at the thigh, shank, and ankle of
the healthy leg. Two edge servers have been deployed in a
200m × 100m area, and the moving path passes through
this area.

We implement the proposed model by real-world appli-
cation in intelligent prosthesis scenario which is intent
recognition application. As can be seen in Figure 8, when

the amputee is moving to the destination, the intelligent
prosthesis begins to record the sensor data and send the
intent recognition computation tasks to the edge servers
or cloud server according to the task offloading strategy.
The procedure is as follows: (1) the task offloading strategy
first analyses the input data and tasks according to the
characteristics and constraints of tasks. (2) The task strat-
egy generates the offloading decision based on TOSS algo-
rithm. (3) When the environment is changed (such as the
moving path is changed), the offloading strategy decides
the offloading decision again according to the environment
analyser.

In the following experiments, we discuss the effect of the
proposed algorithms, mainly focusing on the effect of fitness
value, energy consumption, latency, and accuracy.

5.1. Fitness Value. In this experiment, we evaluate the per-
formance of the proposed algorithm against CLOUD,
EDGE, MOBILE, LoPRTC [23], and Edge4Sys [17] under
varying number of frames. CLOUD, EDGE, and MOBILE
indicate that the workflows are executed by cloud server,
edge server, and mobile processor, respectively. Figure 8
shows the experiment results.

(a) (b)

Y Z X

Inertial sensor

(c)

Figure 7: MEC environment and intelligent prosthesis used for experiments.
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Figure 8: MEC-based computation management for intent recognition.
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In Figure 9, as the number of frames increasing, the fit-
ness value of all strategies increases. The fitness value of
TOSS is apparently lower than the other strategies. Due to
the fitness value which can reflect the effectiveness of task
offloading and scheduling strategy, the experiment results
show that TOSS can find the offloading and scheduling deci-
sion with lower energy consumption under the deadline
constraint. In the meantime, it can be seen that the fitness
value of MOBILE strategy is always much higher than the
other strategies. The experimental results prove that the tra-
ditional mobile device-based intent recognition algorithm
leads to the growth of the energy consumption.

5.2. Energy Consumption and Latency. In this experiment,
we compare TOSS with CLOUD, EDGE, MOBILE,
LoPRTC, and Edge4Sys in energy consumption and latency.
Figures 10 and 11 show the results.

As can be seen in Figure 10, the energy consumption of
MOBILE strategy is much higher than the other strategies,
which can prove the experiment results shown in Figure 8
in another way. In the meantime, the energy consumption
of EDGE strategy is always the lowest. However, the fitness
value of EDGE strategy is higher than TOSS, LoPRTC, and
Edge4Sys in Figure 9. The main reason is that EDGE strategy
may miss the deadline constraint; the penalty for unsatisfy-
ing constraint condition leads to the growth of the fitness
value. In addition, compared with Edge4Sys, LoPRTC,
MOBILE, and CLOUD, the energy consumption returned
by TOSS is 9.73%, 10.01%, 71.84%, and 15.98% less than
these three strategies. The experimental results show that
TOSS can effectively reduce the energy consumption under
the deadline constraint.

The latency of five different strategies is shown in
Figure 11. It can be seen that the latency of TOSS is always
the lowest. When the number of frames is less than 100,
MOBILE strategy is the second-lowest. However, when the
number of frames exceeds 100, Edge4Sys strategy is the

second-lowest. It is easily to be noticed that, when the sizes
of inputs and outputs are increasing, the latency generated
by task transmission is less than that of computation locally.

Besides, although the latency of MOBILE strategy is less
than CLOUD strategy and EDGE strategy, the energy con-
sumption is much larger than the other strategies, as can
be seen in Figure 10. The main reason is that task execution
is the major energy consuming process; the size of data
transmission has relatively less effect on the final results. In
the meantime, the latency of CLOUD strategy and EDGE
strategy is 70.44% and 77.73% higher than TOSS. It implies
that data preprocessing can discard the useless information,
which can save the communication time and reduce the
computation load.
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Figure 9: Comparison of fitness value.

50 100 150 200 300250
Number of frames

Cloud
Edge
Mobile

LoPRTC
Edge4Sys
TOSS

0

100

200

300

400

500

600

En
er

gy
 co

ns
um

pt
io

n 
(J

)

Figure 10: Comparison of energy consumption.

0

10

20

30

40

La
te

nc
y 

(s
)

50 100 150 200 300250
Number of frames

Cloud
Edge
Mobile

LoPRTC
Edge4Sys
TOSS

Figure 11: Comparison of latency.

11Wireless Communications and Mobile Computing



In summary, the experiment results show that it is still
difficult for cloud environment based intent recognition
algorithm to achieve the purpose of real-time execution.
The edge servers should coordinate with the other computa-
tion resources to ensure a good performance. For this rea-
son, the proposed TOSS can always find the optimal task
offloading and scheduling decision.

5.3. Testing Accuracy. In this experiment, we compare TOSS
with MOBILE strategy in testing accuracy. Figure 12 shows
the results.

In Figure 12, with the number of frames increased, the
testing accuracy of the two strategies both increased as well.
The accuracy of MOBILE strategy is a little higher. However,
as can be seen in Figures 9 and 10, the energy consumption
and latency of MOBILE strategy is much higher than TOSS.
Compared with MOBILE strategy, TOSS can considerably
reduce the energy consumption (71.84%) and latency
(16.16%) at the expense of a relatively small decrease
(1.36%) in accuracy, which is very practical in large-scale
environment.

6. Conclusions and Future Work

In this paper, we consider the computation offloading prob-
lem of multiple heterogeneous edge servers in intelligent
prosthesis scenario. The detail design of MEC-based task off-
loading model and mobility-aware task scheduling strategy
are proposed to reduce the energy consumption and latency
in a real-world MEC environment. The experimental results
show that the proposed algorithms shows that the proposed
algorithms can considerably reduce the energy consumption
(71.84%) and latency (16.16%) at the expense of a relatively
small decrease (1.36%) in accuracy.

In the future, we will develop more smart applications,
such as path prediction and real-time scheduling. Further-
more, in an MEC system with multiple computation
resources, reliability has a significant impact on task offload-

ing and execution, and novel algorithms are needed to off-
loading the tasks on the trusty resource.
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The introduction of mobile edge computing (MEC) in vehicular network has been a promising paradigm to improve vehicular
services by offloading computation-intensive tasks to the MEC server. To avoid the overload phenomenon in MEC server, the
vast idle resources of parked vehicles can be utilized to effectively relieve the computational burden on the server. Furthermore,
unbalanced load allocation may cause larger latency and energy consumption. To solve the problem, the reported works
preferred to allocate workload between MEC server and single parked vehicle. In this paper, a multiple parked vehicle-assisted
edge computing (MPVEC) paradigm is first introduced. A joint load balancing and offloading optimization problem is
formulated to minimize the system cost under delay constraint. In order to accomplish the offloading tasks, a multiple
offloading node selection algorithm is proposed to select several appropriate PVs to collaborate with the MEC server in
computing tasks. Furthermore, a workload allocation strategy based on dynamic game is presented to optimize the system
performance with jointly considering the workload balance among computing nodes. Numerical results indicate that the
offloading strategy in MPVEC scheme can significantly reduce the system cost and load balancing of the system can be achieved.

1. Introduction

As road traffic density continues to increase and traffic data
explodes, the limited computing capacity of onboard termi-
nals cannot meet the communication and computing
demand of computationally intensive onboard applications
[1, 2]. The introduction of mobile edge computing (MEC)
has become an effective solution to the problem of resource
scarcity in vehicular networks [3, 4]. Usually, MEC can
enhance network resources and enable localized data pro-
cessing by deploying computation and storage resources at
the edge of the network close to the users [5, 6]. Compared
with remote cloud computing, it can use resource-rich
servers at the roadside unit (RSU) to provide users with
low-latency, high-bandwidth application services [7].

However, onboard applications such as augmented reality
and autonomous driving are with higher demands on data
processing and storage capabilities and still requiremore avail-
able resources [8, 9]. When the number of offloading tasks is
large, the MEC server with limited resources will be over-

loaded and result in less efficient task execution. Moreover,
deployingmassiveMEC servers to augment vehicular network
resources would entail huge economic and time costs, which is
clearly not feasible. In order to address the problem, end
devices such as vehicles and gateways with limited resources
can be used as infrastructures to effectively extend the compu-
tational, communication, and storage capabilities of the edge
server. For example, the idea of using vehicles as communica-
tion and computing infrastructure to collaborate with other
edge devices to perform tasks has been proposed in [10],
which can meet the demand for considerable communication
and computation capabilities. The computing power of mobile
vehicles on the road has been used to assist in offloading tasks
and speed up the task execution process [11–13]. As mobile
vehicles are highly dynamic, it is difficult to guarantee the sta-
bility and reliability of task offloading.

Note that the PVs with vast idle resources in the roadside
and parking lots can act as static network infrastructures to
enhance vehicular network [14, 15]. According to a survey,
about 70% of vehicles are parked for more than 20 hours
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per day [16]. And most of the vehicles in the vehicular net-
work have been equipped with sensors, wireless devices, and
onboard units, which facilitates the vehicles to establish sta-
ble and reliable wireless communication and consequently
form a vehicular adhoc network (VANET) [17, 18].

In the existing studies of vehicular edge networks, the
data interaction between the driving vehicles and the road-
side units is mainly considered. Generally, it leads to low uti-
lization of the PV resources. Based on the above problems, a
multiple parked vehicle-assisted edge computing framework
is proposed in this paper, which has multiple parked vehicles
to assist the edge server to perform offloading tasks. And the
total system cost is minimized under the constraint of max-
imum allowable delay while taking load balancing and off-
loading optimization into account.

The main contributions of this work are summarized as
follows.

(i) The system model of multiple parked vehicle-
assisted edge computing is analyzed. And the joint
load balancing and offloading optimization problem
is formulated to minimize the total system cost
under the delay constraint. The offloading strategy
is proposed to solve the optimization problem,
which includes offloading node selection and work-
load allocation

(ii) Considering the parked probability and resource
availability of PVs, a multiple offloading nodes
selection algorithm is adopted to select several can-
didate offloading nodes among vehicles and MEC
server

(iii) Considering the sequential nature of offloading
decisions and the resource consumption during task
execution, an efficient workload allocation strategy
based on dynamic game is proposed to optimize
system utility while considering load balancing

The rest of this paper is organized as follows. In Section
II, related works about task offloading in vehicular networks
are firstly introduced. The system model for multiple parked
vehicle-assisted edge computing is described in detail in Sec-
tion III. In Section IV, the workload allocation problem
among multiple tasks and multiple computing nodes is
modeled as a dynamic game process. In Section V, an effi-
cient offloading strategy is proposed to solve the node selec-
tion and workload allocation problems. Simulation results
for proposed scheme and the related analysis for different
cases are provided in Section VI. Finally, the research work
is concluded in Section VII.

2. Related Work

In the last few years, the existing work in vehicular networks
is mainly utilizing MEC to provide offloading service. These
research works can be divided into two main categories: one
is only using MEC servers to handle task offloading requests,
and the other is using remote clouds or vehicles to assist
MEC servers.

2.1. Vehicular Edge Computing. Researches in the first cate-
gory aim to solve the offloading problem in the vehicular
work by only using edge servers. The MEC server has more
computing power and can provide a large amount of
resources for offloading services. The existing work mainly
focused on improving the efficiency of task execution and
avoiding server overload by optimizing resource allocation.
For example, a collaborative computing offload and resource
allocation optimization scheme, based on the scalable nature
of tasks in driver assistance applications, was presented in
[19]. In order to balance resource consumption and user
experience with limited computing and spectrum resources,
edge computing and social networking were combined to
propose a new network system—vehicular social edge com-
puting (VSEC) in [20]. Thus, the quality of service and qual-
ity of experience of drivers were improved by optimizing the
available network resources. Moreover, a multipath trans-
mission workload balancing optimization scheme was inves-
tigated in [21], which uses multipath transport to support
communication between vehicles and edge nodes. In [22],
the fiber-wireless (FiWi) technology was introduced to
enhance vehicular network, and a SDN-based load-
balancing task offloading scheme was also proposed to min-
imize the processing delay.

2.2. Collaborate Vehicular Edge Computing. The second cat-
egory of method for handling task offloading requests is to
use other infrastructure such as remote clouds, UAVs, and
vehicles to collaborate with MEC servers.

2.2.1. Remote Clouds Collaborate Vehicular Edge Computing.
The remote clouds are often introduced in edge computing
to provide more offloading services. For instance, a two-
tier offloading architecture for cloud-assisted MEC to
improve system utility and computational latency by using
collaborative computational offloading and resource alloca-
tion optimization schemes was discussed in [23]. A multi-
layer data flow processing system, i.e., EdgeFlow, was
presented in [24], to integrally utilize the computing capac-
ity throughout the whole network and optimally the trans-
mission resource allocation to minimize the system latency.
Furthermore, a cloud-based tiered vehicle edge computing
offloading framework that introduces nearby backup servers
to make up for the lack of computing resources of MEC
servers was presented in [25]. A game theoretic algorithm
was used to design the optimal multilevel offloading scheme
to improve the utility of vehicles and servers.

2.2.2. Mobile Vehicles or UAVs Collaborate Vehicular Edge
Computing. Moreover, many works have proposed solutions
for task offloading by using mobile vehicles or UAVs to
assist MEC servers. In [26], a UAV-MEC system was inves-
tigated based on the idea of utilizing the UAV as a comput-
ing node to improve the average user latency. In [27], a
cooperative UAV-enabled MEC network structure was pre-
sented to collaborate UAV offloading tasks, which the
long-term utility was maximized by deep reinforcement
learning-based algorithms. A distributed collaborative task
offloading architecture by treating mobile vehicles as edge
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computing resources was discussed to guarantee low latency
and application performance in [28]. A joint energy and
latency cost minimization problem was formulated while
using vehicles to assist task offloading. And an ECOS scheme
with three phases was proposed to effectively solve the opti-
mal problem in [29].

2.2.3. Parked Vehicles Collaborate Vehicular Edge
Computing. Task offloading via UAVs and mobile vehicles
is highly dynamic and lead to discontinuity in communica-
tion which is highly unstable [30]. In contrast, vehicles
parked on the roadside or in parking lots are relatively static
and can provide a more stable and reliable task offloading
service. Thus, another recent work introduces parked vehi-
cles to extend edge computing capabilities. For instance,
serving PVs as static nodes to extend vehicular network
resources and the concept of parked vehicle assistance
(PVA) was proposed in [31, 32]. In addition, using PVs to
assist edge servers in handling offloading tasks was presented
in [33], by organizing PVs into parking clusters and
abstracting them as virtual edge servers. Eventually, the task
offloading performance was effectively improved by a task
scheduling strategy and an associated trajectory prediction
model. In [34], a three-stage contract-Stackelberg offloading
incentive mechanism was developed to optimize the system
utility by making full use of the large amount of free
resources in the parking lot. The computing resources were
also classified to provide different contracts, and the problem
was solved using backward induction. In [35], the system
task allocation was optimized according to the collaborative
vehicle edge computing (CVEC) framework by designing a
contract-based incentive mechanism to schedule PVs to
handle offloading tasks. And an optimal contract that maxi-
mizes subjective utility under information asymmetry was
formulated to optimize user utility.

The related works discussed above in parked vehicle-
assisted vehicular network rarely consider the load balance
among computing nodes or just allocate the load between
MEC server and single parked vehicle. Compared with them,
in this paper, a MPVEC framework with multiple parked
vehicles collaborating MEC server while executing offload-
ing tasks is presented. The computing framework with dis-
tributed characteristics increases computing capacity of
task offloading and provides users with more efficient and
flexible offloading options. To ensure the reliable and stable
task execution, a multiple offloading node selection algo-
rithm based on the parking behavior and resource availabil-
ity is proposed to select multiple appropriate PVs to
accomplish the offloading tasks. Considering that the
resource states of MEC servers and PVs are time-varying
during task execution, an efficient workload allocation strat-
egy is developed to optimize system performance and keep
the load balancing.

3. System Model

3.1. Network Entities. In this section, the MPVEC system
with network entities is mainly composed of requesting
vehicles, service provider, MEC server, and several PVs, as

shown in Figure 1. More details of the function of the net-
work entities in the system are described as follows.

Requesting vehicle: the requesting vehicle makes task
offloading decisions based on the information provided by
the service provider. Part of the task is processed by request-
ing vehicles locally, and the other part is uploaded to the
nearby RSU through vehicle to infrastructure (V2I) commu-
nication and reasonably distributes the workloads to corre-
sponding edge nodes.

Service provider: based on the computational and stor-
age capacity of the MEC server, the service provider can col-
lect global information, including task information as well as
the computational capacity and unit energy consumption of
the requesting vehicles, MEC server, and PVs. Simulta-
neously, according to the offloading decision, it can dispatch
the MEC server and PVs to execute the corresponding work-
load on demand.

MEC server: the MEC server is richer in computing
resources and can provide offloading services for requesting
vehicles. The task requests are transmitted wired to the MEC
server for processing via the RSU.

Parked vehicle: RSUs are wired to each other, and wire-
less connections are established between PVs and RSU via
V2I communication. PVs in the parking lot can use the idle
computing resources to perform offloading tasks.

3.2. System Model. As shown in Figure 1, it is assumed that a
one-way road is within the coverage of RSU, and there are N
requesting vehicles moving on the road. Each vehicle gener-
ates a computation task, which can be described as Di = f
di, ci, tmax

i g and i ∈N = f1, 2,⋯,Ng. Here, di, ci, tmax
i

denotes the data size of task, the number of CPU cycles
needed for executing task, and the maximum allowable time
delay of the task, respectively.

To ensure uninterrupted communication during task
execution, the task offloading process needs to be completed
before the vehicle leaves the RSU coverage area. Assuming
that the length of the road section covered by the RSU is L,
the requesting vehicle moves on the one-way road at a con-
stant speed of v, and its position is away from the starting
position of the road section by li. Then, the maximum allow-
able time delay tmax

i of the task can be represented as tmax
i

= ðL − liÞ/v.
The task generated by the requesting vehicle can be exe-

cuted locally or offloaded to edge computing nodes. The set
of J = f1, 2,⋯, jg represents the edge computing nodes.
Among them, j = 1 represents the MEC server, j > 1 repre-
sents PVs, and the offloading part of the task can be off-
loaded to multiple edge computing nodes for parallel
processing. The parameter of xij ∈ f0, 1g represents the node
selection variable. If the j-th edge computing node is selected
to execute the i-th offloading task, xij = 1 is set; otherwise,
xij = 0: Let kij ð0 ≤ kij ≤ 1Þ denotes the allocation workload
ratio of the i -th offloading task to the j -th edge computing
node. And (1−∑J

j=1xijkij) represents the unoffloading ratio of
the i -th task and should be executed locally. As the comput-
ing resource of the system is time-varying, and the resource
consumption cost of each node is different, it is a key
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challenge to balance the workload of each node while mini-
mizing the whole system cost. The communication and
computation model in the MPVEC framework will be
described in the following sections. And the rest main
parameters that will be used in this paper are listed in
Table 1.

3.3. Communication Model. For the convenience of analysis,
it is assumed that the network topology and wireless chan-
nels remain unchanged during the task execution. When
the vehicle moves into the RSU coverage area, it can estab-
lish a V2I communication connection with the RSU based
on IEEE 802.11p. If the task is partially or completely off-
loaded, the offloading part of the task is firstly transmitted
to the RSU. And the MEC server, which establishes wired
connection with RSU, calculates the corresponding offload-
ing tasks. Simultaneously, the remaining offloading part is
forwarded to the RSU at the parking lot, and the RSU will
issue the task to the PVs for processing. Finally, the task exe-
cution result is returned. Since the size of task execution
result is small, its transmission delay and energy consump-
tion can be ignored, and only the task distribution process
is considered in this paper.

(1) Requesting vehicle to RSU: when the i-th requesting
vehicle who generate a computation task Di is
occurred in the coverage of RSU, the uplink trans-
mission rate between the i-th requesting vehicle
and RSU can be expressed as

Ru
i = B log2 1 +

pui h
u
i

N0

� �
, ð1Þ

where pi
u is the transmission power of the i-th request-

ing vehicle, and hi
u is the power gain between the i-th

requesting vehicle and RSU. B and N0 are the channel band-
width and the background noise power, respectively.

The transmission time and energy consumption of
the uplink are related to the size of the task, which

can be calculated by

Tu
i = 〠

J

j=1

xijkijdi
Ru
i

,

Eu
i = ρutrans 〠

J

j=1
xijkijdi,

ð2Þ

where ρutrans is the uplink cost coefficient and repre-
sents the cost to calculate the unit data volume in the
uplink.

(2) RSU to MEC server (j = 1): since the connection
between RSU and MEC server is in a wired manner,
the transmission rate is relatively high, and the data
transmission time and energy consumption are
negligible

(3) RSU to PV (j > 1): there is a RSU near the parking lot,
and the RSU is connected with the roadside RSU by
wire. The transmission time and energy consumption
can be neglected. The RSU will send the received off-
loading task requests to the PVs for processing via
V2I communication, and the downlink transmission
rate between the RSU and the j-th PV is

Rd
rsu,j = B log2 1 +

pdrsuh
d
rsu,j

N0

 !
, ð3Þ

where pdrsu is the transmission power of the RSU, and
hdrsu,j is the power gain between the RSU and the j-th PV.

Furthermore, the tasks can be offloaded in parallel trans-
mission; thus, the data transmission time of the downlink is
the maximum task transmission time of each offloading
part. And the transmission energy consumption is the sum
of the transmission energy consumption of each offloading
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Figure 1: Multiple parked vehicle-assisted edge computing for task offloading.
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part, which are defined as

Td
i =max

kijdi
Rd
rsu,j

( )
,

Ed
i = ρdtrans 〠

J

j=2
xijkijdi:

ð4Þ

We let ρdtrans as the downlink cost coefficient and rep-
resents the cost to calculate the unit data volume in the
uplink.

As a result, the total transmission time and energy
consumption for data transmission to the edge computing
node for the offloading part of Di are expressed, respec-
tively, as

Ttrans
i = Tu

i + Td
i = 〠

J

j=1

xijkijdi
Ru
i

+max
kijdi
Rd
rsu,j

( )
,

Etrans
i = Eu

i + Ed
i = ρutrans 〠

J

j=1
xijkijdi + ρdtrans 〠

J

j=2
xijkijdi:

ð5Þ

3.4. Computation Model

(1) Compute task locally: the unoffloading part of the
task is calculated by the requesting vehicles locally.
And the delay and energy consumption are related
to the number of CPU cycles required by the task
Di, which can be calculated by

Tloc
i =

1 −∑J
j=1xijkij

� �
ci

f loci
,

Eloc
i = ρloccal 1 − 〠

J

j=1
xijkij

 !
ci,

ð6Þ

where f i
loc is the computing capability of the i-th

requesting vehicle, and ρloccal is the energy consumption
required to calculate the unit CPU cycle.

(2) Compute task by edge computing nodes: when the
task Di is offloaded partially to the j − th (j∈J) edge
computing node, the task processing delay is related
to the computing capability of the edge computing
node

The computing resources of the j -th edge node are lim-
ited and changed with time during the task Di execution,
which can be described as f ij ∈ ½0, f ijmax�, and f ij

max is the
max computing power of the j-th edge node.

When the computing resources occupancy rate of the
edge nodes in a certain period of time is greater than its
own threshold of rmax, the tasks in the node will not be proc-
essed in parallel and need to be stored in the waiting queue
and executed in sequence according to the delay constraint.
Therefore, the task processing delay at the edge node mainly
includes two parts: task calculation time and task waiting
time, which can be written as

Tij =
kijci
f ij

+ Twait
ij ,

Eij = ρoffcalkijcij:

ð7Þ

Table 1: Main parameters.

Parameters Description

di, ci, ti
max Task data size, task required computing resource, and the maximum allowable time delay of the task.

xij, kij The node selection variable and the workload ratio of the i-th offloading task to the j-th edge computing node.

B, N0 Wireless channel bandwidth and white Gaussian noise power.

pi
u, pi

d Uplink and downlink transmission power.

hui , h
d
rsu,j The power gain between the i-th requesting vehicle and RSU and the power gain between RSU and the j-th PV.

f i
loc, f ij

max CPU computing power of the i-th requesting vehicle and the max CPU computing power of the j-th edge computing node.

ρutrans, ρ
d
trans Uplink and downlink cost coefficient.

ρloccal , ρ
off
cal Energy consumption per CPU cycle of requesting vehicle and edge computing nodes.

rmax The maximum allowable computing resources occupancy rate of the edge computing nodes in a certain period of time.

ki
∗ The optimal strategy of the i-th requesting vehicle.

T Time span of the time period.

δ tð Þ, χ tð Þ Probability density function and accumulative distribution function of the PV parking durations t.

Pij, aqij
The probability value of the j-th PV remaining parked at the execution time period of the i-th task and accumulative parking

durations of the j-th PV.
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Let ρoffcal represents the energy consumption required to
calculate the unit CPU cycle of the edge node, where the
ρoffcal of the PV is smaller than that of the MEC server.

The offloading part of the task request Di generated by
the i -th requesting vehicle can be processed in parallel by
multiple edge computing nodes. Therefore, the task offload-
ing delay is mainly composed of the task transmission delay
and the task processing delay. And the largest processing
latency among edge computing nodes is used as the task off-
loading latency

Tof f
i = T trans

i +max Tij

� �
: ð8Þ

Task offloading energy consumption is the sum of the
transmission energy consumption and processing energy
consumption of each offloading part

Eof f
i = Etrans

i + 〠
J

j=1
Eij ð9Þ

3.5. Problem Formulation. For the task Di generated by the i
-th requesting vehicle, there is a delay and energy consump-
tion during processing, which mainly contain two aspects:
the local processing part and the offloading processing part.
Due to the parallel processing of tasks, the total task process-
ing latency is the maximum latency for local processing and
task offloading processing, which can be expressed as

Ti =max Tloc
i , Tof f

i

n o
: ð10Þ

The total energy consumption of the task processing can
be written as

Ei = Eloc
i + Eoff

i : ð11Þ

A cost function for task Di is defined as the combination
of executing time and energy consumption.

Ui = αTi + βEi, ð12Þ

where α + β = 1. The goal in this paper is to minimize the
whole cost of all distributed tasks with the latency constraint,
while joint consider load balancing and offloading decision.
The optimizing problem for all tasks can be formulated as

min
xij,kijf g

U = min
xij ,kijf g

〠
N

i=1
Ui, ð13Þ

s:t 0 ≤ kij ≤ 1,∀i ∈N , j ∈ J , ð14Þ
Ti ≤ tmax

i ,∀i ∈N , ð15Þ
xij ∈ 0, 1f g,∀i ∈N , j ∈ J , ð16Þ

0 ≤ 〠
J

j=1
xijkij ≤ 1,∀i ∈N , j ∈ J , ð17Þ

α + β = 1, α ≥ 0, β ≥ 0: ð18Þ

In the above optimization model, constraint (14) denotes
the workload ratio kij is a continuous variable, which cannot
exceed to 1. And each requesting vehicle can offload its task
to multiple computing nodes according to the workload
ratio of kij. Constraint (15) ensures that the task execution
delay cannot exceed the maximum allowable task delay
tmax
i . Constraint (16) indicates the offloading node selection
variable, and if the i-th requesting vehicle selects the j-th
edge computing node to offload part of the task, then xij =
1; otherwise, xij = 0. Constraint (17) presents the total off-
loading task of the i-th requesting vehicle cannot exceed to
1 and makes the problem a mixed integer nonlinear optimi-
zation problem. In constraint (18), α and β are the weights
of time delay and energy consumption in the total cost,
respectively, which can be dynamically adjusted according
to the task type to meet the computing requirements of dif-
ferent tasks.

4. Multitask Multinode Dynamic Game

In this section, the workload allocation for multiple tasks in
multiple computing nodes is modeled as a dynamic game
process. Considering that offloading decisions are sequential,
the requesting vehicle who makes the former decision will
have an impact on the requesting vehicle who makes the
subsequent decision. Thus, to ensure the sequential rational-
ity of the game process, each requesting vehicle is required to
make the optimal decision, so that the overall strategy of the
system is optimal.

The service provider in the proposed framework can
provide requesting vehicles with global information
(including the available computing capability of edge
nodes and task queuing sequence). To optimize the total
system cost of task execution, sequential decisions for dif-
ferent requesting vehicles are made to offload part or all
tasks to edge computing nodes. At the same time, both
sides of the game complete distributed autonomous deci-
sion making in the game process, which can obtain the
optimal utility and effectively relieve the computational
pressure of the MEC server.

The dynamic game process with multiple tasks and mul-
tiple computing nodes can be defined by G ðN , K ,UÞ, while
the three elements of the game can be described as

(1) N = f1, 2,⋯, i,⋯, ng represents the requesting vehi-
cle players in the game that generates the tasks and
makes task offloading decisions

(2) Kn = fk1, k2,⋯, ki,⋯, kng means the task offloading
decision of the requesting vehicle players, where ki
= fki1, ki2,⋯, kijg. And kij represents the workload
proportion of task Di performed by j -th the edge
node

(3) The cost function Ui represents the cost required for
requesting vehicle players to perform tasks, includ-
ing task execution time and energy consumption
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Therefore, the offloading decision for requesting vehi-
cle players other than the i-th requesting vehicle player
can be described as k−i = fk1,⋯, ki−1, ki+1,⋯, kng, and the
i-th player needs to choose a strategy to minimize the task
execution time and energy consumption, which can be
expressed as

min
ki∈ 0,1ð Þ

Ui ki, k−ið Þ,∀i ∈N: ð19Þ

Next, the existence of the Nash equilibrium point in
the dynamic game process is discussed.

Definition 1. There exists a strategy set K∗
n = fk∗1 , k∗2 ,⋯, k∗i ,

⋯, k∗ng in the dynamic game G ðN , K ,UÞ and if

Ui k
∗
i , k

∗
−ið Þ ≤Ui ki, k

∗
−ið Þ,∀ki ∈ Kn, ð20Þ

then strategy set Kn
∗ is the Nash equilibrium of game G. At

the Nash equilibrium point, it is impossible for any player to
change the strategy to obtain greater utility; that is, each
requesting vehicle has made the optimal offloading decision
to minimize the task execution cost.

Meanwhile, for the i -th requesting vehicle, in order to
minimize its own cost, the optimal strategy k∗i needs to be
obtained by solving the following problem.

μ kið Þ = arg min
kif g

Ui = αTi + βEi: ð21Þ

The optimal strategy of k∗i can be obtained by solving the
following formula:

∂2Ui kið Þ
∂2ki

= 0: ð22Þ

It can be easily concluded that the formula for solving
the optimal strategy is convex, and there is an optimal solu-
tion. Hence, there is an optimal strategy in the dynamic
game process between multiple tasks and multiple comput-
ing nodes.

5. Efficient Workload Allocation Strategy

In this section, an efficient offloading strategy is proposed to
minimize the total cost of task execution, which joint con-
sider load balancing and offloading optimization. In the task
scheduling problem formulated in this paper, the value of
the offloading selection variable is 0 or 1, while the task off-
loading ratio can be any value between 0 and 1. Therefore,
the optimization problem is a mixed integer nonlinear opti-
mization problem. We divide it into two subproblems to
solve, namely, offloading node selection and workload
allocation.

5.1. Offloading Node Selection. Different form the reported
works that mainly use single computing node to collaborate
MEC server in task processing, in this paper, the task Di gen-
erated by the i -th requesting vehicle is considered to decom-

pose into multiple subtasks, and then it is offloaded to
multiple edge computing nodes for joint execution. And a
multiple offloading nodes selection algorithm is designed
to select several appropriate computing nodes for parallel
processing tasks, which is described in Algorithm 1.

It is assumed that the maximum computing power of the
i-th requesting vehicle and the j-th edge computing node are
fmax
ij and f loci , respectively. The maximum computing power
of each node is fixed, but the computing resources of each
node change dynamically during task execution process.
Part of the computing resources are occupied during task
execution, and released after the task execution is completed.
When the i -th requesting vehicle selects offloading nodes,
the MEC server must be used as one of the offloading nodes
to prevent overloading at the PVs, considering that it can
provide strong computing power. As a result, the appropri-
ate offloading nodes are mainly selected among the PVs
within the coverage area of RSU.

The appropriate offloading nodes in the PVs are selected
to minimize the system cost by evaluating the execution cost
of subtasks. As shown in Algorithm 1, the computation task
is first divided into several subtasks with equal size, and the
workload ratio of the single offloading task ω is set to 0.1.
Then, the local and each edge node processing cost incre-
ment required for this subtask Δuloci and Δuij is calculated
and compared according to equation (12). The additional
waiting time Twait

ij caused by resource consumption is also
considered. The PV that satisfies the parking probability
constraint Pij ≥ Pth will be selected while its cost increment
is lower than the local ðΔuij < ΔulocÞ. Simultaneously, if the
j-th edge node is selected to executing part of the task Di,xi
j is set to 1, and the workload ratio kij and computing power
f ij will be updated during task execution.

During the task scheduling process, the i-th requesting
vehicle evaluates the current resource availability status of
the j-th PV, which can be described by the probability value
Pij of the j-th PV remaining parked state at the execution
time period of the i-th task [16]. And the Pij can be calcu-
lated by

Pij =
ðtmax

aqij+T

δ tð Þ
1 − χ aqij

� � dt = 1 − χ aqij + T
� �

1 − χ aqij
� � , ð23Þ

where t ∈ ½0, tmax� indicates the parking durations, δðtÞ
denotes the probability density function of the j-th PV park-
ing duration, and χðtÞ is the cumulative distribution func-
tion of δðtÞ. T is time span of the time period. The qij
denotes the time interval detecting the parking behavior of
the j-th PV, and the parameter of a is constant. The accumu-
lative parking durations until now is recorded as aqij. Thus,
the probability that the PV will continue to stay parked for at
least T time slots can be predicted.

When the PV stays for a specified period of time with a
higher probability, it can provide more stable and reliable
resources for task execution. If the task is assigned to the
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PV, the extra task retransmission overhead caused by the
departure of the PV can be effectively avoided. Thus, the
probability that the PV keeps parked state during the task
execution period is used as an important indicator to mea-
sure the availability of PV resources.

In Algorithm 1, the PVs satisfying Pij ≥ Pth can be hope-
fully selected as offloading nodes to execute the workload,
where Pth is a predefined threshold value in the PV selection
process. Furthermore, when selecting a suitable PV as an off-
loading node, it is necessary to consider the computing
power of the corresponding PV itself and the energy con-
sumption per unit. The PVs that satisfy both the parking
probability constraint of Pij ≥ Pth, and the less task executing
cost of Δuij < Δuloc will be selected as the candidate offload-
ing nodes. According to Algorithm 1, stable and reliable off-
loading nodes can be obtained to meet the task workload
allocation requirements.

5.2. Workload Allocation. The workload allocation between
multiple tasks and multiple nodes is modeled as a dynamic
game process. Since the requesting vehicles can obtain global
information according to the service provider, the game pro-
cess can be regarded as a complete information game. The
requesting vehicles need to make sequential decisions based
on the priorities defined by task delay constraints. Consider-
ing the resource consumption in the system, a workload
allocation algorithm based on dynamic game is proposed,
and the backward induction is used to assist requesting vehi-
cles in formulating their strategies. When all requesting
vehicles make the optimal decision, the Nash Equilibrium
is reached and the game ends. The specific steps are
described in Algorithm 2 as follows.

Assuming that the task set generated by the request-
ing vehicles has been prioritized according to the delay

constraint, that can be given as tmax
1 < tmax

2 <⋯<tmax
i , i ∈

N . According to the proposed algorithm, the requesting
vehicles allocate the workload among the local and the
selected offloading nodes and makes offloading decisions
in turn.

Among them, the (i + 1)-th requesting vehicle who
makes the later decision develops an offloading strategy
ki+1 based on the former decision ki of the i -th requesting
vehicle, and then it feeds the developed strategy ki+1 to the
i -th requesting vehicle. If the former i -th requesting vehicle
has a lower-cost strategy k’i in this case, the strategy ki is
updated and the later strategy ki+1 changes accordingly. Iter-
ation keeps until the strategies and costs are both no longer
changed, and then the optimal solution ki

∗ and k∗i+1 are
obtained. This step is repeated until all requesting vehicles
obtain the optimal strategy K∗

n = fk∗1 , k∗2 ,⋯, k∗i ,⋯, k∗ng,
which results in the minimum total system cost and joint
consider the load balancing.

6. Numerical Results

In this section, the performance of the proposed MPVEC
scheme through numerical research is evaluated. By formu-
lating an efficient offloading strategy, the requesting vehicles
allocate the task requests to the local and multiple edge com-
puting nodes for joint execution.

6.1. Parameter Setting. We consider a unidirectional road
with a section of length L = 600m in the coverage of RSU,
and the RSU is equipped with a MEC server which can pro-
vide offloading services. On the road section, there are [10-
50] requesting vehicles driving at a constant speed of v =
40 km/h, and each vehicle generates a delay-sensitive task
request. And there are [5–15] vehicles parking in the parking
lot nearby, which can provide idle resources. The data size of

Input: Task Di = {di, ci, ti
max}; the offloading task workload ω; the computing power fi

lo, fij; the parking probability Pij.
Output: The node selection variable xij (j =1 denotes MEC server, j >1 denotes PV).
1: Initialization:Δu = 0, Δt = 0, Δe = 0 and xi1 = 1.
2: calculate the execution time Tloc

i and Tij, the energy consumption Eloc
i and Eij.

3: setΔui
loc = Ti

loc + Ei
loc

4: if kij ≥ rmaxfij
maxthen

5: CalculateTij
wait

6: setΔtij = Tij + Tij
wait

7: else
8: setΔtij = Tij
9: end if
10: setΔeij = Eij
11: then calculate Δuij = Δtij + Δeij
12: ifPij ≥ Pth and Δuij < Δulocthen
13: setxij =1
14: update kij = kij +ω, fij = fij - ω
15: else
16: setxij = 0
17: end if
18: returnxij

Algorithm 1: Multiple offloading node selection algorithm.
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the task is di = ½100, 1000� KB, the number of CPU cycles
required for computing ci is [500,1500] megacycles, and
the maximum allowable task delay ti

max = ðL − liÞ/v is related
to the location of the moving vehicle. We set the location li
= ½0, 300�m, where the requesting vehicle is located to
ensure that the vehicle can complete the task offloading pro-
cess before leaving the RSU coverage area.

In addition, the probability density function of parking
durations of these PVs δ(t) is formulated by [16], and the
parking probability Pij can be calculated according to equa-
tion (23). In the simulation, the requesting vehicles prefer to
choose the PV as the candidate offloading node if its parking
probability is larger than 0.85. More simulation parameters
are shown in Table 2.

6.2. Performance Comparison. In this section, the proposed
offloading strategy in MPVEC is simulated, and the effec-
tiveness and feasibility of the proposed scheme is evaluated
under the same or different parameters and compared with
the following schemes.

(1) All task requests generated by the requesting vehicles
are computed locally (local computing, LC)

(2) There is only one MEC server in the system to provide
offloading services, and there is no PV to assist in the
computation. The workload is allocated between local
and MEC server (no parked vehicles, NP)

(3) The system has one MEC server and multiple PVs to
provide offloading services, but tasks can only be off-
loaded to single node for processing (single node
computing, SNC)

In Figure 2, the system cost of different offloading scenar-
ios with the same parameters is compared. We set the number
of tasks generated by the requesting vehicle is N = 10, the data
size of the requesting task is equal to 500KB, and the number
of required CPU cycles is equal to 1000 megacycles. And there
is one MEC server and 10 PVs in the scenario to provide off-
loading services. As is shown in Figure 2, the requesting vehi-
cle generates the largest system cost when choosing LC
scheme, due to that the requesting vehicle itself has weak com-
puting power and generates large computing latency. Com-
pared with the LC scheme, the tasks can be offloaded to the
MEC server and PVs, which have much larger resources than
the requesting vehicles. Hence, the system cost of the other
three schemes cut down as a result.

Input:The task Di = fdi, ci, tmax
i g, i ∈N ; the node selection variable xij; the offloading task workload ω.

Output:The final workload strategy K∗
n = fk∗1 , k∗2 ,⋯, k∗i ,⋯, k∗ng, k∗i = fki1, ki2,⋯, kijg, kij ∈ ½0, 1�, let j = 0 denotes local, j > 0

denotes edge node.
Initialization:kij = 0, ui =0.

Step 1. Workload allocation between nodes.
1: for each task Di
2: whileωi < cido
3: calculate the incremental cost of processing unit-sized tasks locally Δui0 = Tloc

i + Eloc
i

4: ifxij ≠ 0then
5: calculateΔuij = Tij + Twait

ij + Eij

6: end if
7: compareΔui0, Δui1,⋯, Δuij
8: allocate subtask to node j with the smallest cost increment，thenkij = kij + ω. ui = ui + Δuij
9: setωi = ωi + ω
10: end
11: setki = {ki0, ki1,ki2, …, kij}
Step 2. Iterative to NE based on backward induction.
12: leti = i + 1 and repeat step 1
13: calculateki+1 = {ki+1,0, ki+1,1,ki+1,2, …, ki+1,j}, ui+1
14: sendki+1 to user i and repeat step 1
15: calculatek’i, u

’
i

16: Ifu’i < uithen
17: updateki = k’i
18: Sendki to user i + 1 and repeat step 1
19: n = n+ 1
20: calculatek’i+1, u

’
i+1

21: repeat step 2 until uðnÞi+1 = uðn−1Þi+1 and uðnÞi = uðn−1Þi

22: setk∗i = kðnÞi and k∗i+1 = kðnÞi+1
23: end if
24: returnki

∗, k∗ i+1, ui, ui+1

Algorithm 2: Workload allocation algorithm based on dynamic game.
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Simultaneously, the MPVEC scheme shows the excellent
performance under the same parameters, which can signifi-
cantly reduce the system cost. As no PVs can provide off-
loading services in NP, by comparing NP with MPVEC, it
clearly proves that the introduction of PVs is beneficial to
the system performance. Moreover, compared with the
SNC scheme, the MPVEC decomposes the tasks to multiple
nodes for joint execution, the multinode distributed process-
ing can provide more node selectivity for users, and the sys-
tem cost is efficiently reduced. Numerical results show that
the system cost of the proposed MPVEC is 41.5%, 34.6%,
and 7.7% lower than of LC, NP, and SNC, respectively.

In Figure 3, the impact of the different number of tasks
generated by the requesting vehicle on the system cost is
illustrated. With the increasing number of tasks generated
by the requesting vehicles, the system cost of all schemes
presents an upward trend. Due to the limited resources of
the computing nodes, the number of tasks in the waiting
queue increases after the resource consumption reaches the
threshold value of the edge nodes themselves. It will generate
additional execution time costs and lead to the increasing
system cost. In addition, it can be concluded from Figure 3
that the MPVEC shows better performance than other
schemes under the same conditions. It is because that PVs
can provide more computing resources with lower cost for
offloading tasks execution. And the offloading strategy in
MPVEC can effectively optimize the task execution effi-
ciency by reasonably allocating load among computing
nodes. Results indicate that the system cost of LC, NP, and
SNC is 17.1%, 5.1%, and 2.6%, respectively higher than
MPVEC when the number of tasks reached to 50.

In Figure 4, the impact of the number of CPU cycles
required for the task of requesting vehicle generation on
the system cost is illustrated. With the increase in number
of CPU cycles, the computational latency and energy con-
sumption of each node increases accordingly. Hence, the
system cost has maintained an upward trend of all schemes.
Moreover, it can be visualized from Figure 4 that the optimi-
zation performance of MPVEC scheme is more obvious than
other schemes. When the task requires a larger amount of
computing power, the task computing requirements can still
be met at a lower cost in MPVEC. The numerical results
indicate that the system cost increase with increasing CPU
cycles is 60.1%, 32.6%, and 6.1% higher for LC, NP, and
SNC than MPVEC, respectively. As a result, it can be

Table 2: Simulation parameters.

Parameters Description Value

di Task data size (KB) [100, 1000]

ci Task required computing resource (megacycles) [500, 1500]

B Wireless channel bandwidth (MHz) 10

pi
u Uplink transmission power (W) 1

pi
d Downlink transmission power (W) 5

hui , h
d
rsu,j Power gains 1

N0 White Gaussian noise power (dBm) -100

f i
loc Max computing power of requesting vehicle (GHz) [0.5, 1]

f ij
max

Max computing power of edge node (GHz) 8, [2, 3]

ρutrans Uplink cost coefficient (J/KB) 1 × 10−4

ρdtrans Downlink cost coefficient (J/KB) 1 × 10−4

ρloccal Energy consumption per CPU cycle of requesting vehicle (J/megacycles) 1:2 × 10−3

ρoffcal Energy consumption per CPU cycle of edge node (J/megacycles)
2 × 10−3
1, 2½ � × 10−3

α, β The weights of time delay and energy consumption in the total cost 0.5, 0.5

Pth Predefined threshold value. 0.85
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Figure 2: System cost under different scenarios.
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effectively proved that utilizing the large amount of idle
resources of multiple PVs and allocating workload reason-
ably can greatly expand the edge computing capacity while
providing offloading services to users at low cost.

In Figure 5, the impact of the different number of PVs on
the system cost and the workload borne by the MEC server
is illustrated. It can be seen the workload ratio of the MEC
server and system cost decrease significantly at the begin-
ning increase of the PV numbers. It is because that more
available resources are provided for the system to accom-
plish offloading tasks, and the workload ratio of MEC server
is reduced. It proves that the MPVEC scheme is feasible to
use PVs to assist edge computing and the computational
pressure on the server is considerably relieved. And the rea-
sons for the decrease of system cost can be explained
through two aspects: on the one hand, the PVs can execute

part of the offloading tasks at a lower energy consumption
per unit than the MEC server, and the system computing
energy consumption is reduced as the number of the PVs
becomes larger. On the other hand, as the number of PVs
assisted in offloading increased, the tasks can be offloaded
to more computing nodes for parallel processing, and the
tasks waiting time in MEC server and the tasks computing
time can be both reduced, which results in the reduction of
system cost. Therefore, the multiple PV-assisted MEC can
improve the system performance, and the workload of
MEC server can be effectively relieved.

In Figure 6, the impact of different numbers of PVs on
the load balancing of the system is illustrated. We set the
number of PVs in the parking lot to 5 and 10, respectively.
Comparing the load ratio of the selected computing nodes,
it can be clearly seen that when the number of PVs is 5,
except for individual nodes taking more workload, the work-
load ratio of the remaining computing nodes has a small dif-
ference, and load balancing of some nodes (except node 1)
can be achieved. And when the number of PVs increases
to 10, all the selected computing nodes can achieve load bal-
ancing. It can be easily concluded that through the proposed
efficient offloading strategy in MPVEC, the workload of each
node is reasonably distributed, which can effectively reduce
the overload phenomenon and realize the system load
balancing.

6.3. Complexity Analysis. The computational complexity of
the proposed offloading strategy in MPVEC is OðNMÞ,
where N and M are the number of requesting vehicles and
the total number of computing nodes (include requesting
vehicle itself and MEC server and PVs), respectively. In
[28], the collaborative task offloading strategy based on a
computation task and resource sharing mechanism between
vehicles and edge infrastructures was reported. Its computa-
tional complexity is OðNMÞ, where N and M are the total
number of edge infrastructures and the number of vehicles
in the task offloading subcloudlet, respectively. A cloud-
based mobile edge computing (MEC) offloading framework
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in vehicular networks was proposed, and an efficient compu-
tation offloading strategy based on contract theoretic
approach was introduced to maximize the benefit of the
MEC service provider and improve the utilities of the vehi-
cles in [36]. Its computational complexity was given as Oð
NMÞ, where N is the number of computation tasks types,
and M is the number of MEC servers. The computation
complexity of the proposed offloading strategy is similar to
that of the algorithms mentioned above.

7. Conclusion

In this paper, an offloading strategy in MPVEC is investi-
gated to optimize the system performance with jointly con-
sidering the workload balance among computing nodes.
First, a multiple offloading node selection algorithm is pro-
posed to select appropriate PVs to take part in computing
tasks. Furthermore, a workload allocation strategy based on
the idea of dynamic game is presented to optimize system
performance and consider the load balancing at the same
time. Numerical results have demonstrated that the pro-
posed offloading strategy in MPVEC can effectively reduce
the system cost under delay constraint while achieving the
load balancing of the system. In this work, only the comput-
ing resources of PVs are considered to optimize the system
performance. In the future work, the communication
resources allocation in multiple PV-assisted MEC will be
researched. This study can be reviewed as a reference for
task offloading in the vehicular network.
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The Internet of Things (IoT) has brought about various global changes, as all devices will be connected. This article examines
the latest 5G solutions for enabling a massive cellular network. It further explored the gaps in previously published articles,
demonstrating that to deal with the new challenges. The mobile network must use massive multiple input and output
(MIMO), nonorthogonal multiple access (NOMA), orthogonal multiple access (OMA), signal interference cancellation
(SIC), channel state information (CSI), and clustering. Furthermore, this article has two objectives such as (1) to introduce
the cluster base NOMA to reduce the computational complexity by applying SIC on a cluster, which ultimately results in
faster communication and (2) to achieve massive connectivity by proposing massive MIMO with NOMA and OMA. The
proposed NOMA clustering technique working principle pairs the close user with the far user; thus, it will reduce
computational complexity, which was one such big dilemma in the existing articles. This will specifically help those users
that are far away from the base station by maintaining the connectivity. Despite NOMA’s extraordinary benefits, one
cannot deny the significance of the OMA; hence, the other objective of the proposed work is to introduce OMA with
MIMO in small areas where the user is low in number, it is already in use, and quite cheap. The next important aspect of
the proposed work is SIC, which helps remove interference and leads to enhancement in network performance. The
simulation result has clearly stated that NOMA has gained a higher rate than OMA: current NOMA users’ power
requirement (weak signal user 0.06, strong signal user 0.07), spectral efficiency ratio for P-NOMA and C-NOMA (21%,
5%), signal-to-noise ratio OMA, P-NOMA, C-NOMA (28, 40, 55%), and user rate pairs NOMA, OMA (7, 3), C-NOMA,
and massive MIMO NOMA SINR (4.0, 2.5).

1. Introduction

The Internet was considered as a network for connecting
devices, such as desktop computers, laptops, routers, sensor
nodes, smartphones, and home appliances [1]. The interac-
tion between these devices via the Internet is described as
the Internet of Things (IoT). The internet users are growing
rapidly as approximately 1000-fold data traffic has been
increased by 2020 [2]. Consequently, spectral efficiency
could become a key challenge to control such explosive data

traffic [3]. Enhanced technologies have been the major need
for satisfaction of these requirements [4]. Millimeter-wave
communications, ultradense network, massive multiple-
input and output (MIMO), and nonorthogonal multiple
access (NOMA) have been proposed to address the 5th Gen-
eration challenges. At present, NOMA schemes have gotten
more attention as compared to other multiple access tech-
niques, which is further divided into 2 phases, that is, power
domain multiplexing [5, 6] and code domain multiplexing,
including multiple access with low-density spreading (LDS)
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[7–9], sparse code multiple access (SCMA) [10], and multi-
user shared access (MUSA) [11]. Some other multiple access
schemes, such as pattern division multiple access (PDMA)
and bit division multiplexing (BDM) [10], are also proposed.
In [12], the author has put forward a low-complexity subsu-
boptimal grouping user method. However, the mentioned
method works by exploiting the channel gain difference
among users in the NOMA cluster and gang them either single
cluster or multiple clusters to improve system throughput. In
[13], the author has clearly mentioned that the orthogonal
multiple access (OMA) cannot thoroughly vanish; NOMA is
a futuristic term that could facilitate the users in terms of ren-
dering massive connectivity and capacity improvement.
Nonetheless, this never means that NOMA could thoroughly
replace OMA scheme in the coming 5G networks. OMA could
be better for the specimen for a small network where the near
and far effect is insignificant. On the other hand, NOMA
would be better if the network is big. Thus, the futuristic 5G
will have a combo of NOMA and OMA to fully fill the
demands of various applications and services.

More importantly, even though NOMA can render
attractive merits, some hurdles should be sorted, such as
advanced transmitter design and the trade-off between per-
formance and receiver complexity [14–16]. This research
focuses on both NOMA and OMA multiple access tech-
niques that utilize power domain/code domain and time/fre-
quency domain, respectively. The purpose of the proposed
combination of OMA and NOMA is, firstly, one cannot
neglect OMA since it is already implemented in 4G and
working properly. Secondly, the study has shown that
NOMA is superior to OMA as NOMA renders 1msec
throughput compare to OMA, but it is costly. Thirdly, when
the users are near the base station, then the spectral effi-
ciency is better than NOMA. Therefore, it is directed to
present a combo to utilize their advantages.

The main contribution of this article is elaborated in the
next sentences. Till now, none of the authors from [13,
17–19] have proposed a combination of NOMA and
OMA. Thus, the objective of this paper is to propose a com-
bination of NOMA and OMA in order to achieve high per-
formance. Further, the proposed work also introduces
cluster base NOMA to reduce the complexity. Several arti-
cles have discussed about user 1 and user 2 due to the
increase in users. Decoding each user’s signal using signal
interference cancellation (SIC) requires additional imple-
mentation complexity. Therefore, it is recommended to use
clustering, helping diminish the additional complexity [14,
20]. Next, with the aid of SIC, one can avoid interference
and achieve a low complexity objective. After that, channel
state information (CSI) works as a backbone to SIC as it
senses the weak users signal and strong users and allocates
the power accordingly. Without perfect CSI, SIC decoding
cannot be decided by base station (BS) directly. Thus, an
explicit SIC decoding order must be acquired 1st.

The rest of the paper is organized as follows: Section 2
describes the related work. Section 3 presents a research
methodology. Section 4 illustrates the simulations results.
Section 5 presents the discussion, and finally, Section 6
concludes.

2. Related Work

2.1. 5G Enabled IoT. IoT has been considered an imperative
for the coming services and application environment which
is indeed of massive capacity, high volume of nodes, dense
traffic with adaptable and even wider bandwidth from nar-
rowband to broadband, very low latency, and energy-
efficient design [21, 22]. For this reason, 5G plays a major
role in enabling IoT due to disruptive improvements in the
radio and antenna systems, spectrum, and network architec-
ture [23]. 5G is known as 5th generation wireless technology,
an unutilized network with a high data rate, trustworthy,
and low latency than the previous generations. 5th genera-
tion has followed the footprints of 4G; the fifth-generation
encoding type is OFDM [24]. 5G networks can work as
low frequencies and high as “millimeter wave,” and that fre-
quency can communicate a large amount of information/
data, however, few blocks at a moment of time. 5G networks
are further possibilities to be networks of minicells such as
the size of a house router than to be a big tower; it is far from
extending the network scope. The objective is to have
extraordinary speed on hand and massive scope at low
latency than 4G. The latency rate of 4G has been recorded
near 50 milliseconds; however, 5G cut all the way down to
almost one millisecond [25, 26], that is especially treasured
for driverless vehicles and automatic programs. The motive
of 5G is to attain transmission pace to 20-30Gbps, which
is 50 times faster than 4G networks [27]. And its speed has
been being examined uninterrupted up to 1.5Gbps while
traveling 100 km/h and max up to 7.5Gbps [28]. 5th gener-
ation network is determined to provide up to one million of
connections per square kilometer. It also implies the entire
wireless international interconnection with very high data
rates [28, 29].

2.2. Generation towards 5G. After introducing the 5th gener-
ation wireless system in the previous section, this phase
summarizes the comparison among mobile network genera-
tions. In [30], the authors have explained that 1G (Bell Labs)
was introduced in the nineteen seventies and is based on
analogue technology. The first generation (1G) communica-
tion medium used the frequency division multiplexing tech-
nique (FDMA), where the analogue signals were considered.
The major fault in this analogy technology had a large size,
poor voice, and battery. After this, the researchers [31] had
invented the (2nd) generation in the late nineteen eighties
having amazing features like the global system for mobile
communication (GSM), and it was circuit switch, connec-
tion primly based technology, where the end system was
dedicated for the whole call duration. As a result, it causes
poor efficiency in the utilization of bandwidth and resources.
This technology was also known as digital technology. Some
of the negative points are digital technology that is lower
data rate and inability. Another technology specifically
developed for the marketing purpose and not officially
described was 2.5G [32]. With the increasing demands of
users and technological development, the third generation
(3G) was introduced by [25] that was based on extraordinary
features such as dealing with the complex data, providing
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high data rate, supporting video, audio, message, and
improving the overall mean of communication. This phe-
nomenal technology used the code division multiplexing
technique (CDMA). It guaranteed the globe with an
increment in bandwidth up to 2Mbps [33]. Finally, with
the amazing feature, the 4th generation (4G) took place
in 2011 by [34]. The requirement for the 4th generation
is specified by International Military Tribunal (IMT-A)
in 2009. 4th generation fulfill all the need of the users
by providing the data rate up to 1Gbps, HD Mobile
TV, enhanced audio, and video calls, etc. 4G is so far
the biggest achievement in the cellular sector because of
having tight security mechanism and assuring the per-
sonal user communication from the security point of view
such as gaming services, internet usage, and streamed
media. 4G is thoroughly based on coded orthogonal fre-
quency division multiplexing (COFDM) and MIMO. The
distinction between OMA and NOMA is depicted in
Table 1.

2.3. Multiple Access Techniques. The multiple access tech-
nique is categorized into two parts. The first part is called
orthogonal, and the second part is called nonorthogonal
[34] Both orthogonal and nonorthogonal use different access
techniques. The orthogonal part uses frequency division
multiple access (FDMA), time division multiple access
(TDMA), and orthogonal FDMA (OFDMA) techniques,
whereas the second part, nonorthogonal, uses code domain
and power domain multiplexing. The main job of NOMA
is serving multiple users at the same/time-frequency
resources by assigning them various power levels. As per
[35, 36], the orthogonal is better for the packet domain, hav-
ing channel aware time and frequency schedule. As men-
tioned in the above comparison as shown in Table 1 of
NOMA and OMA, one of the downsides of the NOMA is
higher power requirement by a far user from the base station
(BS) and (higher interference ratio) due to massive connec-
tivity that ultimately leads to receiver complexity. NOMA’s
working principle is to serve multiple users at the same
time/frequency by assigning different power levels; for the
specimen, those users which are far away from the base sta-
tion require more power to decode its information and
maintain connectivity as compared to near user having
strong connectivity. Thus, this causes complexity in the
receiver and more power required. This can be avoided by
using clustering and SIC with NOMA, which is discussed
in detail in the methodology part in Sections 3.1, 3.2, 3.3,
and 3.4 and detail view.

On the contrary, in OMA, every user can utilize orthog-
onal resources within a specific time slot, frequency band, or
code to avoid multiple access interference, which definitely
results in low power requirement and receiver complexity.
Throughput of OMA is smaller due to rendering connectiv-
ity to the limited user and assigning resources for a specific
time. As a result, many users have to wait until the first user
is served, whereas NOMA serves multiple users at the same
time by assigning them different power levels. To get clearer
picture, the reader is suggested to go through the methodol-
ogy part where each parameter has been discussed in detail.

OMA with NOMA as shown in Table 1 describes energy
consumption, receiver complexity, user pairs, number of
users in the cluster, and system throughput [37].

2.4. Advantages of NOMA for IoT. NOMA [38] has been
found one of the most effective technologies in the telecom-
munication sector that will come up with certain benefits: To
name a few of them such as high spectral efficiency, massive
connectivity, low latency, quality of service, MIMO, NOMA
with beam forming and MIMO, NOMA with radio and RA,
and NOMA with clustering [39, 40].

NOMA is a vital enabling technology for 5G wireless
networks because it allows them to meet heterogeneous cri-
teria such as low latency, high dependability, huge connec-
tion, increased fairness, and high throughput [41]. NOMA
is based on the idea of serving numerous users in the same
resource block, such as a time slot, subcarrier, or spreading
code. The NOMA principle is a broad framework, with
numerous newly suggested 5G multiple access systems serv-
ing as examples [42]. The authors presented an overview of
the latest NOMA and its various applications.

Extraordinary expectations for data speeds and capacity
must be addressed beyond 5G networks [43]. The NOMA
approach results in increased diversity gains, and huge inter-
connectedness could be a possibility to overcome these diffi-
culties. One disadvantage of NOMA is the extra receiver
complexity required to eliminate interuser interference
(IUI) via SIC. In this way, the authors demonstrated how a
cooperative relaying scheme could increase the NOMA sys-
tem’s total diversity gain and data rates. The cooperative
NOMA system’s user fairness and performance while imple-
menting the irregular convolutional code are examined
using extrinsic information transfer (EXIT) charts (IRCC).
The suggested system’s convergence analysis is evaluated
utilizing the EXIT chart and IRCC [44, 45].

3. Research Methodology

The network is deployed based on the signal strength
between the user and the base station. The nodes that
occupy weaker signals describe that the nodes are far away
from the BS, which requires additional power from the BS.
Therefore, NOMA is considered here to connect nodes with
the BS briefly described in Section 3.1. On the other hand,
the nodes have a strong signal that requires less power for
data communication. Thus, OMA is considered briefly
described in Section 3.2. These considerations of NOMA
and OMA ultimately provide massive connectivity without
interruption and the least energy dissipation. Algorithms 1
and 2 are used for resource allocation and pairing users to
reduce computational complexity, improve performance,
and gain massive connectivity. Moreover, Section 3.2
describes OMA with MIMO that help render massive con-
nectivity and reduce the chances of dropping connection.
As a result, one can achieve higher spectral efficiency at a
minimum cost. Furthermore, 3.3 and 3.6 illustrate NOMA
with SIC works, helping avoid a collision often caused when
two or more packets arrive simultaneously. 3.4 and 3.5
depict. Finally, Sections 3.7 and 3.8 highlight the latest
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parameters such as CSI and Massive MIMO, which helps in
massive connectivity, allocating resources, and providing a
free spectrum to carry out the transmission.

3.1. Use of NOMA with Massive MIMO. NOMA concept is
based on power domain multiplexing assigns different
power levels to the users based on higher and lower signals
of the user, and users are distinguished based on their power
levels while the prior technologies used to rely on code, fre-
quency, and time-division multiplexing. The major problem
with the OMA is low spectral efficiency, which normally
causes when allocating resources like subcarrier channel to
a user with poor CSI. However, in NOMA, users with poor
channel state information CSI can also have access to all
the resources like subcarrier by using the help of a strong
CSI user, which ultimately results in high spectral efficiency.
NOMA also uses superposition coding schemes at the
transmitter side, such as the Success Interference Scheme
(SIC), where the receiver can separate the users in downlink
and uplink.

NOMA with massive MIMO has been proposed as one
of the finest radio access technologies for the 5th generation
mobile network. Massive MIMO is basically the upgraded
version of MIMO, helping with NOMA in providing high
spectral efficiency and throughput. MIMO has 2 to 4 anten-
nas, whereas massive MIMO has more than 100 antennas
that provide connectivity to massive users with high band-

width. Deployment of NOMA in a mobile network demands
high computational power to implement real-time power
allocation and successive interference cancellation algo-
rithms. The deployment time of 5G is expected to be 2020,
and it means that the computational capacity for both hand-
set devices and access points is anticipated to be high enough
to run NOMA algorithms.

The following algorithm shows resources allocation
using NOMA and OMA.

3.2. Detail View. This side of the article gives a detailed view
of Algorithms 1 and 2, DFD, and Sections 3.1, 3.2, 3.3, 3.4,
3.5, 3.6, 3.7, and 3.8. Let us take a random basic 12 user’s
model [12] using SIC where all the users are clustered to
reduce computational complexity. The pairing is based on
the closeness of the users. The clustering mechanism is by
pairing U1 with U2, U3 is with U4 ,and U5 is with U6,
and so on. Signal interference cancellation is placed on the
base station to avoid interuser interference and ensure guar-
anteed connectivity. As a result, larger throughput can be
achieved. Further, the resources and power would be allotted
to a particular user by calculating the maximum distance
between the base station and using channel state informa-
tion CSI. Moreover, it is vividly seen that users are multi-
plexed in the BS transmitter by power domain. The users
are sorted in a cluster so that a user with poorer channel
conditions will decode its information first than a cell edge

Table 1: Distinction between OMA and NOMA.

Specifications OMA NOMA

Full form Orthogonal multiple access Nonorthogonal multiple access

Energy consumption Less More

Receiver complexity Low High

Number of user pairs More Less

Number of users/clusters Higher Lower

System throughput (assumption: user fairness is guaranteed) Smaller Larger

# NOMA=Non-orthogonal Multiple Access
# SIC = Signal Interference Cancelation
# OMA=Orthogonal Multiple Access
Step 1: total 12 nodes randomly deploy
Step 2: User sends a request to BS for the allocation of resources
Step 3: Request processes to CSI
Step 4: CSI (Channel state information) calculates the distance
Step 4.1: if (distance >100m)

{
Users get NOMA;

}
Step: After allocation of NOMA (all the strong users will be paired up with weak users) and SIC will be applied to avoid inter user
interference.
Step6: else

{
Users get OMA;

}
Step7: end if.

Algorithm 1: Step by step working of user clustering.
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user with strong connectivity. Let us take an example of U1
and U2, U2 information will be decoded by the receiver
using SIC with little loss after eliminating U1 interference,
and then U1 information will be decoded by the receiver
directly due to its high-power strength, which is quite easy
to be captured. Furthermore, the steps of allocation
resources and power are discussed following. First, the user
requests the base station for the allocation of resources.
The channel state information CSI will calculate the distance
between the BS and the user [27]. After calculating the dis-
tance successfully, the power allocation and resources will
be based on the far and close distance. For instance, U1 sent
the request to the base station. As soon as the channel state
information receives the request, it will calculate the dis-
tance. For example, the distance is 600 meters; so, the power
and resources will be assigned accordingly.

In Algorithm 2, 12 users are randomly deployed [12],
and the distance between the users and base station is 600
meters. Channel state information is used to calculate the
distance between the base station and the user to pair it
accordingly. For instance, user 12 is far from the BS; so, it
will be paired with user 1 as user 1 is close to BS, and it
has high power, which means that user 1 can easily decode
the information of user 2 without any loss; hence, the high
connectivity goal would be achieved. Moreover, if the dis-
tance is greater than 10, then user 11 will be paired with 2.

3.3. Use of OMA with MIMO. Here, the user deployment is
based on the signal strength between the base station and

user. All users with strong signals and fewer chances of
dropping connections will get resources from OMA. The
reason for assigning OMA is to achieve better spectral effi-
ciency with minimum cost. The working principle of
OFDMA is quite smooth and straightforward. Here, each
user is allocated separate channel and orthogonal resources
in time, frequency, or code domain; hence, no interference
exists due to orthogonal allocation of the resources, which
will lead to spectral efficiency improvement. Next, by
employing massive MIMO, we can have massive connectiv-
ity features and a strong connectivity rate.

3.4. NOMA with SIC. The working principle of SIC is as fol-
lows. The receiver mostly uses this method in a wireless data
transmission which permits two or more than two packets
decoding that arrive simultaneously (collision can be com-
monly found in a regular system due to the arrival of more
packets at the same time). SIC is used to decode the stronger
signal first at the receiver side, subtract that from the com-
bined signal, and then decode the difference as the weaker
signal.

The major characteristic of NOMA is serving multiple
users at the same time/frequency/code, however, with differ-
ent power levels, which yields a significant spectral effi-
ciency. For the specimen, below, we have considered user 1
and user 2. Both have different power levels; so, the BS serves
them by allocating the same resource but differentiating
them by assigning them different power levels. First, SIC
detects the user 1 signals with low power and decodes Then,
user 2 will directly decode its signals as it is close to the base
station and has high power compared to user 1. This process
continues until the last user is left in the queue.

3.5. User Clustering Scheme with Low-Complexity
Suboptimal. A user clustering scheme with low-complexity
suboptimal has been proposed for the downlink NOMA in
this part. This scheme develops the channel gain distinctions
in users and aims to enhance the throughput of the consid-
ered cell.

To pair the high channel gain, users will always benefit
from the low channel gain user, which will cause the
enhancement of the throughput. The main purpose of doing
this is to high channel grow user can attain a higher rate
even with the low power levels while making a large fraction
of power available for the weak user, ensuring the guaran-
teed connectivity. The key feature of this clustering scheme
is downlink NOMA which is achieved by the highest pair
channel gain user and the least channel gain user into the
similar NOMA cluster, while the second highest channel
retains user and the second lowest channel retains user into
another NOMA cluster, and so on. Second, to utilize the ser-
vices of OMA, it is recommended to use OMA for an area
where a user is less in number, and the near-far effect does
not matter. Figure 1 expresses the clustering process of
NOMA and OMA using data flow diagram.

3.6. Cluster Process Data Flow Diagram User Pairing Scheme.
Within the underneath information stream graph Figure 2,
first, user requests to the base station for allocation of

Step1: Total deployed 12
Step2: CSI calculate the distance of each user
Step3: if (distance >600m)

{.
User 12 attached with user 1;
}

Step4: else if (distance >500m)
{
User 11 attached with user 2;
}

Step5: else if (distance >400m)
{
User 10 attached with user 3;
}.

Step6: else if (distance >300m)
{.
User 9 attached with user 4;
}

Step7: else if (cluster distance >200m)
{
User 8 attached with user 5;
}

Step8: else
{
User 7 attached with user 6;
}}
End if

Algorithm 2: User clustering algorithm.
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Figure 1: Clustering process of NOMA and OMA by using data flow diagram.
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resources. Once the BS receives the user request, the base
station calculates the distance using CSI. If the user is far
from the base station and has weak channel gain, BS will
assign NOMA. The NOMA pairs the user having poor chan-
nel condition with a user having good channel condition.
This way, both weak and robust users can utilize the channel
simultaneously; however, if the near and far effect does not
matter and the number of users is less, then BS will allocate
OMA. The beauty of the OMA scheme is that radio
resources can be allocated to multiple orthogonal users in
frequency, time, or code domain. As a result, no interference
occurs between users due to the orthogonally resources
allocation.

3.7. Successive Interference Cancelation. Interference man-
agement is being considered the main cause of improvement
in network capacity substantially. The SIC’s main role is to
enable users with the strongest signals to be sensed 1, hence,
the least interference-contaminated signal. After this, signals
are reencoded by a strongest user. As soon as reencoding is
done, then these signals are subtracted from the composite
signals. Now, this process is being followed by the 2nd stron-
gest users’ signals, which become strongest. When all these
are done and the last user signal is sensed, the decoding of
information by the weak user will not suffer from any kind
of interference.

3.8. Channel State Information (CSI). CSI provides a com-
munication link in the wireless communication world is
used to propagate the signals from transmitter to receiver
and represent the combined effects, such as power decay
with distance, scattering, and fading. This whole process is
known as channel estimation. High data rate and reliable
communication in multiantenna systems can be gained by
aiding CSI in adapting the transmission to current channel
conditions.

CSI at the receiver and CSI at the transmitter are called
channel state information receiver (CSIR) and channel state
information transmitter (CSIT), respectively. The estimation
of CSI is mandatory and often quantizes and feedback to the
transmitter (though the reverse-link estimation is possible in
the TDD system).

3.9. Massive Multiple-Input and Multiple-Output (MIMO).
Massive MIMO includes multiple futuristic technologies,
which provides the user with many antennas for smooth
and interference-free communication, unlike prior technol-
ogy, and the antennas were confined in numbers like 2 or
4, which causes delay and interference. Massive MIMO
enables the concept of NOMA in providing interference-
free and fast communications using these antennas. There-
fore, the upcoming 5G will rely on NOMA along with the
MIMO.

4. Simulation Results

This section is about simulation results of the current
NOMA and proposed NOMA. The simulation experiment
is conducted using MATLAB, one of the most prominent
tools used for simulation results. In the simulation environ-

ment, users are randomly deployed in 200 to 600m areas.
Data rates are set as 300 kbps and 2.4GHz band. This section
compares the current NOMA with proposed NOMA in
power allocation, spectral efficiency, sum rate, SNR (OMA,
P-NOMA and C-NOMA), and SINR. The parameters used
for simulation and results are shown in Table 2.

4.1. Current NOMA. The current NOMA result is depicted
using Figure 3. To compare the current NOMA with the
aforementioned, we propose NOMA. At first, we randomly
took total 7 users, which are shown using “x-axis,” and then
on “y-axis,” we use parameter power allocation to see the
performance difference between C-NOMA and P-NOMA.
By doing this, we analyze that in current NOMA, the power
is almost equally assigned to both strong and weak users,
causing performance degradation. In other words, the big
dilemma in the current system is treating weak and strong
user equally in terms of power allocation due to the imper-
fect channel state information CSI that not only effect on
performance but also cause complexity. As per the below
experiment, the minimum power used by strong and weak
users is 0.01-0.02, and the maximum power by both users
is 0.06–0.07.

4.2. Proposed NOMA. Figure 4 illustrates the power alloca-
tion mechanism of the proposed NOMA. On the “x-axis”
number of users and “y-axis” power allocation, as per the
simulation result below, one can easily understand the pro-
posed NOMA advantage over the current NOMA. The
working principle of the proposed NOMA is by allocating
more power to the user having weak signal and possibly
dropping connection. In Figure 4, the blue line denotes the
strong user channel power requirement, and the red line
denotes the weak user power requirement. The power alloca-
tion to each user is carried out based on the signal strength
and distance of the user from the base station BS. If the user
signals are weak, it will require more power to decode its
information using SIC without losing the connection, which
ultimately leads to helping in achieving high connectivity.
The minimum power required by the strong user is 0.02,
and the maximum is 0.07, whereas in a weak user, the min-
imum power is 0.03, and the maximum is 0.1.

4.3. P-NOMA vs. C-NOMA. Figure 5 compares current
NOMA with proposed NOMA. Total 10 users have been
clustered in P-NOMA to analyze the spectral efficiency.
The result has clearly shown that as the number of clusters
increases in P-NOMA, the spectral efficiency also increases,
whereas in C-NOMA, spectral efficiency decreases with the
increment of users. Moreover, the figure explains that the
P-NOMA spectral efficiency is double C-NOMA, the most
significant advantage. In contrast to C-NOMA, users with-
out clusters have 5% spectral efficiency, whereas P-NOMA,
a cluster user has a 21% spectral efficiency rate. This con-
firms that P-NOMA outperforms C-NOMA.

4.4. C-NOMA, P-NOMA, and OMA. Figure 6 analyzes C-
NOMA, P-NOMA, and OMA. Signal-to-noise ratio param-
eter used to measure the interference ratio. By looking at the
below figure, one can see the noise ratio of C-NOMA, which
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Table 2: Parameters used for the simulation results.

Parameter Value

Intersite distance 200m, 600m

Carrier frequency 2.4GHz

Bandwidth per sub channel 180GHZ

Subchannel (N) 5, 10

Noise power 173 dBm

Number of transmitter antenna 64

Number of receiver antenna 64

Number of users per cluster 2

Algorithm Low complexity suboptimal

Total transmission power
44 dBm (25w) for ISD = 200m
49 dBm (80w) for ISD = 600m

BS antenna height 10m for ISD = 200, 32m for ISD = 600m
User equipment UE height 1.5m

Minimum distance between UE and cell 35m

Data rate 300 kbps
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Figure 3: Current NOMA.
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is higher than the other two, means that the OMA has a clear
benefit over NOMA. Therefore, we cannot deny the signifi-
cance of OMA. Besides, the evident results clearly state the
ratio of noise for all the three 10, 15, and 20 percent, respec-
tively; nonetheless, as the user increase, the ratio of noise
also increases, and at the end, the value is reported 28, 40,
and 55%, which means OMA services cannot be neglected.

4.5. Rate Pairs. Two users have been taken into the network
to analyze the boundary of the attainable rate region for
these users. Here, we are considering an asymmetric down-
link channel so that the users are at equal distance to the
BS: SNR1 = SNR2 = 10 dB. Figure 7 depicts the boundary
of available rate regions R1 and R2 for the NOMA and
OFDMA. As demonstrated in the figure, NOMA obtains
higher rate pairs than the OFDMA because of low fairness.
Hence, it is certain that by looking to start where both start
with almost 0 percent and end with 3 and 7% percent.
NOMA can work better than OMA when users are clus-
tered, and the following result has proved it.

4.6. Massive MIMO NOMA User Cluster SINR vs. Current
NOMA SINR. The comparison of signal interference noise
ratio between massive MIMO NOMA cluster and current

NOMA is being shown in Figure 8. Total power is set
30 dBm in simulation, and users are set as 12 for MIMO
NOMA cluster (2 users per cluster) and 6 for current
NOMA. During decoding information, the current NOMA
signal-to-noise ratio has been recorded at the highest mini-
mum 2.5 and a maximum of nearly 4.

The current NOMA users face a high interference ratio
that causes computational complexity as signal interference
cancellation SIC will be applied on each user to cancel the
noise ratio. The more the user transmits the data, the more
time SIC would take to cancel/reduce the noise ratio. On
the other hand, the massive MIMO NOMA signal interfer-
ence ratio is a minimum 2 while the maximum 2.5 clearly
states the superiority of massive MIMO NOMA. Here, the
SIC is applied on the whole cluster instead of an individual
user to cancel the noise, which ultimately helps in low com-
putational complexity. The SINR rate achieved by MIMO
NOMA cluster is shown in Figure 9.

5. Discussion

First, by allocating power to the weak and strong user in pro-
pose NOMA, we have found that a weak user requires more
power than a strong user to maintain connectivity since it
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has greater chances of losing connection. However, in the
current NOMA, users are allocated equal power, which leads
to low-performance issues. Therefore, the proposed NOMA
system is suggested for the future 5G challenges as it helps in
gaining high performance compared to the current NOMA.
Second, by comparing P-NOMA with C-NOMA, we found
that spectral efficiency could be gained with P-NOMA
because the power would be allocated to the whole cluster

rather than individual user, which automatically led to spec-
tral efficiency gain. On the other hand, in C-NOMA, each
user requires power to decode its information separately,
leading to low spectral efficiency. Third, by taking the
signal-to-noise ratio in P-NOMA, C-NOMA, and OMA,
we have clearly seen that the noise ratio is quite high in P-
NOMA and C-NOMA compared to OMA service of OMA
cannot be ignored. Fourth, two users are taken in a network
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to check the pairing rate by considering downlink using
NOMA and OMA. Finally, current NOMA and massive
MIMO NOMA with SINR ratio are being tested. The mas-
sive MIMO NOMA, noise ratio was far less than the current
NOMA signal inference ratio. By considering the following
results of P-NOMA users’ power requirement (strong signal
users power consumption 0.07, weak user power consump-
tion 0.1), current NOMA users’ power requirement (weak
signal user 0.06, strong signal user 0.07), spectral efficiency
ratio for P-NOMA and C-NOMA (21%, 5%), signal-to-
noise ratio OMA, P-NOMA, and C-NOMA (28, 40, 55%),
user rate pairs NOMA, OMA (7, 3), and C-NOMA, and
massive MIMO NOMA SINR (4.0, 2.5), the simulation
result has clearly stated that NOMA has gained a higher rate
than OMA. Thus, it is clear by taking all the simulation
results into account that the PROPOSE-NOMA will render
certain advantages such as high connectivity, better spectral
efficiency, and less interference ratio. 5G is incomplete.
Without taking these new parameters, one cannot attain
the objective of higher spectral efficiency and reduction in
computational complexity, which has been proved by the
above results that these parameters must be considered.

6. Conclusion

In this article, some of the prior problems have been
addressed with the solution, like signal-to-noise ratio is one
of the most significant factors in 5G. The key objective
behind the introduction of SIC is to avoid interference
between users, ultimately leading to enhancement in spectral
efficiency. Therefore, the proposed NOMA with SIC and
OMA with MIMO will ensure the connectivity of more than
one user simultaneously without interference and help pro-
vide massive connectivity. Aside from that, the advent of
clustering will benefit 5G by grouping users into clusters.
As a result, it will reduce computational complexity, hence
avoiding computational complexity and improving spectral
efficiency. These parameters must be considered (such as
NOMA with MIMO, NOMA with OMA, SIC, and
clustering).
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Mobile edge computing (MEC) provides user equipment (UE) with computing capability through wireless networks to improve
the quality of experience (QoE). The scenario with multiple base stations and multiple mobile users is modeled and analyzed. The
optimization strategy of task offloading with wireless and computing resource management (TOWCRM) in mobile edge
computing is considered. A resource allocation algorithm based on an improved graph coloring method is used to allocate
wireless resource blocks (RBs). The optimal solution of computing resource is obtained by using KKT conditions. To improve
the system utility, a semi-distributed TOWCRM strategy is proposed to obtain the task offloading decision. Theoretical
simulations under different system parameters are executed, and the proposed semi-distributed TOWCRM strategy can be
completed with finite iterations. Simulation results have verified the effectiveness of the proposed algorithm.

1. Introduction

With the continuous development of the Internet of things
and ubiquitous computing, mobile devices are increasingly
running resource-intensive applications, such as interactive
games and augmented reality [1, 2]. However, the limited
resources of mobile devices cannot fully meet the require-
ments of these applications for powerful computing power
and high speed. In recent years, many solutions have been
proposed to solve the problem. In particular, mobile edge
computing (MEC) provides a new way for UEs to complete
computing tasks. MEC allows user equipment (UE) to off-
load computing tasks to network edge nodes through the
wireless cellular network and performs the offloading tasks.
This not only satisfies the expansion demand of users’ com-
puting capabilities but also compensates for the long delay of
cloud computing [3]. It is a good method by using small base
stations (SBSs) to meet the data rate demand of applications
[4, 5]. As one of the key components of 5G, SBSs can
enhance the coverage of local hot spots and increase system
capacity. Dense network deployment can improve spectrum
utilization and reduce end-to-end delay [6, 7].

However, task offloading not only generates additional
overhead but also may cause intercell interference as it
shares the same wireless frequencies among small cells,
which will significantly influence the performance of the net-
work [8]. Therefore, a reasonable offloading decision and
interference management become the key to achieve efficient
computation offloading [9]. A lot of works have been
devoted to the research of computation offloading. Most of
them have only focused on the process of offloading com-
puting tasks from UE to MEC [10–18]. Only the optimal off-
loading decision is considered in [10, 11]. Researchers only
focused on optimizing the communication resources [12,
13] or the computing resources [14, 15]. In some works,
the combination of optimizing offloading decisions and
resource allocation is used to minimize the latency or
enhance the system performance [16–18]. Recently, research
works by combining task offloading and interference man-
agement are proposed to improve the system utility [9,
19–21]. However, the scene of one user per base station is
studied in [19, 20]. The work about wireless resource alloca-
tion does not take the minimum transmission rate require-
ment of each user into account [9].
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The mobile devices can gather air quality data to analyze
the environmental pollution or collect the image data to
realize personal identity authentication from monitoring
equipment. The MEC server determines whether the task
is processed locally or offloaded to the server according to
the computing capacity of the mobile device, the size of data,
the delay, and the energy consumption requirements. The
main contributions in this article are as follows:

(i) The communication model and the computing
model in a multibase station and multiuser MEC
scenario are described. The delay and energy con-
sumption in local or remote computing are
analyzed

(ii) The user utility is modeled as the weighted sum of
the delay ratio and energy consumption ratio. And
the system utility is defined as the sum of all user
utilities. The optimization of the system utility is
formulated by combining task offloading, wireless
resource allocation, and computing resource
allocation

(iii) The optimal goal is decomposed into three subprob-
lems including wireless resource block allocation
(RBA), computing resource allocation (CRA), and
task offloading decision. The RBA is solved by using
a resource allocation algorithm based on an
improved graph coloring method. The optimal
solution of CRA is obtained by using KKT condi-
tions. In task offloading, a semi-distributed task off-
loading with wireless and computing resource
management (TOWCRM) strategy is proposed to
optimize the system utility under the constraints
of computing resources

The rest of this article is organized as follows: the related
works are discussed in Section 2. The system model with
multiple cells and multiple users in the MEC scenario is
described in Section 3. The optimization of the system utility
is formulated in Section 4. In Section 5, wireless resource
optimization and computing resource allocation are dis-
cussed. A semi-distributed TOWCRM algorithm is pro-
posed to optimize offloading tasks. The simulation results
are given and discussed in Section 6. The conclusion of this
work is described in Section 7.

2. Related Works

Edge computing could be affected by external environment
(such as wireless channel, interferences among mobile users,
communication link quality, and the status of the communi-
cation channel) during offloading [22]. Therefore, it is very
important to establish a suitable environment of offloading
policy for computation offloading. In [10, 11], these studies
only paid attention to task offloading without optimizing
communication and computing resources. It was assumed
that the capacity of cloud computing is unlimited, and some
studies only focused on the optimization of communication
resources in [12, 13]. For instance, to maximize the network

management profit, an optimal solution algorithm based on
the idea of branch-and-price was put forward to address
joint resource management for device-to-device (D2D) com-
munication [12]. Based on combining resource allocation
and task assignment, a low-complexity iteration algorithm
was proposed to minimize the task execution latency of all
users subject to task and resource constraints in [13]. In con-
trast, only computing resource was optimized during task
offloading [14, 15]. A new market-based framework was
proposed to efficiently allocate computing resources of het-
erogeneous capacity-limited edge nodes (EN) for multiple
competing services at the network edge in [14]. In [15], a
smart contract that exploited the state-of-the-art machine
learning algorithm was used in a private blockchain network
to allocate the edge computing resources. In [16–18], joint
communication and computing resource optimization were
considered during the task offloading. To minimize the aver-
age latency of users to complete tasks, a strongly nonconvex
problem with coupled variables was described as jointly con-
sidering the offloading decision, computation, and broad-
band resource allocation [16]. In [17], the problem of joint
service caching, computation offloading, transmission, and
computing resource allocation in a scenario of multiple users
with multiple tasks was formulated to minimize the overall
computation and delay costs. Moreover, the scenario where
each user had a computation cost constraint was studied.
A semi-distributed heuristic offloading decision algorithm
(HODA) was proposed to maximize the system utility,
which jointly optimized the offloading decision, communi-
cation, and computing resources [18].

In addition, there have been also some works that con-
sider the joint optimization of task offloading and interfer-
ence management at the same time [19–21]. Task
offloading was studied in a MEC scenario with a single user
per cell in [19, 20]. For example, offloading decision was
made by considering the effect of intercell interference on
system performance, where physical resource block (PRB)
and computing resource allocation were treated as a joint
optimization problem. The MEC server made the offloading
decision to maximize the overhead, and the PRB was allo-
cated by using a graph coloring algorithm [19]. In [21], the
problem of joint task offloading and resource allocation
was studied to maximize the offloading utility, which was
modeled by the weighted sum of task completion time and
device energy consumption. The resource allocation (RA)
problem using convex and quasiconvex optimization was
addressed, and a novel heuristic algorithm was proposed to
solve the task offloading. It could achieve a suboptimal solu-
tion in polynomial time. However, there was no consider-
ation to minimize interferences among mobile users.

3. System Model

This section describes the system model used in our work.
Firstly, the network model is introduced in detail. Then,
the corresponding communication model and calculation
model are derived based on the proposed network model.
For simplicity, the key notations used in the article are sum-
marized in Table 1.
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3.1. Network Model. As shown in Figure 1, a two-layer cellu-
lar heterogeneous network composed of a macro cell base
station (MBS) and S small cell base stations is considered
[19, 20]. The MEC server is deployed on the side of the
MBS and can perform multiple computing tasks at the same
time. S SBSs are connected to the MEC server through opti-
cal fiber links like the MBS. Let S = f1, 2,⋯, s,⋯, Sg be the

set of SBSs, and there areM UEs associated with each SBS in
its coverage. We denote the set of UEs in the coverage area
of s as Us = fu1s , u2s ,⋯, ums ,⋯, uMs g, where ums represents a
UE belonging to s. In addition, for simplicity, the mobility
of users or the handover among cells was not considered
as it was assumed in [23–25]. Similar to many previous
works in cloud computing and mobile networks [26–28], it
is a semistatic scenario, which means that the position and
transmission channel conditions remain unchanged during
offloading a task.

3.2. Communication Model. It is assumed that each UE has a
time-sensitive task that requires a lot of computing resources
to complete. Each UE can perform by offloading the com-
puting task to the MEC server through its associated SBS
or execute the computing task locally. Therefore, we denote
the offloading variable as xums ∈ f0, 1g. xums = 0 means that ums
performs its task locally. xums = 1 means that the user of ums
chooses to offload the task to the MEC server via a wireless
link. The task offloading decision can be expressed as X = ½
xums �, which is a matrix of S ×M.

Uplink spectrum multiplexing is used in this model. The
spectrum resources of the entire system are divided into N
orthogonal RBs, and the RB set is defined as N = f1, 2,⋯,
n,⋯,Ng The RB associated table is defined as Ys = fynums g,
which is a M ×N matrix, where M is the total number
of UEs in the s-th cell and N is the total number of
RBs. ynums = 1 means that the n-th RB is assigned to ums ;
otherwise, ynums = 0. And the RB allocation strategy is
defined as Y = fYsg, s ∈ S.

During uplink transmission, each UE and each SBS have
a single antenna for sending and receiving messages. When
ums offloads its task to the MEC server for calculation, inter-
ference will occur if there are UEs in other SBSs sharing the
same RB(s) with the current ums . As RBs are assigned
orthogonally to users in each cell, there is no interference

Table 1: Summary of key notations.

Notation Description

S Set of SBSs

Us Set of UEs in the coverage area of s

X The task offloading decision

Y The RB association strategy

F Computing resource allocation policy

N Set of RBs

B The bandwidth of every RB

xums The offloading variable

ynums RB assigned variable

Inums The interference intensity

Pums The transmission power of ums

Kums The number of RBs assigned to ums

Humt ,S The channel gain between umt and s

Rr
ums Uplink data rate from ums to s

CTums Computational task of ums

Dums
Input data of computation task CTums

Cums
Workloads of computation task CTums

f locums
Local computing capability of ums

T loc
ums

Local execution time of task CTums

Tr
ums ,off Transmission time of task CTums

to the MEC server

Tr
ums ,exe Execution time of task CTums

at the MEC server

Eloc
ums

Energy consumption of ums when executing its task
locally

Er
ums ,off

Energy consumption of ums when offloading its task
CTums

f rums
Computing resources that the MEC server allocates to

ums
f Computing resources of the MEC server

βt
ums Preference of ums on task completion time

βe
ums Preference of ums on task energy consumption

Wums User utility of ums

Os The set of offloading UEs under each SBS

Rmin
ums

The minimum rate requirement of ums

R1×Os User benefit matrix

RR1×N Channel benefit matrix

SBS3
SBS2

SBS1
SBS4

UE

UE SBS MBS with the MEC server

Uplink transmission
Interfere
�e cable

Figure 1: Cellular heterogeneous network model in mobile edge
computing.
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in intracell. The interference transmission power from umt
sharing the n-th RB to the s-th cell can be described as

Inums = 〠
S

t=1,t≠s
〠
M

m=1
xumt y

n
ums

Pumt

Kumt

Humt ,S, ð1Þ

where Pumt
represents the transmission power of umt , Kumt

stands for the number of RBs assigned to umt , and Humt ,S
denotes the channel gain between umt and s.

Given the decision matrixX and the RB associated strat-
egyY , the uploading rate achieved by ums connected to s can
be obtained by Shannon’s formula as [19]

Rr
ums

X ,Yð Þ = xums 〠
N

n=1
ynums B log2

1 +
Pums

Hums ,s

Kums
Inums + σ2
� �

0
@

1
A

,

ð2Þ

where σ2 is the variance of background noise, B is the band-
width of each RB, Pums

represents the transmission power of
ums , Kums

stands for the number of RB allocated to ums , and
Hums ,s denotes the channel gain between ums and s.

3.3. Calculation Model. The computing task of ums is
described as CTums

= <Dums
, Cums

> , in which Dums
(in kB) rep-

resents the size of transmission data and Cums
(in megacycles)

specifies the workload, i.e., the number of CPU cycles
required to complete the computing task. The values of
Dums

and Cums
can be obtained by carefully analyzing the off-

loading task [29, 30]. The delay and power consumption of
local and remote computation will be discussed, respectively.

(1) Local computing: let f locums > 0 represent the local com-
puting capacity of ums in terms of the number of CPU
cycles/s. The computation time T loc

ums
for the local exe-

cution of the task CTums
can be expressed as

T loc
ums

=
Cums

f locums
, ð3Þ

and the energy consumption Eloc
ums

is denoted as

Eloc
ums

= k f locums

� �2
Cums

, ð4Þ

where kð f locums Þ
2
is the energy consumption per calculation

cycle and k depends on the energy coefficient on the chip
architecture. According to the actual measurement, k =
10−27 is usually adopted [21].

(2) Remote computing: ums is connected to the corre-
sponding s through a wireless network, and its task
is offloaded to the MEC server for calculation. The

computing resources provided by the MEC server
are quantified by the computing capacity f (CPU
cycles/s), which can be shared among the related
UEs. The uplink transmission delay of ums can be
expressed as follows:

Tr
ums ,off =

Dums

Rr
ums

X ,Yð Þ : ð5Þ

When a computing task CTums
is offloaded to the MEC

server, the MEC server allocates specific computing
resources to process the task, which is represented by f rums
(CPU cycles/s). And the computing resource allocation pro-
file is defined as F = f f rums g. During the execution of the task,
it is assumed that the calculation speed assigned by the MEC
server to each UE is fixed. The time of the MEC server exe-
cuting the task is described as

Tr
ums ,exe

=
Cums

f rums
: ð6Þ

In addition, a feasible computing allocation strategy
must satisfy the constraints of computing resources, which
can be expressed as

〠
s∈S

〠
ums ∈Us

xums f
r
ums

≤ f : ð7Þ

The total delay of ums for finishing the task is given by the
following equation:

Tr
ums

= Tr
ums ,exe + Tr

ums ,off =
Cums

f rums
+

Dums

Rr
ums

X ,Yð Þ : ð8Þ

Through the above analysis, the energy consumption of
ums during the transmission data can be calculated as

Er
ums ,off

= Pums
× Tr

ums ,off
=

Pums
Dums

Rr
ums

X ,Yð Þ , ð9Þ

where Pums
represents the transmitting power of ums .

We mainly consider the energy consumption and delay
of UEs, and the computing energy consumption of the
MEC server is omitted. As the amount of data returned to
the mobile users is small, the power consumption and
latency of UE receiving the returned data are omitted.

4. Problem Formulation

In this section, the problem of task offloading, wireless RBs,
and computing resource allocation is formulated under the
definition of user and system utility.

In a mobile cloud computing system, UEs’ preference is
mainly manifested in task completion time of βt

ums
and

energy consumption of βe
ums
. βt

ums
, βe

ums
∈ ½0, 1�, and βt

ums
+ βe

ums
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= 1. The quality of experience (QoE) can be described by
comparing the delay and the power consumption of remote
computing with that of local execution [18, 21]. The user
utility of Wums

for ums can be defined as

Wums
= βt

ums

T loc
ums

− Tr
ums

T loc
ums

+ βe
ums

Eloc
ums

− Er
ums ,off

Eloc
ums

 !
xums : ð10Þ

βt
ums

and βe
ums

can be determined according to the life of

the remaining battery and the mission completion time
requirements. From the above expression, it is clear that its
user utilityWums

is equal to 0 when the task of ums is executed
locally (xums = 0). When the task of ums is executed on the
MEC server ðxums = 1Þ, its user utility Wums

is larger than 0.
Given the offloading policy ofX , the RB allocation strat-

egy ofY , and the calculating resource allocation policy of F ,
the system utility can be defined as the sum of all user utili-
ties and is expressed as follows:

W X ,Y ,Fð Þ =〠
s∈S

〠
ums ∈Us

Wums
: ð11Þ

To maximize the system utility by jointly optimizing task
offloading, wireless RBs, and computing resource allocation
in mobile edge computing, the optimal goal can be formu-
lated as

max
X ,Y ,F

W X ,Y ,Fð Þ

s:t:C1 : xums ∈ 0, 1f g∀ums ∈Us, s ∈ S

C2 : ynums ∈ 0, 1f g∀ums ∈Us, n ∈N , s ∈ S ,

C3 : 〠
s∈S

〠
ums ∈Us

xums f
r
ums

≤ f :

ð12Þ

The constraints in the above formula can be interpreted
as follows: constraint C1 in (12) implies that the task can be
executed locally or offloaded to the MEC server for execu-
tion. Constraint C2 in (12) indicates whether the n-th RB
is assigned to ums . Constraint C3 in (12) ensures that the
sum of computing resources allocated to all offloading UEs
does not exceed the computing capacity of the MEC server.

Due to the existence of integer variables, the above equa-
tion is a mixed integer nonlinear program (MINLP) prob-
lem [31]. The equation of (12) can be rewritten as follows:

max
X,Y ,F

W X ,Y ,Fð Þ =max
X

max
Y ,F

W X ,Y ,Fð Þ
� �

: ð13Þ

From (13), it can be seen that offloading decision, RB
allocation, and computing resource allocation are decoupled
from each other [32].

The original problem can be translated into offloading
decision and resource allocations. In the next section, we will
present solutions to both the resource allocations and task
offloading decision.

5. Resource Optimization and Task
Offloading Strategy

In this section, considering the time delay and energy con-
sumption demand of UEs, a resource allocation algorithm
based on improved graph coloring is used to allocate RBs.
The solution of computing resources is obtained by using
KKT conditions, and a semi-distributed TOWCRM algo-
rithm is adopted to optimize the offloading decision.

The set of offloading UEs for the s-th SBS is defined as Os
.

If a feasible task offloading decision is given, the objec-
tive function of (12) can be translated as follows:

max
X ,F

W X ,Y ,Fð Þ =max
Y ,F

〠
s∈S

〠
ums ∈Us

βt
ums
βe
ums

� �
− V X ,Y ,Fð Þ

 !
,

s:t:C1 : Yn
ums

∈ 0, 1f g∀ums ∈Us, n ∈N , s ∈ S ,

C2 : 〠
s∈S

〠
ums ∈Us

xums f
r
ums

≤ f ,

ð14Þ

where

V X ,Y ,Fð Þ =〠
s∈S

〠
ums ∈ϑs

βt
ums
Tr
ums

T loc
ums

+
βe
ums
Er
ums ,off

Eloc
ums

 !
: ð15Þ

From (14), it is easy to see that ∑s∈S∑ums ∈Us
ðβt

ums
+ βe

ums
Þ is

an exact value for a specific offloading decision of X . The
VðX ,Y ,FÞ can be regarded as the total offloading cost of
all UEs who need to be offloaded. Therefore, the equation
of (14) can be equivalent to minimize the total offloading
overheads.

min
Y ,F

V X ,Y ,Fð Þ =min
Y ,F

〠
s∈S

〠
ums ∈Os

ϕums + ψums

Rr
ums

X ,Yð Þ +〠
s∈S

〠
ums ∈Os

ηums
f rums

 !

s:t:C1 : Yn
ums

∈ 0, 1f g∀ums ∈Us, n ∈N , s ∈ S ,

C2 : 〠
s∈S

〠
ums ∈Os

f rums ≤ f ,

ð16Þ

where ∅ums
= βt

ums
Dums

/T loc
ums
, ψums

= βt
ums
Dums

Pums
/Eloc

ums
, and ηums =

βt
ums
f locums .
It can be seen from (16) that RB allocation and comput-

ing resource allocation are decoupled from each other in the
target and constraint. We can decouple problem (16) into
two independent problems, namely, resource block alloca-
tion (RBA) and computing resource allocation (CRA), and
their respective solutions are presented in the following
sections.

5.1. Resource Block Allocation (RBA). Taking the first term in
(16) as the objective function, the RB assignment problem of
ΓðX ,YÞ can be written as
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min
Y

Γ X ,Yð Þ =min
Y

〠
s∈S

〠
ums ∈Os

ϕums + ψums

Rr
ums

X ,Yð Þ
s:t:ynums ∈ 0, 1f g∀ums ∈Us, n ∈N , s ∈ S:

ð17Þ

Note that in the RB allocation phase, it is assumed that
all UEs are transmitted with a fixed transmission power of
Pums

. The transmitted power of each UE is equally distributed
over each RB assigned to it. From (17), the minimal value of
ΓðX ,YÞ is obtained if the transmission rate of each offload-
ing UE is maximized.

In order to better illustrate the transmission quality, the
minimum transmission rate (when all UEs of the system are
offloaded, computing resources are equally distributed to all
UEs) is expressed as

Rmin
ums

=
Dums

× f
T loc
ums

× f − Cums
× S ×M

: ð18Þ

For the above RBA problem, it can be equivalent to the
matching problem of the number of offloading UEs and
the number of RBs. Therefore, a resource allocation algo-
rithm based on an improved graph coloring method [19] is
proposed to solve the above problem. The algorithm flow
is simply described as follows:

(1) Initialization (step 1): in this step, the MEC server
sets the RB allocation strategy Y to zeros and con-
structs S user benefit matrices as R1×ϑs = frums g,
where every user rate is rums = B log2ð1 + ðPums

Hums ,s/
σ2ÞÞ, ums ∈ ϑs, s ∈ S: At the same time, each UE also
constructs its own channel benefit matrix R R1×N =
fynums B log2ð1 + ð Pums

Hums ,s/Kums
ðInums + σ2ÞÞÞ g, ums ∈ ϑs

, s ∈ S

(2) Orthogonal allocation (step 2): if the number of the
offloading UEs is less than or equal to the number
of RBs, RBs are allocated according to a uniform zero
frequency reuse (UZFR) method [9]. Otherwise, the
elements in S user benefit matrices are sorted by
rums in descending order, and RBs are assigned to
the first N UEs according to the UZFR method

(3) Allocate the RB with the greatest channel benefit
(step3): on the basis of step 2, the MEC server selects
a UE with the best user benefit from the remaining
UEs. The selected UE starts to update its own chan-
nel benefit matrix according to the RB allocation
strategy at this time and then selects the RB with
the greatest channel benefit as the transmission RB.
The MEC server deletes the selected UE from the
remaining UEs. Step 3 will be repeated until all off-
loading UEs are assigned to RB

(4) Check whether all offloading UEs meet the mini-
mum rate (step 4): according to (18), all offloading
UEs will be checked whether they meet the mini-
mum transmission rate. If satisfied, the algorithm

terminates. If not, these UEs need to continue to
allocate RBs. The set of these UEs is denoted as I ′

(5) RB reallocation (step 5): the MEC server selects a UE
with the best user benefit from UEs that needed to
continue to allocate RBs. The selected UE starts to
update its own channel benefit matrix according to
the RB allocation strategy at this time and then
selects the RB with the greatest channel benefit as
the transmission RB. The MEC server deletes the
selected UE from UEs that needed to continue to
allocate RBs. Repeat step 5 until all UEs that do not
meet the minimum rate are once again assigned
to RB

(6) Iterative loop (step 6): step 4 to step 5 will be
repeated until all UEs meet the minimum rate or I ′
=∅. Then, the algorithm terminates and the RB
allocation strategy Y∗ is obtained under the offload-
ing decision

The optimal objective function of (17) can be calculated
as

min Γ X ,Yð Þ =min 〠
s∈S

〠
ums ∈Os

ϕums + ψums

Rr
ums

X ,Y∗ð Þ : ð19Þ

5.2. Computing Resource Allocation (CRA). From (16), com-
puting resource allocation (CRA) is to optimize the second
term of formula (16) and is expressed as follows:

min
F

ϕ X ,Fð Þ

s:t:C1 : 〠
s∈S

〠
ums ∈Os

f rums ≤ f ,

C2 : f rums > 0,

ð20Þ

where

Φ X ,Fð Þ =〠
s∈S

〠
ums ∈Os

ηums
f rums

: ð21Þ

From the above equation, it is a convex optimization
problem. And constraint C2 in (20) is slack based on
Karush-Kuhn-Tucker conditions, and it can be solved by
using the KKT conditions.

The equivalent Lagrange function of this problem can be
expressed as

L f rums , β
� �

=〠
s∈S

〠
ums ∈ϑs

ηums
f rums

+ β 〠
s∈S

〠
ums ∈ϑs

f rums − f

 !
: ð22Þ

Let β > 0 be the Lagrange operator; the derivatives of the
Lagrange function of Lð f rums , βÞ can be described as
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∂L f rums , β
� �
∂f rums

= −
ηums

f rums

� �2 + β: ð23Þ

By setting the above equation equal to 0, the solution of
optimal computing resource allocation for problem (20) can
be obtained.

f rums

� �∗
=

ffiffiffiffiffiffiffi
ηums
β

s
, ð24Þ

where

〠
s∈S

〠
ums ∈ϑs

f rums

� �∗
= f : ð25Þ

By substituting (24) into (25) and setting f rums = 0, if ums
does not belong to ϑs, s ∈ S , the solution of β can be
obtained as

β∗ =
1
f
〠
s∈S

〠
ums ∈ϑs

ffiffiffiffiffiffiffi
ηums

p !2

: ð26Þ

Substituting (26) into (24), the optimal solution can be
obtained as follows:

f rums

� �∗
=

f
ffiffiffiffiffiffiffi
ηums

p
∑s∈S∑ums ∈ϑs

ffiffiffiffiffiffiffi
ηums

p , ums ∈ ϑs, s ∈ S: ð27Þ

The optimal objective function of (20) can be expressed
as

Φ X ,F∗ð Þ =
∑s∈S∑ums ∈Os

ffiffiffiffiffiffiffi
ηums

p� �
f

: ð28Þ

5.3. Task Offloading Decision. In the previous section, for a
given task offloading decision X , the solutions of RBA and
CRA are obtained. According to (13), (16), (19), and (28),
the system utility can be expressed as follows:

W∗ Xð Þ = 〠
s∈S

〠
ums ∈Us

βt
ums

+ βe
ums

� �
− Γ X ,Y∗ð Þ −Φ X ,F∗ð Þ:

ð29Þ

Given the RB allocation strategy of Y∗ and computing
allocation strategy of F∗, the objective function of (13) can
be written as

max
X

W∗ Xð Þ
s:t:xums ∈ 0, 1f g∀ums ∈Us, s ∈ S:

ð30Þ

From the above equation, it is not a convex function due
to the fact that X is a binary variable. For the purpose of

solving this nonconvex problem, a semi-distributed
TOWCRM algorithm consisting of two stages that can find
a local optimum to problem (30) is adopted, as shown in
Algorithm 1. In the first stage, each mobile user indepen-
dently optimizes its user utility after optimizing wireless
and computing resource allocation and determines whether
to send an offloading request, including the information on
mobile user parameters and the features of computation
task. In the second stage, the MEC server determines
whether the offloading user joins the offloading set by com-
paring the system utility, which includes the offloading user
or not. Finally, the selected mobile users offload their com-
putation tasks.

In stage 1, each UE calculates its own user utility Wums
,

according to βt
ums
ððT loc

ums
− Tr

ums
Þ/T loc

ums
Þ + βe

ums
ððEloc

ums
− Er

ums ,off
Þ/

Eloc
ums
Þ. Moreover, each UE checks whether its user utility is

larger than zero. If it satisfies, an offloading request is sent.
Otherwise, an empty message is sent, which indicates that
local computation is adopted.

In stage 2, the MEC server waits until it has collected all
the requests and accepts the top N UEs of user utility in the
offloading request. The initial offloading policyX can be got.
The corresponding RB allocation strategy of Y∗ and the
corresponding computing resource allocation of F∗ are
obtained, respectively. According to (29), the system utility
of WðX ,Y∗,F∗Þ can be obtained. And let K be the set of
UEs that the server accepts requests but does not accept off-
loading. The MEC server selects the UE with maximum user
utility in K to add offloading policyX , and the RB allocation
strategy Y and the computing resource allocation F will be
updated. According to (19), the system utility WðX ,Y ,FÞ
can be obtained. If WðX ,Y ,FÞ >WðX ,Y∗,F∗Þ, the
MEC server removes this UE from the offloading policy.
Otherwise, the system utility, RB allocation strategy, and
computing resource allocation are updated. Finally, this UE
is removed from the set K , and steps 21 to 33 will be
repeated until the set K is equal to∅. The MEC server forms
the RB allocation strategy and computing resource alloca-
tion strategy and starts to send offloading decision to UEs.
Receiving this message, UEs start to offload their tasks
accordingly.

6. Simulation Results and Analysis

In a centralized MEC network, it consists of one MBS with
the MEC server and four SBSs are deployed in 100 ∗ 100
m2. The MBS is located in the center of the area, and the
four SBSs are placed in the four directions of the area. Each
SBS has a coverage area of 30m. The radio communication
parameters follow the Third Generation Partnership Project
specification [33]. It is assumed that the data size of Dums

is
420 kB and the workload of Cums

is 1000 megacycles. The
MATLAB® package is used to carry out the simulations,
and the system parameters are summarized in Table 2.

In addition, UEs are randomly distributed in the cover-
age of each SBS. If not particularly indicated, the number
of RBs is 10. The system utility performance of the proposed
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TOWCRM strategy is compared with that of the heuristic
joint task offloading scheduling and resource allocation
strategy (hJTORA) [21].

In order to visually show the resource allocation algo-
rithm based on improved graph coloring, Figure 2 shows
the RB allocation of UEs. There is a total of one MBS, four
SBSs, and 10 RBs in the whole system, and there are 10
UEs associated with each SBS, among which there are 23

Stage 1: at UEs side
1: for each base station s ∈ Sdo
2: for each device ums ∈Us do
3: Y∗ ⟵ improved graph coloring algorithm
4: F∗ ⟵ equation (28)
5: Wums

⟵ βt
ums
ðTloc

ums
− Tr

ums
/Tloc

ums
Þ + βe

ums
ðEloc

ums
− Er

ums ,of f
/Eloc

ums
Þ

6: end for
7: end for
8: if Wums

> 0 then
9: send an offloading request
10: else
11: send NULL
12: end if
Stage 2: at the MEC side
13: Wait until all requests are accepted
14: for ði = 0 ; i <N ; i++Þ do
15: xums ⟵ arg max ðWums

Þ, ums ∈Us, s ∈ S .
16: set X ⟵X ∪ fxums g
17: end for
18: Y∗ ⟵ step 3; F∗ ⟵ step4
19: WðX ,Y∗,F∗Þ⟵ equation (29)
20: let K be the set of UEs that the server accepts requests but does not accept offloading
21: while ∣K ∣ >0 do
22: xk ⟵ arg max ðWkÞ, k ∈ K
23: X ⟵X ∪ fxkg
24: Y ⟵ step 3; F ⟵ step 4; WðX ,Y ,FÞ⟵ step 19
25: if WðX ,Y ,FÞ <WðX ,Y∗,F∗Þ then
26: X ⟵X/fxkg
27: else
28: WðX ,Y∗,F∗Þ =WðX ,Y ,FÞ
29: Y∗ =Y

30: F∗ =F

31: end if
32: K ⟵K/fkg
33: end while
34: The MEC server forms RB allocation strategy Y and computing resources F and starts to send offloading decision X to UEs

Algorithm 1: Semi-distributed TOWCRM Algorithm.

Table 2: Basic parameters of system simulation.

Parameters Values

RB bandwidth B 1MHz

Number of resource blocks RB 10

UE transmitted power Pums 20 dBm

UEs preference βt
ums

= βe
ums 0.5

Input data size Dums 420 kB

Total number of CPU cycles Cums 1000 megacycles

UE computing capacity f locums 0.7GHz

MEC computing capacity f 100GHz

The background noise σ2 -100 dBm

Pathloss from UE to SBS 140:7 + 36:7log10 rð Þ
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Figure 2: RB allocation based on improved graph coloring.
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offloading UEs. We can observe that the UE covered by the
same SBS does not occupy the same RBs, and the RB is
reused by the UEs belonging to different SBS, such as the
2-th and the 4-th RB. Some UEs are assigned to multiple
RBs, such as u21 and u62. The results of RB allocation show
that the resource matching algorithm is effective.

By performing 1000 times of simulation, Figures 3(a)
and 3(b) show the system utility performance with different
Dums

or Cums
, respectively. From Figures 3(a) and 3(b), the

system utility calculated by the proposed TOWCRM strat-
egy is higher than that computed by hJTORA. From

Figure 3(a), it can be seen that the system performance of
two strategies decreases as the tasks’ input data size
increases. From Figure 3(b), the system utility becomes
larger as the tasks’ workload increases. This means that the
task with smaller input data or higher workloads will
improve the value of system utility.

From Figure 4, the proportion of offloading users
decreases, as the number of user increases. This is mainly
because the capacity of computing resources and the RBs
assigned to each offloaded users decreases, as the number
of users increases. Therefore, more tasks tend to be
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processed locally. In addition, the proportion of offloaded
users will increase with the larger number of RBs in the
network.

The number of offloading UEs under different comput-
ing power is analyzed, as shown in Figure 5. It can be seen
that the number of users offloaded by the TOWCRM and
hJTORA algorithms is increasing with the enhancement of
computing power. Because the computing power of MEC
is stronger, the computation time of the offloading tasks
becomes shorter. Therefore, more UEs will tend to offload
their tasks to the MEC server to be processed. Moreover,
under the same computing power of the MEC server, the
number of UEs offloaded by the proposed algorithm is gen-
erally higher than that by using hJTORA.

Figure 6 shows the total time for finishing all offloading
tasks and energy consumption obtained using TOWCRM
when UEs’ preferences to time of βt

ums
vary from 0.1 to 0.9.

It can be seen that the time is reduced, and the energy con-
sumption is increased as βt

ums
becomes larger. In addition,

when the number of users in the system increases, the total
time and energy consumption of users will be increased.
This is because when more users participate in the competi-
tion for limited resources, a longer delay and higher energy
consumption of all offloading UEs will occur.

7. Conclusion

In this article, the scenario of a multicell and multiuser
mobile-edge computing network is modeled and analyzed.
The optimization of the user utility and the system utility
is formulated by combining task offloading and wireless
and computing resource management. The original problem
is decomposed into resource block allocation (RBA), com-
puting resource allocation (CRA), and task offloading deci-
sion. The RBA is solved by using a resource allocation
algorithm based on an improved graph coloring method.
The optimal solution of CRA is obtained by using KKT con-

ditions. In task offloading, a semi-distributed TOWCRM
strategy is proposed to optimize the system utility under
the constraints of computing resources. Simulation results
show the effectiveness of the scheme under different system
parameters. The transmission power of every user is consid-
ered a fixed value and is equal to each other for wireless
resource allocation in this work. The power control of each
user will be studied to improve the system utility in the next
research work.

Data Availability

We derived the writing material from different journals as
provided in the references. A MATLAB tool has been uti-
lized to simulate our concept.
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Data security is a major issue for smart home networks. Yet, different existing tools and techniques have not been proven highly
effective for home networks’ data security. Blockchain is a promising technology because of the distributed computing
infrastructure network that makes it difficult for hackers to intrude into the systems through the use of cryptographic
signatures and smart contracts. In this paper, an architecture for smart home networks that could guarantee data integrity,
robust security, and the ability to protect the validity of the blockchain transactions has been investigated. The system model is
tested using various sizes of realistic datasets (30, 3 k, and 30 k to represent a small, medium, and large number of transactions,
respectively). Four different consensus algorithms were considered, the conventional schemes concatenated hash transactions
(CHT) and Merkle hash tree (MHT), as well as the newly proposed odd and even modified MHT (O&E MHT) and modified
MHT (MMHT). Moreover, 15 hash functions were also examined and compared to understand the effects of each consensus
algorithms on the data integrity verification check execution time and the time optimization provided by the proposed MMHT
algorithm. The results show that even though the CHT algorithm gives the lowest execution time, it is impractical for a
blockchain implementation due to the requirement to copy the entire blockchain ledger in real time. Meanwhile, the O&E
MHT does not give any tangible benefit in the execution time. However, the proposed MMHT offers a minimum of 30% gain
in time optimization than the conventional MHT algorithm typically used in blockchains. This work shows that the proposed
MMHT consensus algorithm not only can identify malicious codes but has an improved data integrity check performance in
smart homes, all while ensuring network stability.

1. Introduction

A large communication network of smart devices, sensors,
and other consumer electronics such as a TV, refrigerator,
and air conditioner in a home area network (HAN) has made
communication and interaction among themselves very
complicated and complex. Therefore, the communication
between these devices in the network needs to ensure high
security of data so that these systems’ users can be provided
with a high degree of privacy [1].

The changes brought by the Fourth Industrial Revolu-
tion have enabled the Internet of things (IoT) to play a
significant role in bridging the gap between each of the phys-

ical industrial environments and cyberspace of computing
systems. This requires multiple interconnected systems with
unique identities that can communicate and interact with
each another and transfer data over the network without
requiring human-to-human or human-to-computer interac-
tion, unlike the current case of physical industrial environ-
ments. In addition to this, the use of other advanced
technologies such as artificial intelligence (AI), big data ana-
lytics (BDA), machine learning (ML), and other emerging
tools helped in utilizing collected data effectively through
different sources in the network. Therefore, through this
practice, the processed data can be used to improve system
efficiency and performance [2, 3]. To accomplish a highly
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interactive, efficient but secure network, various elements
and factors such as data privacy, authentication, ease of use
and maintenance, and high security standards against possi-
ble attacks are needed. These robust and advanced features
are possible using blockchain technology in the IoT system.

Various types of blockchain are used depending on the dif-
ferent elements and features of the system in consideration.
One of the core features of blockchain-based IoT is authenti-
cation. The use of this feature helps strengthen the network
against potential attacks from hackers. Also, the accessibility
of data is another factor that defines the safety of data used
by the system. Thus, different blockchain types are discussed
further to examine their characteristics and effectiveness
against data integrity threats. In general, there are two types
of blockchain, namely, permissionless and permissioned [4].

A permissionless blockchain is a popular type of block-
chain that allows anyone to participate in the network. This
type of blockchain does not require participators to be autho-
rized to be active in the network. Anyone can join the network
and use their computational powers to contribute to the sys-
tem. An example of a permissionless blockchain is a Bitcoin
network that allows everyone to enter the system without
any prior authorization. Therefore, participation is encour-
aged by granting entry into the network without the need for
authorization. A participant’s task is to ensure performance
by verifying the network operation. These verifiers are impor-
tant for the network as they enhance its operation. Hence, dif-
ferent algorithms are used by the verifiers.

The second type of blockchain is the permissioned block-
chain, which requires the verifiers to gain authorization
before taking part in the network. Verification nodes are
set by a central authority, ensuring that the verifier should
ask for permission before becoming involved in the block-
chain. Permissioned blockchain can be further classified into
private and public blockchains. Public blockchain allows
anyone to read and submit the transactions, while private
blockchain restricts the right to users of the organization to
become involved in the network.

There are several fundamental differences between the per-
missionless and permissioned blockchains. These include their
way of operation and the range of activities that they can per-
form [5]. Each of these blockchains has different benefits and
limitations. One of the benefits of permissioned blockchains
is scalability, as they allow the verification of all the transactions
performed by the nodes. On the other hand, the permissionless
blockchain provides the benefit of being highly resistant to the
changes in the blocks using a single verifier. This capacity of the
blockchain is highly beneficial in keeping data safe and secure.
Therefore, this type of blockchain is very applicable to the
HANs, making them safer for use. The large user base of HANs
can find their data safe using permissionless blockchain that
will prevent transactions without their consensus. Nevertheless,
permissioned blockchains can also be used by the service pro-
viders who can act as a central authority to provide authoriza-
tion to the users based on their requirements. Thus, through
this practice, all the transactions can be monitored and con-
trolled by the central authority. However, it has a disadvantage
in that it can be very challenging to monitor and to control
many transactions, which can make the networks less efficient.

Nowadays, the use of second-generation blockchains,
including smart contracts, is on the rise in the industry [6,
7]. However, before the wide-scale adoption of smart contracts
occurs, various factors must be considered in keeping the
smart home applications private and secure. One of these fac-
tors includes the blockchain system that continuously moni-
tors all activities from any intrusion [8]. Scalability can be
very challenging as every node needs to process every transac-
tion in the blockchain [9], resulting in a higher execution time
cost required for the validator due to enormous computational
power [10, 11]. Secondly, code correctness is an issue as both
the developers and users must be confident about smart con-
tracts and must not employ high fees for unnecessary compu-
tations [12]. In addition to this, the concern is about using a
suitable authentication algorithmwith a suitable hash function
in the blockchain system [13].

In this work, the proof-of-work (PoW) is the selected
algorithm to provide data integrity for smart homes [14].
The consensus algorithm is based on PoW that secures the
network via the validator, which can be one or more partic-
ipant nodes to verify the accomplished and submitted work,
allowing them to add new transactions to the blockchain as
it does not allow a single verifier to make changes to the
entire network. The concept of consensus among most of
the verifiers keeps the entire system safe from hackers’ activ-
ity. Therefore, hackers must put in a large amount of time
and money due to the massive computational efforts
required. This effort has to be greater than all the power
spent from the reference point that the hacker aims to
change at a specific time [15]. The permissioned blockchains
use different consensus protocols [16] to permit users to
become authorized verifiers. Besides, this type of blockchain
also uses a set of trusted parties to perform verification so
that additional verifiers can become a part of the network.
This can be achieved through the consensus of a current
member and central authority of the blockchain. Financial
settings are more likely to include this type of blockchain,
which operates a Know Your Business (KYB) or Know Your
Client (KYC) procedure to differentiate users that are
allowed to undertake operations in a particular space [14].

This article has the following major contributions:

(i) Design of a smart home architecture using a
blockchain-based technology on specific criteria to
ensure performance and security

(ii) Selection of optimal consensus algorithms and
authentication algorithms for smart homes, consid-
ering the security standards

(iii) Comparison between different hash functions to
select the most suitable for adoption into the
authentication algorithm

(iv) Propose a modified Merkle hash tree (MMHT)
authentication algorithm to reduce the validation
execution time

The rest of the paper is structured as follows. In Section
2, a brief background on IoT in a smart home area network,
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data integrity in the blockchain system, highlighting stan-
dardizations used in security and policy, explanation on
smart contract, consensus algorithms, authentication algo-
rithms, hash functions, attacks, and smart home security
attacks has been outlined. Section 3 presents the architecture
components in the smart home ecosystem such as the server,
hardware and software requirements, applications, smart
contract structure, and design, illustrating the proposed
design and architecture workflow. Section 4 describes the
dataset used and the data preparation procedures. Section
5 explains the architecture of conventional and proposed
consensus algorithms, the implementation steps of the pro-
posed algorithms, and findings on the network’s perfor-
mance data integrity regarding transaction scalability and
validation execution time. Finally, the paper is concluded
in Section 6 with a detailed discussion on different issues
involved in the proposed MMHT algorithm.

2. Related Works

2.1. IoT in Smart Home Area Networks. Over the architec-
ture revolution, 5G networks promised to give credible
schemes such as a high quality of service, ultralow latency,
and high level of security demand [17]. Home area networks
(HANs) are home-based networks that connect all the
devices including computers, laptops, and smart appliances.
This network is aimed at achieving energy-efficient smart
homes by efficiently managing appliances and energy usage
[18]. Therefore, the concept of smart homes relies on the
application of HANs. HANs comprise various appliances
integrated with the network and different sensing devices
such as thermostats and smart meters. These sensors’ pri-
mary objective is to collect data from these appliances and
communicate it to the homeowners, utility providers, and
other service providers. Therefore, this data flow is of key
importance for HANs as it allows the homeowners and
service providers to monitor and control the operation of
the appliances and energy consumption. It is also important
to note that most of this data communication occurs
through different communication protocols such as Wi-Fi,
RFID, and Zigbee [19]. However, most contemporary smart
HANs are based on the Internet and Wi-Fi as they consume
a large bandwidth of data transmission. Therefore, the high
speed of Internet connections has made HANs very efficient
and quick.

The integration of the smart devices and sensors with
these networks has enabled the controllers to gain real-
time information about various parameters including energy
used and traffic load. Thus, the use of IoT in smart homes
provides the stakeholders with a great opportunity to auto-
mate most appliances using smart systems. IoT is defined
as the system of smart appliances and devices that can col-
lect data and transfer it over the network without human
interaction. Thus, the use of IoT in smart homes has reduced
human interaction substantially as the appliances have
become smart [20]. Smart appliances and devices are con-
nected to the network in smart homes, which also comprise
microcontrollers programmed to enable them to make deci-
sions without human support. Thus, the entire IoT concept

in smart HANs is based on collections and effective data
use. The ability of IoT-based HANs to collect, transfer, and
process data has proved to be beneficial for homeowners
and service providers as energy consumption has been made
significantly efficient [21]. However, these systems have also
increased the threat of people’s data security and privacy.

Data security lies at the core of smart home networks as
it is very important to keep the information being sent over
the network safe [22]. For this reason, data security experts
have been using different security protocols and standards
to make smart home networks safer and strong against
cyberattacks. Irrespective of these measures, smart HANs
are still prone to the threat of data security. Various issues
including credit card fraud, identity theft, and virus attacks
are common for smart homes [23]. Therefore, the service
providers have been using security methods such as encryp-
tion and authentication to protect people’s privacy and avoid
any data theft and information leak. Nevertheless, intruders
have been able to decrypt the data and communication over
the HANs, which requires data security experts to look for
new methods to mitigate this issue. Challenges such as the
complexity of the network structure in HANs and the
devices’ heterogeneity are major barriers to applying highly
efficient and effective security standards [24]. IoT for data
security has enabled researchers and experts to develop
smart data security protocols, which enable high protection
of the data and privacy of smart homeowners.

The use of IoT in smart HANs for data security is based
on monitoring and control mechanisms. IoT’s major role in
smart home networks is the monitoring and data control
through the application of security protocols that monitor
data and prevent any suspicious activity.

Previously, blockchain is normally implemented in the
public network [25]. However, with IoT there is a tendency
for adoption of blockchains in the private network. Using
Blockchain in the private network makes it easy to connect
different systems horizontally rather than work on vertical
compatibility; this will have the advantage of being easily
scalable and adding more applications while considering
security requirements.

IoT-based networks provide the benefit that they do not
require human support in case any malicious activity is
encountered [26]. These systems are smart enough to stop
intruders from injecting the virus or malicious code into
the network. Sensors are the major player in IoT that work
to monitor the data once the network is live. The real-time
monitoring of data through IoT on smart networks enables
high security of all the network gateways and communica-
tion media. The data sent and received from all the sources
is effectively monitored to prevent any data security attack.
Besides, IoT also ensures data storage safety and manages
the devices’ operation status to enforce high-security stan-
dards. Through these practices, IoT has proved to be very
efficient in maintaining data integrity and keeping it safe
from cyber criminals [20]. Therefore, due to these security
protocols offered by IoT, it is gaining high popularity among
security experts.

The use of IoT in smart HANs also ensures the high
availability of data and network systems. The efficient
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monitoring and control processes employed by IoT have
enabled the systems to reduce their downtimes as any
encountered issues are handled automatically or communi-
cated instantly to the human operators. Besides, IoT main-
tains a high focus on data integrity and confidentiality by
using different security methods and data encryption proto-
cols [27]. IoT-based data encryption is safer in smart home
networks as the systems are continuously monitored. Thus,
any activity of third-party intrusion into the network can
be immediately detected. Hence, IoT in smart home net-
works effectively increases the data and network systems’
security. The increase in IoT devices and their broad-
spectrum applications in houses provides advanced ways to
keep data safe. The risks from lack of transparency, audit-
ability, and accountability in HANs are being catered using
IoT through efficient application in critical areas by staying
within the legal domains [28].

Attacks are one of the major threats to information sys-
tems and networks. They harm the integrity and security of
data, leading to negative effects for various stakeholders of
the systems [29]. Therefore, the systems’ vulnerability to
potential attacks must be managed so that the network sys-
tems can work with high data security standards. Different
types of attacks exist to target the information systems and
network, as explained by [30]. Some of these critical and
most popular security attacks are examined as follows:

2.1.1. Data Availability Attack. This type of attack will be
defeated by the data validity algorithm [31]. Different types
of data availability attacks, the response of smart contract,
and explanation of data validity check algorithm are as
follows:

(i) Malicious block attack: when a malicious block pro-
ducer publishes a block to the blockchain, data validity
will check the block inclusion to the blockchain and
flag invalid transactions hash and show the fraud-
proof status (attack status) to the system administrator

(ii) Denial-of-service attacks: when a system is aware of
data unavailability, it will flag an alarm without
needing any kind of proof in the blockchain

2.1.2. Access Control Impersonation Attack. In HAN imper-
sonation attack comprises both user and device impersona-
tion, which is a form of fraud caused by replay, message
modification, etc. [15]. The malicious attackers pose as a
known or trusted person and gain admin privileges before
using the smart home IoT ecosystem to share sensitive infor-
mation or liability of any vicious activities. For instance,
attackers abnormally manipulate IoT devices (home appli-
ances) and increase Sauna’s temperature, which is connected
to a HAN, thus risking people’s lives at home using the facility.

In HAN impersonation attack, it is necessary to follow
the standardization protocol of communication to avoid
the lack of service, using various data communication stan-
dards to eliminate impersonation attack over a HAN (e.g.,
ZigBee and Wi-Fi) which does not affect the blockchains
efficiency [32]. The main challenge for both efficiency and
speed of ensuring is that all nodes are not involved in poten-

tial impersonation attacks or fraudulent behavior. Validator
nodes usually work to check consensus in the blockchain
network. However, this work requires enormous computa-
tional power from those validators, and hence, in this
research, we are trying to efficiently consensus algorithms
that reduce computational power by decreasing the execu-
tion time and enhancing speed.

2.1.3. Double-Spending Attack. Double-spending attacks are
one of the most popularly used threats by hackers in PoW
algorithms. This type of attack occurs when the user controls
more than 50% of the computing power [33]. Therefore,
they can send a fraudulent transaction log to the network,
enabling them to perform the same transaction multiple
times by removing the record of previous transactions. How-
ever, this attack is not very easy to execute; but, it can be very
harmful if hackers accomplish it.

2.1.4. Side-Channel Attack. The Merkle tree-based algorithm
is also vulnerable to side-channel attacks, which reduces the
integrity of data. A side-channel attack targets the authenti-
cation process, which reduces its reliability and effectiveness
[5]. This type of attack introduces a malicious code that
intrudes the authentication process, making it ineffective
for testing the data’s credibility. Therefore, this is one of
Merkle tree-based networks’ most critical threats as it takes
away their ability to validate the datasets.

Attacks can be defeated by different parts of the system
based on the type of attack and its effect. Table 1 summarizes
the attacks considered in the implementation and design.

2.2. Blockchain and Data Integrity. Blockchain is one of the
most advanced technologies for data security as it allows
the data to be stored in blocks linked through the chain. This
chain is complex enough to avoid the intrusion of cyber-
criminals. Blockchain is becoming popular in various parts
of the world as it is a highly secure method of keeping data
safe. The blocks are assigned hash values along with time-
stamps that depend on the data stored in each block and
their link with the neighbor blocks [24]. Therefore, it is
almost impossible for the hackers to intrude into the system
and steal the data as it would require changing the hash
value of a block, which would take high cost and time due
to the dependency on other blocks. In addition, it is impor-
tant to note that such an activity cannot go unnoticed as the
network managers and cybersecurity experts have a close
monitoring and control system over the blockchain [34].
Therefore, breaching the security of the blockchain is the most
challenging task for any cybercriminals. Also, blockchain tech-
nology in data safety is based on a consensus algorithm, which
prevents malicious activities from becoming successful.
Hence, most organizations are shifting their database to block-
chain to ensure high security and integrity of data.

Moreover, blockchain is based on cryptography that uses
encryption through advanced algorithms to hide the real
data [10]. The use of encryption in the blockchain is very
important for data integrity as it keeps the data safe during
communication, processing, and storage. Thus, the use of
blockchain in IoT systems adds a major benefit to the latter
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as it substantially improves the data security standards.
However, it is one of the riskiest areas in IoT due to a large
volume of data [11]. IoT-based smart home networks are
highly vulnerable to data security threats as they involve col-
lecting, transferring, and storing household users’ personal
information. Blockchain can prevent both data tampering
and spoofing [35], recording all node transactions in the
blockchain, which is a complete managing and securing of
the industrial IoT and operational technology (OT) devices,
in which the transacted data of the sensor, device, or con-
troller after it is deployed and starts working cannot be
changed [36]. Another important benefit of using block-
chain in IoT-based systems is that it will take intruders a
large amount of time to break into the system and data.

The researchers conducted a study over blockchain for the
security of data in smart home networks. It was noted that the
increasing use of smart home networks is raising different
challenges of privacy and authentication. Therefore, the
authors have proposed an IoT-based blockchain for smart
homes to ensure the safety and integrity of data. The authors
proposed network architecture based on key blockchain ele-
ments such as smart contracts and tokens to perform strong
verification checks. These verification checks are the primary
function of the blockchain that enables them to perform
authentication checks. Using these security protocols, smart
home networks can be strongly secured by blockchain tech-
nology. The authors of [37] have used an IoT-based network
to conduct tests on the use of blockchain to apply highly
secure standards for the transaction of information and data.
Thus, the result found the model to be highly effective in pre-
venting any attack from external forces.

2.3. Blockchain Standardizations. Security standards are a set
of policies and methods to keep the smart home system pro-
tected. Security standards allow the systems to become safer
as the standards have been tried and tested before. Thus, the
use of the developed standards is very effective in making
secure networks and data systems. These standards are
developed by internationally acclaimed organizations such
as ISO, NIST, IEEE, ITU, and W3C, which work to intro-
duce standardization at all levels and areas of the firms.
Therefore, organizations and industries can keep themselves
protected from the existing threats and challenges [38].

The use of network security standards is aimed at pre-
venting, detecting, and rectifying network challenges and
threats. The use of these network standards is critical in
ensuring the security and integrity of data. Hence, in our
research, we aim to comply with the standards as they are

the factors that ensure our research’s security to be applica-
ble [39]. There are several standards available in the market.
Most of them are authorized by the governments and used
in different private and public sectors.

Some of these standards focusing on blockchain and dis-
tributed ledger technologies are as follows:

(i) Permissioned distributed ledger (PDL) provides the
foundations for the operation of permissioned dis-
tributed ledgers, which is not limited to standardiza-
tion activities. Furthermore, it includes research
activities and initiatives concerning blockchain and
the distributed ledger [40]

(ii) Focus group on application of distributed ledger
technologies (FG DLT) provides the process and
technologies to synchronize the distributed ledger
across the network’s nodes to undertake the updates
and validate the network’s nodes securely

Other standards play an important role in facilitating
business interaction, communication, measurement, and
manufacturing [41]. For example, ISO 27001 is an informa-
tion security management standard based on the assessment
of organization management of its data security systems.
The implementation and control of data security are the
major requirements of this standard [10].

Thus, its use is significant for home networks as it can help
the service providers to maintain standardized security systems
that can be applied universally to all households. Similarly, in
ISO 7498-2, there are seven layers in the security architecture:

(1) The authentication layer

(2) The access control layer

(3) The nonrepudiation layer

(4) The data integrity layer

(5) The confidentiality layer

(6) The assurance/availability layer

(7) Notarization/signature layer

ISO 7498-2 standard is based on using a reference model
to secure different basic layers of the information system
model. This standard has different security protocols for
each of the layers. ISO 7498-2 focuses on the communica-
tion used by the information systems and ensures that each
layer communicates the data in a very secure manner.

Table 1: Summary of attacks on HANs.

Attack name Effect Defended by

Malicious block (cite) Attackers produce a malicious block Authentication algorithm and smart contract

Denial-of-service (cite) Data unavailability Access authority and management

Access control impersonation (cite) Fraudulent behavior Consensus algorithm

Double-spending (cite) Same transaction multiple times Consensus algorithm

Side-channel (cite) Authentication process Authentication algorithm

5Wireless Communications and Mobile Computing



Therefore, this standard provides highly efficient security of
networks involving various clients of smart home networks.
Hence, this standard is examined in detail in this research to
ensure data security for IoT smart home networks based on
blockchain technology.

2.4. Smart Contract. Smart contracts are digital contracts
that are self-executable without the need of a third party.
The use of smart contracts is very crucial in decentralized
networks such as blockchain that do not have a central
authority, allowing all the parties to interact with each other
without any third party. Therefore, smart contracts ensure
that all the transactions between the nodes are credible and
reliable [42]. A smart contract is very efficient in avoiding
conflicts and keeping the cost of transactions minimal. The
safety of blockchain is highly dependent on smart contracts
because they allow the users to share information, money,
shares, etc., without any middleman [43]. The effectiveness
of a blockchain is incomplete without smart contracts, as it
is the most important tool to ensure that all the transactions
are carried out fairly.

Smart contracts are a major part of the second-
generation blockchains. Previously, the experts found that
the blockchains are less effective due to the tools’ inability
to handle the conflicts [44]. Recently, the industry’s applica-
tion interest that focuses on digital assets has increasingly
moved to the second generation of blockchain applications,
including digitizing asset ownership, smart contract, and
intellectual property. It must be noted that smart contracts
act like real business contracts, which ensure that all the
parties comply with the contract terms. Therefore, the
increasing trend of blockchain applications worldwide is
enabling organizations to use smart contracts. This practice
has the benefit that smart contracts are strong enough to
control the behavior of parties that are part of the
blockchain. They are more efficient at keeping the transac-
tions fair as compared to physical contracts. A smart
contract is also advantageous because it can be encoded as
computer code rules, which can then be replicated and
executed across all the blockchain nodes. Therefore, this
saves the time and cost of making an individual contract
for all the blockchain nodes.

IoT devices generate a huge amount of sensitive data
with limited resources. Using blockchain technology with a
decentralized smart contract, the network will be more
secured and efficient by improving different factors like error
handling, monitoring, analysis, and data and identity issues.
However, this is outside the scope of this paper, where our
work focuses on the design and configuration of the smart
contract as a part of the blockchain.

Moreover, another benefit of smart contracts is that they
are self-enforcing. They do not require any external author-
ity to manage the contractual terms and monitor external
inputs from trusted sources, such as a financial exchange
or meteorological service [14]. The complexity of the net-
work due to a large number of users and the structure of
the conventional contracts makes them very ineffective.
Hence, smart contracts are very critical as it allows the
blockchain users to ensure their safety. Smart contracts are

incumbent upon all the nodes to perform according to their
responsibilities. Through this practice, blockchains have
become very reliable for making transactions. Bitcoin and
Ethereum are common blockchain examples that use a
smart contract for keeping all the money transactions safe
and fair [45]. Hence, through this practice, blockchains are
becoming a regular part of various organizations.

Smart contracts can also be effectively used for smart
home networks that use blockchain. In smart home net-
works, data fairness and safety management are one of the
major challenges that can be overcome by using smart con-
tracts in blockchains [46]. Also, in smart home networks, the
users are preferably not to be managed manually. Therefore,
smart contracts allow the entire network to be managed dig-
itally without the need for any external or third-party
authority. The smart contracts work based on verification
as they ensure that the terms are fully satisfied by the users.
This practice can accomplish high data safety and integrity
for the data producers and consumers [47].

There are various types of smart contracts that are used
in blockchain systems. The following are the fundamental
types of smart contracts [48]:

(1) Decentralized autonomous organizations (DAOs):
this type is based on the general rules that are made
by the developers who designed the blockchain.
These rules apply to all the participants of the chain.
Therefore, all the users have to comply with the rules
to ensure that they can work effectively in the block-
chain community. One of the key points about
DAOs is that they are usually handled manually as
the programmers and developers have a strong influ-
ence over the control of the smart contracts

(2) Application logic contracts (ALCs): this type is usu-
ally engraved in the program’s code. These contracts
work with the program code and other smart con-
tracts to enforce the rules for blockchain users.
Therefore, they are completely independent of the
external forces as they can make decisions based on
the programmed code. ALCs are highly effective in
handling the entire network transactions indepen-
dently as they can be replicated at all the nodes auto-
matically without human assistance. Hence, such
smart contracts are gaining high popularity among
network designers and developers

2.5. Consensus Algorithms. Consensus algorithms are the
core part of the blockchain network as they allow the net-
work to function without any central authority. Consensus
algorithms are based on the mechanism of consensus, in
which all peers need to arrive at a common agreement about
the states of a ledger [49].

Therefore, this mechanism of the blockchain networks
ends the need for any centralized power. Through this prac-
tice, the peers in the network can build trust and carry out
secured transactions among themselves. Various types of
consensus algorithms exist in the blockchain network, which
is applied according to the network’s objectives and the
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users’ needs. Different consensus algorithms are used in
blockchain; they are generally categorized as proof-based
and voting-based consensus algorithms. The classification
is shown in Figure 1. The proof-based consensus algorithms
require the nodes joining the verifying network to show that
they are more qualified before having the right to append a
new block to the chain. Meanwhile, voting-based consensus
algorithms consider the number of votes cast by nodes on
the network to achieve consensus on transactions and key
network decisions.

The comparison of these consensus algorithms is shown
in Table 2 [50]. The overview for each consensus algorithms
is further explained as follows.

(i) Proof of work (PoW): the concept of this algorithm
is to produce a new block to the blockchain and con-
firm the transaction. This process responsibility
bears special nodes called miners, and a process is
called mining. In PoW,miners compete against each
other to complete transactions on the network and
get rewarded [44]. This algorithm offered multi-
signature transactions and multichannel payments
over an address to enhance blockchain security. It
also has strong support to increasing numbers of
nodes in the network. This type of consensus algo-
rithm is highly effective in an environment where
there is a lack of trust among the nodes (e.g., public
networks of home networks) that involves multiple
data collectors and communicators, where each user
sends each other digital tokens [51]

(ii) Proof-of-stake (PoS): this algorithm works on an
incentive mechanism, where every block is vali-
dated through a betting system [53]. If a consensus
is made between the majority of the blocks about
adding another block, the stakes of all the blocks
are raised, which is a strong support to increasing
numbers of nodes in the network. Therefore, this
algorithm has a drawback that it can cause major
stakeholders’ monopoly, influencing the transac-
tions’ efficiency. While PoS solved various issues
earlier associated with PoW, two popular PoS var-
iations are DPoS and LPoS

(iii) Delegated proof of stake (DPoS): this type of algo-
rithm is based on a positive relationship; the more
the coins and vote to invest, the more the weigh-
tage to receive, providing the semicentral control
benefits to the network. For instance, to increase
the speed while maintaining the features of the
decentralization network and enhance the effi-
ciency [59], this algorithm has strong support to
increasing numbers of nodes in the network

(iv) Leased proof of stake (LPoS): this type of algorithm
operates on the wave platform, which is considered
as an advanced version of the traditional PoS. The
users will add the next block to the blockchain by
releasing a larger amount of a cryptocurrency to
the full node; as a part of the process, the leaser will

gain a percent of a transaction fee [54]. Also, this
algorithm has strong support to increasing num-
bers of nodes in the network

(v) Proof of activity (PoA): this algorithm is a hybrid
approach of PoW and PoS blockchain consensus
models designed through the convergence of both
of them. The validator races to solve cryptographic
mathematical challenges at the earliest using spe-
cial hardware and electric energy, similar to PoW.
The mechanism could end up to Prove of PoS
when the blocks added the network and hold only
the information about block winner and reward
the transaction identity. [30]. This algorithm has
strong support to increasing numbers of nodes in
the network

(vi) Proof of identity (PoL): the concept in this consen-
sus algorithm is just the same as that of the autho-
rized identity. To ensure the authenticity and
integrity of the created data by network users using
cryptographic confirmation of the private key
attached in any transaction, any identified user in
the network works under a consensus that the
PoI algorithm can create and then manage a block
of data that can be presented to others in the net-
work [54]. This algorithm has strong support to
increasing numbers of nodes in the network

(vii) Proof of importance (PoI): this algorithm developed
NEM; PoI is a variation of the PoS consensus algo-
rithm that considers the mechanisms of validators
for its operation. However, this algorithm is used
to determine which network nodes are eligible to
manage, when adding a new block to the blockchain
and which are not affected by the size and balance
only but also other factors similar to the number of
transactions between network nodes; reputation
and overall balance also play a role in it [30]. In this
algorithm, scalability is considered and support
increasing numbers of nodes in the network

(viii) Proof-of-capacity (PoC): this algorithm is a less pop-
ular consensus algorithm [13], where the validators
invest their hard disk space into the network, rather
than adding any money or hardware. The more
space a validator has in the network, the bigger his
chance to mine the next block and get rewarded.
Therefore, this system also promotes monopoly,
making the smart home network less effective and
unsafe. It relies on the computing power of the
miners to their disk capacity [43], which is signifi-
cantly energy efficient. The miners store huge data
to mine the next block. The drawback of this tech-
nique is high latency, especially with the smart home
network in which the devices have limited storage
capacity. Hence, PoW is the most suitable consensus
algorithm for the home network [60]. In this
research, the PoW has been used in the system
model. Scalability?
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Figure 1: A summary of the consensus algorithms.

Table 2: Consensus algorithm comparison.

Algorithms Designing goal Advantages Disadvantages Scalability

PoW [44, 51] Sybil-proof
(i) Security improvements
(ii) Minimize the attacks up to
50% or less [52]

(i) More power consumption
(ii) Centralized miners

Strong

PoS [53] Energy efficiency
(i) Energy efficient
(ii) More decentralized

(i) Nothing-at-stake problem Strong

DPoS [53]
Organize PoS
effectively

(i) Energy efficient
(ii) Scalable
(iii) Increased security

(i) Partially centralized
(ii) Double spend attack

Strong

LPoS [54] Distributed PoS
(i) Fair usage
(ii) Lease coins

(i) Decentralization issue Strong

PoA [29]
Benefits of both
Pos and PoW

(i) Reduces the probability of
the
51% attack
(ii) Equal contribution

(i) Greater energy consumption
(ii) Double signing

Strong

PoL [54] Improve PoS
(i) Vesting
(ii) Transaction partnership

(i) Decentralization issue Strong

PoC [13]
Less energy than

PoW

(i) Cheap
(ii) Efficient
(iii) Distributed

(i) Favoring bigger fishes
(ii) Decentralization issue

Strong

PoET [55]
Decide the mining

rights
(i) Cheap participation

(i) Need for specialized hardware
(ii) Not good for public blockchain

Low

DAG [44, 56]
Speed and
scalability

(i) Low-cost network
(ii) Scalability

(i) Implementation gaps
(ii) Not suited for smart contracts

Strong

BFT [30] Failures of system
(i) Energy efficiency
(ii) Transaction finality

(i) Number of replicas in the network
(ii) Message complexity

Low

PBFT [30]
Remove software

errors
(i) No need for confirmation
(ii) Reduction in energy

(i) Communication gap
(ii) Sybil attack

Low

DBFT [30] Faster PBFT
(i) Scalable
(ii) Fast

(i) Conflictions in the chain Medium

Sumeragi [57] Reputation system.
(i) Distributed across many
clusters

(i) The more nodes that exist on the network, the more
time it takes to reach consensus

Medium

Ripple [58] Same FBFT (i) Reduce the latency
(i) Few nodes required to vote, not really distributed
network

Strong
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(ix) Proof of elapsed time (PoET): this algorithm
developed by Intel enhances the PoW mechanism
in view that the CPU architecture and the validator
hardware identify when and at what frequency a
validator deserves the reward block. It is based on
fair network distribution and expanding the odds
for a bigger fraction of participant nodes in the
blockchain. The task for every participating node
is to wait for a particular time to participate in
the following mining process. In this case, the
miner is randomly chosen to solve the hash prob-
lem based on a random wait time [55]. Network
validator nodes with the shortest hold-up time
have the authority to offer a block. Simultaneously,
every network node similarly comes up with its
own waiting time. After the sleep mode, the node
gets active and a block is available. This network
node is considered as a validator. In the end, the
validator can spread the information throughout
the blockchain network, even though maintaining
the property of decentralization in the network
and then receiving the shared reward. This tech-
nique is aimed at reducing energy consumption

(x) Direct acyclic graph (DAG): this algorithm is famil-
iar to every blockchain mobile app development
service company. In this model, all nodes in the
network can be a “miner” and validate transactions
by themselves and reduce fees to zero, making the
process easy, faster, and secure. This algorithm is
used in Tangle [56] that reduces the computational
time and does not use blocks to store transactions.
With DAG, each transaction must approve two
older transactions to provide a fast, scalable sup-
ports and no transaction fee framework for data
integrity [44]. The drawback of this technique is
the storage caused by imposing the rule to choose
two-order transactions for approval. It can be
solved by running a node named “coordinator”
to perform this rule. However, this can be in con-
flict with the decentralization’s basics of the block-
chain architecture

(xi) Byzantine fault tolerance (BFT): (or called Byzan-
tine Generals Problem) this algorithm is used to
deal with the Byzantine fault in situations where
the system’s actors have to agree on an effective
strategy to circumvent catastrophic failure of the
system, but some of them are dubious. The two
variations of BFT models that are prime in the
blockchain arena are PBFT and DBFT [30]. This
algorithm has low support to increasing numbers
of nodes in the network

(xii) Practical Byzantine fault tolerance (PBFT): this
algorithm is a lightweight algorithm that solves
the Byzantine Generals Problems by enabling the
user to confirm the messages delivered to them
by performing a computation to evaluate the deci-
sion about the message’s validity. This algorithm

has low support to increasing numbers of nodes
in the network [30]

(xiii) Delegated Byzantine fault tolerance (DBFT): (pre-
sented by NEO) this algorithm is similar to the
DPoS mode, besides being more effective by coun-
tering unreliable or untrustworthy participants to
the blockchain. This algorithm has medium sup-
port to increasing numbers of nodes in the net-
work. Moreover, the NEO token holders can vote
for the delegates [30]

According to [41], the consensus algorithm is used in the
smart home network to prevent anybody from playing the
network and to secure the communicated devise and stored
data in this network against malicious acts that desire to
wreak havoc with someone’s home. This work is focused
on the PoW based on optimizing data integrity for the time
required to secure the blockchain of the smart home net-
work, taking into consideration the total storage required
and executing several hash algorithms.

Moreover, the benefits gained from PoW, not covered in
this work, are solving the cooperation tracking, collective
behavior, and discrete opinion [61]. These are based on
using statistical methods and mathematical calculation. Fur-
thermore, this work is not attempting to change the struc-
ture of the PoW and disrupt the core characteristic of the
blockchain, which should be always secure, decentralized,
and peer to peer. The proposed system [62] works on
improving the transaction speed and scalability by modify-
ing the structure of PoW and introducing a parallel PoW
in which the miners work together in such task to validate
the transactions.

Additionally, it is suitable when working with the math-
ematical challenges in the digital ledger, such as recording
and maintaining the unalterable transactions [63]. Typically,
PoW is a computationally expensive consensus approach.
However, such techniques reduce the computation require-
ments to achieve data integrity of the network without
harming the data protection criteria [28]. Hence, the smart
home networks’ high security can be ensured by the PoW
consensus algorithm.

2.6. Verification Algorithms. The data structure verification
algorithm is also known as the hash tree [64], which includes
transaction blocks. Every node connected to IoT devices in a
smart home network, including miners in a blockchain net-
work, has a memory pool (Mempool) that contains all cur-
rent transactions that are waiting to be added to the
blockchain to produce a new block. This memory pool con-
tains all the current transactions in wait, which must be
added to the blockchain to create a new block.

The verification and summarization of all the transac-
tions after hashing are performed by the different algorithms
[34]. In consideration of the particularity and complexity of
the chained hash database, the concatenated hash transac-
tion (CHT) strong component is collision resistance but
not more than collision resistance because it is feasible for
an attacker to find two messages with the same hash
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functions. They can find as many additional messages with
that same hash function as they desire, with no greater diffi-
culty. Using Merkle hash tree (MHT) in blockchain is more
effective than CHT by increasing complexity, and validators
can calculate hashes progressively as they receive transac-
tions from their peers.

MHT summarizes all the transactions in a block by using
a mathematical data structure composed of hashes of differ-
ent data blocks. "?>. It allows an efficient and secure verifica-
tion in the blockchain of a large transaction hash. As a
fundamental part of blockchain, MHT benefits by providing
a means to maintain the integrity and validity of data and
helping in saving the memory or disk space as the proof,
computationally easy and fast, and their proofs and manage-
ment require tiny amounts of information to be transmitted
across networks.

Figure 2 shows the MHT block connection and the
algorithm structure. If the transactions are valid, they are
included in the new block that miners on the home network
can mine. The miners produce a hash of a block by the pro-
cess of changing the nonce and time stamp. In the block-
chain, the system then compares the generated hash with
the target. As soon as validating of the new block is finished,
this block becomes part of the chain. After checking the
hash’s value below the target value, the PoW is verified as
a successful transaction and then added to the block [65].
Subsequently, an update notification concerning this change
of the blockchain size is broadcasted to the whole network
for the ledger to inform every connected nodes [66].

Similarly, another research is conducted in [67] by the
researchers over the existing surveillance systems. It was
noted that the current surveillance system has a high risk
of data security, which demands more safety protocols to
protect the privacy of the users. The current use of cloud
and big data-based surveillance systems has not been very
efficient at handling the data and information as they are

vulnerable to possible attacks by intruders. Therefore, [67]
has proposed blockchain technology in the network of sur-
veillance systems to ensure high security of the data. The
results noted that using a MHT algorithm made the transac-
tions safer as it imposed effective monitoring and control of
the security. This proposed method is also applicable to the
home networks that have a high number of users. The
MHT algorithm enabled the blockchain to conduct verifica-
tion checks at all the nodes to prevent any data attacks [67].
Therefore, the proposed model is very efficient at handling
data security due to its high convenience of design and
implementation.

2.7. Hash Functions. One-way hash functions are used to
map any data of the arbitrary size to fixed-size values, also
referred to as message integrity check (MIC), message digest,
contraction functions, compression functions, cryptographic
checksum, fingerprint, and manipulation detection code
(MDC). In the Merkle tree, the hash value is used as a Merkle
root as the tree is created bottom-up using the individual
transaction hashes. 15 popular hash functions were used in
the implementation, which includes the following: MD2,
MD5, SHA 1, SHA384, SHA512, SHA256, SHA3, RIPEMD-
160, RIPEMD-128, RIPEMD-256, RIPEMD-320, Tiger,
Whirlpool, GOST3411, and SHAKE (SHA with KEccak) [68].

3. Home Area Network Blockchain-Based
Security System Model

3.1. Architecture Components. Node.js version (v12.16.2)
and NPM version (6.14.7) have been used at the server side,
where the local blockchain operates. At this place, the smart
contract is also developed and deployed with the help of
NPM. In addition to this, various tools and plugins such as
the Truffle framework version (5.1.37) for deployment,
migration, and management of smart contracts are used.
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Figure 2: Merkle tree algorithm visualization.
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MetaMask add-on in the Chrome browser has been used for
visiting the distributed web in the browser. Besides, the
Solidity programming language has been used to develop
smart contracts. Figure 3 and Table 3 show the components
used in the local blockchain along with the network and
server elements and versions.

After setting up all the server nodes, all the network
components are connected in a local blockchain provided
by Ganache. The Ganache version (2.5.4) has been used in
this study. The accounts provided by this blockchain net-
work are added to MetaMask to start transactions and make
the blockchain network fully operational.

The simulation is implemented on a laptop with specifi-
cations given in Table 4. An i7 8th generation processor has
been used along with 16GB RAM to enhance the network’s
performance. Also, SSD storage is used to ensure that the
data can be processed and stored at high speed.

3.2. Smart Home Ecosystem. The smart home IoT ecosystem
data is majorly generated from the sensors connected to dif-
ferent devices and electronics. The computing nodes with
the central processing unit have to process these data col-
lected from the sensors. These nodes then send the proc-
essed data to the transceivers, allowing the information’s
transfer to other nodes or other associated devices. In addi-
tion to this, the actuators work according to the decisions
made by the competing nodes. These actuators may be elec-
tromechanical in nature that allow them to receive data from
the nodes and use it to operate different devices on the net-
work. Therefore, through this practice, the data collected
from the sensors can be used to trigger different devices’
function based on the decision made by the computational
nodes [15].

On the other hand, the IoT smart home control systems
can be messaging based, such as Telegram, Blynk, and web
or they can work as a voice command, for instance, Google
Assistant, Apple kit, and Amazon Echo [69]. A decentralized
structure is implemented in the current study along with
smart contracts using Solidity in a Truffle framework. This
structure is then deployed into Ganache, a blockchain net-
work. The nodes in this network are designed to perform a
transaction through web-based services on NodeJS server,
the frontend of web3js with a combination of HTML, CSS,
and JavaScript. The network’s backend is designed using a
combination of Truffle environment for blockchain develop-
ment and management with Ethereum Virtual Machine
(EVM), smart contract, deployment, and binary manage-
ment, as well as NodeJS web servers with a node package
manager (NPM). The NPM manages the users’ requests
and calls for transactions outside the context of a frontend
in the migration of ABI bytecode for the compiler to deploy
the smart contract. Figure 4 shows a smart home ecosystem,
where all the devices are connected to a single network that
controls all the devices’ operations.

The nature of blockchain technology is usually decentra-
lized. However, in smart homes, the blockchain has a central
authority to ensure efficient control and monitoring of all
the devices on the network [7]. The decentralized nature of
blockchain is based on the distributed transactions between

the blockchain network-participating nodes. These transac-
tions are not stored in a single node or a storage device. Also,
there is no central authority to approve the transactions as
they are assessed according to the blockchain algorithm’s
specific rules. Therefore, this removes the need for a central
authority in a smart home network to carry out transactions
or reach a consensus in the network. In addition to this,
blockchains allow only new verified blocks to be added to
the old chain. The existing blocks in the blockchain are
already public and distributed, which makes them openly
verifiable. Hence, they cannot be changed or revised. Thus,
the blockchain security is another major benefit for the
home networks as they allow the data to be kept safe [70].

3.3. Smart Contract Design. A smart contract is an essential
part of the blockchain network used to ensure fair and

Server

Network

Contracts
Smart contract (sol)Npm

Connection
(Js code)

Deploy

Ip = 127.0.0.1
Port = 7545
Id = 5777

Truffle express box

DappWeb3 Soli langEther

Migration
(For compile ABI bytecode)

Public static 
(User interface)

Figure 3: Local server blockchain components.

Table 3: Summary of server component versions.

Component Version Role

Node.js 12.16.2 Blockchain backend

NPM 6.14.7 Package management

Truffle 5.1.37 Smart contract development tools

Ganache 2.5.4 Distributed local network

Table 4: Summary of local server specifications.

Component Description

CPU
Intel(R) Core (TM) i7-8550U CPU @ 1.80GHz

1.99GHz

RAM 16.0GB Speed 2133MHz

OS
Windows 10 Pro, version 20H2, 64-bit operating

system, x64-based processor

Disk type SSD SAMSUNG MZVLB512HAJQ-000L7
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secure transactions among users. Therefore, a smart contract
is also used in this research to make the network highly effi-
cient. Smart networks are usually written in a domain-
specific language such as Solidity so that they can be used
to reach a consensus among all the peers in the network
[42]. The smart contract serves a variety of functions in
the blockchain, including registering all network and node
components, receiving queries and transactions from vari-
ous peers and applications, and allowing them to access
the blockchain network’s private ledger and update the led-
ger database. The different functions in the smart contract
system is shown in Figure 5.

The hash value of the transactions is the key to the smart
contract’s verification process as the latter uses it to ensure
all the terms have been complied. The smart contract
includes the functions with a specific requirement of the
input parameters [43]. The peers must fulfil these require-
ments on the network to make changes to the private ledger.
In the nonfulfillment of the input parameters, the smart
contract automatically rejects the peer’s query. The smart
contract takes decisions based on the code stored in it, which
are also referred to as the rule of the network [38]. There-
fore, a similar smart contract has also been used in our pro-
posed research work to gain highly efficient results. Figure 5
shows the smart contract design used in this study used to
communicate with the IoT blockchain network private
ledger and client application.

The smart contract mechanism is illustrated in Figure 6
as an executable code stored in the blockchain that defines
and manages the operation between smart devices and the
identity of all kinds of users, from homeowners to local
miners and normal users.

3.4. Process Flowchart. Figure 7 shows the process workflow
of the PoW consensus algorithm. The workflow consists of

five layers: the authentication layer, access control layer, data
integrity layer, availability layer, and signature layer.
According to the authentication layer, the registration of
all the devices on the IoT network is necessary to ensure that
all the devices are part of the system. This practice can
ensure that all the devices are ready to track and perform
the transactions.

The access control layer contains the core system com-
ponents explained previously in the HAN system model sec-
tion, which determines the process workflow into different
scenarios and is linked to other model layers. The registra-
tion process takes place at the sponsor, which is usually a
server or many servers in the case of a distributed system.
In addition to this, a smart contract is the core of the block-
chain system to achieve data integrity for all transferred data
between the nodes in the network. The transacted data is
managed by a data integrity algorithm, which will be
explained in Section 5.

Subsequently, validity check is made to approve the
transaction handled in the data integrity layer. Next, in the
availability layer, the private ledger is managed and updated
based on the consensus algorithm’s results. Finally, the users
and validators can use and verify the performance based on
the framework and the used technology in the signature
layer.

4. Dataset

The dataset is a collection of various transactions between
ten nodes in the network, sorted in tables. These datasets
include transactions along with data about transaction hash,
block no., timestamp, date and time, data value, and transac-
tion fee, as shown in Figure 8. The total number of hashes
for implementation is (30,703), compiled in ten groups.
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Figure 4: Example of a smart home network.
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The blockchain dataset structure and size of transactions are
shown in Figures 8 and 9 [71].

Data cleaning and normalization have been performed
in this work for removing unwanted records such as double
spending and errors. Through this practice, an effective eval-
uation of the proposed system model has been conducted to
produce accurate and realistic results.

In the initial stage after obtaining the selected dataset,
the data is preprocessed to remove invalid data. Next, they
are stored data of blockchain network transactions across a
distributed architecture. One of the major objectives
includes testing the system’s data integrity procedures to
examine the effect of each consensus algorithms based on
applying different hash functions.

Next, the dataset was split into three different sizes to
check the network’s performance in data integrity and trans-
action scalability. Hence, the datasets were based on 30,
3000, and 30000 transactions.

The researchers conducted a similar evaluation in [17],
which performed a similar test on the blockchain network
using real home situations. Two smart home networks were

IoT devices
in smart home
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permissioned lodger Stack holder

Dapps device 
registration 

user authentication
Home server

Smart contract
Device registrations

Update hash table

Data integrity check
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Reject Accept

Yes

Miner -Validator
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User verifications

Block the user and
show attack flag
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Record & Manage

Authentication layer

Smart meter

CCTV

Smart phone

Wearables

Smart lock

Smart TV

Access control layer Availability layerData integrity layer Signature layer

Blockchain network
smart contract

Access control
and management

Figure 7: Process workflow of the PoW consensus algorithm.
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set up in different rooms, and data was collected from three
different sensors in each of the rooms. The data was col-
lected and processed through an IoT-based blockchain sys-
tem that used web3.js to interact, while the smart contract
was designed on Solidity. Their work is different from our
current framework because it used a small volume of data
and reliance on a single hash function and PoW consensus
algorithm. Therefore, their results are significantly different
from our current findings. The work in [17] tested the net-
work’s ability to prevent any attack on the network. It has
experimented on a potential attack on the network by insert-
ing correct and incorrect data parameters for the smart con-
tract. The results found that the blockchain network peers
were able to make effective transactions only when the cor-
rect parameters were provided. However, in the case of
wrong parameters, the smart contract blocked the query of
the peers. Therefore, it can be noted from [17] that smart
contracts can be highly efficient in handling the security of
smart home networks.

Moreover, another previous work conducted by the
researchers in [18] used the Merkle tree to analyze security
data of a blockchain network. The analysis was based on a net-
work of surveillance cameras connected through a blockchain
network. The work mainly relied on using the Merkle tree
algorithm for authorization of the transactions between nodes
rather than smart contracts. They tested the efficiency of the
Merkle tree by comparing it with a similar SM tree. The results
of both the trees were used to identify the network’s ability to
identify possible attacks on the blockchain. Some of the tested
critical aspects included testing the network against data falsi-
fication attacks, message tapping attacks, and privacymasking.
The results found that the use of blockchain technology in the
surveillance network can make it very secure. It was noted that
using theMerkle tree algorithm, the blockchain could perform
rigorous authorization checks, which help in the protection
against different data security threats. However, they did not
use different consensus algorithms for testing the systems
and relied on a single hash function and consensus algorithm.
Therefore, the results of [18] are less reliable than our current
work that uses multiple consensus algorithms and hash func-
tions for testing the effectiveness of blockchain against poten-
tial data security threats.

5. Performance Evaluation of Proposed
Consensus Algorithm

Different consensus algorithms were used in our proposed
system model to compare the results and test the effective-
ness and efficiency. Hence, this helped identify the most effi-
cient consensus algorithm for the blockchain network and
the ability to enhance data security and integrity. Some mod-
ifications were also made to the algorithms to increase their
performance and overcome their complexity.

In the first scenario, the transactions’ values were hashed
while the chain of transactions was concatenated to form the
concatenated hash transactions (CHT). Through this method,
the final transaction value was obtained, as shown in Figure 10.

In the second scenario, the Merkle hash tree (MHT) [72]
algorithm shown in Figure 11 was used for hashing the trans-

action values. MHT is also referred as a hash tree because it is
used in data verification and synchronization. Therefore, it is
one of the most used methods for hashing the data. MHT
has a tree-like structure in which all the nodes are of the same
depth and as far left as possible. The input of the tree is
mapped onto the fixed output, which is known as a hash.
Thus, through this mechanism,MHT can hash large and com-
plex data with high efficiency. MHT has also been used by pre-
vious researchers in [67] to enhance the authentication
procedure of the blockchain network. MHT can be repre-
sented mathematically for n blocks as follows:

H0−n = Hash H0−1 H2−3k H4−5k ⋯k Hnkð Þ: ð1Þ

Next, we attempt to modify the sequence of the values of
the MHT algorithm to add complexity to the traditional
MHT algorithm by considering the odd and even value
sequences together, as shown in Figure 12.

Odd and even modified Merkle hash tree (O&E MHT)
algorithm can be represented mathematically for n blocks
as follows:

H0−n =Hash H0−2 H1−3k H4−6k ⋯k Hnkð Þ: ð2Þ

Finally, a modified MHT algorithm (MMHT) shown in
Figure 13 is applied to the transaction chain by combining it
with two algorithms (CHT & MHT). The blockchain was
divided into two groups during the analysis. The first group
of the blockchain was given a specific size as it included the
initial blocks until block (X − 1). The second group began
from block number (X) and ended at the last transaction block
(n). The value of X that achieves the best performance will be
selected. The first group of the chain used the CHT algorithm.
When a new block was added to the chain during the experi-
ment, then block number 1 was removed from the second
group and added to the first group. Throughout the test, this
process was performed during the transactions; the blocks
were removed from the second group and added to the first
group. MHT algorithm has been used in the second group of
the chain. At the end of the test, groups one and two of the
chain were combined and a final hash value was used to vali-
date the transaction as explained in Figure 13.

The main purpose of dividing the original blockchain
into two groups was to increase the network’s efficiency by
accelerating the validation execution time required to find
the total hash of the blockchain and detect any partial
changes. Through this practice, the process of hashing the
transactions was performed with high efficiency and speed,
allowing the tests to be conducted accurately.

MMHT can be represented mathematically for n blocks
as follows:

H0⟶n = CHTH 0⟶ n− x+1ð Þð Þð Þ MHTH n−xð Þ⟶nð Þ,
�
�
�

H0⟶n = H0⟶1 H2⟶3k ⋯k H n⟶x−2ð Þ− n⟶x−1ð Þ
�
�
�

� �

,

H n⟶xð Þ− n⟶x+1ð Þ ⋯k Hnk :
�
�
�

ð3Þ
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Furthermore, another major benefit of using two different
blockchain groups was that it allowed the use of a modified
algorithm. This helped update the private ledger after knowing
the new block’s index that was newly added to the blockchain.
Therefore, only the new blocks were used to update the hash
table. The benefit of this method can be seen in testing the
algorithms’ effectiveness for the security of data and help in
comparing the results of the two algorithms. The trigger num-
ber (n) is used to define the first group size by knowing the sig-
nificant number of changes in the execution time used in the
MHT algorithm. In Figure 14, the flow of the MMHT algo-
rithm is presented, and then, Algorithm 1 describes the pro-
cess steps towards the development of the MMHT algorithm.

In this work, the evaluation of all the above consensus
algorithms (CHT, MHT, O&E MHT, and MMHT) with 15
different hash functions was conducted. Furthermore, three
different dataset sizes (30, 3 k, and 30 k) to check the data
integrity performance of the network at different transaction
scalability were investigated. This represents different
models of blockchain transactions for a specific system.
The results on the validation execution time using different
consensus algorithms and different transaction sizes are pre-
sented in Tables 5 and 6, considering various hash functions
with a length of 128 bits to 512 bits.

The analysis is performed based on an average of 11 sim-
ulation runs to obtain an accurate result with a significant
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Figure 10: Concatenated hash transaction (CHT) algorithm.
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confidence interval of 90%. The method of averaging the
results of the last ten runs was used to ensure the results’
high accuracy and credibility. This practice was used as it
was noted that all the execution gave different results and
were not fixed. Therefore, to gain more reliable results, the
program runs were averaged to produce efficient results.

For the n dataset size of transactions, it is shown that the
CHT algorithm has the lowest execution time compared to
any tree structure MHT, O&E MHT, and MMHT. However,
it is impractical for a blockchain implementation due to the

requirement of the entire copy of the blockchain ledger in
real time [47]. By using any hash functions, the test runs
sequentially from one block to the other.

The results from 30 transactions recorded in Table 5 show
the execution time in milliseconds (ms) and the improvement
percentage mentioned in the column (%) compared to the pro-
posed MMHT algorithm against the conventional MHT algo-
rithm. Note that the table is categorized into hash length
because it has a direct impact on the execution time of the
authentication consensus algorithm and for a fair comparison
between different hash functions of the same length. The
higher the hash length, the higher the theoretical execution
time. Then, the same hash length can be compared between
hash families. Values in green highlight the best execution time
in each family, while the grey ones show the overall best value.

Under the category of a 128-bit hash length, MD5 gives
the best performance for all consensus algorithms.Meanwhile,
SHA1 for CHT and MMHT has the best execution time
compared to other hash functions regardless of hash length.
However, the newer SHA2 family (SHA256, SHA384, and
SHA512) do not have good execution time performance. This
is due to the increase in the computational processing and
number of rounds applied in the more complex hash
algorithm. RIPEMD-256 gives the best performance for the
256-bit hash length category. However, most improvement
(65%) in time optimization between the proposed MMHT
and a conventional MHT is observed for GOST3411 hash
function. The higher processing time required by the
GOST3411 is based on the HMAC (hashed message authenti-
cation code) protocol. The results showed a significant benefit
of using the proposed MMHT algorithm compared to the
MHT algorithm. However, the proposed O&E MHT does
not offer much advantage over the conventional MHT.

The analysis also considered the storage size, which is an
important factor affecting the blockchain network’s perfor-
mance. It was noted that the storage size is fully dependent
on the hash function length used in the chain. Therefore,
there is a trade-off between security robustness and the
low-capacity smart home IoT devices.

H1 H2 --- - - - Hn

H5,6 Hn

Tx1 Tx2 --- Tx x - - - Tn Transactions

Markel tree root

H
n –(x+1) H

x

Tx
n –(x+1) Tn–1
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Figure 13: Modified Merkle hash tree (MMHT) algorithm.
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Input:
1. List of Hashes (listOfHashes)
2. Count trigger = n
3. Selected algorithm
Algorithm Steps:
1. Start Process, Initialize Count (n) hashes
2. Condition, listOfHashes > Count (n) hashes, if YES go to step 3, if NO go to step 7
3. Set Count (n) hashes by taking top count(n) transactions from listOfHashes. The remaining transactions are set to restOfHashes.
4. Use Merkel Root to hash Count (n) hashes based on selected algorithm and add it to the restOfHashes.
5. Use CHT to hash the restOfHashes based on selected algorithm, getting the final hash. Go to Step 8.
7. Use MHT to hash listOfHashes based on selected algorithm, getting the final hash. Go to Step 8.
8. End of Process

Algorithm 1: MMHT algorithm process steps

Table 5: Consensus algorithm execution time using a dataset size of 30 transactions.

Hash length Algorithm Total storage (bits) CHT (ms) O&E MHT (ms) MHT (ms) MMHT (ms) MMHT/MHT (%)

128 bits

MD5 3840 0.05006 0.46151 0.45941 0.20045 56.4

RIPEMD-128 3840 0.05277 0.50815 0.50605 0.24363 51.9

SHAKE 3840 0.2185 1.50799 1.50589 0.72076 52.1

MD2 3840 0.44345 2.7373 2.7352 1.18904 56.5

160 bits
RIPEMD-160 4800 0.07338 0.62818 0.62608 0.36012 42.5

SHA1 4800 0.04245 0.501 0.4989 0.18341 63.2

192 bits Tiger 5760 0.05415 0.5399 0.5378 0.29054 46.0

256 bits

RIPEMD-256 7680 0.05246 0.48365 0.48155 0.24179 49.8

SHA256 7680 0.06199 0.57151 0.56941 0.25043 56.0

SHA3 7680 0.26925 1.65981 1.65771 0.66007 60.2

GOST3411 7680 1.18739 8.26976 8.26766 2.8954 65.0

320 bits RIPEMD-320 9600 0.07626 0.70223 0.70013 0.30498 56.4

384 bits SHA384 11520 0.04286 0.48769 0.48559 0.30443 37.3

512 bits
SHA512 15360 0.04588 0.46818 0.46608 0.22264 52.2

Whirlpool 15360 0.37904 2.64535 2.64325 1.1103 58.0

Table 6: Consensus algorithm execution time using a dataset size of 30 k transactions.

Hash length Algorithm Total storage (bits) CHT (ms) O&E MHT (ms) MHT (ms) MMHT (ms) MMHT/MHT (%)

128 bits

MD5 3840000 12.21466 183.1979 180.5979 103.8136 42.5

RIPEMD-128 3840000 15.93768 211.553 208.953 101.2142 51.6

SHAKE 3840000 105.5813 823.7975 821.1975 517.4801 37.0

MD2 3840000 256.6967 1635.536 1632.936 1074.465 34.2

160 bits
RIPEMD-160 4800000 27.38025 281.9626 279.3626 168.3616 39.7

SHA1 4800000 18.12102 210.1011 207.5011 123.1716 40.6

192 bits Tiger 5760000 14.70333 191.2121 188.6121 110.3094 41.5

256 bits

RIPEMD-256 7680000 17.44287 208.334 205.734 121.6099 40.9

SHA256 7680000 23.85505 274.2761 271.6761 160.9931 40.7

SHA3 7680000 130.8481 825.7562 823.1562 543.7262 33.9

GOST3411 7680000 512.3987 3650.143 3647.543 2337.47 35.9

320 bits RIPEMD-320 9600000 26.5973 288.7437 286.1437 170.9692 40.3

384 bits SHA384 11520000 17.62926 249.641 247.041 142.4498 42.3

512 bits
SHA512 15360000 18.74704 264.5122 261.9122 151.0031 42.3

Whirlpool 15360000 178.0506 1251.731 1249.131 803.9161 35.6
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The next scenario was then conducted by increasing the
size of the dataset to 3000 transactions to represent a
medium-sized blockchain smart home network. The MD5
hash function was used along with the CHT consensus algo-
rithm due to the low execution time compared to other algo-
rithms and hash functions. The results of this medium-sized
transactions have been recorded in Table 7. Similar to small
transaction results in Table 5, the GOST3411 hash function
gives the most time optimization gain (97%) against
conventional MHT. A new trend to note, the Tiger hash
function gives the best conventional MHT performance
and RIPEMD-256 giving the best proposed MMHT perfor-
mance. These results prove that the relationship between
the number of transactions, consensus algorithm, and hash

function is not straightforward. The blockchain network
needs to be designed so that it can be adaptive to different
conditions in the network.

The third and final scenario was performed using 30000
transaction dataset. The results of these large-sized transac-
tions are shown in Table 6. In the table, a more expected
and stable result where the smallest 128-bit MD5 and
RIPEMD-128 hash functions have the best MHT and
MMHT execution time, respectively. The proposed MMHT
consensus algorithm using RIPEMD-128 hash function also
gives the highest time optimization gain of 51.6% compared
to conventional MHT. Meanwhile, SHA1 offers the lowest
execution time for the 128-bit category and RIPEMD-256
for the 256-bit category and SHA512 category. SHA3, the

Table 7: Consensus algorithm execution time using a dataset size of 3 k transactions.

Hash length Algorithm Total storage (bits) CHT (ms) O&E MHT (ms) MHT (ms) MMHT (ms) MMHT/MHT (%)

128 bits

MD5 384000 1.94123 34.92615 34.10615 22.11161 35.2

RIPEMD-128 384000 2.93489 44.16066 43.34066 20.65914 52.3

SHAKE 384000 18.99856 152.072 151.252 18.78511 87.6

MD2 384000 47.86639 329.0667 328.2467 20.32121 93.8

160 bits
RIPEMD-160 480000 4.69918 54.79416 53.97416 18.92513 64.9

SHA1 480000 3.53118 38.42909 37.60909 19.87732 47.1

192 bits Tiger 576000 2.3327 29.43644 28.61644 19.47202 32.0

256 bits

RIPEMD-256 768000 3.49019 38.84966 38.02966 17.26856 54.6

SHA256 768000 4.26395 48.45686 47.63686 18.63771 60.9

SHA3 768000 25.84644 161.3161 160.4961 20.6792 87.1

GOST3411 768000 84.64851 652.9856 652.1656 19.39326 97.0

320 bits RIPEMD-320 960000 5.27818 45.66796 44.84796 18.72902 58.2

384 bits SHA384 1152000 3.24072 44.06398 43.24398 21.01735 51.4

512 bits
SHA512 1536000 2.94544 46.2301 45.4101 19.64456 56.7

Whirlpool 1536000 31.0449 237.9127 237.0927 18.40894 92.2
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most recent version of the hash function that is frequently
debated and proposed for usage presently, is slower in soft-
ware implementation of an algorithm but more suitable for
hardware implementation [5]; hence, it is not ideal for
blockchain architecture.

As a result, we used 15 different hash functions with
three different dataset sizes to show that the consensus
authentication process can determine which Hash function
is the best in terms of performance.

To illustrate the results, one of the comparisons of MHT
and MMHT consensus algorithm execution time using
30000 transactions is shown in Figure 15.

The results shows that using the SHA3 hash function
with the CHT consensus algorithm has a low execution time
compared to other algorithms and hash functions, but not
low enough; the use of these hash functions and consensus
algorithms has a lower execution time than those of MHT
and O&E MHT using the same hash function, which is not
suitable for blockchain because of its complexity. Figure 16
shows an example of execution time with MMT and MMHT
when comparing three different datasets using SHA3.

The RIPEMD-128 hash function with the MMHT con-
sensus algorithm also has a low execution time, whereas
the improvement percentage is 51.6% compared with that

using MHT, shown in Figure 17. It is noted that we did
not consider the data maintenance functions [25] when
manipulating the structure of the transaction chain. While
changing of the block order in the proposed MMHT algo-
rithm comes with an advantage of reduced execution time,
it also increases the complexity of executing data mainte-
nance functions, especially data recovery compared with
the original MHT.

6. Conclusion

The use of blockchain-based IoT systems for smart homes
can provide high security against possible data security
threats. Recent studies have found that blockchain networks
are highly effective and secure due to their advanced features
like smart contracts, which keep a strong check over the
activities and transactions over the network. The consensus
algorithm based on PoW secures the network via a validator
responsible for handling all communication verifications
between the blockchain network nodes within the smart
homes. This work is unique because to the best of our
knowledge, there are no previous studies that has attempted
an investigation of multiple hash functions for a consensus
algorithm, as well as different data sizes for testing
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blockchain performance. In terms of data integrity verifica-
tion check, the results show that the proposed modified
Merkle hash tree (MMHT) consensus algorithm used in
the blockchain has a very efficient execution time.

This system can be effectively used by smart homes to pro-
vide the safest systems for high data security and integrity.

However, the results have shown that the relationship
between the number of transactions, consensus algorithms,
and hash functions is not straightforward. The blockchain
network needs to be designed so that it can be adaptive to
different conditions in the network. Even though the pro-
posed MMHT algorithm gives a significant advantage in
the simulation, the current study also has limitations in
terms of the lack of testing of the proposed system in a real
environment. In addition to this, the concern about the rela-
tionship between a smart electronic contract and its legal
counterpart can cause inefficiencies and barriers to the net-
works’ operation. The lack of a legal status for smart con-
tracts in the current laws is a significant issue that needs
further investigation.

Data Availability

The dataset used in the implementation of this study is
included and explained within the article and referenced in
reference [71].
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Big data has recently been a prominent topic of research due to the exponential growth of data every year. This massive growth of
data is causing problems with resource management. The available literature does not address this problem in depth. Therefore, in
this article, we aim to cover the topic of resource management for big data in detail. We addressed resource management from the
perspective of smart grids for a better understanding. This study includes a number of tools and methods, such as Hadoop and
MapReduce. Large data sets created by smart grids or other data-generating sources may be handled using such tools and
approaches. In this article, we also discussed resource management in terms of various vulnerabilities and security risks to data
and information being transmitted or received, as well as big data analytics. In summary, our comprehensive study of big data
in terms of data creation, processing, resource management, and analysis gives a full picture of big data.

1. Introduction

Over the past 20 years, data has been increasing tremen-
dously in different fields. According to the International Data
Corporation (IDC), the total copied and created data volume
all over the world was 1.8 ZB (zettabytes), which has
increased by approximately nine times within five years [1].
And there is a prediction that in the near future, this figure
will double at least every other two years. Considering these
statistics, one can well imagine about the drastic growth of
big data and the issues related to it. Big data deals with huge
data sets mostly in exabytes, zettabytes or yottabytes. Figure 1
can give a better estimate of these mega units that represent
an enormous scale of volume. In Figure 1, these higher units
of volume are converted to bytes in order to get a better esti-

mation and clear picture of the huge volume of data sets in
big data.

The enormous increase of data is generating resource
management issues. Resource management is a technique
which is used to utilize the resources in efficient way by
improving the network throughput, capacity, robustness,
and efficiency. Importance of management of resources in
data applications is growing day by day.

Big data is linked with a huge amount of data sets. Most
of the big data comprise a huge amount of unstructured data
sets as compared to traditional data sets that require more
real-time data analysis [2]. Additionally, big data help us in
categorizing the data looking at different aspects considering
the value of the data. It creates new opportunities for effec-
tively organizing and managing such enormous data sets
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according to their value [1]. There are many applications of
big data in the smart world. Everything is shifting from off-
line to online and cloud systems. Smart grid systems are a
technological innovation whose adaptation has recently
increased all over the globe. Two-way communication flow
makes it more efficient, reliable, sustainable, and cost effec-
tive as compared to traditional power grid systems. But
two-way data flow of a huge number of sensors is a big chal-
lenge for data scientists [3]. Due to limitation of resources,
resource management is needed to get the effective results
in every field. In many different fields of communication
and IT, work on resource management has been done to a
great extent. Different aspects of big data have been
highlighted in the existing literature as shown in Table 1.

There are four contributions in this article. To begin, we
will go through data generation sources. The second contri-
bution is a consideration of the relevance of resource man-
agement in the context of smart grids, as well as the sources
of big data. Third, we go through the strategies and tools
that go into analyzing various cases. Finally, we discuss
unresolved difficulties and obstacles in large data analysis
in general.

1.1. Data-Generating Sources. Big data includes large data
sets produced by different applications and devices. The
umbrella of big data covers various fields; some of them
are given as follows.

(i) Black box data: the black box of jets, airplanes,
helicopters, etc. captures voices of the flight crew,
performance information, and recordings of micro-
phones of the aircraft

(ii) Social media data: social media websites like Face-
book, LinkedIn, and Twitter hold the information
of millions of people across the globe [5].

(iii) Stock exchange data: it also contributes in generat-
ing a huge number of data sets comprising the
information regarding buying and selling of shares
of different companies

(iv) Smart grid data: one step ahead of a typical power
grid is the smart grid that also generates informa-
tion at an enormous scale [6]

(v) IoT: the internetworking of devices, sensors, and
applications works on the principle of information
exchange among the devices and hence is a leading
contributor towards big data [7]. Issues in the IoT-
based smart grid are that it uses internet-based pro-
tocols and infrastructure of public communication
which are more exposed to security threats [8].

(vi) Search engine data: search engines like Google,
Yahoo, and Bing also create a huge amount of data

1.2. Why Big Data? Big data, an emerging and one of the
most important technologies in the world of internet, IoT,
mobile networks, wireless sensor networks (WSN), smart
grid systems, medical and health monitoring systems, etc.
Big data have several benefits:

(i) The limitation of fossil fuels and natural resources
has raised the demand for efficient energy genera-
tion, distribution, and monitoring systems. In
response to requirements, the smart grid is a

1,048,576 bytes

1,073,741,824 bytes

1,099,511,627,776 bytes

1,125,899,906,842,620 bytes
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Figure 1: Bigger units of volume converted to bytes [4].
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technological advancement that is a solution to the
energy crisis. The generated big data from the
smart meter in terms of volume, variety, and veloc-
ity would be very much beneficial for efficient uti-
lization of energy as well as for better energy
planning [17]

(ii) Different companies of marketing agencies use big
data resource management strategies in order to
improve the response of their campaigns, promo-
tions and other advertising mediums [18], and
information of the social network like Facebook [5]

(iii) Hospitals are providing quick and better services
using the information regarding the previous medi-
cal history of patients [19] and predicting the future
health conditions using big data analysis in the
domain of health care [20, 21]

1.3. 5 Vs of Big Data. Volume: the first “V” is the large vol-
ume of the data clusters of big data. The data is so large that
it cannot be analyzed by any conventional methods. Five
versions of big data are shown in Figure 2. The data is
increasing at a very fast rate, and according to experts, 78%
of the current data on social websites has been produced in
5 years since 2011 making it the largest data generated to
date. Other examples include the following: Facebook pro-
duces 500 terabytes of data on a daily routine, according to
a report of the IDC USA; the increase of data will be 400
times by now in 2021. The explosion of data which has been
collected in e-commerce is 10 times more in quantity of an
individual’s data transaction [22].

Variety: variety targets the type of data that we have. It
may be a structured, semistructured, or unstructured data
set. However, the majority of big data is unstructured that
is randomly generated by multiple sources. Big data is not

Table 1: Comparison with existing related surveys.

Ref Research area Year Remarks Issues identified
Possible
solutions

[9] Scope and privacy 2013
This paper presents scope and privacy

concerns in big data.
Privacy and security issues ✗

[4]
Applications and

challenges
2014

This comprehensive survey covers
communication and business applications as

well as challenges and technologies.
Volume of data ✓

[10]
Clustering
algorithms

2014

This survey provides a number of
algorithms related to clustering. Comparison
of existing clustering algorithms has been

included.

Limitations of data clustering algorithms ✗

[11]
Platforms for big
data analytics

2015
This study offers a survey on available

platforms for big data analytics. Pros and
cons of each platform are explored.

Drawbacks of different data processing
platforms

✗

[12] Mining algorithm 2015

It presents brief introduction of data
analytics and the mining algorithm to
extract the useful information from

big data.

Issues related to platform, framework,
security, privacy, and data mining
perspective have been highlighted.

✗

[13] Parallel processing 2016
This survey paper presents an overview of
parallel processing and highlighted the
processing efficiency of different cases.

Novel data, processing model, energy
efficiency, and large-scale machine learning

✗

[14]
Networking for big

data
2017

This survey provides the introduction
of networking in big data as well as
networking features, challenges, and

opportunities.

Big graph mining, dynamic representation,
time evolution, security, privacy, and
scheduling for big data related to

networking perspective

✗

[15]
Modern computing

paradigms
2017

New computing paradigms are discussed
for big data in the IoT case and limitation
of cloud computing for the IoT applications.
Data base management systems based on
NoSQL are investigated for different

authorizers.

Storage, management, security, privacy,
computation, and resource performance

✗

[16]
Big data issues in

smart grids
2019

This article highlights issues related to
big data analytics, technologies, and

architectures in next-generation power
systems.

System, data management, and analysis ✗

This article
Big data resource
management in
smart grids

2021

Big data in the domain of a smart grid is
explored and the resource management for

smart grid applications is discussed.
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just bits and pieces; it is much more than that. Big data
includes audio, video, 3D data, and unstructured text,
including log files and social media. The traditional data
includes lower volumes of consistent and structured data.

Velocity: the third V is velocity, which deals with the
pace of data that is being generated by different sources like
machines, mobile networks, business processes, and human
interaction with things like social media sites and internet
banking. The information flow is continuous and massive
as well. Handling this rate at which data is being generated
provides a strong basis for valuable decisions. It leads toward
rapid interpretation and strategic competitive advantages to
help businesses and researchers from this real-time data.

(i) Clickstreams and ads capture a large amount of
data, e.g., millions of events per second

(ii) It takes a fraction of seconds to reflect market
changes for high frequency stock trading algorithms

(iii) Online gaming produces huge amount of data from
millions of concurrent users producing multiple
inputs per second

Veracity: uncertainty or inaccuracy of data can be dealt
under the 4th V of big data that is termed as veracity [23].
Data veracity refers to the abnormality and noise in the data.
It also deals with whether the stored data is meaningful to
the analysis or not. As compared to velocity and volume, it
is the observation of the community that veracity in data
analysis is the supreme challenge.

Value: value is also very important when business
models are considered. Data should be analyzed in accor-
dance to the value of data to get the best result out of the
analysis. Value is critical for business initial phases, because
it is the matter of investing money and reducing the risks.
Still, many companies are not using this application of big

data in effective way. Better use of this application will not
only be effective for revenue generation but also help to
avoid fraud.

1.4. 5 Vs and Smart Grid. Smart grid incorporates conven-
tional power systems with a bidirectional infrastructure that
integrates electricity and information flow. The smart grid is
a complex interconnected system that generates a diversified
variety of data with huge volume, high velocity, and veracity.
These 5 Vs are worthy of importance when we discuss auto-
mated electric grid systems [24].

1.5. Major Contribution. Our focus is to provide a compre-
hensive survey on big data for smart grid applications. The
contributions of this work are summarized as follows:

(i) General overview of big data and smart grid systems

(ii) Big data-generating sources in the smart grid

(iii) Importance of resource management

(iv) Tools and techniques for the analysis of big data

(v) Research challenges

Most of the existing literature on big data and smart grid
mainly focus on its applications, issues, tools, technologies,
and techniques separately, but big data resource manage-
ment in the context of the smart gird has not been explored
so far. References [16, 25] targeted the issues related to SG,
but the management perspective is missing in the literature.
Different domains of big data are being targeted in various
reviews, but a comprehensive survey is not present in the
existing literature that covers a holistic picture of big data.
This paper has been written in such a way that it clears the
complete picture of big data for the beginner in this field.
Unlike other available literature on the big data smart grid,
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it not only covers the main topic but gives a clear holistic
picture of the importance of big data and resource manage-
ment in smart grid networks. Table 2 represents a compara-
tive analysis of this article with existing literature available.
Uniqueness or real contribution of this article is clearly
judged by Table 2.

1.6. Article Structure. The paper’s organization is shown in
Figure 3 and is described in the later sections. In Section 2,
we discuss the smart grid systems and sources generating
big data like sensor and information flow of different
applications. The motivation for deploying resource man-
agement is presented in Section 2.1. In Sections 3 and 4,
we have discussed different techniques and tools like
Hadoop/MapReduce.

2. Smart Grid Systems

Smart grid power systems are new innovative power systems
which will not only provide more electricity to meet the
increasing demand but also improve reliability, efficiency,
and quality. This system will allow other individuals to add
their energy in the national grid which includes many energy
sources like renewable energy resources (solar, biogas, wind,
etc.) [35]. Traditional power distribution systems transport
energy to the consumer side from a central power plant
using transmission lines [24]. Major stakeholders of smart
grid systems are the distribution, transmission, consump-
tion, and communication networks. The communication
network is actually the main portion that converts the con-
ventional grid to a smarter one. There is a two-way commu-
nication between the distributor and the consumer in smart
grid networks. This information exchange and continuous

monitoring of energy enables efficient utilization of power
in emerging smart grid networks [36, 37].

Smart grid systems enable the grid to observe and con-
trol the power parameters accurately. This system also offers
to make decisions on time as well as allows us to integrate
renewable systems. In this advancement of the grid system,
communication technology plays a pivotal role as depicted
in Figure 4. It establishes a strong link between the distribu-
tor and the consumer to make the network more efficient.

Reliable and efficient distribution of electricity is a basic
requirement with essential energy production units. The
power grid infrastructure was deployed in early ages and is
now reaching full life. For more competition, there is a need
for strong political and regulatory push, lower energy prices
and more energy efficiency, and greater use of renewable
energy like biomass, water, solar, and wind to keep the envi-
ronment clean. The load demand has remained the same or
has slightly increased in the previous years in industrial
countries. Some of the developing countries show a rigorous
increase in load demand. But now, load demand is increas-
ing exponentially due to more industries and increasing
population [38]. On the other side, aging equipment may
lead to shortfall of electricity during peak hours. In different
parts of the world, regulators are advising utilities to find the
cost-effective solution for transmission and distribution of
electricity. That is why new techniques like the smart grid
(based on modern communication) are emerging to operate
power systems which guarantee a secure, sustainable, and
competitive energy supply. The important goals of an
advanced electrical grid are to ensure an environment-
friendly, transparent, and sustainable system. Utilization of
renewable energy resources are worthy of importance in
order to meet the above-mentioned goals of smart grid
systems.

Table 2: Comparison with existing work.

Ref Techniques/tools Smart grid Issues in smart grid
Resource management

discussed
Challenges and opportunities

discussed

[1] × × × × ✓

[3] × ✓ × ✓ ×
[8] × ✓ ✓ × ✓

[17] × ✓ × × ✓

[22] ✓ × × × ✓

[26] × ✓ ✓ × ✓

[27] × × × ✓ ✓

[28] × ✓ × ✓ ×
[29] × × × ✓ ✓

[30] × × × × ✓

[31] ✓ ✓ × × ✓

[32] × × × ✓ ✓

[33] ✓ ✓ × × ✓

[34] ✓ ✓ ✓ × ✓

[16] ✓ ✓ ✓ × ✓

[25] ✓ ✓ ✓ × ✓

This article ✓ ✓ ✓ ✓ ✓
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2.1. Types of Data-Generating Sources in Smart Grid Systems

2.1.1. Huge Sensor/Actuator Network. A smart monitoring
system is actually a strong source that generates huge data
sets. It is impossible to implement a smart monitoring infra-
structure without using low-cost but intelligent devices. A
new scheme of sensors termed as smart sensors has recently
been introduced that fulfils the criteria discussed above, i.e.,
low cost, ultralow power, and more intelligence [39, 40]. The
importance of smart sensors has been discussed in detail in
[41], and a new type of sensor termed as “stick on” was
investigated. These sensors do not even need physical con-
tact with the utility asset for some applications. They have
the capability to monitor different parameters of interest
only by getting close to utility assets. Fang et al. have also
discussed the self-powering smart sensors and challenges
related to that domain.

2.1.2. Smart Meters. A smart grid comprises smart meters
that play a very important role. A grid, by definition, is an

electric system that includes electricity generation, transmis-
sion, distribution, and consumption. A traditional power
grid system comprises a typical setup that supplies electricity
to users and consumers by carrying that power from a few
central generators [42]. One main advantage of the Smart
Meter System is their simple operation of the overall process
even if they are varied in technology and design. These intel-
ligent meters gather information from end consumers every
15 minutes or once a day and transmit that valuable infor-
mation to the data collector through the Local Area Network
(LAN). Arif et al. [43] developed a smart meter based on
GSM and ZigBee. These meters are capable enough to
update the information of the service provider about the
energy measurements. The service provider can use this
information to notify their consumers via Short Message
Service (SMS) or using the internet. A hardware architecture
is presented in [44] which discussed the adapted communi-
cation protocol and monitored the energy using web-based
application. Managing the energy in smart grid systems
using a mobile application is investigated in [45] to improve
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the availability and data exchange. Policies and security
concerns vary from country to country which has been dis-
cussed in [46], and the smart grid development in different
countries has been compared.

2.1.3. Smart Appliances. The smart grid system has done a
lot in aligning the electricity demand and supply during peak
hours by promoting small-scale renewable energy genera-
tion [47]. Talking about smart houses, the key element is
the smart cards that are responsible for communication
between the smart meter and appliances. These smart cards
act as a communication link for the transference of infor-
mation. The town server holds the connection of the num-
ber of such smart houses and is responsible for controlling
the power provided by the service provider and the power
generated by regenerative sources. A town server network
has been discussed in [48] which manages the communica-
tion and the whole power consumption between the sys-
tems. A smart house architecture is presented in [49]
which is proposed for a demand-responsive energy manage-
ment system based on Information and Communication
Technology (ICT).

2.1.4. Information Flow. In smart grid systems, communica-
tion or information plays a crucial role in making decisions.
Normally, decisions are based on the collected information.
In power systems, most of the time, information plays a very
critical role. The grid is becoming smarter with the passage
of time by the use of modern technologies which facilitate
bidirectional information sharing between customers and
the utility [50]. The smart grid consists of sensors, actuators,
smart meters, control units, computers, etc. The information
of all these sources flow from one point to another. Effective
management systems are necessary to manage the informa-
tion of these heterogeneous complex and bulk data net-
works. In [51], Suciu et al. examined the cyberphysical
system (CPS) from an information flow perspective. A

method is presented to analyze the leakage of information
by using the advice tape concept in the field of algorithms.

3. Management Perspective

3.1. Resource Management. Resource management in every
field is very important to optimize many parameters. In
Figure 5, the variety of resource management processes are
shown. Resource optimization is a supreme parameter to
minimize the cost and improve efficiency. Normally, the
resource is in the form of a spectrum which is sparse due
to the exponential increase in the user devices. Resource
management is an effective and efficient allocation of
resources in any platform. User devices are increasing expo-
nentially with the times and generating a lot of distributed
data in various forms. Data handling is a big challenge for
researchers. Without efficient management in big data appli-
cations, it is very hard to tackle such huge data. A huge
research space is available for exploring resource manage-
ment in big data.

In big data, resource management in the sense of mem-
ory and complexity is rarely explored. Different applications
create 2.5 quintillion bytes of data every day [52]. The amaz-
ing thing is that 90 percent of the data in the world has been
created in the last two years. This data includes all applica-
tions like sensors used to gather information about climate,
posts to social media sites, cell phone GPS signals, digital
pictures and videos, purchase transaction records, etc. Dif-
ferent aspects in big data like resource management, pro-
cessing, analytics for social media, database technique
packing algorithms, security, and privacy concerns are cov-
ered in [53]. Speed of information technology growth is
increased from Moor’s law at the beginning of the 21st
century. Excessive data is creating more challenges in data
science. On the other side, data science is extremely impor-
tant to produce productivity in businesses which will create
a lot of opportunities. Reference [4] discussed a closed-up
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view about big data including opportunities, applications,
and challenges. Chen et al. have also discussed techniques
and technologies used to deal with big data problems. In
[1], Chen et al. explained in detail about the background of
big data, related technologies, data storage, applications,
issues, and practical applications. In [54], different aspects
of resource management for big data platforms have been
examined. Pop et al. also discussed the importance of
resource management for smart cities. The smart grid is
the part of smart cities which will enable the use of energy
in more efficient ways. Resource management for big data
applications is an open issue for current development in
the era of the smart world. Predictive resource planning
and allocation discussed in [55] is energy saving and will
ultimately save on costs. Won et al. in [56] investigated the
advance resource management for multiple tenants using
access control to share the computing resources. In this
environment, multiple tenants having different demands
can share computing resources like data, storage, network,
memory, and Central Processing Unit (CPU). Researchers
claimed that multitenancy reduces cost and offers highly
effective saving computing resources to acquire a similar
environment for data management and processing. The
novel approach is used to support the multitenancy features
for Hadoop. It is understood that Hadoop is a large-scale
distributed system which is commonly used for the process-
ing of data. Resource management in big data is rarely cov-
ered in the community although popular literatures and
academia have many examples on initiatives of big data.
Senior managers are hesitant to commit resources on data
sciences on a sustainable basis. Reference [57] covered the
theme of improving organizational resource management
and created a concentration to attain a positive capability
with initiatives of big data. The relationship between
dynamic capabilities and big data is of great significance
because processes of data need to be developed step by step

as organizations want new insights from big data. The smart
grid is a growing technology in the power system which also
needs data or information management to efficiently utilize
the resources which is investigated in [3]. They discussed
how to manage different types of front-end intelligent
devices like smart meters and power assets.

Resource management in smart grid systems: the expo-
nential increase in the data has prompted many challenges
to develop systems to manage the resources. It is required
to manage resources to analyze the huge amount of data effi-
ciently. It is impossible to manage the big data in traditional
ways. There is a need to manage the resource like processing,
memory, and network resources so that we could be able to
process the complex data systems in comfortable ways in
emerging smart grid networks.

3.2. Processing Management. Processing in big data plays a
pivotal role to analyze the data to extract the required
results. Big data-processing techniques process data sets of
terabytes or even more than that. Processing is further
divided into distributed and parallel processing using tradi-
tional application frameworks like OpenMP and MPI which
are still playing an important role. Newly investigated big
data processing and cloud computing frameworks like
Spark, Hadoop, and Storm are becoming popular. But in
the parallel application framework, it requires a physical
cluster to run the system efficiently. A resource-sharing
approach using a cluster as a service for a private cloud
has been discussed in [58]. The ClaaS model is proposed to
make the implementation simple. Authors claimed that it
is an effective model for sharing a cluster between several
frameworks. Parallel processing systems like batch, graph,
stream, and machine learning techniques have been dis-
cussed in [13] in which optimization and extensions for
the MapReduce platform are also discussed. There are many
platforms that are developed for processing purpose, but
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[59] developed a pipeline structure for the heterogeneous
execution environment to integrate data jobs. To integrate
data jobs in a heterogeneous execution environment, devel-
opers need to write a long glue code to get data sets into
and out of those jobs. For the data pipelining and integration
support, some frameworks are also proposed such as
Crunch, Cascading, and Pig, but these frameworks are built
on top of a single data-processing execution environment.
Resource management in big data regarding business pur-
pose is an important aspect that either these initiatives are
helping managers to grow their business and make it more
profitable or not. It is invested in [57] which classifies the
organizational resource management in three aspects. First
is to establish a business process archetype and second to
create a dynamic capability and identify the drawbacks of
the resource-based theory. Lessons are learned, and the
implications for business research and practice are sorted
out. An applied example to apply the data techniques to
smart cities had been investigated in [60], and an IoT-
based architecture was proposed. Some services imple-
mented in the smart campus of Murcia University and some
services are focused on tram service scenarios where thou-
sands of transaction data are considered.

3.3. Memory/Storage Management. Growing memory capac-
ity has accelerated the development in memory of big data
processing and management [27]. Real-time data analytics
require intelligent memory or storage systems which have
the least latency to read or write the data. Initially, the need
of this type of performance was encountered by well-known
global companies like Google, Amazon, and Facebook, but
now, it is becoming an obstacle for other organizations
which are looking for a meaningful real-time service like
social gaming, advertising, and real-time bidding. To meet
the requirements in real time for analysis of large data sets
in milliseconds requires RAM memory. Bandwidth, capac-
ity, and memory storage have been doubling after every
three years while its price is dropping by a factor of ten every
5 years. Noteworthy advances have been observed in non-
volatile memory (NVM) e.g., SSD. Hardware technology
advancement in recent times has generated interest in host-
ing the whole database as well as overturned many earlier
works [61] in memory to provide real-time analytics [62,
63] and faster access. Comprehensive memory management
and some key factors to achieve efficient memory data man-
agement and processing are investigated in [27]. There are
privacy and security implications [64] of pervasive memory
augmentation which effect what and how humans radically
change the scale and nature of external cues. The presence
of ubiquitous displays in personal devices and environment
provides new opportunities for showing memory cues to
trigger recall.

3.4. Network Resource Management. Recent findings show
that human behavior is highly predictable [65]. Improving
the performance in wireless systems by exploiting the pre-
dicted information draws an attention which is known as
anticipatory, context aware, and predictive resource alloca-
tion in the literature [66, 67]. Context awareness is not a

new concept in the computing science. Context is any infor-
mation that can be used to characterize the situation of an
entity. Entity can be anything like a place, object, or person
that is contemplate relevant to the interaction between an
application and a user. Energy-efficient predictive resource
allocation and planning is presented in [55] based on predic-
tive analysis and results that show that the proposed policy
can drastically reduce the energy consumed by the BSs.
Won et al. [56] introduced an advanced resource manage-
ment (e.g., network, memory, storage, and data) with an
access control in a multitenant environment. Multitenancy
facilitates management of multiple users who use similar
systems. Using this concept, the system is able to permit
multiple users to maintain and develop their own environ-
ment; otherwise, an application is required to provide their
products by manual anthropology to address the require-
ments of each company. The manual approach resulted in
an excessive maintenance cost because it desires the
management of each company separately. Hadoop Apache
was used as a base platform for providing features of
multitenancy.

4. Techniques

There are different techniques defined by the researcher to
analyze big data. Researchers are continuously working on
the development of new techniques as well as focusing on
the improvement of existing ones. Some of the most com-
mon and regularly used techniques for the analysis of big
data are

(1) Association rule learning (ARL)

(2) Data mining

(3) Genetic algorithm

(4) Social network analysis

(5) Classification tree analysis

4.1. Association Rule Learning. With the evolution of data
generation, new methods of data analysis are needed to
carry out in-depth analysis of the clusters. One such rule
is ARL. It is a method related to rule-based machine
learning and used to discover interesting relations between
variables in large databases. With the increase in the quan-
tity of big data, ARL is being implemented across the
globe in a number of fields to study relationships between
variables to sort data according to desired variables. Its
applications range from consumer markets to modern-
day communication.

With the increase in the internet users, the data gener-
ation across the different levels of the World Wide Web
has sky rocketed, but the internet still works on criteria
and the protocols of the past. The internet cannot keep
up with the recent increase in the data generation and
storing. The modern-day data supports a large number
of elements which can be used to create semantics to
understand the trends of data. Reference [68] introduces
the design of a human mind-based semantics to improve
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internet decision-making associated with an analysis tech-
nique for accurate reasoning about the internet and to
compare the current algorithms. As the data volume has
increased, the complexity of the mobile network, further-
more, the user-based data generation and complex interre-
lations, has also grown. Reference [69] uses ARL to
produce a deep network analyzer (DNA) for anomaly
detection in order to make further improvement in the
network and make an accurate gain prediction to address
a wide range of problems faced by internet service pro-
viders (ISP). With the increased span of the internet and
complexity of the networks, the dark network has also
increased. Since its dawn, the dark net has been the corner
stone of illegal activity across the global networks resulting
in huge loss of value from patents of companies to breach-
ing of the defense networks of countries. This new dawn
of internet volume explosion has made it easier for cyber-
attacks on critical infrastructure. ARL can be used for the
analysis of the data clusters of the dark net, predicting
relationships between a number of factors such as mal-
users and beneficiaries of such activities.

Talking about the smart grid, it is understood that it
uses a vast network of smart sensors. These sensors are
responsible of generating a huge volume of data that must
be categorized in a mathematical or scientific way to make
this advanced network more efficient. References [3, 28]
explored numerous applications as well as the techniques
used for managing the big data of smart grids. Reference
[70] uses ARL-based learning to draw a pattern between
malware and cyberattack activities and draw a rule-based
diagram to point infected machines and routes as well as
probing the dark net. Similarly, cloud computing has taken
the main stage after the recent internet revolution [71]. The
increased data and information flow through a wireless
medium between intermediate devices in smart grids has
also increased the concern of its privacy and security detail.
Reference [72] introduces an ARL-based analysis technique
for sifting through mined data in order to prepare routines
for improving privacy and security along with guaranteed
result from the data mining operations.

The recent increase in the large amount of data genera-
tion has been problematic for a number of reasons. It takes
a toll on services to store and make it accessible; further-
more, to sift through the data, to find relationships, and to
make it efficient for the user are a challenge. The data sorting
is very important from a number of views like market invest-
ment to national security concerns. ARL helps to narrow
down the study criteria to a limited pool of variables making
it easy to analyze large smart grid data clusters from the
point of view of the concerned. Reference [73] focuses on
the discovery of these routines in the big data stacks and a
post analysis of these rules to arrange them in a better fash-
ion for a more efficient process. Similarly, [74] addresses the
problem by an algorithm to highlight the mined rules by
assigning them weights in binary digits. Reference [75] uses
a number of ARL-associated trees to improve the efficiency
of the mined rules in order to keep up with the rapidly
increasing data clusters. References [76, 77] proposed a data
mining algorithm based upon MapReduce to sift through

the data and produce a more efficient rule-based tree for
decision making. Reference [78] is the implementation of
the ARL mining on the data in order to improve the failure
rate of products and predict the market variables concern-
ing it by studying the trends across the social networks.
Also, with the evolution of the internet, it also offers a
number of concerned parties a chance to evaluate the cus-
tomer psyche. Reference [79] is used to mine according to
ARL the activities of the users related to their user’s con-
cerning factors like when, where, and what for in order to
get a better understanding of the response of the customer
community.

Increase in the development of a smarter network in ser-
vice sectors and usage of internet services in many areas of
application have further increased the ease of access and
maintenance for a number of complex networks. One such
example is the new power networks. Power networks are
also very important and help in the distribution of the elec-
tricity to domestic and industrial use making them an essen-
tial part of modern-day life. A failure can lead to disaster.
Reference [80] uses a number of algorithms to rule mine
the data from power station differential equations. The
mined data projects the values regarding the system helping
in their maintenance as well as further development of the
networks.

4.2. Data Mining. Data mining software permits users to
make the analysis of data from different dimensions, sum-
marize it, and categorize the relationships identified. The
concept of data mining is gaining popularity in the modern
era of information and technology. In the information econ-
omy, data is being downloaded, uploaded, and extrapolated.
So data mining is the incorporation of mathematical
methods and algorithms including classification to extract
patterns regarding desired data.

A dynamic power grid not only focuses on energy stor-
age but is also concerned about the value of information
[81]. According to IEA (International Energy Agency), out
of our total final consumption of energy, 32% is consumed
by residential and commercial buildings [82]. So it requires
more intelligent strategies for processing and analyzing the
big data related to the smart grid and residential and com-
mercial buildings. The data mining technique can be used
for categorizing smart data into useful information.

Data mining is also used for a number of purposes in the
daily civil services ranging from engineering to finance. In
Public Structural Development (PSB), data is collected from
various aspects and sensors, providing information such as
the structural integrity of various structures forming
recognition-based patterns on the statistics and is known
as structural health monitoring (SHM). The data does not
provide the parameters like acceleration and displacement
velocity but actually provides the change in the parameters
of the structure; a number of mathematical models compute
and provide the output according to [83]. Signal sorting of
radar communication is an important factor in modern war-
fare electronics. Modern radars are highly advanced and
provide a number of challenges like using multiple emitters
eliminating conventional algorithms and producing a ton
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of data. A number of developed sorting methods are dis-
cussed in [84] in order to sift through the data.

In finance, data mining plays an important role in oper-
ation planning. In large-scale operations, business, routines,
and processes, it is very important to decompose itself into
smaller multiple units for the multiple objective optimiza-
tions of the entity also known as role-based access control
(RBAC). It uses data mining techniques to discover rules
from user permissions from access lists. Reference [85] uses
the said technique to further optimize the entity in discus-
sion using RBAC and edge concentration. On the other
hand, customer database and trend understanding is very
important for service providers. It involves a large database
of customers and their daily activates, practices, and behav-
ioral traits. Reference [86] involves the utilization of the
multivariate data collected from ends like phones and ser-
vices. The process involves receiving data and updates from
a large number of devices and nodes, sorting and production
of desired characteristics and trends. As technologies con-
tinue to improve in use and experience, similarly,
Facebook-like applications have attracted large user bases
linking the virtual space with the real world. In [87], the
authors used data mined from the geosocial networks to
understand traits and response of the users to provide better
statistical analysis for concerned parties providing peoples
opinion regarding decisions.

Tax evasion is a common felony practiced at a large
scale. Due to the high data volume, it is impossible to detect
such a large amount of tax theft, so the data must be sorted
and analyzed and the results extrapolated as [88] used the
color network-based model (CNBM) for the construction
of a pattern tree providing a link between tax evasion tech-
niques and behavior trends. Similarly, electric power is a
basic necessity and very important to the modern-day life
sustenance. A large number of energy frauds are committed
around the world. Reference [89] introduces a technique
involving data mining through the advanced metering infra-
structure (AMI) plotting the data to provide a number of
plausible suspects without including field inspections by
constructing a cluster using homogeneous data and con-
structing prototypes.

4.3. Classification Tree Analysis. Classification tree analyses
are used to generate the prediction regarding the member-
ship of cases or objects in multiple classes using one or more
predictor variables through the help of categorical measure-
ments. Classification tree analysis is one of the main tech-
niques used in data mining.

A decision tree helps the routine in classifying the best
option out of the members and their classes presented in
the tree which helps in sifting through a large amount of
data. For having accurate classes and objects, the training
data provided to the tree must be closely related to the anal-
ysis data for a comprehensive decision. Reference [89]
involves multiple methods and approaches to improve the
accuracy of the sample or the training data using multiple
attributes of the data. In big data, sometimes, it is needed
to compute numerical and mixed data which has to be made
discrete, as many of the convention methods and algorithms

are not suitable for big data computation. Reference [90]
involves the development of an algorithm to perform discre-
tization and to be further structured into fragments to con-
tain one data each in each object of the classification tree.

With the emergence of high-speed internet to the
masses, cloud services are used across the globe from domes-
tic to industrial use. The number of cloud users has reached
a peak above any other service comparable like email and
social networks. From storage of personal items to office
use, the cloud has replaced a number of services but is also
giving rise to such things as security and privacy which
increases the data multifold. As the user database is increas-
ing, so is the need of betterment in the current cloud struc-
ture and implementation. Reference [91] proposes a number
of implementations in order to answer the challenges faced
by cloud computation.

Data stream is a constant influx of infinite data continu-
ously in a nonstationary manner. In the stream, such
algorithms are placed that are learning so that they can over-
come the limitations of time and hardware. Reference [92]
involves an algorithm to deal with the issue of

(1) What and how data to present

(2) The display of the recent data by manipulating the
nodes of the classification tree; [93] uses MapReduce
in collaboration with tree analysis to sift through the
data

4.4. Genetic Algorithm (GA). GA are an adaptive and stage-
dependent search algorithm. It is based on the evolutionary
ideas of genetics and natural selection process. GA is an
intelligent optimization algorithm which uses sifting and
sorting of a random search. Genetic algorithms (GAs) are
designed in such a way so that they can simulate processes
in natural systems necessary for evolution. It is obtained
solving both limited and nonlimited optimization sets that
grow taking the best characteristics like biological evolution,
each time replacing the previous with the next.

GA is used in a number of applications along with big
data tools like Hadoop. Hadoop is a cluster which consists
of thousands of servers and tens of thousands of CPUs
which queue up a number of jobs which require multimode
scheduling using software. It is needed to improve their effi-
ciency which has been done in depth in [94, 95] keeping in
mind real-time system status.

With the increase in the amount of data-generating
sources, a better system of mining the data from multiple
sources is required. One such source is the modern commu-
nication system, which is complex due to the user base. Ref-
erence [96] performs an analysis on the problem through
classification and regression analysis by studying the big data
clusters to detect anomalies. With introduction of cloud
computing, it is needed to efficiently mine data for which
the big data cloud is used with the help of a number of tools
like Hadoop and MapReduce. So it is important to optimize
the work of the routine. Reference [97] does in-depth
analysis of the process of optimization. With the introduc-
tion of cloud computing and software as a service, a number
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of web services continue to increase, resulting in increased
business value and routines. Reference [98] is based on an
analysis on improving the scheduling criteria using
MapReduce.

As optimization techniques are used in multiple fields,
for instance, big data is generated in the medical field with
the help of the high-res scanning technology available. In
[99], genetic analysis is used to propose a distinct classifica-
tion analysis for a number of variables than build a table or
tree which could help to develop values for a number of con-
ditions like diseases and infections.

4.5. Social Network Analysis (SNA). SNA actually measures
the relationships and flows between groups, people, organi-
zations, URLs, computers, and other connected informa-
tion/knowledge entities.

Nowadays, the internet data has increased multifold
and is changing at an alarming rate. The analyses of
mined data with algorithms and traditional methods are
costly for the large amount of data. So [100] performs
the big data tools to map a tree of the traffic nodes on
the internet regarding social websites. The internet with
its complexity is a collection of large databases with mul-
tiple modes. This ranges from text to pictures, videos,
etc. However, there is no sorting process for the multi-
tudes of data mined from the internet. So [101] does
depth analysis to provide a better approach to the sorting
of the data types in order to make the process of data
mining more accurate.

Microblogging sites like Facebook, LinkedIn, and Twit-
ter are very important to modern-day communication and
play an important role in the daily lives of a large customer
database. References [102, 103] use a number of analysis
techniques to separate conversation and posts regarding
certain data types and construct a tree about relationships
interacting with the desired data which in turn can be used
for a number of purposes and by many concerned parties
for an advertisement-like process. The mined data is used
to construct a tree based on the interest of users and
recommending them items using a recommender system
based on the user activities. On the other hand, with the
increase of the microblogging and social websites, social
events have been arranged and invitations are sent out via
the internet. People attend and get awareness to it, and it
further includes the coverage of the event by the people
as well. References [104, 105] make the use of algorithms
to plot a tree from the information on these sites to detect
events and related social activities. With the growth of the
internet, social websites have also increased the number of
social event coverages on the internet. These events pro-
duce multimode data such as videos and images that can
be used by concerned parties. Reference [106] proposes an
algorithm for multimode tracking of the event for getting
a varied form of data.

With the large number of data appearing on the internet,
it is also needed to compute and sort the mined data in order
to further maximize the use. Reference [107] uses in-depth
analysis to compute and arrange the data to produce and
maximize the results for use in a number of fields like busi-

ness and media. A lot of reviews and feedback are found on
the social websites. Innovation diffusion deals with the
response a new product receives in the customer user base
like [108] uses a number of algorithms to do in-depth anal-
ysis of the data mined through social websites and networks
for a concerned product or party.

5. Tools of Big Data

The survey covers two universal tools used for the analysis of
big data generated by the smart grid, social media, IoT, stock
exchange, etc.

(1) Hadoop

(2) MapReduce

With all the Vs of big data, conventional means are not
enough to tackle the problems and challenges presented by
big data and its handling. So for a better analysis method,
a number of tools were developed on the techniques men-
tioned above to work on big data handling. The survey will
include Hadoop and its algorithm of MapReduce.

5.1. Hadoop and Its Importance. Hadoop was developed as
an Apache top level project. It was an open-source imple-
mentation of frameworks which provided qualities like
reliable, scalable, and distributed computing and data stor-
age. It is a flexible and highly available architecture [109].
The following were goals of the Hadoop Apache Project.

(i) Facilitate the processing and storage of large and
rapidly growing data sets, e.g., unstructured and
structured data

(ii) Simple programming models

(iii) High availability and scalability

(iv) Use commodity hardware with little redundancy

(v) Fault can be tolerated

(vi) Move computation rather than data

In 2003, Hadoop was bought and implemented by
Google, and in 2004, the Hadoop MapReduce Algorithm
was developed. Hadoop has the following three important
features.

(1) Hadoop is based around analyzing big volume data
in large amounts that are further analyzed by break-
ing it according to one of the analysis techniques like
ARL and CTA. One application is the analysis of
large data clusters provided by RFID sensors in a
large number of applications such as the Geographic
Information System and earth observation with the
help of ARL and genetic analysis to filter out the
required data from the cluster

(2) Hadoop is also being used in the analysis of large
number of servers ranging from cloud servers to
app-related services. These servers get a constant
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influx of data from a large number of devices like
smart phones having a large array of sensors provid-
ing a continuous stream of data. In order to sift
through the data, ARL is used with Hadoop to
develop relationships and links but with the data in
the clusters. Furthermore, the analysis of the mobile
networks also yields a large amount of mined data
which cannot be handled via conventional means.
So Hadoop is used to sift through garbage data and
get the required relationships

(3) With such volumes of data, a large amount of text is
also generated. CTA is used with Hadoop to analyze
the relationships in the text to arrange them

5.2. MapReduce. It is important to differentiate between
MapReduce and an implementation of MapReduce, in order
to fully understand the capabilities of Hadoop MapReduce.
It is an implementation of the algorithm maintained and
developed by the Hadoop Apache Project. If you take
MapReduce as an engine, then it is an efficient engine which
takes data as fuel converting it into energy in a quick and
efficient manner.

5.3. Advantage. The major advantage is that data processing
over multiple computing nodes is made easier using
MapReduce.

5.4. Working. It can be implemented in three stages, namely,
map stage, shuffle stage, and reduce stage.

(i) Map stage: the mapper’s job is to process the input
data and create small chunks of data, and that is
stored in the Hadoop file system (HDFS) in the form
of a file or directory. Then, line by line, the input file
is passed to the mapper function

(ii) Reduce stage: shuffling and reducing both combine
to form the reduce stage. The data that came from
the mapper is then processed by the reducer. It gives
a new version of the output after processing, which
will be stored in the HDFS

MapReduce is based around the analysis of the large
amount data inputs to make it very applicable on the mod-
ern data and communication network of smart power grids.
With the complexity of the modern network, it has to be
analyzed for anomalies and dark net trenches which target
the data. Furthermore, it is used to analyze the network to
maintain and upkeep the internet speed. It also analyzes
the cloud network relationships with the internet tracking
the big data associations with the cloud network. MapRe-
duce is also used in the database analysis to analyze large
data clusters of XML, structured query language (SQL)
based on CTA or genetic analysis. It helps a lot in financial
and administrative sectors, tracing and locating relationships
between data. It had already helped a lot in the federal tax
audit for tracing culprits and identity theft. It is also used
in the power and domestic services from computing power
network algorithms of a city to the traffic patterns in certain
hours of the city workload.

6. Challenges and Open Issues of Big Data

With the constant evolution of the internet and its related
data-generating sources, the volume of big data is increasing
at an alarming rate making it necessary for the developers
and researchers to keep coming up with new means and
analyses to handle big data. It also involves the development
of new technologies to look after the hardware prospect of
big data computation. So out of the multifold challenges,
the following were surveyed.

(i) Volume

(ii) Data integration, storage, and visualization from
multiple sources

(iii) Data backup

(iv) Privacy and security

(v) Confidentiality

(vi) Energy management

(vii) Quality

6.1. Volume. The volume of the big data in a smart grid is
increasing daily. With the increase in the complexity of the
data-generating sources, it is impossible for the conventional
data manipulation and sources to deal with big data. By
entering smart devices into the mix, the big data clusters
are also increasing with higher velocity than the previous 5
years of big data. So using ARL and CTA in collaboration
with MapReduce, new developments are being done in
new protocols [110] to handle the flood of data across the
cloud servers. Reference [111] involves the development of
new internet protocols for 5G based on the data accumu-
lated from the study of 3G and 4G internet. With the emerg-
ing trends, there is a need of a proper big data computing
architecture which is proposed in [112] for smart grid anal-
ysis. This communication architecture involves resources of
data generation, storage, transmission, and analysis of data.
Similarly, [29, 111] established development in the analysis
of large RFID and sensor array networks.

So, volume will always remain one of the big challenges
in big data as any restriction or limitation on increasing
the size of the data cannot be made. Proper data compres-
sion methods and continuous research and improvement
in big data-handling tools and techniques are the only way
to tackle this regularly increasing flood of volume.

6.2. Data Integration, Storage, and Visualization from
Multiple Sources. Conventional data analysis mostly deals
with data generated from a single point. For the case of
power grids, data is being generated by distributed grid sta-
tions in different areas. It is difficult to store, process, corre-
late, and visualize data from multiple sources at the same
time. HDFS is no doubt a reasonable storage file system,
but it needs to be tailored when the data is collected in dif-
ferent representations and formats [25].
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6.3. Data Backup. Maintaining the backup of collected data
is important, but it is very challenging to implement. There
are always limited resources for storage and processing of
data, and data is being generated at unprecedented scales.
There is a need for specifying a life cycle of data. Backup data
should be discarded from the storage after completion of the
life cycle. The data life cycle management system is itself an
open issue because it is very difficult to decide which data
shall be discarded without defining a standard principle for
removal of stored data from the memory [1].

6.4. Privacy and Security. The bulk of information flow and
advancement in technology have made living easy, but this
advancement in the conventional grid system has serious
security issues. Ensuring privacy and securing end-to-end
communication in big data are a real challenge for
researchers. Considering these security threats, [17] dis-
cussed some new findings regarding privacy and security
of big data. Internet-based protocols and public communica-
tion infrastructure are used in the smart grid which is the
cause of arising vulnerabilities that are discussed in [8] in
detail. ICN (information-centric networking) is also a strong
network architecture for smart grid systems with self-
security and congestion control enabled. Reference [112]
applies the ICN approach on advanced metering infrastruc-
ture to tackle the vulnerabilities regarding data security. New
protocols are discussed in [111] to protect large data clusters
of XML and SQL from cyberattacks and nonassociated data
mining, while [113] deals with the new protocol develop-
ment of cloud computation based around ARL and CTA.
There is a two-way communication between the supplier
and the consumer in the smart grid network. Bill payments
and transactional data generally include confidential infor-
mation of the customers. This personal information of the
consumer is under serious threat and is one of the most
important areas that must be monitored and improved on
regular basis.

6.5. Blockchain. Blockchain technology is considered the
most famous technology based on its high-level data trans-
parency and security. This technology helps to meet the sys-
tem requirements of smart grids effectively. A blockchain
comprises a series of blocks that helps to keep the records
of the data in different hash functions with the timestamps.
This is beneficial as the data cannot be altered or tampered
with. Since the data cannot be changed, data manipulation
is impossible, thus protecting the data and reducing the
chances of cybercriminals attacking the data.

6.6. Energy Management. Efficient utilization of energy is
among the most focused topics of discussion all over the
globe since the 20th century. The increasing demand of
devices and computing systems for storage, processing, and
transference of big data has also increased the energy
consumption. Therefore, a concrete mechanism for power
consumption control and management is worthy of impor-
tance for a clean environment and economic stability.

6.7. Quality. The quality of the data mined from large data
clusters is a crucial factor in a number of applications of

big data analysis. With the ever-increasing data volume
and variety, it is necessary to develop algorithms to highlight
the relationships between large data clusters. In [114], a vari-
ety of data clusters are investigated to improve the mining
efficiency of ARL- and SNA-based network algorithms and
are applicable in the e-commerce industry. CTA-based
decision-making data mining from RFID networks with
more accuracy has been discovered in [111].

Data generated from multiple sources, real-time process-
ing, storage, and management of bulky data sets in different
modalities and representation, and real modelling are some
of the important reasons that restrict giving a fix or one-
time solution plan for implementation of big data analytical
systems [16]. For the above-mentioned challenges, various
data scientists have suggested different solutions that have
been cited in the paper. Despite the evolution of data science,
this huge amount of collected data is still prone to real
threats like cyberattacks, information leakage, personal pri-
vacy, and security threats. This is a vast domain that requires
advanced solutions and regular improvements with the evo-
lution of big data technologies.

7. Conclusion

Based on empirical data, discussion, and literature, it can be
concluded that resource management for big data applica-
tions emphasizes effective information utilization and analy-
sis. Communities can use smart grid technology to exchange
energy in order to meet demand. This paper also addresses
the concept of resource management for smart grid applica-
tions. It explains what this contemporary idea is and what its
features are. The management of various resources, like
memory and processors, has also been explored. In a nut-
shell, resource management is critical in this era of limited
resources. Despite the fact that prior surveys have revealed
a number of research gaps, there is still a lack of discussion
on big data resource management and its recent problems.
Our study not only goes over the tools and techniques used
in big data analysis in great depth but also covers over the
most recent challenges in this field. The growing volume,
as well as security and privacy concerns, is underlined. This
study provides a comprehensive overview of big data while
also revealing unresolved challenges for researchers in the
field.
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