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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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The Coimbra concept of fractional order derivative is used to build a numerical approach using radial functions in this paper. The
Coimbra derivative is capable of modelling a dynamic system with varying fractional order behaviour over time. The proposed
scheme’s stability and convergence are investigated. In one and two space dimensions, the developed approach is validated for the
given model. By applying a periodic boundary condition on a bounded domain, the model’s periodicity is shown statistically. The
acquired findings demonstrate the new numerical scheme’s potency and, as a result, its high order accuracy.

1. Introduction

The Korteweg-De Vries (KdV) equation is first derived by
Boussinesq in the year 1870. Later on in 1895, the same
model was retrieved by Korteweg and de Vries [1] with the
presumption of compact amplitude and huge wave length.
In many nonlinear dispersive physical systems, the evolution
of long wave can be expressed by the KdV type equation (see
[2-5] and the references therein). In mathematical sciences
and engineering, evolutionary nonlinear equations play a
major role to model physical phenomena [2, 6]. In the theory
of shallow water waves, the KdV equation is one of the most
essential equations in nonlinear evolution developed in [4]
and the references therein. Some of the important aspects of
solutions of these dispersive equations discovered through
observations are their long-time behaviour and known
periodicity in time [7]. The important event of eventual
periodicity has been presented previously in [8], and in more
recent work [9, 10], a new solution is reestablished corre-
sponding to the KdV equation. In addition, the forced os-
cillations and the stability of the KdV equation have been
carried out in a very recent work [11-14]. In applied
mathematics, physics, and other related fields, a rich filed of
research has evolved within the last century because of

computational and analytic research on fractional and
classical KdV equation [15-19].

Both the theory and application of fractional calculus
have advanced dramatically in the previous two decades. The
nonlocal quality of fractional calculus and its effectiveness in
reproducing anomalous diffusion that happens in transport
dynamics in complex systems, such as fluid motion in
viscoelastic medium, are the most important advantages
[20], anomalous transfer in biology [21] and porous ma-
terials [22], etc. Control theory, entropy theory, image
processing, and wave propagation phenomena all employing
fractional calculus can be found in [23-26]. The creation of
tools to offer a mathematical structure for sophisticated
physical systems and processes has been aided by break-
throughs in current variable order (VO) fractional calculus
[27]. As a result of its appropriateness for modelling in a
wide range of subjects, including science, engineering, and a
variety of other disciplines, variable order fractional dif-
ferential equations (VO-FDEs) have gained prominence
[28-31]. Physical modelling utilizing VO-FDE models has
been the subject of a large-scale investigation. For example,
Kobelev et al. [32] highlighted the dynamical and statistical
systems with varying memory difficulties where the fractal
dimension changes with coordinate and time. Coimbra et al.
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[33] used VO-fractional operators to investigate the visco-
elasticity oscillator. Al-Mekhlafi and Sweilam [34] proposed
a new multistrain TB model based on the VO-fractional
derivative as a nonlinear ordinary differential equation
extension. Due to the enormous number of applications,
analytical and numerical techniques for solving variable
order fractional order differential equations (VO-FDEs)
have increased substantially in the last year. The analytical
solution of VO-FDEs, on the other hand, is frequently
difficult to obtain. Therefore, numerical approaches are used
as sophisticated methods for numerical approximation of
VO-FDEs in general [29, 35-38].

The Caputo, the Liouville, the Marchaud, the Grunwald,
and the Coimbra definitions are some of the recent variable
order operator definitions suggested in the literature
[33, 39]. Samko et al. [39] analyzed that the Riemann var-
iable order definitions lost some features, meaning that the
Marchaud operator is better than the Riemann-Liouville
type operator. Ramirez et al. [40] also compared the variable
order operators such as operators due to Riemann-Liouville,
Marchaud, Caputo, and Coimbra using a simple criterion:
the variable order operator must return the correct fractional
derivative that corresponds to the argument of the func-
tional order. Only the operator due to Coimbra and the
Marchaud satisfy the aforementioned elementary condition
[40], as well as the Coimbra variable order operator is more
efficient numerically. Soon et al. [41] also demonstrated that
the Coimbra variable order operator satisfies a mapping
requirement and that it is the only formulation that returns
the necessary derivatives as a function of x () for transitions
between elastic and viscous regimes. Ramirez [40] dem-
onstrated that the Coimbra concept is the most appropriate
for physical modelling since it has essential properties that
are desirable.

The numerical solution of the KdV problem of order
0 < 7(t) < 1 and its eventual periodicity over confined domain
is achieved using RBF with Coimbra variable order derivative.
The following equations represent the proposed models in
both one-dimensional and two-dimensional space:

Df(t)w(x, 1)+ ew (x, Hw, (x,1) + Yw,, (x,1) = f(x,1), >0, x € Q,

(1)
with the following initial condition
w(x,t)=g(x),t=0,x¢€Q, (2)
and the boundary conditions given by
w(x,t) =h(x,t), t>0, x € 0Q), (3)
where 0 < 7(t) < 1.
D Yw(x, y,t) + ew’ (x, y, hw, (x, y, 1) @

F Wy (3, 9, 1) + Wy, (3, 5 8) = f (3, p,0),

where (x, y) € Q, with the following boundary and initial
conditions

w(x, y,t) = h(x, y,t) €0Q ,t 20, w(x, y,0), )
=g(x ), (x,y) € Q.
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The models in the above form are selected for the sake of
comparison given in [42]. The Coimbra variable order de-
rivative is defined by (7) in the next section.

L1. The KdV Equation. Suppose that a wave propagates
along a horizontal channel of the unform width along the
positive direction of x-axis alone. Let the depth of the
channel be d, t be the time, and x be the horizontal coor-
dinate and let w(x,t) be the vertical distance of the fluid
surface in equilibrium position. Let the amplitude of the
wave be small enough, then the irrotational wave propa-
gation can be modelled by the following equation known as
the KdV equation

w(x, y), + ew(x, Yw, (x, y) + vw,.. (x,y) =0, (6)

where the first term u, represents the unform wave trans-
lation, and the other two terms ew(x,t)w,(x,t) and
YW, ., (x, 1) serve for the modification of the wave under the
influences of nonlinear term ww, and dispersive term w
respectively.

XXX

1.2. Coimbra Variable Order Derivative. Modelling physical
problems is better using the Coimbra concept. Variable
order differentials are a useful tool for studying systems
where the order changes with regard to one or more pa-
rameters, such as the management of a nonlinear visco-
elasticity oscillator.

w' (s)ds

1 t /_;t—f(t)
I'(1-a() Jo+ (t- s’ !

7(t) _
D Vw(t) = =)

(7)

0<7(t)<1, f=w(0,) —w(0_), and the above operator
require only one initial condition w (0, ). The integer order
derivative with respect to the variable ¢ is denoted by w' (t)
[33].

2. Analysis of RBF Approximation Method for
Fractional Order KdV Equations

In the theory of multivariate approximation, the radial basis
functions (RBF) method is the most extensively used tool. A
generalized refinement of the multiquadric approach is RBF
approximation methods. The MQ has a long history of
application and theoretical research can be found in [43, 44].
The MQ approach is widely used in geology, geodesy,
geophysics, and other domains, see [44]. Franke [45] con-
ducted a comparative study in the field of MQ. Meanwhile, a
key period in RBF history occurred, see for example [46],
when Charles Micchelli refined the theory of the MQ
method by establishing requirements that guarantee the
system matrix nonsingularity for MQ methods. Schoenberg
[47] is attribute with the results that generate the invertibility
of the system matrix. Micchelli went on to say that
Schoenberg’s constraints could be relaxed to allow many
more functions to be included and that adequate conditions
for functions could be applied to make the system matrix
nonsingular. In 1990, physicist Kansa [48] discovery quickly
disseminated the study, and RBF is used in a systematic
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approach for numerically solving partial differential equa-
tions and is meshless [49]. In numerous branches of applied
areas [50, 51], a huge amount of mathematical applications
of RBF are employed. In numerical techniques for solving
PDEs with reasonable accuracy in multidimensions, Madych
exposed the convergence rate of spectral order for MQ
interpolation in [52]. In comparison to other state-of-the-art
methodologies, these findings propelled RBF research for-
ward swiftly, and the RBF methods drew appreciable at-
tention in the literature as mesh-free approaches and their
capacity to attain spectral accuracy for PDE numerical so-
lutions on irregular domains [53]. In this work, a numerical
scheme based on RBF and Coimbra derivative is constructed
for fractional order KdV equations (1)-(5) defined in the
following form:

DIPw(t,x) = f(t,x) + Zw(t,x), 0<t<T, xc QcR%, d>1, (8)

with the following boundary and initial conditions
Buw(t,x) = g(t,x), x €0, w(t =0,x) =wy (x),x €Q,  (9)

with 0 < 7(¢) < 1.

3. Variable Order Differential

Operator Approximation

There are numerous definitions of varying order operators in
the literature [54], but in the current study, we are using the
definition due to Coimbra [33]. Because this variable order
derivative has a great capability to model many complicated

n-1

mechanical problems with accuracy, the Coimbra variable
order operator has the capability to investigate and analyze
the dynamics behaviour of many physical models, for ex-
ample, the fractional forces which cannot be approximated
accurately with constant order fractional operator or some
other variable order derivatives. In the work [40], the au-
thors performed a comparative study for solving a dy-
namical system and demonstrated that the Coimbra variable
order derivative produced better results in many aspects
than the nine definitions of variable order derivatives used in
this study.

Now, for the numerical approximation of the Coimbra
variable order derivative, we consider for t € [0,T], and let
t,= (n—1)6t, wheren=1,..., M + 1, then at time level ¢,
the Coimbra variable order derivative defined in (7) can be
given by the following equation:

t)y, oL [ )y
D, "w= FI=() JO (t,—s) w' (x,s)ds
(10)
ﬁt"[(tﬂ)
o
I(1-7(t,))

Let us denote the last term of this equation by /,,, then we
have

_t(t) /3
) “

By using (11) in (10), we get the following form:

tk+1 —_
DT(tn)w(x) t,)=C, Z J (t, - S)*T(tn)ds W (% tyr) —w (%) +h, (12)
! k=17t ot
where C,, = (1/T (1 — 7(t,,)))); after further simplification, we
get
n-l —_ tk+1
Df,(t”)w(x, t,) =C, Z [w(x’ tkﬂ)& wix tk)] Jt (t, - s)_T([”)ds +h,, (13)
k=1 k
and by simplifying the integral involved, we have
D@t ¢, 5 | L=t == ) T ) ~wlon)] (1)
g o " (1-7(t,)) ot "



Denoting the quantity (t, — )" ™" — (t, — ;) "
by the by,,, we get

ot m'c, ¢
D) = s 3 bualweti) —w(st)) ch (19)
and assuming the value (8t)” 1Cn/l“(l - 7(t,)) be denoted by
a,, we get
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n-1
Dy w () = a, ) b [w(x i) - w(e )] + by (16)
k=1

Splitting the first term of this series and rewriting in the
form, we have

n-2
DI "w(x,t,) = a, ¥ be[w(xt,y) —wlxt)] +ab,[w(xt,) —wlxt,,)] + b, (17)

k=1

Assuming S, = a,Y (b [w(x,te,,) — (x,t)] +h,, the
approximation of Coimbra variable order derivative can be
represented in the more simplified form

Dz(t")w(x, t,) =a,b, [wn(X) ~uw'! (x)] + S, (18)

which is the Coimbra variable order differential operator’s
finite-difference approximation.

4. RBF Approximation Scheme

The RBF interpolant can be characterized as a linear com-
bination of radial basis functions, as seen in the equation
below. For a set of N scattered nodes x; € Q ¢ R, d>1,

w(x,t,) = Z )LnKj<||X —xj||>,x €Q, (19)
x;€Q

where 1" denotes the expansion coefficients at any time ¢, k i
denotes an RBF centred at x i EQ, and ||.|| denotes a distance
norm in R?, d > 1. It is possible to obtain the matrix form of
(19) by

w' = AN, (20)

where A is a square matrix termed a system matrix, and the
entries are A;; = k; (llxc; = xj||). If & is a spatial operator and
& is a boundary operator, then (19) is obtained.

Zw(x,t,) = Z /\”SZKj<“x - xj“>,x €Q,
x;€Q

(21)
Bw (x,t,) = Z /X"%Kj(ux - xj"),x € 0.
x;€Q

The above two equations can be expressed in matrix
form by

(%”(x))z 7). <o o (22
B (x) gg;(j<“x—xj|'>, x € 0Q

We obtain it in a more compressed form

M, zw" (x) = DA", (23)

In case of identity operators &, 93, the equation above can
be written as

w" (x) = BA". (24)

Model equations (1)-(5) can be approximated in the
following way employing the 06— weighted scheme, VODO
finite-difference approximation, and RBF spatial operator
approximation

a,b, [w"(x) —w"! (x)] +S,=0M, uw" (x)
+(1-0) Mgw™ ' (x) + £ (x).

25)

Substituting the values of from (19) and (20), we get
[a,b,BY" —a,b,BA" ']+, =(1-60)DA"" '+ 6DA" + f" (x),
[b,,B - 6D]X" = [(1 - )D +a,b,B]A"* (26)
+ f1(x) =S,
This numerical strategy based on RBF can be solved at
any point in time t,, to acquire the value of 1", for which we

can use (20). Using equation (20) to remove the value of ",
we get

[b,a,B-0D]A'w" =[(1-6) D +b,a,B]A” ' w""
+f"(x) =S,

The amplification matrix of the numerical scheme (27) is
the following matrix E:

E=A[b,a,B-6D] '[(1-6)D+b,a,B]A " (28)

(27)

In fact, the matrices A and B are identical, as shown by
(20) and (24), because matrix B is a special instance of matrix
D for identity operators. It is evident from the definitions of
a, and b, that they are positive real integers, hence
n=a,b,>0. As a result, (28) amplification matrix can be
represented in a more basic form as follows:

E=[a,b,AA"' —0DA™] '[a,b,AA”" +(1-) DA (29)

Now, for 6 = (1/2), and denoting (1/2)DA™! by Q, we
obtain

E=[nI-Q ' [nI+Ql. (30)



Mathematical Problems in Engineering

Lemma 1. If Q is a square matrix of rank N x N with
negative eigenvalues, then the estimate for any n>0 is

[l -Q ™' (nI+ Q) =1L (31)

This is also true for the Euclidean norm.

Proof: Let the eigenvectors of the matrix Q be {u'}}, with
the corresponding eigenvalues v;, thus we have the following
equation:

l-Q) ' (yI - Q' = Z+ :’ui, i=1,...N. (32)

1

Suppose the vectors be orthonormal eigensystem for the
matrix (yI -Q)! (nI —Q), since #>0 and all the eigen-
values of the matrix Q are negative, so we obtain

I-Q (I -Ql =112 <1,vi=1,...N.  (33)
=7 0

5. The Numerical Scheme’s Error Analysis

The VODO numerical scheme of order in time is
O ((8t)*"7), whereas RBF numerical scheme is mostly de-
pendent on the RBF utilized for the derivation of other
differentiation matrices and the RBF system matrix, as
demonstrated in the previous work discussion. The order of
convergence of several forms of RBF has been determined in
[51]. Let the spatial numerical approximation corresponding
to the present numerical scheme for a given RBF be of order
O (h1), g=0, and h be the separation distance between the
scattered nodes utilized for RBF interpolant. For the nu-
merical scheme specified in (22), let w" be the approximate
solution, w be the precise solution, and ®,, = w" — w be the
error at time f,:

®,=E®,  +0((3)" + 7). (34)

The above numerical technique’s amplification matrix,
E, is mostly determined by the type of RBF and the scale
factor used. Assume that when the condition of Lemma 1
holds for a given optimal shape parameter value and optimal
RBF option, then

IEI<1, (35)
is a criterion for the numerical scheme’s stability in (27).

Assuming that both the initial solution value and the so-
lution are sufficiently smooth along with §t — 0,

|©I<IE||®, |+ C,(h? +(8)* T),n=1: M+1, (36)

720

f (x, Vs t) = tésech(x))sexh (y) [m

where C, stands for a constant. At time ¢ = 0, the error O, ||
always fulfils the initial as well as the boundary condition via
mathematical induction.

n—-1
lo.l<c, <1 +y ||E||">( @) N n=1:M+1, (37)
i=1
when the condition (35) holds, then

|©,]|<nC\((66)* " +hT),n=1: M +1, (38)

This demonstrates that the current numerical method for
VODO is convergent.

6. The Numerical Methodology for Variable
Order Diffusion Models

Problem 1. We consider the KdV equation defined in
(1)-(3) for the following value of function f:

e[ 7 xe ™ x X
Feot) == \T6=m “ts0000 T10 15 O
with the following initial condition
w(x,0)=0,a<x<b, (40)

where the boundary conditions can be extracted from the
exact solution

w(x,t) =t , (41)

where 0 <7< 1 is the fractional order. The compactly sup-
ported radial basis function defined as x(r,¢) = (35 (er)* +
18er +3) (1 - sr)i, with a support size of € = 0.5, is used to
solve this issue across the spatial domain [-4,4] and the
number of points N = 100 are used. For various settings of
order 7, step size 6t, and collocation points N, the results are
presented in Figures 1 and 2 and Table 1, where the accuracy
is quantified in terms of maximum error norm. When we
gave a periodic boundary condition at x = -1, like w(a,t) =
sin (207t)tanh (5¢) with f = 0, the solution at each point of
the domain is periodic in time for 1D fractional order KdV
equation.

Problem 2. In this last example, we consider the following
2D KdV equation defined in (3)-(5) with the following value
of the function f

O tanh(x)(—6(t6563ch(x)sech(y))2 — tanh® (x) + 5sech (x)* — tanh? (y) + sech(y)Z)], (42)
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0

0 4 -2 "

FIGURE 1: Approximate solution of RBF-based method (red) and exact solution (green) to Problem 1 at time t € [0, 1], x € [-4,4], a = 0.5,
and &t = 0.01, with CS-RBF, ¢ = 0.5.
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FIGURE 2: Approximate solution: periodicity of solution at x = —1 (red), x = —0.7588 (blue), and at x = —0.5075 (green) at time ¢ € [0,0.5],
x € [-1,1], 7= 0.2, and &t = 0.001, with CS-RBF, ¢ = 0.5, corresponding to Problem 1.
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TaBLE 1: An approximate solution to Problem 1 based on RBF, when t = 1, error = max (|w,, — We,|).

(1,N) 6t =0.1 ot = 0.01 ot = 0.001

(0.1, 10%) 1.3572e-006 3.6674e-008 1.8149e-008

(0.2, 10%) 3.2295e-006 7.7781e-008 1.6031e-008

(0.3, 10%) 5.7785e-006 1.5589e-007 1.6168e-008

(0.5, 10%) 1.3801e-005 5.2623e-007 2.4744e-008

Numerical solution, L, = 1.3902e-005, t = 0.5

-0.5

-1 1

Exact solution, t = 0.5

-0.5
-1 1

FIGURE 3: A comparison of RBF-based numerical method and exact solution of Problem 2, for N =10%, t=0.5,

7(t) = 0.4+ 0.2 sin (0.57t/T).

TaBLE 2: An approximate solution to Problem 2 based on RBF, when ¢ = 0.5, error = max (Jw,, — w,.|).

(e, N) 6t =0.1 ot =0.01 ot =0.001 ot = 0.0001
(1, 5%) 0.0104 0.0016 1.7022e-004 1.8747e-005
(1, 6%) 0.0111 0.0017 1.7335e-004 2.2170e-005
1, 7%) 0.0102 0.0016 1.7993e-004 1.8235e-005
(1, 10%) 0.0114 0.0017 1.2957e-004 4.3734e-005

with the following initial:

w(x,y,0)=0, —1<x,y<]1, (43)

and the boundary conditions can be taken from the fol-
lowing exact solution:

w(x, y,t) = t®sech (x)sech (y), t>0, (x, y) € 0Q, (44)

0<7(t)<1, 7(t) = 0.4+ 0.2 sin(0.57t/T). The current
RBEF-based solution solves this problem, and the results are
displayed in Figure 3 and Table 2, respectively. The current
numerical technique appears to be convergent and stability
attained when 6t — 0. This backs up the prior sections’

convergence and stability analysis of the current numerical
system is achieved.

Problem 3. In the last example, we consider the irregular
domain within the regular domain [-1, 1]%. The variable order
which is used in this computation is defined by the function
a(t) =0.4+0.2sin(0.572t/T), T =1. We used different
number of nodes N = 56,196,400, 676 in the irregular do-
main. The radial basis function defined by x (r,€) = Vr? + ¢ is
implemented in this problem and its corresponding shape
parameter value changes solution accuracy, which is calculated
using the formula ¢ = (1/log (N)) [55]. The results are shown
in graphical form and can be seen in Figure 4.



L., =0.0029491, t = 0.8, N = 56, ¢ = 0.72135

Numerical solution

-1

Leo =0.0026477, t = 0.8, N = 400, € = 0.40243

Numerical solution

FicUure 4: RBF-based numerical simulations of Problem

7. Conclusion

The numerical solution of the variable order KdV models in
1D and 2D is achieved using an RBF-based numerical
approach. The RBF is used to approximate the spatial
derivative, whereas the Coimbra derivative is used to ap-
proximate the variable order time differential operator. The
numerical scheme’s stability and convergence are estab-
lished. The current numerical technique is found to have a
sensitivity in temporal integration. The periodicity of the
KdV equation in 1D is explored, and it is demonstrated that
the solution is periodic in time at each point of the domain
for the fractional order KdV in 1D. The suggested nu-
merical system provides the capacity to numerically ap-
proximate numerous complex mechanical problems with
ease and precision. The Coimbra variable order operator
can be used to examine and analyze the dynamics of a
variety of physical models, such as fractional forces, which
cannot be accurately modelled with a constant order
fractional operator.

Data Availability

The date used to support this study are included in the
article.
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L. =0.005692, t = 0.8, N = 196, ¢ = 0.4809

Numerical solution

Leo =0.0025466, t = 0.8, N = 676, £ = 0.36067

0.25

Numerical solution

0
-0.5 X

3, in irregular domain, 7(¢) = 0.4 + 0.2 sin (0.57t/T).
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This work is devoted to present a generalized complex discrete fractional Gaussian map. Analytical and numerical analyses
of the proposed map are conducted. The dynamical behaviors and stability of fixed points of the map are explored. The
existence of fractal Mandelbrot and Julia sets is examined along with the corresponding fractal characteristics. The in-
fluences of the key parameters of the map and fractional order are examined. Moreover, nonlinear controllers are designed
in the complex domain to control Julia sets generated by the map or to achieve synchronization between two Julia sets in
master/slave configuration. Numerical simulations are provided to attain a deep understanding of nonlinear behaviors of
the proposed map. Then, a suggested efficient chaos-based encryption technique is introduced by integrating the com-
plicated dynamical behavior and fractal sets of the proposed map with the pseudo-chaos generated from the modified

lemniscate hyperchaotic map.

1. Introduction

Mathematical models are used to describe and under-
stand the interesting behaviors of nonlinear systems,
which arise in different disciplines of science. There are a
plethora of mathematical tools, which have proved their
efficacy in mathematical modeling of biological, physical,
engineering, economic, and natural systems. Among
these tools, the differential equations, difference equa-
tions, and statistical methods have attracted a consid-
erable interest [1-5].

However, when dealing with systems with memory,
that is, the associated rate of changes depends on the past
values of state variables in addition to the present values,
the conventional continuous-time differential equation
and discrete-time maps cannot describe these systems
properly. To address this issue, mathematicians and en-
gineers employ fractional calculus to formulate nonlocal

differential operators, which are necessary to study sys-
tems with memory. Firstly, they focused on the fractional-
order differential equations (FDEs) for the past two de-
cades. The electric circuits, fluid mechanics, electro-
magnetics, immune systems, nanofluids, epidemics, and
biological and financial systems are only examples of the
fields, where FDEs are of great importance [6-13]. There
are a few definitions for fractional-order derivatives and
integrals, which have been developed so far such as Rie-
mann-Lioville, Caputo Grunwald-Letinkov, and Wyl-Riesez
fractional operators. More details are provided in refer-
ences [14-18]. In reference [19], a fractional-order model
based on Atangana-Baleanu-Caputo fractional derivative
was proposed to understand the dynamics of differenti-
ation of stem cells. The state-of-the-art developments in
special functions and mathematical analysis tools asso-
ciated with fractional-order differential equations are
provided in reference [20].
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The numerical solutions of FDEs are usually carried out
with high computational cost and induce several types of
numerical errors.

Therefore, while searching for an efficient and reasonable
alternative, it is recognized that the fractional difference
operators can be applied in a straightforward way to the
mathematical modeling of different nonlinear systems. More
recently, attention has been turned to the discrete fractional
difference equations [21-25], where they have been suc-
cessfully applied in different fields.

On the other side, complex maps are found to exhibit
very interesting and fascinating geometrical structures
known as Julia and Mandelbrot fractal sets [26-28]. These
sets are known to have fractal dimensions and have many
interesting applications. The nonlinear dynamics and cha-
otic behavior of discrete fractional Gauss maps are inves-
tigated in the literature. It has been observed that the
fractional Gauss map is more stable compared with the
associated integer map. The width of period-3 windows is
found to increase with the decrement in the value of frac-
tional order [29]. Also, the synchronization for standard
integer-order Gauss maps and discrete fractional Gauss
maps has been studied using a parameter estimation scheme
[30]. The emerging nonlinear dynamics and synchronization
in coupled integer-order and fractional-order Gauss maps
with different topologies have been explored in reference
[31, 32]. The motivation of this study is based on the ob-
servation that the nonlinear characteristics and dynamics of
the fractional complex maps are still almost an unexplored
point in literature. Indeed, there are very few works that
begin to investigate only the case of fractional-order complex
differential equations [33, 34]. The present work extends the
aforementioned works to the more general and unexplored
case, where the state variable of the map has complex values,
and it also investigates the emerging Julia and Mandelbrot
fractal sets along with synchronization methodology of dis-
crete fractional Gaussian map in complex domain for the first
time, to the best of authors” knowledge. Moreover, the present
work combines the induced fractal sets into a proposed ef-
ficient chaos-based encryption technique.

The very complicated behaviors of chaotic systems along
with noise-like dynamics, very broadband spectrum, and
ability to attain synchronization between distant systems
have been utilized efficiently in a plethora of schemes for
chaos-based communications [35-52]. In the last two de-
cades, the chaos-based cryptography has become a focus
research point of great interest. The critical evaluation of
chaos-based encryption systems reveals that it is essential to
keep high complexity and dimensionality of chaotic dy-
namics in encryption schemes along with effectively pre-
venting any information leakage by possible eavesdroppers
attacks [40-42]. The chaotic maps, in particular, are easily
implementable on digital hardware, which can be
straightforwardly integrated with modern communication
systems. However, several works have highlighted the
problem of degradation and suppression of chaotic behavior
in simple structure and low-dimensional chaotic maps.
These problems result from hardware finite precision of
floating numbers [43-45]. Also, the small key space in these
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chaotic maps is another drawback. The employment of
multiple chaos systems and switching between their outputs
is offered along with sufficient long finite precision com-
putations to improve the performance of chaotic maps [46].
The pseudo-chaotic orbits can be employed as another so-
lution to the aforementioned chaos degradation issue
[47, 48]. More specifically, pseudo-chaotic time series can be
attained by subtracting the output sequences of two
mathematically equivalent chaotic maps, which are non-
equivalent in computations when machine finite precision is
considered [47, 48]. The application of discrete fractional
complex maps in the field of chaos-based encryption systems
is also an unexplored research point, to the best of our
knowledge. So, this article aims also at investigating this
challenging task and providing a reliable encryption ma-
chine based on the complicated dynamics of a proposed
fractional complex map.

This study is organized as follows: the mathematical
model of the proposed discrete fractional complex Gaussian
map is presented in Section 2. The control and synchro-
nization of Julia sets generated by the proposed map are
examined in Section 3. The proposed hybrid chaos-fractal
encryption scheme is presented in Section 4, while the as-
sociated security analysis is addressed in Section 5. Section 6
contains conclusion and final discussion.

2. Discrete Fractional Complex Gaussian Map

The discrete fractional complex Gaussian map is proposed in
the following form:

CAYZ(f) = = D) 4 p, (1)

where z, a+0, and b#0 take complex values, whereas the
fractional order «a € (0, 1]. The complex discrete fractional
map (1) has infinite number of fixed points, which can be
evaluated from the following equation:

e =-b, (2)
or

L+ _[Mnlbl + {8 + 2k + D} 2
a ’ (3)

k=0,%+1, £2,...,

where 0, denotes the principal argument of complex-valued
constant b. This means that the equilibrium points of the
proposed map are determined according to the assigned
values for a,b, and k.

The asymptotic stability analysis of fixed points in the
complex fractional Gaussian map (1) is conducted in the
following subsection:

2.1. Stability Analysis of Fixed Points

Theorem 1. The fixed point z* of the fractional complex
Gaussian map (1) is locally asymptotically stable if
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Proof. Assume that (t) = z(t) — z*, then the next linear-
ized map is derived from equation (1):

Caa % —az*?
Age(t) = —2az"e e(t+a-1)

° (5)
=ye(t+a-1).

Expressing the above equation in terms of its real and
imaginary parts, it follows that

Age, (1) +1i A &) = (y, +iy;)

' (6)
(e, (t+a—1) +ig(t+a—1)),

and therefore the next equivalent 2D discrete fractional
system is attained:

Age, (1)
Age; (1)

=y&(t+a—-1)-ypgt+a-1),

(7)
=y, (t+a—-1)+y.+a-1).

Now, the above two equations can be expressed as
follows:

Doe, (DN (v —vi\[ &t +a-1) ®
(Agfi(t))_<)/,- Y, )(s,-(tﬂx—l))’

. [1/2111(53 +b2) +i (0, + rr)] i

z =
1,2 .
a, +ia;

where it can be verified that the eigenvalues of the matrix of
coefficients are given by y, * iy;.

Define A by
A= ( Yr —Vi >’ (9)
Yi Vr

such that tr(A) = 2y,. and det(A) = y? + y? >0. The zero
equilibrium point of equation (8) is asymptotically stable if
its associated eigenvalues satisfy
tan_l(£> >
Yr

[2 . 2 |tan” " (yi/y,)| - 7\
yr+yi<(2 cos 7~ & ,

5
(10)
For z* = [In|b| +i{6, + 2k + Vn}/a]'?, k=0, + 1,
+ 2,..., the stability conditions reduce to
. Arg(-2az*e )| - "
|_2az*e7“2 : <<2 c0s| g( )| >
2-«a

(11)

* —az* T

: Arg<—2az e “ZZ> >a7.

In this case, the trajectories which start from small initial
perturbations ¢, (0). and ¢;(0). around the origin will al-
gebraically decay to the equilibrium point such
that|le(n)|| = O(n™%). as n — oo.

For the special case, where principal argument of b is
considered, that is, k = 0, we get

i [ (1/2a,In(b; +b7) — a; (6 + 7)) +i(a, (6 +7) +1/2aln (b} + bf))] : (12)

24 42
a; +aj

g ) (8 ) ()

where a = a, +ia; and b = b, +ib,,

" \/<2arln(bf * blz) —a; (6, + ﬂ)) +<ar (6p +m) + Eailn(bf + b?)) >

(13)

a; (0, + )

a,(0y+m)+ 1/2a,~ln(bf + bf))

_ -1
fo = tan <1/2a,1n(b5 ) -



The specific forms of zj, can be substituted in above-
mentioned stability conditions to investigate their stability.

By the aid of numerical simulations, previous results re-
garding stability conditions of fixed points are validated for
different values of «, k, a, and b (Figure 1). The obtained so-
lution orbits indicate that the stability conditions are satisfied
for selected parameter sets employed in Figure 1.

2.2. Fractal Sets Induced by Discrete Fractional Complex
Gaussian Map. The notions of Julia fractal set and Man-
delbrot fractal set in integer-order complex-valued maps can
be extended to the general case of discrete fractional-order
complex maps. Given the next discrete fractional map of
order «

Az (t) =¥ (z(t+a—1),u), (14)

where W: C — C and p € C. The Julia set generated by
map (5) is described in the following definition
[26-28, 33, 34]:

Definition 2. The filled-in Julia set of complex-valued dis-
crete fractional map (5) is defined as the set QO of initial
points z € C, whose solution orbits are bounded. The
boundary of Q set is referred to as Q2 and it is known as the
Julia set Yy, of the map (5).

The main characteristics of Julia set Y{, are summarized
as follows [27, 28, 33, 34]:

(1) Y3 #¢ (Julia set is nonempty).

(2) Y§ is invariant with respect to associated map (5) in
the forward and backward directions of time.

(3) Assuming that an attractive fixed point Z of the
discrete fractional map (5) has period p and exists at
o, then Yy, includes the basin of attraction of Z.

The well-known Mandelbrot set has been investigated by
Benoit Mandelbrot in 1979 [27, 28]. Its concept can also be
generalized to the discrete fractional case. More specifically,
fixing the value of fractional order «, the Mandelbrot set x{,
consists of the set of values of parameter y € C at which the
values of |z (t)|, t >0 are bounded for z(0) = 0.

The space-filling dimension can be employed to quantify
the fractal properties of Julia and Mandelbrot sets. In par-
ticular, the box-counting measure for dimension is one of
the most accessible measures in fractal analysis and it is
defined as follows:

Definition 3. Consider the nonempty bounded subset Z of
R" and suppose that there are N, boxes with side length p,
which are required to cover the set 2. Then, the box-
counting dimension (Minkowski-Bouligand dimension) is
determined by the following equation:

log( N
dimg = lim M, (15)
- p—0 log(l/p)

where N, is the number of boxes to cover E. In addition, the
upper box dimension (entropy dimension) and the lower
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box dimension (lower Minkowski dimension) of Z are also
defined, respectively, by the following equations:

— log(N
dimg = lim M,
= p—olog(1/p)
(16)
log(N
dim: = lim og( p)

s — o log(1/p)

The generation of Mandelbrot and Julia sets is explored
through numerical simulations at different values of pa-
rameters. The following table summarizes the obtained re-
sults at different values of fractional order «, constant g, and
exponent p. In addition, the box-counting dimensions for
the different cases considered in simulations are also pre-
sented in Table 1 The corresponding Mandelbrot and Julia
sets are depicted in Figures 2 to 4.

3. Control and Synchronization of Julia Sets

The problem of achieving control and synchronization of
Julia sets generated by the discrete fractional complex
Gaussian map is discussed in this section.

For two discrete fractional-order complex Gaussian
maps, the first map is known as the master map and it
produces the output z, (¢), while the second map, with the
output z, (t), will be referred to as the slave one.

Definition 4. The synchronization between the master and
slave maps is achieved, if z,(t) — z,(t) as t — oo. In
other words, it can be expressed as follows [33, 34]:

Jim [z, (1) =z, (1)] = . (17)

When the synchronization is attained between two
trajectories, it implies that the corresponding characteristics
of convergence and divergence are identical. Assume that Y}
and Y9 denote the Julia sets induced by fractional-order
master and fractional-order slave Gaussian maps, respec-
tively, at fractional order a. Therefore, the synchronization
between the mentioned two Julia sets can be defined as
follows [29,30]:

Definition 5. The asymptotic synchronization of the two
Julia sets Y] and Y? is satisfied if
lim (YJuY;-Y{nY))=@. (18)

t—00

3.1. Control of Julia Sets of Discrete Fractional Complex
Gaussian Map. In this section, the appropriate controller is
designed in order to change the characteristics and geometry
of Julia sets generated by the proposed fractional map via
varying the type of stability of one of the fixed points of the
present map. More specifically, we consider the feedback
controller in the following form:

0(t) = —c(z(t) —2) —e W —p, (19)

where Z is the selected unstable fixed point intended to be
stabilized under the influence of controller and ¢ = ¢, + ig;
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FI1GURE 1: Time series solution of fractional Gaussian map depicting stable fixed points at (a, b) a = 0.15 — 0.154, « = 0.9, b = 0.71 + 0.25i and

(¢, d)a=03+0.2i,0=0.85b=0.3-0.1i

TaBLE 1: Summary of fractal sets generated from complex fractional Gaussian map and their fractal dimensions.

Graph Fractal set Parameters Dimension
. a=1,

Figure 2(a) Mandelbrot set 2 =05+ 0.3i 1.544

Figure 2(b ulia set a=1, _ ; 1.838
gure 2(b) J 4 - 05403 P=03+030

Ficure 2 li a=1, _ . 1.6438
gure 2(c) Julia set 4 = 05403 b= 01504

Figure 2(d) Mandelbrot set a=1 1.429

a = 0.19-0.5i

Figure 2(e) Julia set a=1,a =0.19-0.5i, b =0.5-0.5i 1.8321

Figure 3(a) Mandelbrot set a=0.8,a = 0.19-0.5i 1.753

Figure 3(b) Mandelbrot set a=0.5a = 0.19-0.5 1.4775

Figure 3(c) Mandelbrot set a=0.3,a = 0.19-0.5i 1.512

Figure 3(d) Julia set a=0.8,a =0.19-0.5i, b=0.5-0.5i 1.781

Figure 3(e) Julia set a=0.5a =0.19-0.5i, b=0.5-0.5i 1.6574

Figure 3(f) Julia set a=0.3,a =0.19-0.5i, b =0.5-0.5i 1.932

Figure 4(a) Mandelbrot set a=0.9,a = - 0.59+0.93i 1.5016

Figure 4(b) Julia set a=0.9,a =-0.59+0.93i, b =-0.75 - 0.05i 1.753

Figure 4(c) Mandelbrot set a=0.5a=115-0.7i 1.483

Figure 4(d) Julia set a=0.5a =1.15-0.7i, b = 0.5 - 0.5i 1.4485

represents the complex-valued gain of the controller, which
can be evaluated as follows:

Theorem 6. Assume that the gain ¢ of controller o (t) of the
controlled fractional-order complex Gaussian map

AgZ(t) _ e—az2(t+o¢—1) +b+ Q(t +a—1), (20)
fulfills the two inequalities

G, >0, cf + ciz <2% (21)

then the fixed point Z become stable, such that the associated
Julia set in its neighborhood is changed.

Proof. By applying the control signal (6), we get the fol-
lowing controlled fractional-order complex map:

Az (1) = —¢(z(t +a—1) - 2). (22)

Defining &(t) = z(t) — Z € C, equation (22) takes the
following form:
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FIGURE 3: The Mandelbrot and Julia sets of generalized fractional Gaussian map obtained at specified values in Table 1.

A (t) = —c6(t +a—1). (23)

The corresponding two-dimensional real-valued frac-
tional map can be expressed as follows:
AyS, (1) ==, 0, (t+a—1) +¢0;(t+a—1),

o (24)
AGS; () = =6, (t +a—1) —¢,0; (t + a — 1).

Then, the coeflicients of the above system can be put in
the following matrix:

=G Gi
A= ( ) (25)
-G —G

and the associated eigenvalues are computed as —, + ig;.
Hence, the sufficient conditions required for local asymp-
totic stability of Z can be formulated as ¢, >0 and

G2 + 67 <27 O

3.2. Synchronization of Julia Sets. The discrete fractional
master system is defined in the following form:

Az, (t) = 1D 4 g (26)
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FIGURE 4: The Mandelbrot and Julia sets of generalized fractional Gaussian map obtained at specified values in Table 1.

whereas the corresponding slave system is formulated as
follows:

Az, (t) = 2D L by §(z, 20t +a—1),  (27)

where ¢(z,,2,,t +a—1) is the adequate controller to be
designed. Note that the initial values of two systems are
assumed to be different and since the present map has
infinite number of fixed points, the solutions z, and z, may
converge to different fixed points in the way that they induce
distinct filled Julia sets. When the synchronization is
achieved between the two maps, it is achieved for the as-
sociated Julia sets.

Theorem 7. The two fractional maps (8) and (9) are syn-
chronized under the influence of the following controller:

T _ a2 (t+a—
¢(z1,z2,t+oc—l) —e azi (t+a 1)_e az5 (t+a—1)

—k(zy(t+a-1)—z, (t+a-1)),
(28)
where the gain k = K, + ik;, satisfying |k| <2% and x, > 0.

Proof. The discrete fractional error map is obtained by
subtracting equation (8) from equation (9) as follows:

Age(t) = g B e ) _ mazi(trasl) | ¢(zp, 2t +a—1),
e(t) = 2, () - 2, (1)
(29)

Using the proposed controller (10) into the above
fractional error system, it results in

7
Age(t) = —ke(t +a—1), (30)

or
Ag (e, (t) +ie; (1)) = (—«, — ix;) (31)

(e, (t+a—1) +ie; (t +a—1)),

which can be expressed in the following two dimensional
system:

Age, (t) = —x,e, (t + o — 1) + K;e; (t + a — 1),
. (32)
Ae;(t) = —xke, (t+a—1)— ke (t+a—1).

It is obvious that the eigenvalues of error system are
—K, * ik;, so that the asymptotic stability to zero fixed point
of error system is attained provided that |«| < 2% and «, > 0.

Numerical simulations are now employed to validate the
theoretical results acquired in this section. The synchroni-
zation between orbits of two fractional-order complex
Gaussian maps initiated from different initial conditions is
shown in Figure 5. O

4. Proposed Encryption Algorithm

The objective of this section is to introduce an efficient
chaos-based encryption technique, which utilizes the idea of
pseudo-chaotic dynamics along with complicated fractal
patterns to boost its security performance.

Consider the following two modified chaotic lemniscate
maps [47]:

cos[ZSmr cos[2x; (m)]sin[2"x, (m)]/1 + sin®[2"x, (n)]]

x(n+1) =

1+ sin’ [23/2” cos[2x, (m)]sin[27x, ()]/1 + sin®[2x, (n)]]’

(33)

22 cos[2" cos[2"y, (m)]/1 + sin®[2"y, (m)]]sin[2" cos[2"y, (m)]/1 + sin®[2"y, (m)]]

y(n+1) =

1+ sin’ [2r cos[2"y, (m)]/1 + sin*[2"y, (n)]]
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FIGURE 5: Synchronization errors between master and slave systems at a = 0.15 - 0.15i, « = 0.9, b = 0.71 + 0.25i, where initial value for
master system is (—1.43 — 3i) and that for slave system is (—1.4 —2.87), whereas x = 1 +1i.

cos[23/2 cos(2"x, (n))/\/l + sin® (2"x,(n)) x2"sin(2"x, (n))/\/l + sin’ (2"x, (n)) ]

X, (n) =

1+ sin’ [23/2 cos(2'x, (n))/\/l + sin®(2"x, (n)) x 2" sin(2'x, (n))/\/l + sin® (2 x, (1)) ]’

2 COS[Zr/\/l + sin’ (2 y, (n)) x cos(2'y, (”))/\/1 + sin’ 2"y, () ] sin[zr sin (27, (n))/1 + sin® (2'x, (n))]
X :

¥, (n) =

It is obvious that these two maps are mathematically
equivalent, yet the finite floating-point representation ren-
ders the corresponding orbits diverge exponentially from
each other even in the case where identical initial conditions
are used. Now, a set of g random perturbation values,
{bl, by ..., pq}, is chosen and used to update the generated
sequences from the above two systems as follows:

For n=1: 1000

X;(n) = x;(n) + by,

Y;(n)=y;(n)+b,, (35)
i=1,2.
For n =1001: 2000
X;(n) =x;(n) + b,
Y;(n) = y;(n) +b,, (36)
i=1,2.
For n = (g -1)(1000) + 1: g x 1000,
X, (n) =x;(n) + bq,
Y;(n) = y;(n) + by, (37)
i=1,2.
The modular one operations are employed to get
X.(n)= mod (X.(n),1),
i(n) (Xi(n),1) (38)

Y;(n)= mod (Y;(n), 1),

1+ sin’ [27 cos (2 y, (m)/1 + sin’*(2"y, (n))]

/42
(34)

and hence, the associated lower bound errors can be ob-
tained by setting

j\(1 (n) - 5\(2 (n)
2

eX (n) = >
T (39)
Y (n)-Y, (n)

ex(n) = 2

Fractal images are used in the proposed encryption
technique to boost the security performance of the technique
via incorporating additional layers of encryption. More
specifically, the color components of each pixel in randomly
selected two fractal images are used to confuse the values of
each color component in the way that the first fractal image
is used with the plain image and the second one is concerned
with the shuffled plain image. In order to control and reduce
the computation cost, a catalog of secretly pregenerated
fractal images can be saved and then employed as one of the
secret keys in the scheme. The advantages of using discrete
fractional complex maps in the generation of fractal images
are that they significantly increase key space. In particular,
the two complex-valued parameters a and b in addition to
the real-valued parameters a, r, x(0), and y(0) are the key
parameters in the system in addition to the random per-
turbing values for pseudo-chaotic signals. This implies that
using IEEE 754 double-precision floating-point format, the
established key space is approximately 2*?? for 256 x 256
plain images and increases considerably for larger plain
images. The pseudo-chaotic time series represented by the
obtained lower bound errors are utilized in the encryption
process as illustrated in the next section.
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4.1. Steps of the Proposed Algorithm

Step 1. The original color image is separated into
R-channel P,, G-channel P, and B-channel P, which
are arranged into three matrices of size M x N.

Step 2. Establish three time-varying and plain-image
dependent perturbation values &, 45 Dy evaluating

1 M N
T = D+ —m Pr .a j > 40
Srgp =7 () 3(M x N)? ;,:21 a0 (o) (40

where the value of 7 (t) refers to a scaled value of time
difference between the moment when the plain image
was supplied to encryption machine and another se-
cretly specified moment in the past, for example, 10:
45:12:73 Jan 1, 2000. The difference can be taken in
units of milliseconds. Also, the scaling factor v is used
to render v7 (t)spans the required range of time range.
Moreover, i and j are pixel positions of the R-channel,
G-channel, and B-channel matrices of plain images,
that is, P,, P , P;, respectively. We use &, ;. as per-
turbation values for chaotic map parameter r, such that

123 =To+ & gp (41)

where 7, is a base-value for r. Therefore, three pseudo-
chaotic sequences are generated and utilized in per-
mutation and diffusion processes of the aforemen-
tioned three plain image channels.

Step 3. The chaotic lemniscate map is used to generate
two pseudo-chaotic sequences e, (i), e, (i) and used in
creating the following sequences:

rowCol; = mod(floor(ex (i) x 1015),450) +1,

42

ks; = mod(floor(ey (i) x 1015), 256). 2

We use mod operation between variables x; and M =

N to get a sequence to build a new position for pixels

value image matrices IR, IG,IB as shuffling process.

Also, we use mod operation between the variable y; and

256 to get a random sequence that we used it in en-
cryption process as a secret key.

Step 4. We get row (j) and column ( j) as a new position
of image pixels, where j=1,2,..., M, from rowCol;
sequence.

Step 5. Rearrange the pixel position as shuftle process as
follows:

IR, (i, j) = IR (row (i), column(j)),
IG, (i, j) = IG (row (i), column(j)), (43)
IBg, (i, j) = IB(row (i), column()),

where IR, and IR are the matrix for shuffled and plain
images, respectively, where i=1,2,...,M and
j=1,2,...,N are the image matrix dimensions.

Step 6. We use two randomly selected fractal images
from previously constructed catalog, for example,
Figures 6(a) and 6(b), as secret keys Key ;) and Key 1,
for each red, green, and blue color images by separating
each color image from each fractal image and using it as
secret keys with corresponding color in the plain image.
Therefore, we have six secret keys based on the two
fractal images.

In addition, to enhance the confusion of the secret key,
we do a shuffle process as in step 4 to R-channel,
G-channel, and B-channel of fractal image (Figure 6(a))
before using them as a secret key.

Step 7. We divide the sequence ks to three sequences
ksr, ksg, ksb for each color in the plain image. To set the
secret keys in matrix form, the resha pe function is used
as follows:

ksR = reshape (ksr, M, N),
ksG = reshape (ksg, M, N), (44)
ksB = reshape (ksb, M, N),

to be used as secret keys ksR, ksG, ksB for red, green,
and blue channels in the plain images, respectively.

Step 8. Apply two bitwise XOR operation between
Keyg, ks, I, to establish the encrypted image I, as
follows:

IR,, (i, j) =((IRy, (i, j) @ Key g, (i, )) @ Key g, (i> ) @ ksR (i, ),
1G,, (i, j) = ((IGy, (i, j) @ Key s, (i> j)) @ Key s, (i, §)) @ ksG (i, ), (45)
1B, (i, j) =((IBg, i, j) ® Key 15, (i» j)) @ Key s, (i, j)) @ ksB (i, ),

where IR,,, IG,,, and IB,, are the encrypted images for

each color component in plain image.

The process of decryption is carried out using the reverse

approach. The proposed encryption scheme is applied to
three colored images. The three perturbation constants that
are used in the proposed scheme are 3.9724 x 1074,

3.7782 x 1074, and 4.0288 x 10~* for baboon, pepper, and
house images, respectively. The values of r, x(0), y(0) are
taken as 35,0.5,0.5, respectively. Figure 7 depicts the
original, shuffled, and encrypted images for the three images
with size M =N =450 after applying the presented
algorithm.
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(a)

(b)

FIGURE 6: Example of fractal images that are generated by the proposed fractional complex map (1).

(®)

(©)

FIGURE 7: The plain, shuffled, and encrypted images in (a), (b), and (c), respectively, for baboon, pepper, and house images.

5. Security Analysis

The proper encryption scheme must be evaluated to in-
vestigate his efficacy in resisting several types of attacks.
These involve brute force, statistical, differential, known-
plaintext, chosen-plaintext, and chosen-ciphertext attacks.
In this section, a thorough security analysis is carried out
considering these types of attacks.

5.1. Histogram. 'The histogram analysis is used to visualize
the distribution of pixels in an image before and after the
encryption process. Uniformity of pixels distribution in
encrypted data implies that statistical features of input data
are efficiently hidden by encryption operation. Histograms
for red, green, and blue plain, shuffled, and encrypted images
for baboon image are shown in Figure 8 whereas histograms
for red, green, and blue plain, shuffled, and encrypted images
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FiGURE 8: Histograms for (a) red, (b) green, and (c) blue baboon image for plain, shuffled, and encrypted image, respectively.
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for pepper image are shown in Figure 9. Finally, histograms
for red, green, and blue plain, shuffled, and encrypted images
for house image are shown in Figure 10.

In order to quantify the uniformity of histograms, the
variance of histogram is utilized as a useful measure. The
variance of histogram is calculated as follows [51]:

256 256

1 1 2
Var(h) = —— > S (hi=hy), (46)

i=1 j=1

100

1800
1600
1400
1200
1000
800
600
400
200

150 200 250

where h represents the histogram values arranged in vector
form and h; and h; denote the numbers of pixels having values
of i and j, respectively. The variance of histogram for original
and ciphered images is depicted in Table 2 with the percentage
of reduction between the plain and encrypted images. Noting
that the percentage of reduction is greater than 99.6% in the
red, green, blue baboon images and greater than 99.8% in three
separated colors for pepper and house images. These results

confirm the efficiency of the proposed technique.
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FIGURE 9: Histograms for (a) red, (b) green, and (c) blue pepper image for plain, shuffled, and encrypted image, respectively.

5.2. Key Space Analysis. Evaluating the size of secret key space
in a specific encryption technique is a crucial step to evaluate its
performance against brute force attacks. When the capabilities
and characteristics of the state-of-the-art computer are taken
into account, it is found that a threshold value for a minimum
sufficient key space is a size of 2!%° to ensure that the brute-
force attacks are unfeasible [47, 51]. In our suggested scheme,
the two complex-valued parameters a and b in addition to the
real-valued parameters o, r, x(0), and y(0) are the key pa-
rameters in the system in addition to the random perturbing

values for pseudo-chaotic signals. This implies that using IEEE
754 double-precision floating-point format, the attained key
space is approximately 2%% for 256 x 256 plain images and
increases considerably for larger plain images. Accordingly, the
presented scheme has key space that is much greater than the
minimum value of 2!%.

5.3. Correlation Analysis. The correlation analysis utilized to
measure and quantify the similarity among adjacent pixels
throughout the image under consideration, which can be the
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F1Gure 10: Histograms for (a) red, (b) green, and (c) blue house image for plain, shuffled, and encrypted image, respectively.

plain image or the encrypted image. The efficient en- 1N ,
cryption scheme should make the correlation coefficient var (¢) = N Z (¢; - E(P),
as small as possible to boost the security against con- i=1

ventional statistical attacks. The correlation coefficient N (48)
. 1
can be defined as follows: cov (g, y) = N Z(¢z ~E@)((v;) - EW)),
_cov(x,y) =
"= 0.0, ’ (47) where the values of pixels of plain and encrypted images are

denoted by ¢ and vy, respectively. The correlation values
where o4 = +/var (¢),0, = +/var (y). between adjacent pixels in horizontal, vertical, and diagonal
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TaBLE 2: The histogram variance and its reduction for the original
and cipher images for baboon, pepper, and house images.

Variance
Plain Encrypted  Reduction (%)
Red 176920 701.4429 99.6035
Baboon Green 348200 755.0115 99.7832
Blue 188610 650.039 99.6553
Red 520530 818.9017 99.8427
Pepper Green 695920 672.1017 99.9034
Blue 1122000 694.6978 99.9381
Red 440620 710.8939 99.8387
House Green 756780 764.3449 99.899
Blue 577050 800.1174 99.8613

directions are acquired for baboon, pepper, and house
images and listed in Table 3. It is obvious that the proposed
algorithm is immune to statistical attacks because it is
successfully minimized the values of correlation coefficients
in the encrypted images to about zero.

5.4. Information Entropy. The information entropy is an-
other powerful analysis tool used to find the unpredictability
and randomness in the proposed scheme. It is reported that
the optimum value is 8. The information entropy of a given
image is outlined as follows:

2N-1

H(m) = Z p,logzp (49)

where H (m) denotes the entropy in bits, m is an input
parameter, and finally the value of probability for parameter
m is referred to as p;.

The entropy values for red, green, and blue images have
been evaluated for baboon, pepper, and house encrypted
images and summarized in Table 4. It is cleared that the
entropy values for the three images are very close to 8;
therefore, the proposed scheme is less feasible to expose
information of the plain image.

5.5. Differential Attack Analysis. To evaluate the immunity
of the proposed cryptosystem against the powerful differ-
ential, two useful quantities reevaluated, namely, the number
of pixels changing rate (NPCR) and unified average
changing intensity (UACI). These measures identify the
sensitivity of the encryption scheme to change a single-pixel
value of supplied plain image or sensitivity to small changes
in the secret key. The equations to evaluate NPCR and UACI
are expressed as follows [47]:

1

NPCR(%) = - ZZ|Slgn(C (i, j) = C, (i, j))| x 100,

11]1

M N
UACI(%):Ml ZZ'C 1 G J) Cz(l M 100,

X N

j=1

—
~.

(50)
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TaBLE 3: The correlation values between adjacent pixels, in all
directions, were obtained for red, green, and blue color compo-
nents in baboon, pepper, and house images, respectively.

Correlation coeflicients

Horizontal =~ Vertical Diagonal

Red Plain 0.9193 0.864 0.8403

Cipher —0.0005 -0.0039 0.001

Baboon  Green Plain 0.8795 0.7997 0.7628
Cipher 0.0032 —-0.001 —0.0028

Blue Plain 0.9285 0.8827 0.8597

Cipher —0.0021 —0.0013 0.0027

Red Plain 0.9681 0.9703 0.9519

Cipher 0.0001 —-0.0000 -0.0007

Pepper Green Plain 0.9786 0.979 0.9616
Cipher 0.0000 -0.0036 —0.0003

Blue Plain 0.9654 0.9643 0.9414

Cipher —0.0048 —0.0044 —0.0029

Red Plain 0.9484 0.9467 0.9087

Cipher —-0.0001 0.0024 0.0005

House Green Plain 0.9286 0.9481 0.8893
Cipher —-0.0005 -0.0003 —0.0004

Blue Plain 0.9704 0.9718 0.9472

Cipher —0.0005 0.0013 —0.0008

TaBLE 4: The entropy for encrypted image for red, green, and blue
images for baboon, pepper, and house image, respectively.

Plain Red (%) Green (%) Blue (%)
Baboon 7.9992 7.9991 7.9993
Pepper 7.9991 7.9992 7.9992
House 7.9992 7.9991 7.9991

where the well-known sign function is referred to as sign(),
while C;s refer to the cipher image. In Table 5, the evaluated
values of UACI and NPCR are given for the three submitted
plain images. It is observed that the values of NPCR are
generally greater than 99.5, while those of UACI are greater
than 33.4, which indicates the sensitivity to a pixel change in
the proposed encryption algorithm.

5.6. Cropping Attack. In order to detect the robustness of the
proposed technique, some blocks of size 450 x 100 of a
cipher house image are converted into black. The restored
image after is depicted in Figure 11. Although there is a loss
of significant information, the encrypted image after the
decryption process is still recognizable.

Finally, the aforementioned results are summarized. The
proposed encryption technique combines the pseudo-chaos
of modified chaotic lemniscate map [47], which has a dis-
tinct complicated dynamics and large value of positive
Lyapunov exponent with the fractal images generated by
complex discrete fractional Gauss map. When compared
with different state-of-the-art chaos-based encryption
techniques, the main advantages of the present encryption
technique are as follows: (a) it deploys superior positive
values of maximum Lyapunov exponents. For example, the
maximum value of Lyapunov exponent of chaos employed
in the image encryption system [48] and bit-level
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TaBLE 5: NPCR and UACI results for red, green, and blue images for baboon, pepper, and house images, respectively.

Image NPCR (%) UACI (%)
Red 99.601 33.559

Baboon Green 99.6015 33.4034
Blue 99.6133 33.534
Red 99.6281 33.5021

Pepper Green 99.597 33.4069
Blue 99.5901 33.5242
Red 99.598 33.4591

House Green 99.5817 33.4822
Blue 99.5936 33.542

F1Gure 11: The encrypted house image after converting the left, middle, and right blocks, respectively, of the house image into black color (a)

and the corresponding recognizable decrypted images (b).

permutation spatial system [48] is less than three, while it is
greater than 30 in the present scheme. (b) The pseudo-
chaotic time series tame the possible degradation of sta-
tistical features of chaos signals in the cases, where they are
applied immediately [46]. (c) The assigned keys for the
suggested encryption technique are set in a way that renders
them controlled by plain data features as well as the time
moment of their processing. This means that if identical
plain images are encrypted at different instants, different
secret keys will be used for the encryption process inducing
different cipher images. Moreover, the pseudo-chaos or
lower bound errors between the outputs of two interval
extensions are employed in the presented scheme instead of
applying chaotic signals directly in permutation and diffu-
sion stages. This adds another layer of security and hides the
internal characteristics of chaos generators maps. More
details about the lower bound errors and analysis of interval
extensions can be found in references [49, 50]. Now, the
critical scenario of known-plaintext attack (KPA) is con-
sidered, where the opponent successfully attains the specific

plain image and corresponding cipher image, and then he
cannot proceed further to obtain any extra useful infor-
mation about secret keys’ values, which will be used for
upcoming plain images as the scheme utilizes time-varying
secret keys. The proposed encryption technique can resist
KPA even in special cases when uniform plain images with
zero values of pixels are deployed, which may lead to a
degenerate performance in other encryption techniques
[52-54]. The adoption of fractal images in the scheme boosts
complexity, key space range, and security performance.
Moreover, if the opponent employs chosen-ciphertext attack
(CCA) to supply some specially selected cipher images to
decryption part of the scheme, he would not fulfill his target
too.

The running time of the proposed encryption scheme on
personal computer with 16 GB RAM and Intel Core i7-
8550U CPU 1.8 GHz is approximately 0.582 s for 450 x 450
colored images. The comparison aspects with some recent
chaos-based encryption techniques are summarized in
Table 6. The MCC and AVR abbreviations are used to denote
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TABLE 6: Some comparisons with recent chaos-based encryption techniques.
Work UACI NPCR MLE Entropy Key space MCC AVR (sec)
Proposed work 33.532 99.814 Up to 60 7.999 23922 0.0031 0.582
Reference [55] (2 rounds) 33.484 99.809 2 7.903 28 0.0191 0.385
Reference [56] 33.421 99.611 2 7.997 2312 0.0131 1.860
Reference [57] 33.452 99.607 0.82 7.991 2187 0.0082 0.478
Reference [58] 33.411 99.610 6.756 7.998 2% 0.0143 0.8342

the maximum correlation coefficients attained in all direc-
tions of encrypted color baboon/pepper images and average
running time, respectively.

6. Conclusion

This study establishes a framework to study dynamical and
fractal characteristics, in addition to potential applications,
of generalized complex-valued discrete fractional Gaussian
map. The occurrence of Mandelbrot and Julia sets of the
proposed map is scrutinized at different scenarios for values
of parameters. The control and synchronization problems of
Julia sets in the complex domain are addressed. A combined
pseudo-chaos-fractal image encryption technique is intro-
duced as an efficient tool to resist several kinds of attacks. A
thorough security analysis is carried out to validate its ro-
bustness and efficiency against statistical, differential, and
cropping attacks. Indeed, there is a trade-off between in-
creasing chaoticity and security strength from one side and
computational speed from the other side. The present ap-
plication in this work is the first step and subsequent work
will focus on realization aspects on a suitable digital hard-
ware platform, that is, DSP or FPGA, further reduce its
running time, and discuss all possible issues that need
separate work and cannot be treated here. Future work can
also involve extending this study to the case of higher di-
mensional complex fractional maps [31, 32].
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Most nonlinear difference equations have exact solutions that are not always possible to obtain theoretically. As a result, a large
number of researchers investigate several qualitative aspects of difference equations in order to predict their lengthy behavior. The
goal of our research is to obtain the solutions of a tenth-order difference equation U,,, =U, U, U, /U, U, 5(+
1+U,,U,5U,_ ), n>0, where the initial values are positive real numbers. Stability and periodicity are also investigated.

1. Introduction

Solving the difference equation is one of the problems that is
difficult to determine the solvability. The aim of this study is
to solve difference equation of the tenth order and solve four
specific cases of the following difference equation:

_ Un—9Un—5Un—1
1~ >
" Un—7Un—3 ( 1+ Un—9Un—5 Un—l)

U n>0, (1)

where the initial conditions U_q,U_4,U_,,U_,U_5,U_,,U_3,
U_,,U_,,U, are the arbitrary positive real numbers. We also
provide some properties of solutions such as periodicity in
two cases and stability in the other two cases. Difference
equations are used in a variety of probability problems such
as hypergeometric, binomial, and poison distribution. Dif-
ferential equations are related to difference equations in the
same way that discrete mathematics and continuous
mathematician are related. Difference equations are of
importance to computer scientists for a variety of reasons.
For example, when estimating the cost of an algorithm in
big-O notation, converting a difficult differential problem to

a nearly equivalent difference equation is the first step in
solving. The study of asymptotic stability of nonlinear ra-
tional difference equations of high order is a difficult but
rewarding task. It is particularly beneficial for analyzing the
characteristics of mathematical models using different ap-
plications such as biological systems. The main topic in study
is that the difference equations theory has been the as-
ymptotic behavior of rational form of difference equation.

In addition, various nonlinear trends in science and
engineering can be modeled by this type of equation, and the
solution of this type of equation provides a prototype for the
development of theory [1]. In the literature, many applica-
tions theories’ differences equations have been investigated.
El-Dessoky [2] investigated the behavior properties of the
solutions of the rational difference equation:

WU, U,
ntl = aUn s (2)

U .
cU,_,+dU,_,

Ghazela et al. [3] researched the analytic qualities of
sixth-order difference equations:
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bUn—5

Upy =—— 12—
U, LU, s +d

(3)

Al-Matrafi and Al-Zubaidi [4] achieved global and local
stability and forms of positive periodic solutions for two
types of recursive equations:

b, U
Uy =aU, | + —=t 4
n+l ayv, CUn,4 _ dUn—G ( )

Exploring some properties of the behavior of solutions
appropriate to the class of recursive equation:

— aU + bUn— 1 Un—3

U e }
n+l n-1 CUn_3 _ dUn—S

(5)

was the prime objective for Alayachi et al. in [5]. Sadiq and
Kalim [6] studied solutions, equilibrium points, and peri-
odicity of four types of difference equations:
[]n—ZO

U,,= .
" 414U, U, 13U,

(6)

Elsayed in [7] was able to get the solutions to this dif-
ference questions:

Un Un—Z Un—4

= (7)

U .
" U, U, (£ 12U0,U,,U,.,)

For more articles in this direction, we refer the reader to
[8-14] and references cited therein.

2. The First Case:
U == Un—9Un—5Un—1/U1’l—7UVl—3 (1 + Un—9 U?’l—5
Un—l

n

The aim of this section is studying the solutions form of the
particular case:

_ U, U, sU, n=0,1 (8)

U bl
i Un—7Un—3 (1 + Un—9Un—5Un71)

Theorem 1. Assume that (U,),>_, are solutions of difference
equations. Then, forn =0, 1,2, ..., we see that all solutions of
equation (8) are given by the following formulas:

A= (1 + 6KAEI)
TS (1 + (6k + 2)AEI)

Uppog =

GITi=) (1 + (6k + 3)AET)
[T/t (1 + (6k + 5)AEI)

Uigns =
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B[} (1 + 6kBF))

U = b
1208 T o1+ (6k + 2)BE))
H[ Tz (1 + (6k + 3)BE))
Uiana = =1 ,
T2 (1 + (6k + 5)BF))
U Clli (1 +(6k + AED)
T TN (1 + (6k + 3)AET)
U o1+ (6k + ) AED)
U (1 + (6K + 6)AED)
U.. DIl (1+(6k+ DBF))
12076 T TN (1 + (6K + 3)BE))
U~ JTTZ (1 + (6k + 4)BF))
2T (1 + (6k + 6)BE))
U - E[T}=s (1 + (6k + 2)AEI)
1205 T L (1 (6k + 4)AED)
U __ AEITTC(1+ (6k + 5AEI)
T CG (1 + AED[ s (1 + (6k + 7)AEI)
U= FITZy (1 + (6k + 2)BF])
12n-4 = Z;(l)(l + (6k + )BE))
BFJTTiZ8 (1 + (6k + 5)BF
Ulania = JHieo O + (6k + 5)BF)) 9)

DH (1+ BED[TiZ (1 + (6k + 7)BF])
where U y=A, Ugy4=B U,=C, U,=D, U, =E,
U,=FEU.=GU,=HU, =1IandU, = J.

Proof. For n =1, the result holds. Now suppose that n>0
and that our assumption holds for n — 1, that is,

ATTiZ2 (1 + 6KAEI)

U B — bl
P (1 + (6k + 2) AET)
~ GITZa (1 + (6k + 3)AEI)
120n-15 [T (1 + (6k + 5)AEID)
B[ T (1 + 6kBF))
Ulan20 = =53 (1 '
oo (1 + (6k + 2)BF]J)
U HITZ(1+ (6k + 3)BE))
1214 T2 (1 (6k + 5)BE))
 C[Ti= (1 + (6k + 1)AEI)
12n-19 Hz;g (1 + (6k + 3)AEI) >
ITT525 (1 + (6k + 4)AED)
U12n—13 =

[17=2 (1 + (6k + 6)AEI)



Mathematical Problems in Engineering

DHZ;é (1 + (6k + 1)BF)) Now, we find from equation (8) that
TT422 (1 + (6k + 3)BF))

U _ JTTi= (1 + (6k + 4)BE])
P22 (1 + (6k + 6)BF))

12n-18 =

E[Tp= (1 + (6k + 2)AEI)

120717 702 (14 (6k + 4)AEI)
U _ AEIT]}= (1 +(6k + 5)AEI)
2T CG (1 + AED[IZ (1 + (6k + 7)AEI)
U _ F[T3Z5 (1 + (6k + 2)BFJ)
2710 022 (1 + (6k + 4)BFT)
BFJTT/Z (1 + (6k + 5)BF))
Ulan-10 = o) . (10)
DH (1 + BF))[ ;=5 (1 + (6k + 7)BF])
U12n—9 — U12n719U12n715U12n711

U12n717U12n713 (1 + U12n719U12n715U12n711)

 CITis (1 + (6k + DAED/TTZs (1 + (6k + 3)AEDNG]Tjg (1 + (6k + 3)AED/C[ 5 (1 + (6k + 5)AEDAEIT g (1 + (6k + 5)AED)/GC (1 + AEDTT|_s (1 + (6k + 7)AEI)
N ETTioa (1 + (6k + 2)AED/Tjos (1 + (6k + 4)AEDIT (s (1 + (6k + 4) AED/TTja (1 + (6k + 6) AEI)

1
. (1+CITj= (1 + (6k + DAED/TTizg (1 + (6k + 3)AEDGT Ty (1 + (6k + 3)AED/TTjg (1 + (6k + 5) AETAEITT g (1 + (6k + 5) AED)/CG (1 + AEDNTjZ (1 + (6k + 7)AEI))

AGCEITT{Z (1 + (6k + 1)AED/GC (1 + AED[TZ: (1 + (6k + 7)AEI)
EITTjZ (1 + (6k + 2)AEN/[ 1= (1 + (6k + 6) AED)(1 + AGCEIT[;g (1 + (6k + DAED/GC (1 + AENT;= (1 + (6k + 7)AEI))

Uigng =

B A[Tjo (1 + (6k + 1)AED)/ (1 + AEDTT; ¢ (1 + (6k + 7)AEI)
" TTise (1 + (6k + 2)AED/[Tj (1 + (6k + 6)AED(1 + AEITT}; (1 + (6k + DAED/ (1 + AED[ e (1 + (6k + 7)AEI))

~ A/(1 +(6n - 5)AEI)
T TIZ2 (1 + (6k + 2)AED/TTA2 (1 + (6k + 6)AED) (1 + AEI/ (1 + (61 — 5)AEI))

A
TTios (1 + (6k + 2)AED/TT}g (1 + (6k + 6)AEI) (1 + (6n — 5)AEI + AEI)

Uigug =

A
12 (1 + (6k + 2)AED/TTL2 (1 + (6k + 6)AET) (1 + (61 — 5)AEI + AEI)

_ ATTiS, (1 + 6kAEI)
102 (1 + (6K + 2)AEI)

UlanISUIZVlfMUlanIU
UlanlﬁU]anIZ (1 + U12n718U12n714U12n710)

Uigng =

_ DITiSs (1 + (6k + 1)BE))/Ti—g (1 + (6k + 3)BF))H[ Tjg (1 + (6k + 3)BE])/[Tj=5 (1 + (6k + 5)BF))BFJ[ 15 (1 + (6k + 5)BF])/DH (1 + BF))[Tjg (1 + (6k + 7)BE])
N FITize (1 + (6k + 2)BE)/Tie (1 + (6k + 4)BE))J T Trce (1 + (6k + 4)BFN)/Tj=s (1 + (6k + 6)BFJ)

1
. (1+ DIz (1 + (6k + DBFN/[ T (1 + (6k + 3)BF/)H[ [5g (1 + (6k + 3)BF)/[ T4 (1 + (6k + 5)BFJ)BFJ[[jg (1 + (6k + 5)BFJ)/DH (1 + BF)[ [} (1 + (6k + 7)BF]))

~ DH BFJT[{Z (1 + (6k + 1)BF])/DH (1 + BEN)[ T2 (1 + (6k + 7)BF])
T FJTI2 (1 + (6k + 2)BF))/TT12 (1 + (6k + 6)BEJ)(1 + BFJTTjZ (1 + (6k + 1)BEJ)/ (1 + BE)[Tizg (1 + (6k + 7)BF]))

B BITp=s (1 + (6k + 1)BF])/ (1 + BEN[T}=¢ (1 + (6k + 7)BF])
" TTise (1 + (6k + 2)BED/TTie (1 + (6k + 6)BEN)(1 + BEITTie (1 + (6k + 1)BE])/ (1 + BEN[Tica (1 + (6k + 7)BFJ) )

_ B/ (1 + (6n - 5)BF])
T2 (1 + (6k + 2)BF))/[T1=2 (1 + (6k + 6)BFJ) (1 + BFJ/ (1 + (61 — 5)BFJ))’

B
TT722 (1 + (6k + 2)BFN)/TTp=e (1 + (6k + 6)BFJ) (1 + (61— 5)BF]J + BF])

Uiang =

B
"I (1 + (6k + 2)BF )12 (1 + (6k + 6)BE]) (1 + (61 — 5)BF] + BFJ)

_ B[Tio (1 + 6kBE))
L1+ (6k + 2)BF))
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U12n—17U12n—13U12n—9
U12n—15U12n—11 (1 + U12n—17U12n—13U12n—9)
_ E[TiS (1 + (6k + 2)AED/TTiCs (1 + (6k + 9 AEDITTiCs (1 + (6k + ) AED/TTiZs (1 + (6k + 6) AED AT}y (1 + 6kAED/TTiZy (1 + (6k + 2)AEI)
GITYZ (1 + (6K + 3)AED/TZ2 (1 + (6k + 5)AEDAEIT[1=2 (1 + (6k + 5)AEI)/CG (1 + AED[ T2 (1 + (6k + 7)AEI)
y 1
(1 + E[T32 (1 + (6k + 2) AED/TTpo8 (1 + (6k + 4)AEDIT =2 (1 + (6k + 4)AED)/TT;—2 (1 + (6k + 6)AET)A] ;=4 (1 + 6k AED)/ T/} (1 + (6K + 2)AEI))

Uipn7 =

~ TT42s (1 + 6KAED/ (1 + (61 — 4) AED[ ]2 (1 + (6k + 6) AEI)
[T (1+ (6k + 3)AED/C(1 + AED[Tig (1 + (6k + 7)AEI)(1 + AEITTjy (1 + 6kAED)/ (1 + (61 — 4) AED[ s (1 + (6k + 6)AEI) )

B 1/(1 + (6n — 4)AEI)
T TIE2 (1 + (6k + 3)AED/C(1 + AED[TEZ2 (1 + (6k + 7)AEI) (1 + AEI/ (1 + (61 — 4)AEI))

- C(1+AEI)
T2 (1 + (6K + 3)AED/TTZ2 (1 + (6k + 7)AED) (1 + (61 — 4)AEI) + AEI)

_ CITio (1 + (6k + DAED)
" TIE (1 + 6k + 3)AED)

U12n—16U12n—12U12n—8
U12n—14U12n—10 (1 + U12n—16U12n—12U12n—8)
_ FITZ (1 + (6k + 2)BEDTT1=e (1 + (6k + 4)BF))JTTie (1 + (6k + 4)BFT)/TTj=e (1 + (6k + 6)BFJ)B] [{=s (1 + 6kBF))/[ ;=5 (1 + (6k + 2)BFJ)
HIT{o (1 + (6k + 3)BE))/Tf=5 (1 + (6k + 5)BFJ)BFJ T4t (1 + (6k + 5)BFJ)/DH (1 + BF)[Tj=s (1 + (6k + 7)BFJ)

Uizns =

y 1/<1 . FITp22 (1 + (6k + 2)BE]) JTTi2 (1 + (6k + 4)BFJ)

n—1 n-1
B| | kBF | | k BF
Tz (1 + (6k + 4)BFJ) [I;j= (1 + (6k + 6)BF)) koo {1+ ORBET)/] [ (1 + (6K +2) D)

~ T4 (1 + 6kBFJ)/ (1 + (61— 4)BF)[1=¢ (1 + (6k + 6)BF])
[T (1+(6k + 3)BE])/D (1 + BFD[ T (1 + (6k + 7)BE])(1 + BFJT T}y (1 + 6kBE])/ (1 + (61— 4)BEN[Tig (1 + (6k + 6)BF]))

~ 1/(1 + (6n — 4)BFJ)
" TI722 (1 + (6k + 3)BFT)/D (1 + BEN[I}=2 (1 + (6k + 7)BFJ) (1 + BFJ/ (1 + (61 — 4)BFJ))

_ CTT; (1 + (6k + 1)BFJ)
T TIh(u+ (6k + 3)BE))

(11)
Also, we can prove the other relations. The proof is Then,
complete.
st
hr (ra S, ts u, V) = - >
Theorem 2. Equation (8) has a unique equilibrium point uv (1 +rst)
U = 0, which is nonhyperbolic. rt
hS (r) S, t; u, V) = -\
uv (1 + rst)
Proof. To obtain equilibrium points of (8), rs
hy (1,8, t,u,v) = ——, (15)
7 uv (1 +rst)
U=—— . (12) rst
—) =3 h, (r,s, t,u,v) = ———,
U (1+U ) ul ) v (1 +rst)
t
Thus, h,(r,s, t,u,v) = _%-
\ , \ uv” (1 +rst)
U(1+U)=U,
( ) Therefore,
U(1+0°-1) =0, s
s h,.(U,U,U,U,U) =1,
U =0.
hy(r,s,t,u,v) =1,
Hence, U =0 is the equsilibrium point of equation (8). h,(U,U0,0,0,0) = 1, (16)
Define a function h: (0,00)” — (0, 00), such that
; h,(r,s, t,u,v) = -1,
rs
h > ,t, > = (4 hW(U.U.U.U.U = —
(r,s,t,u, ) (7o) (14) h,(U,U,U,U,0) = -1.
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It follows the characteristic equation given by

D e e ) (17)
Hence,

A=V 42 -2+ X -1=0. (18)

Clearly, A = 1 is one root of equation (17). Therefore, the
equilibrium point is nonhyperbolic.

We provide numerical examples for equation (8) in
order to confirm the results of this section.

Example 1. Assume the initial conditions are U_q =7,
Ug=15U,=9 U,=5U,=10,U_ =8, U, =16,
U_,=10,U_, =6, and U, = 11 (Figure 1).

Example 2. Suppose that U_q = 0.1, U_4 =0.2, U_;, = 0.3,
U, =04, U.,=05 U,=01, U,=02 U,=03,
U_, =0.4, and U, = 0.5 (Figure 2).

3. Second Case:
Un+1 == Un—9Un—5Un—1/Un—7Un—3
( 1- Un—9Un—5Un—1)

The solutions to difference equations
Un—9 Un—S Un— 1

Uﬂ = >
+ Un—7Un—3 (1 - Un—9Un—5Un—l)

n=0,1,..., (19)

are investigated in this section.

Theorem 3. Assume that {U,}. g are solutions of difference
equations. Then, forn =0,1,2, ..., we see that all solutions of
equation (19) are given by the following formulas:

ATy (1 — 6kAEI)

U = >
2T (1 - (6K + 2) AET)
U - GIT}Zy (1 - (6k + 3)AEI)

2T T (1 - (6k + 5)AED)
B[y (1 - 6kBF))
Uins = -1 >
T4, (1 - (6k + 2)BF))
U HIT}— (1 - (6k + 3)BF])
22T (1 - 6k + 5)BF))
U - CITi=s (1 - (6k + 1)AEI)
T TR (1 - (6k + 3)AET)
U - ITTZ (1 - (6k + 4)AEI)
P (1 - (6K + 6)AET)
U DT (1 - (6k + 3)BFJ)
20 e (1 - (6k + 1)BF))
U.. =T (1= (6k + 9)BF))
12n

T (1 - (6k + 4)BF))’

plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
((U (n-7)*U (n-3))*(+1+(U (n-9)*U (n-5)*U (n-1))))
16 T T T T T T T T

14 + E

10 H E

U (n)

0 10 20 30 40 50 60 70 80 90

FIGURE 1: The solution of equation (8) when U_4 =7, U_g =15,
U,=9U,=5Uy=10U,=8U,=16U,=10,U_, =6,
and U, = 11.

plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
(U (n-7)*U (n-3))*(+1+(U (n-9)*U (n-5)*U (n-1))))

0.5
0.45
0.4 |
0.35
0.3

= 0.25
0.2

0.1

0.05

0 500 1000 1500
n

FIGURE 2: The local stability of equilibrium point of equation (8)
when U,=01, Ug=02 U,=03, Ug=04, U,=05
U,=01,U,=02U,=03U_, =04, and U, = 0.5.

 EJTj, (1 - (6k + 2)AEI)

U - )
TR (1 - (6k + 4)AET)
_ AEI[[}Z, (1 - (6k + 5)AEI)
(1 - AED [Ty (1 - (6k + 7)AEI)
FIT}=5 (1 - (6k + 2)BF))
Ulon-4 = 1 X
[Ti=y (1 - (6k + 4)BF])
_ BFJTI}=5 (1 - (6k + 5)BF))
12n+2 —

(1= BFD)[TiZ (1 - (6k + 7)BF])
(20)



where U_g=A, Ug4=B, U,=C, U4,=D, U=E,
U,=FU,;=GU_,=HU_=Iand U, =].

Proof. The proof is identical to the method to prove The-
orem 1.

Theorem 4. Equation (19) has a unique equilibrium point
U = 0, which is nonhyperbolic.

Proof. To obtain equilibrium points of equation (19),
3

U= (21)
U(1-7)
Thus,
T(1-0) =0T,
U'(1-T'-1) =0, (22)

U’ =o.

Hence, U = 0 is the equilibrium point of equation (19).
Define a function h: (0,00)° — (0, ), such that

rst
h(r,s, t,u,v) = ————. 2
(rss,t,1,7) uv (1 — rst) (23)
Then,
st
h (r,s, t,u,v) = ————,
' uv(1 - rst)?
rt
h (r,s,t,u,v) = ————,
¢ wv(1 - rst)?
rs
h,(r,s,t,u,v) = ——, 24
‘ uv(l - rst)2 (24)
rst
h, (r,s,t,u,v) = —5———,
“ wv(1 = rst)
rst
h,(r,s, t,u,v) = ——5———.
Y M (1 —rst)
Therefore,
h (U,0,0,0,0) = 1,
hy(r,s,t,u,v) =1,
h,(U,U,U,U,0) =1, (25)
hu (r) S, t) u, V) = _1)
b (U,0,0,0,0) = -1.
It follows the characteristic equation given by
PR Ly Ly L R S} (26)
Hence,
AV -+ -1=0. (27)
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Clearly, A = 1 is one root of equation (26). Therefore, the
equilibrium point is nonhyperbolic.

Example 3. We consider the present numerical example for
equation (19) for confirming the results of this section where
the initial conditions are U_y =4, U_g=12, U_, =6,
Ueg=2U,=8U,=3U,=11,U,=5U_ =2, and
U, =7 (Figure 3).

Example 4. We provide another numerical example for
equation (19) with initial values U_4=0.1, U_¢4=0.2,
U,=03, U,=04, U ;=05 U,=01, U,=02,
U_,=03,U_ =04, and U, = 0.5 (Figure 4).

4. Third Case:
Un+1 == Un—9Un—5Un—1/Un—7Un—3 ( -1- Un—9
Un—SUn—l )

The goal of this section is to obtain the solutions form of the
particular case:

Un—9 Un—SUn—l

U,, = ,
+ Un—7Un—3 (_1 - Un—9Un—5Un—1)

n=0,1,....

(28)

Theorem 5. Every solution {U,}.. o of equation (28) is
periodic with period twelve, and it is in the form

{A,B,C,D,E,F,G,H,I,], AET ) BE ,]»
CG(AEI +1) DH (BFJ +1)
(29)
or
Uizng = A
Uipns =B,
Uign7 =G
Uians =D,
Uions = E,
Uina = F,
U12n—3 =G, (30)
Uiona = H,
Un1 =1
Un =1,

U AEI
2041 7 CG(AEI + 1)

U ~ BFJ
2nt2 = DH(BFJ + 1)
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plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
(U (n-7)*U (n-3))*(+1-(U (n-9)*U (n-5)*U (n-1))))

10 20 30 40 50 60 70 80 90
n

FiGure 3: The solution of equation (19) when U_g =4, U_g = 12,
U,=6U¢=2U,=8U,=3U,=11,U,=5 U, =2,

and U, =7.

U (n)

3.5
3L
25
21
1.5+
1}
0.5
0
-0.5
1k
-1.5

plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
(U (n-7)*U (n-3))*(+1-(U (n-9)*U (n-5)*U (n-1))))

x1013

200 400 600 800 1000 1200 1400 1600 1800 2000
n

FIGURE 4: The local stability of equilibrium point of equation (19)
with U,y=01, Ugz=02, U,=03, Ug=04, U,=0.5,
U,=01,U,=020U,=03U._ =04, and U, = 0.5.

where U_y=A, Ug=B, U_,=C, U4,=D, U =E,
U,=FU;=GU_,=HU_=LandU,=].

Proof. From n =1,

Uigno1 = 4
Ulzn20 = B,
Uizn-19 =G
Uizn1s =D,

Uion-17 = Es

Uizn16 = Fs

Uign15 = G,

Uion-1a = H,

Uigp13 =1

Un-12 =15

U, - AL
2n-11 7 CG(AEI + 1)

BFJ]

Up1o = ———oo——.
12n-107 " DH (BFJ +1)
From equation (28), we see that

UlZn—19U12n—15U12n—11

U 9 =
1 U12n—17U12n—13 (_1 - U12n—19U12n—15U12n—11)
- CG (-AEI/CG (AEI + 1))
" EI(-1-CG(-AEI/CG(AEI +1)))
= A)
U12n—8 — UlZn—lSUIZn—MUlZn—lO

- DH (-BFJ/DH (BFJ + 1))
"~ FJ(-1- DH (-BFJ/DH (BFJ +1)))

:B,

U12n—17U12n—13U12n—9

U12n—16U12n—12 (_1 - U12n—18U12n—14U12n—10)

U =
12n-7 U U U U U
12n-15% 12n-11 ( 1 12n-17% 12n-13 12n79)

- AEI
" G(-AEI/CG(AEI + 1)) (-1 — AEI)
= C,

U _ UlZn—16U12n712U12n—8

12n-6 —
g U12n—14U12n—10 (_1 - U12n—16U12n—12U12n78)

- BE]
~ H(-BFJ/DH (BE] + 1)) (-1 — BEJ)
= D)

U12n—5 — U12n—15U12n711U12n—7

~ G(-AEI/CG(AEI + 1))C
" IA(-1-G(-AEI/CG(AEI + 1))C)

:E)

U12n—14U12n—10U12n—6

U12n—13U12n—9 (_1 - U12n—15U12n—11U12n—7)

U =
12n-4 = 17 U U U U
12n-12U120-8 (-1 120-14U120-10U 1206)

- H (-BFJ/DH (BFJ + 1))D
" JB(-1- H(-BFJ/DH (BFJ +1))D)

:F)

(31)
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plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
s (U (n-7)*U (n-3))*(-1-(U (n-9)*U (n-5)*U (n-1))))

16 +

14

12

10 H

U (n)

0 10 20 30 40 50 60 70 80 90

n
FiGure 5: The solution of equation (28) with period twelve when U_q =8, U_¢=16,U_, =10, U_(=6,U_s=11,U_, =9, U_5 =17,
U,=1L,U_ =7 and U, = 12.

plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
(U (n-7)*U (n-3))*(-1-(U (n-9)*U (n-5)*U (n-1))))

05t I

0 10 20 30 40 50 60
n

F1GURE 6: The solution of equation (28) with period six when initial values satisfies the conditions in Theorem 6, thatareU_o = 1,U_¢ = 2,
U,=3U;¢=4U,=-06667,U_,=-025U_,=1,U,=2U_ =3 and U, = 4.

Theorem 6. Every solution {U,}.°

Ui20-13U121-0U 1205 of equation (28) is

Uppps = . o L
203 7 o U sans (1= U 13U 10U 125 ) periodic with period six, and it is of the form
TAE {A,B,C,D,E,F,A,.. .} (33)
"~ (-AEI/CG(AEI +1))C (-1 - IAE) iff
=G, A =G,
B=H,
U _ Uizn-12U120-8V 1204
12n-2 = -
Uszn10U 1206 (-1 = Usgp 12U120- U 120-4) C=1L (34)
JBF D =],

~ (“BFJ/DH (BFJ + 1))D (-1 - JBF) AEI
- H. (32) BFJ = 2.
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plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
(U (n-7)*U (n-3))*(-1+(U (n-9)*U (n-5)*U (n-1))))
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U (n)
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F1GURE 7: The solution of equation (35) with period twelve when

Uoy=8U4=16U,=10,U =6U,=1LU,=9,U =17,

U,=11,U_ =7 and U, = 12.

plot of U (n+1)=(U (n-9)*U (n-5)*U (n-1))/
((U (n-7)*U (n-3))*(-1+(U (n-9)*U (n-5)*U (n-1))))

35F i

25 F E

U (n)
[\S]

|
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n

F1GURE 8: The solution of equation (35) with period six when initial
values satisfies the conditions in Theorem 8, that are U_q =1,
Ug=2 U,=3 Ug=4, U,;=06667, U, =025 U,=1,
U,=2U_,=3and U, =4.

Example 5. We present numerical example for equation (28)
for illustrating the results of this section where the initial
conditions are U_4=8, U, 4=16, U_, =10, U, =6,
U.=1,U,=9U,=17,U,=11,U_, =7 and U, =
12 (Figure 5).

Example 6. For confirming the results of this section, we
consider numerical example for equation (28) where the
initial conditions are U =1, U_4=2, U_; =3, U =4,
U, =-0.6667,U_,=-025U,=1U,=2U_ =3and
U, = 4 (Figure 6).

9
5. Fourth Case:
Un+1 == Un—9Un—5Un—1/Un—7Un—3 ( -1+ Un—9
Un—SUn—l
The solutions to difference equations
Un—9Un—5Un—1
U.., = ) =0,1,...,
i Un—7Un—3 (_1 + Un—QUn—SUn—l) !
(35)

are studied in this section.

Theorem 7. Every solution {U,} o of equation (35) is
periodic with period twelve, and it is in the form

AEI _ BF] B
CG(AEI-1) DH(BFj-1) "7

(36)

{A,B,C,D,E,F,G,H,I,],+

where U4y=A, Ug4=B, U_,=C, Ug4=D, U,=E,
U,=FU.=GU,=HU_ =1 andU, = .

Proof. The proof is identical to the method to prove The-
orem 5.

Theorem 8. Every solution {U,}. o of equation (35) is
periodic with period six, and it is in the form

{A,B,C,D,E,F, A, ...} (37)
iff
A=G,
B=H,
c=1,
D=J, (38)
AEI =2,
BF] =2

We provide numerical examples of equation (35) for
confirming our results.

Example 7. Assume that the starting conditions are as
follows: U_g =8, U_g=16, U_, =10, U_4=6, U_; =11,
U,=9, U,=17, U,=11, U,=7, and U,=12
(Figure 7).

Example 8. Let the initial conditions be given by U_ =1,
Ug=2 U,=3 Ug,=4, U.=06667, U_, =0.25,
U;=1,U,=2,U_ =3,and U, = 4 (Figure 8).

6. Conclusion

This research discussed the structure and behavior of so-
lutions for four special cases of equation (1). In the second
and third sections, we proved the stability of the equilibrium
point. In the fourth and fifth sections, we obtained the
periodic solutions to the equations with periodicity twelve.
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In addition, we studied the conditions of existence of the
periodic solutions with period six.
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A discreet fractional-order Cournot-Bertrand competition duopoly game is introduced based on the fractional-order difference
calculus of the Caputo operator. The model is designed when players can make long memory decisions. The local stability of
equilibrium points is discussed for the proposed model. Some numerical simulations explore the model’s bifurcation and chaos by
employing bifurcation diagrams, phase portraits, maximal Lyapunov exponents, and time series. According to our findings, the
fractional-order parameter has an effect on the game’s stability and dynamics.

1. Introduction

Game theory is one of the most interesting and complex
topics that many researchers are interested in understand-
ing. Game theory is concerned with predicting results for
strategic games in which participants, for example, two or
more firms competing on the market, have incomplete
information on the intentions of others. It is known that the
game theory is relevant to the study of corporate behavior in
oligopolistic markets, for example, the decisions that
companies must make in terms of production and pricing
levels, as well as the amount of money invested in research
and development. The decision-making mechanism has an
important role to play in the process of adjusting the pro-
duction and profits of firms. Firms typically use one of the
following to change their market growth: naive learning
expectation, adaptive learning expectation, limited learning
rationality, and local learning approximation. Discrete oli-
gopoly dynamics based on company profit maximizations
have been considered [1-7]. Furthermore, these models have
been utilized to examine the dynamic characteristics of

competitive markets, which has been classified as steady
state, periodic, and chaotic [8-14].

Fractional calculus, particularly discrete fractional cal-
culus, has attracted substantial interest in recent decades due
to its extensive significance in a wide range of scientific
disciplines, including complex systems with memory and
heredity. Researchers turned their attention to a discreet
fractional calculus and tried to develop a complete theo-
retical framework for this subject. This is due to the im-
portance of this field in many real issues, such as discreet
adaptive systems, biological growth systems, and digital
engineering systems, all of which contain memory [15-20].
The discrete difference analogues of classical Caputo and
Riemann derivatives have been introduced in [21]. In ad-
dition, advances have been made in the study of fractional
finite difference equations and the inclusion of fractional
difference equations [22-26]. Recently, the stability of
fractional time systems in a variety of real-world problems
has been investigated. These studies have shown that discrete
fractional systems are more realistic to process real systems
and have a rich dynamic compared to discrete systems with
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integer-order. Many studies have studied continuous frac-
tional differentiation representing the effects of economic
memory that have been presented [27-30] and the refer-
ences that exist in them as well. The fractional-order dif-
ference equation, which is a natural extension of the integer-
order difference equation, has long-term memory effects
that have been explored in a few studies [25, 31-36]. Re-
cently, the fractional difference calculus was used in the
Cournot duopoly game [37] and the Bertrand duopoly game
[38]. This reflects the long-term memory effects of Cour-
not-Bertrand dynamic games in the fractional-order form
for the game. Xin et al. [37, 38] investigated the dynamics of
the Cournot and Bertrand games, which indicated the
market evolution of the two enterprises.

This work is especially interested in the novel discrete
fractional-order Cournot-Bertrand duopoly game, which is
a modification of the Cournot-Bertrand duopoly game with
integer-order [39]. We aim to extend this game to a frac-
tional case and to study the dynamics of the game. As we
know, fractional-order calculus is a general form of integer-
order calculus, so it has a higher representation for phe-
nomena with a long memory. It can be shown that the
fractional differentiation parameter is a vital indicator of the
bifurcation path and the chaos that is created and dis-
appeared. We will investigate the dynamics of the discreet
fractional-order Cournot-Bertrand duopoly game such as
the stability, bifurcation, and chaos of the proposed game. To
analyze complexity of the game, explicit stability criteria
[40, 41], asymptotic stability criteria [42] and the local
stability regions of the boundary and Nash equilibrium
points are provided through numerical simulation. The
dynamic behavior of the proposed game is illustrated
through an exploratory investigation of equilibrium point
stability and numerical simulation. In this work, we are
analyzing a Cournot-Bertrand duopoly game similar to
Wang and Ma [39], but using a discrete fractional calculus.
The equilibrium point structure dynamic reflects economic
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explanations for the proposed game’s market of two
enterprises.

The work is organized as seen follows. Section 2 de-
scribes the market dynamics of two enterprises using a
discrete fractional-order Cournot-Bertrand duopoly game.
The Nash equilibrium local stability conditions are estab-
lished in Section 3. Using numerical simulations, we in-
vestigate local bifurcations, maximal Lyapunov exponents,
and phase portraits of complex dynamics in Section 4.
Section 5 contains a summary of the findings as well as a few
observations.

2. Preliminaries

In this section, some preliminaries about fractional-order
difference calculus are introduced. On an arbitrary time
scale, dynamic behaviors and applications of fractional
difference models were investigated in the last decade where
delta difference equation was used [40-43].

Assume that a sequence u (n) is given, and the isolated
time scale Na is represented in terms of real valued constant
7, ie, {,7+1,7+2,...,}, such that u: X, — R. Also, the
difference  operator is denoted by A, where
Au(n) = u(n+ 1) — u(n). Then, we summarize some of the
basic definitions related to discrete fractional calculus as
follows.

Definition 1. For a > 0, the fractional sum of order « is given
by [21]

p T(t—m)
, tEN,,.
— F(t—m—oc+1)u(m) e

(1)

Au(t) = F(loc)

m=t

Definition 2. The Caputo-like delta difference of order « is
defined by [21, 42]

—(n-a)

CA%u(t) = AN () = .
te N pn=[a] +1

Theorem 1 (See [21, 40-43]). In order to solve the delta
fractional difference equation,

1 t
(n-a)

| Fe-m)
mZ:T Fi—monrasDt vim

(2)

As a result, the corresponding discrete integral equation
is

{CAfu(t) = f(t+a-Lu(t+a-1), -
Aku(t)zuk,nz[(x]+1, k=0,1,...,n-1.
t—a
u(t) = uy(t) + Z (t—a(m))("‘*l)f(m+oc—1,u(m+0c—1)), te XN, (4)

(@),

T+Nn—a
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where

T -1+1)

_ k
uo(t)_k;)k!l"(t—‘r—k+l)A u () 5

Remark 1. If T = 0, we rewrite discrete integral equation in
the following numerical form:

1 &ST(n-m+a)
[(a) FZT(n-m+1)

u(n) =uy(t) +

fu(m-1). (6)

Theorem 2 (See [40-42]). The linear discrete-time frac-
tional-order system is

CAU(t) =GU(t +a - 1), (7)

whereU (t) = (1, (t),u, (), ..., u, (1), 0<a<1,G € R™,
and Vt € N_,,_,. The zero equilibrium of system (10) is as-
ymptotically stable if

o
e {z € C: |z| <(2 cosw) , |argz]| >E}, (8)
2-« 2

for all the eigenvalues A of matrix G.

3. Discrete Fractional-Order Cournot—Bertrand
Duopoly Game

According to traditional oligopoly models [1, 6], firms
compete in the same strategic variable, such as output
(Cournot) or price (Bertrand). A hybrid model, commonly
known as the Cournot-Bertrand model [6, 39], permits
certain enterprises to compete in output, while others
compete in pricing. Real-world market observations that
match Cournot-Bertrand behavior have bolstered the
model’s validity and rapidly growing literature on ad-
vancements and applications. Long-term memory effects in
dynamic oligopoly games are economically significant
[34, 37, 38]. Therefore, we introduce the novel discrete
fractional-order Cournot-Bertrand duopoly game, which is
a modification of the Cournot-Bertrand duopoly game with
integer order. As a consequence, it has a better represen-
tation of phenomena with a long memory in oligopoly game.
The main goal is to establish out how the fractal parameter
affects game dynamics including stability, bifurcation, and
chaos.

We suggest a simple Cournot-Bertrand duopoly com-
mon oligopoly game [39]. Two enterprises, denoted by the
letters i = 1,2, produced differentiated goods with perfect
replacements and set their product pricing based on the
same market rule. Assume that p;(¢) and g;(¢) denote the
goods price and quantity output of firm i for the period
t € Z*. The inverse demand functions for a variety of
products 1 and 2 originate from the representative consumer
maximization of the following utility function [39]:

1
U(@4:) = a1+ 4 —5 (a1 +2dag, + 5), ()

subjected to restrictions on the budget p,q, + p,g, = M.
Then, the inverse demand functions is defined as follows:

<[Pl =1-4,-dqg,,
p2=1-4,—dq,
where p; and p, represent the pricing of firm 1’s and firm 2’s
items, respectively, and q; and ¢, are the quantities of
products of company 1 and company 2. The parameter
d € [0,1] is the product differentiation between two firms.
Products are homogeneous goods when d = 1, and each firm

has a monopoly case when d = 0. The demand system can be
written in two strategic variables g, and p,.

{pl = l—d—(l—dz)q1+dp2,
¢ =1-p,—dgq,.

(10)

(11)

Consider that the two companies have the same unit cost
¢>0 and that the cost function has the same linear form:

Ci(q;) = cqpi=1,2. (12)
Thus, the profit functions for firms are given by

{ M =(1 -d —(1 —alz)q1 +dp, —c)ql,
m, = (p, —¢)(1 - p, - dqy).

In the classical dynamical Cournot-Bertrand duopoly
game, to decide the corresponding profit-maximizing, every
player erroneously believes that its rival’s pricing in period
(t +1) is the same as in period (). Therefore, this type of
game does not have a long memory effect. The traditional
game will be introduced using discrete fractional-order
calculus, and the two players will make decisions using a new
dynamic adjustment mechanism with long memory and
local marginal profit expectation. Thus, the marginal profit
of two players is as follows [39]:

(13)

M,
1
(14)
0
a—;z:(l +C—2P2_dq1)'

Assume that the two businesses have limited informa-
tion about the market demand function and also their price
decision is based on a dynamic adjustment process with
limited rationality and a long-term memory effect of mar-
ginal profit. In the next step, the firm decides to raise (re-
duce) the price of its product based on if the long-term
marginal profit is greater (less) than zero. As a result, we
utilize the dynamic adjustment process for the Cour-
not-Bertrand game as follows:

on
A%q, = vq (t+a—1) =,
9 191 a4,

(15)

. on
Apy = vyp, (t+ - l)a—pz’
2



where v; is the speed of adjustment of firm 4,7 = 1,2 and
a € (0, 1) denotes a fractional-order number, indicating the

{A“ql =vg (t+a-1)(1-c-d+dp,(t+a—-1)-2q,(t+a—1)+2d°q (t+a-1)),

Mathematical Problems in Engineering

long-term memory effect. Thus, the discrete fractional-order

Cournot-Bertrand duopoly game is as follows:

(16)

Ap,=vp,(t+a—-1)(1+c—-2p,(t +a—1)—dq, (t +a—1)).

Remark 2. When « =1, the model (16) devolves to the
Wang-Ma model [39]:

{ a (t+1)=q,(t) +vq, (1)1 - c—d +dp, (t) - 2q, (t) + 2d°q, (1)),

(17)

Pt +1) = py (1) +v,p, () (1 + ¢ = 2p, (¢) — dg, (1)).

We will show that the model game parameters, especially
the long-term memory effect, have an effect on the long-term
dynamic response of our novel game when compared to the
Wang-Ma game [39].

In the next sections, several theoretical features corre-
sponding to game (16) are investigated.

4. The Equilibrium Points and Their
Local Stability

We solve the following equation to find the equilibrium
points of game system (16):

{ (1-c—d+dp,(t) - 2q, () + 2d°q, (1)) = 0,
(1+c-2p,(t) —dg, () = 0.

Their four equilibria are E, = (0,0), E; = (0,1 + ¢/2),
E,=(1-c-d/2(1-d*),0),and E, = (2-2c—d+c d/4-
3d%,2+2c—d + ¢ d— d? - 2cd?/4 — 3d?). In economics, its
equilibria mean

(18)

(i) The equilibrium E is trivial equilibrium point
(ii) The equilibrium point E; implies that the best
quantity of the first player is g; = 0 if the second

](‘11>P2)=< vdp,
—Yap,

Then, the following theorems are presented to clarify
linear stability for each equilibrium point in the model.
The trivial equilibrium point E, is unstable.

Proof. 'The Jacobian matrix’s eigenvalues at E; can be
demonstrated to be (v, (1 +c),v,(1—c—d)), which indi-
cate that one of them is always positive, and thus, the
conditions of asymptotic stability in Theorem 2 are not
satisfied. O

v1<1 -c—d+dp, +4(d2 - l)qf)

player sets its optimal product price p; =1 +¢/2.
Likewise, the second player’s best price is
p5 =1+ c/2ifthe player uses a zero-price approach.
Clearly, E, is a border equilibrium point that cor-
responds to the pure monopoly.

(iii) The E, equilibria indicates that the best quantity of
the first player is g} =1—-c—d/2(1 -d?) if the
second company determines the best good price
p5 = 0. Likewise, the first company’s best pricing is
q; =1-c—d/2(1 - d?) if the company uses a zero-
price approach. Clearly, E, is a border equilibrium
point.

(iv) The equilibrium E, indicates two enterprises will
preserve their equilibrium quantity and pricing
jointly since no enterprise can gain an advantage by
deviating unilaterally from its own equilibrium.
Clearly, the point E, is a Nash equilibrium. The
complexity of system (16) will be explored. First, the
Jacobian matrix of system (16) is computed at a
given equilibrium point E = (g}, p;), and it can be
expressed as

v dq; > (19)
v, (1+c-4p; —dqp)

The equilibrium point E; is asymptotically stable if
y(ed+2-2c-d))<0,v,(1+¢)
" (20)
<2%|v(cd +2 - 2c - d))| <2

Proof. 'The eigenvalues of Jacobian matrix at E, are
(=v, (1 +¢),1/2v, (c d + 2 — 2c — d)), which means that the
conditions of asymptotic stability in Theorem 2 are satisfied
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if the second eigenvalue has a negative sign, and also, the
modulus of the two eigenvalues is bounded by 2% and 24*!,
respectively. Figure 1 shows stability regions in some three
and two-dimensional spaces of model’s parameters, whereas

Figure 2 shows the resulting time series when the values of
parameters are selected in stable regions of E;.
The equilibrium E, is asymptotically stable if and only if

vi(c+d=1)<0,vy(2cd” —cd -2c+d” +d -2)>0, 0<d<]l,

v, (c +d - 1)|<2%

(21)

v,(2ed’ —cd - 2c+ d* +d - 2) <2*"(1- ).

Proof. 'The eigenvalues of Jacobian matrix at E, are
(v (c+d—=1),v,(2cd>—cd-2c+d*+d-2)/2(d* - 1)),

which means that the conditions of asymptotic stability in
Theorem 2 are satisfied if the two eigenvalues have negative
signs, and also, the modulus of the two eigenvalues is
bounded by 2% and 2**! (1 - d?), respectively. O

However, detailed numerical examinations in space of
promoters show that the aforementioned conditions cannot
be simultaneously achieved at feasible values of parameters,
and therefore, due to the impossibility of numerically sat-
isfying the above conditions, the equilibrium point E, is
unstable.

Finally, the Nash equilibrium point E, has long com-
plicated expressions for its associated eigenvalues which

2T (n-i+a)
I'(a) 5T(n-i+1)

q1 (n) = 91 (0) +

1 EI'(n-i+a)
[(a) 5T(n-i+1)

py(n) = p,(0) +

The initial point (q, (0), p,(0)) = (0.2,0.1) is used in the
following simulations. In particular, the complicated dynamics
exhibited by the model are examined via using the bifurcation
diagram, phase portraits, and maximal Lyapunov exponent
(MLE). The Lyapunov exponent for a one-dimensional map can
be calculated by calculating the average value for perturbations
from the trajectory over a time interval. The Lyapunov expo-
nents for an n-dimensional mapping can be obtained using the
eigenvalues of the product of Jacobian matrices for integer-
order systems. In order to approximate the values of Lyapunov
exponents of the discrete fractional model (16), the Jacobian
matrix method which has been introduced by Wu and Baleanu
[44] can be employed [45, 46]. In the following part, the nu-
merical analysis will look at the effects of the model’s main
parameters, as well as the effects of long-term memory and
adjustment speeds.

O
renders numerical investigations of regions of stability in-
evitable. Figure 3 shows stability regions in some three and
two-dimensional spaces of model’s parameters, whereas
Figure 4 illustrates the resulting time series when the values
of parameters are selected in stable regions of E,.

5. Numerical Simulations

In this section, the complex dynamic features of the discrete
fractional Cournot-Bertrand model (16) are investigated
using various methods such as bifurcation diagrams, phase
portraits, and MLE. The effects of major model parameters
are investigated. For the present fractional discrete model
(16) using theorem (4), the system (16) can be numerically
rewritten as follows:

ng (i-D)((1-c—d+dp,(i—1)-2q,(i— 1) +2d°q, (i— 1)),

(22)

V,p,(i—1)(1+c—2p,(i —1) —dg, (i — 1)).

First, the influences of parameter v, in integer-order and
fractional-order cases are explored. Figure 5 shows bifurcation
diagrams and MLE plots versus parameter v, along with ex-
amples of phase portraits at some selected values of parameters.

Second, the influences of parameter v, in integer-order and
fractional-order cases are explored. Figure 6 shows bifurcation
diagrams and MLE plots versus parameter v,, along with ex-
amples of phase portraits at some selected values of parameters.

Third, the influences of parameter d in integer-order and
fractional-order cases are explored. Figure 7 shows bifurcation
diagrams and MLE plots versus parameter d along with ex-
amples of phase portraits at some selected values of parameters.

Finally, the effects of fractional-order « are explored.
Figure 8 shows bifurcation diagrams and MLE plots versus
parameter « along with examples of phase portraits at some
selected values of parameters.
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FIGURE 3: Stability regions of equilibrium point E, in some three and two-dimensional spaces of model’s parameters when (a)
¢=0.15;d =0.8, (b) c =1;v, =0.4;v, = 0.7, and (c) d = 0.5;v, = 0.3;7, = 0.6.
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6. Conclusion

The new fractional-order Cournot-Bertrand game based
on a long memory effect is proposed. The stability of the
game’s equilibrium points, including the Nash equilibria,
has been explored both qualitatively and numerically.
Bifurcation, phase portraiture, time series, and maximal
Lyapunov exponents’ diagrams have been used to analyze
the complex dynamic characteristics of the proposed
game. When we compared our new model to the Wang-
Ma model [39], we found that the game parameters, es-
pecially the long-term memory influence, had an effect on
the long-term dynamic response of our novel model. This
is important for understanding the performance of the
duopoly game with the long-term memory effect.
According to our findings, the Cournot-Bertrand duopoly
game with the long-term memory effect is more efficient
than the duopoly game without long-term memory im-
pact from economic viewpoint. As a consequence, we
advise researchers to investigate the competitive games of
long-term memory impact further.
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We explore existence of fixed points, topological classifications around fixed points, existence of periodic points and prime period,
and bifurcation analysis of a three-species discrete food chain model with harvesting. Finally, theoretical results are

numerically verified.

1. Introduction

Many different types of interactions exist in nature between
various species of organisms on this planet Earth and are
studied under the discipline of ecology. Ecological in-
teractions are most fundamental part in biology which
determines community structure and development. Not all
interactions are positive, some are negative also. One of the
examples of negative correlation is ammensalism.
Ammensalism is a type of ecological interactions between
the members of two different species in which one is harmed,
destroyed, or inhabited by the member of another species,
while the other remains unaffected, neither harmed nor
benefitted. It is a type of competitive behavior among dif-
ferent species and is frequently used to refer to asymmetrical
competitive association. Research in the field of ecology
draws the attention of several mathematicians such as Lotka
[1] and Volterra [2]. Nowadays, ecologist and mathemati-
cian jointly contributed to the growth of this area of
knowledge. Recently, many researchers have investigated the
dynamical properties of discrete-time ecological models
such as prey-predation, competitions, neutralism, and
mutualism by studying fixed points, local and global
attractivity, bounded, existence of bifurcation, and many
more. For instance, Beddington et al. [3] have explored the
behavior of following predator-prey model:

xn+1 — xner (1— (xn/K))—ayn’

o (1)
Yn+1 :ocxn(l—e n)‘

Chen [4] has explored global attractivity and perma-
nence of the following discrete multispecies system:

k k
= X ebtn_ Zl:luilnxln_ Zl:lcilnyln
n+l Iy 4
Y P (2)
= =Tt 2 DX, i
yj,M = yjne Jn 1=1%ln ™ty 1=1%tn VI

Xi

Fang and Chen [5] have explored the permanence of
multispecies Lotka-Volterra competition predator-prey
system with delays. Furthermore, Fang et al. [6] have ex-
plored the dynamics of the following system:

xn+1 = xneun7 bnxvx7 (Cnyvx/ (m1n+m2nxn+m3nyn))’ 3
yn+] — yne_dn_enyn+(fnxn/(m1n+m2nxn+m3nyn)). ( )

Agiza et al. [7] have explored chaotic dynamics of the
following discrete model with Holling type II:

bx,y
Xp41 = axn(l xn) - 1 +nsxn >
n
(4)
o= dx, Yy
" tex,,
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Huo and Li [8] have explored stable periodic solution of
the following discrete model:

— 1n= b1nXy= A1 Yy
Xp+1 = Xp€ >

(5)
Yooy =y (ra ).
Lu and Zhang [9] have studied the permanence and
global attractivity of the following discrete system:

X, = xnean—bnxn—(mnyn/ (An+x,,)))

(6)
yn+1 = ynedﬂien (yn/xn)'
Zhao and Zhang [10] explored the chaos and perma-
nence of the following discrete model:

Xy = (1= d)x,e - CRan) 4 gg oy o (1= (onalK))
oy = (1= d)x, (1- &),
(7)

Zhao et al. [11] have investigated the dynamics of the
following discrete model:

Xny1 = xner(li(xn/k))f(yn’yn—l)’

Yne1 = xn(l _f(yn’yn—l))’

where f(y,, ;) = e (- dyurdoy,),

On the contrary, in recent years, many papers have been
published to investigate the bifurcation analysis of certain
discrete models by choosing step size as a bifurcation pa-
rameter. For example, Salman et al. [12] have explored bi-
furcation analysis of the following discrete system:

(8)

Xne1 = Xp +§(xn(l - xfl) - yn)’

9)
Y1 = Vn t 8)/” (_5 + an)’

by choosing step size § as a bifurcation parameter. Liu and
Xiao [13] have explored bifurcation analysis of the following
discrete system:

Xpy1 = X T 8(736"(1 - xn) - b'xnyn)’

(10)
Yur1 = Vn t 8(_d + bxn)yn’

by choosing step size § as a bifurcation parameter. Hasan
and Hama [14] have explored bifurcation analysis of the
following discrete system:

Y
X = X, +dxn(1 - X, —m>,
n n

(11)

=y, +d n
Yur1 = Vn Yn 1+ﬂxn+byn €)

by choosing step size d as a bifurcation parameter. Wu and
Zhang [15] have explored bifurcation analysis of the fol-
lowing discrete system:
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Xp+1 :xn+8'xn(Kl _“1xn_ﬁ12)/n _lenyn)’ (12)
Yur1 = Vn T 6)/” (KZ —&YVn /321xn - szn)’n)’

by choosing step size § as a bifurcation parameter. Rana [16]
has explored bifurcation analysis of the following discrete
system:

Xpp1 = X + 6<xn(1 - xn) - M)’

bx,y
= sl —d ZnZn
Yur1 xn+ ( yn+xn+yn)

by choosing step size J as a bifurcation parameter. Rana and
Kulsum [17] have explored bifurcation analysis of the fol-
lowing discrete system:

X1 =xn+8xn<1 -x,— Zy” ),

X, +a

Yn1 :yn+8yn(“_ﬁ;/n)’

by choosing step size § as a bifurcation parameter. Motivated
from the aforementioned studies, in this work, we explore
existence of fixed points, topological classifications around
fixed points, periodic points, and bifurcation analysis, by
choosing step size h as a bifurcation parameter, of the
following three species discrete food chain model with
harvesting:

(14)

Xpsy1 = X T h(al (1 - kl)xn - allel)’
Ynt1 :yn+h(a2(l _kZ)yn_“ZZyi_aﬂxnyn)’ (15)
Zpi = Zp T h(a3zn - “33231 - “32ynzn)’

which is a discrete form of the following model:

dx

P (1—k)x - 0‘11x2’

dy

a (1-ky)y - 0‘22)’2 - 01 XY (16)
dz 2

a =032 — 0332 — 03 V7,

by Euler forward formula, where h is step size and t is
customary denoted by n. It is noted that, in model (16), x (t),
y(t), and z(t), respectively, denote populations of first,
second, and third species. Moreover z(t) denotes growth
rate of first, second, and third species; o;; (i = 1,2, 3) denotes
the rate of decrease of first, second, and third species due to
internal competitions; «,, denotes rate of decrease of second
species due to attack of first species; a;, denotes the rate of
decrease of third species due to attack of second species; k;
and k,, respectively, denote the harvesting rate of first and
second species. It is also important to note that all pa-
rameters h,a,,a,,as, k;, ky, o1, 0py, 041, 055, and a5, are
positive. In addition, it is important here to mention that we
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will explore dynamical properties of the discrete-time model
(15) instead of the continuous-time model, which is depicted
in (16), because discrete-time models governed by difference
equations are more realistic and appropriate than the
continuous ones in the case where populations have non-
overlapping generations, and moreover, discrete models can
also provide efficient computational results for numerical
simulations [12, 13].

This paper is structured as follows. In Section 2, we study
the existence of fixed points of model (15) algebraically. The
linearized form of model (15) is presented in Section 3. In
Section 4, we explored topological classification around fixed
points of the model. Existence of periodic points of model
(15) is explored in Section 5. In Section 6, we explored
detailed analysis of bifurcation around fixed points of model
(15). Theoretical results are verified numerically in Section 7.
Brief summary of the paper is presented in Section 8.

2. Study of Equilibrium Points

Here, we will study the boundary and interior equilibrium
points of model (15) as follows.

Lemma 1. Model (15) has atmost eight equilibrium points in
R?. Precisely,

(i) Yh,ay,a,,a5, k5 ky, ayp, 00y, 01, &3y, 035 > 0; model
(15) has a trivial equilibrium point: P, = (0,0,0).
(ii) V a5, a35 > 0; model (15) has boundary equilibrium
point: P, = (0,0,a5/a33).
(iii) P3 = (0, (1 — ky)a,/a,,,0) is a boundary equilib-
rium point of (15) if k, < 1.
(iv) P, = ((1 = k))a,/a;,,0,0) is a boundary equilib-
rium point of (15) if k, < 1.

(v) Ps = (0, (1 — ky)ay/ay,, (az0y, — as, (1 -
ky)a,)/ay,053) is a boundary equilibrium point of (15) if
as > o, (1 —kya,/oy, with k, <1.

(vi) Pg = ((1 —ky)a,/a;,0,a5/a33) is

equilibrium point of (15) if k, < 1.
(vii) P, = ((1 = ky)a /oy, (ay (1 = ky)ey; —a, (1 -
ky)ay, )/ a,,,0) is a boundary equilibrium point of (15)
ifa,>a, (1 —k))ay /(1 -ky)ay, with k;, k, <1.
(viii) Pg = (1 = ky)a,/ay;, (ay (1 - ky)ay; —a; (1 -
ky)ay)) oy 6y, (az0,00; — ay (1= k) a3, +ay (1 -
ky)oy a55)/ 01, 05,053) is an interior equilibrium point of
(15) if k<1, ay,>a,(1-k))a,/(1-kyay, and
a3 > (ay (1 = ky)ay 635 — ay (1 = k)t 635)/ 0ty .

a boundary

Proof. 1f model (15) has an equilibrium point, P = (x, y, z),
then

X=x+ h(a1 (1-Fky)x - ocuxz),

y=y+ h(“z (1-ky)y -y’ - 0421xy), (17)
z=2z,+ h(a3z - 043322 - oc32yz).

The simple computation yields that, for the values of

P;(i=1,...,7), (17) satisfied identically. So, one can con-

clude that model (15) has seven boundary points:

P;(i=1,...,7). In order to find interior point, from (17),
one obtains

ay(1-k)-a,x=0,
a,(1-k,y) =,y —ay,x =0, (18)
az — 0332 — a3,y = 0.
From 1% of (18), one obtains
(1-k)a,

X =—— (19)
o1

From 2" equation of (18) and (19), one obtains
y= ay (1= ky)ay —ay (1 = ky)ay,

X116

(20)

From 3 equation of (18) and (20), one obtains

z = az0y 0 — dy (1 - kz)“u“sz +a, (1 - kl)“zl‘xsz_

X11022%33
(21)

From (19)-(21), one can conclude that Py is an interior
equilibrium point of (15) if k; <1, a,> (a, (1 —k;) ay,/
(1 -ky)ayy), and a; > (a, (1 — ky)ay 05, —a, (1- kp)ay,a5,)
lot)1 0.

3. Linearized Form of Model (15)

The variational matrix J|p, about P under the map:

(f1s f2 F3)7 (%s1s Vit Zst )s (22)
where
fi=x+ h(al (1-k))x— ocuxz),
f :y+h(a2(1—kz)y—oczzyz—ocﬂxy), (23)

fi=z+ h(a3z - oc3322 - 0432)/2),

is

1+h(a;(1-k)-2a;x) 0 0
]|P = —ha21y 1+ h (a2 (1 — k2) - 20(22)/ - azlx) 0 > (24)
0 —has,z 1+h(a; - 2a332 — as,y)



with
A =1+h(a, (1 -k)—2a;,x),
AZ =1+ h(az (1 - kz) - 20‘22)’ - (X21x)) (25)

Ay =1+ h(a; - 2a332 — a,y).

4. Dynamical Behavior: Topological
Properties of Equilibrium Points

The dynamical behavior about fixed points P;(i=1,...,8)
of model (15) is explored in this section.

4.1. Dynamical Behavior about P,. From (25), eigenvalues of
J|p, about P; are

A =1+ha, (1-k),
Ay =1+ ha,(1-k,), (26)
As =1+ has.

The dynamical behavior about P, of model (15) is
concluded as follows.

Lemma 2.

(i) For all allowed parametric values, h, ay, a,,as, ky, k,,
11> Uaps Oy Ogy, 033 > 0, Py is not sink.

2 2 } 27)
a, (kl - 1)’“2 (kz - 1) .

(iii) P, is a saddle if

(ii) P, is a source if

O<h<min{

h> max«l 2 2 ]» (28)
ay(ky —1) ay(ky - 1))
(iv) P, is nonhyperbolic if
2
h=—r—s, (29)
a,(k; - 1)
or
2
h=———. 30
a,(k, - 1) G0

4.2. Dynamical Behavior about P,. From (25), eigenvalues of
Jlp, about P, are

A =1+ha, (1-k,),
Ay =1+ ha,(1-ky), (31)
Ay =1 - ha,.

The dynamical behavior about P, is concluded as
follows:
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Lemma 3. (i) P, is a sink if
2 2 2
h > max X , O0<h<— (32)
{’11 (kl_l) 5‘2(k2_1)]> as
(ii) P, is a source if
2 2 2
0<h<min , , h>— (33)
{al (kl _1) ‘12(k2_1)]> as

(iii) P, is a saddle if

2 2 2
h <min X , O<h<—. (34)
{‘11 (ky 1) az(kz_l)} as
(iv) P, is nonhyperbolic if
2
h= o (35)
or
2
h=———, 36
a, (k, - 1) (39
or
2
h=——— 37)
a 1) (

4.3. Dynamical Behavior about P5. From (25), eigenvalues of
J|p, about P; are

Ay =1+ha, (1-k,),

Ay =1-hay(1-ky),

Ay=1+ h(“s“zz - az“sz(l - k2)>.

45%)

(38)

The dynamical behavior about P; is concluded as follows.

Lemma 4.
(i) Py is a sink if
2 2
h> max{ ) %22 },
a; (kl - 1) ayas, (1 —k;) —asa;,
(39)
0<h<

2
a,(1-ky)

(ii) P4 is a source if
2 20, }
ay (ky = 1) ayas, (1= ky) = aza, |

0<h<min{

a, (1 - kz).
(40)
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(iii) Py is a saddle if

h>ma { 2 2 }»
X 5 5
a, (kl - 1) ‘12(1 - kz)
(41)
20
0<h< 22 :
a0z, (1 - kz) GELSY)
(iv) Py is nonhyperbolic if
2
h=—r—, 42
a (1 - kz) (42
or
2
h=————, (43)
ay (kl -1)
or
2
r) (44)

- a) &3, (1 - kz) - “3“22-

4.4. Dynamical Behavior about P,. From (25), eigenvalues of
Jlp, about P, are

A =1-ha,(1-k)),
Ay =1+ ha,(1-ky), (45)
Ay =1+ has,.

The dynamical behavior about P, is concluded as
follows.

Lemma 5.

(i) For all allowed parametric values,
h,a,,a,,as,k;, ky, a1, 005, 051, O3, A33 >0, P, is not
sink.

(ii) P, is a source if
2 2
h > max , . (46)
1“1 (1-ky) ay(k, - 1)}
(iii) P4 is a saddle if
2 2
0<h<min \ . (47)
{‘11 (1-ky) ay(k, - 1)}
(iv) P4 is nonhyperbolic if
2
h=———, (48)
a; (1-ky)
or
2
h=——F7—. 49
a (kz - 1) (49)

4.5. Dynamical Behavior about P5;. From (25), eigenvalues of
] P, about Py are

Ay =1+ha, (1-k,),

Ay =1-ha,(1-k,),

Ay=1+ h(—a3 +7a32(1 —kz)az).

45%)

(50)

The dynamical behavior about P:; is concluded as
follows.

Lemma 6. (i) P5 is a sink if
2 2a
h > max , 2 },
{a1 (kl - 1) az0p) — Ay X3 (1 - kz)
(51)
2
O<h<————.
a, (1 - kz)
(ii) P is a source if
2 2a
0<h<min ) 2 },
{“1 (kl - 1) A3y, — dy*3) (1 - kz)
2
h>———.
a2(1 - kz)
(52)
(iii) Ps is a saddle if
2 20
h > max ) 2 },
{al (kl - 1) 30y, — A3 (1 - kz)
(53)
2
h>——.
a,(1-k,)
(iv) P is nonhyperbolic if
2
h=——F—7——, (54)
a) (kl - 1)
or
a0, — 20
h= M) (55)
a %3, (1 - kz)
or
2
h=——F7—7—. 56
a2(1 - kz) (56)

4.6. Dynamical Behavior about P,. From (25), eigenvalues of
Jlp, about Pg are

A =1-ha,(1-k)),

(57)

/\2 =1 +h<a2(1 _kz)_al“ﬂ(l_kl)),

a1

Ay =1 — has.



The dynamical behavior about P, is concluded as
follows.

Lemma 7.

(i) Pg is a sink if

0<h<mi { 2 2}
min{—— —
a; (1-k;) a,
(58)
2a
h> 1 :
ayay; (1 -ky) - ayay; (1-k,)
(ii) Pg is a source if
2 2
h>max{—— —+,
{al(l -k;) ‘13}
(59)
2«
0<h< 1 :
a0y (1 - kl) —ax0y (1 - kz)
(iii) P is a saddle if
2 2
O0<h<min{————1,
{al(l_kl) “3}
(60)
20
0<h< 1 :
ayay (1- kl) —axan (1 -k,)
(iv) Pg is nonhyperbolic if
2
h=——7-— 61
al(l_kl) (61
or
2
h —a—3, (62)
or
2
%11 (63)

h= .
a0y (1 - kl) —axan (1 - kz)

4.7. Dynamical Behavior about P,. From (25), eigenvalues of
Il P, about P, are

A =1-ha,(1-k)),
26110‘21(1 _k1)>

aq

A2=1—h<a2(1—k2)—

_ ay (1 - ky)ars, + ay0y05 (1 - kl))

o%) A%

Ay =1+ h<a3
(64)

The dynamical behavior about P, is concluded as
follows:
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Lemma 8.

(i) P, is a sink if

O<h<min{ 20, ]»
a, (1 - kl)’az“n (1 - kz) - 2a,0, (1 - kl) '

20,05,

h> .
A30010)) — 00,03 (1 - kz) + alo‘zl"‘sz(l - kl)
(65)
(ii) P, is a source if
2 2«
h > max , 11 }»,
{al (1 - kl) aqn (1 - kz) —2a,05, (1 - kl)
200,
0<h< 11722 :
a30y1 0y, — B0, 05, (1 = ky) + @y 0, (1 - k)
(66)
(iii) P, is a saddle if
2 2«
O<h<min{ , 1 },
a, (1 -k;) ayay; (1 - k) —2a,0, (1 - k)
200,
0<h< 11722 .
A30;) 0y — Ay 0y U3 (1 - kz) +a,05,03, (1 —k;)
(67)
(iv) P, is nonhyperbolic if
2
h=—————, (68)
a, (1 _kl)
or
2«
h= H , (69)
a)&y, (1 - kz) - 2a,ay, (1 - kl)
or
b= 200,00,

A30y1 00y = Ay041 05, (1 = ky) + @y a5, (1= ky)
(70)

4.8. Dynamical Behavior about Pg. From (25), eigenvalues of
J|p, about Pg are

A =1 —hal(l —kl),
2“10‘21(1 _kl))

ay

Azzl—h<a2(1—k2)—

N=1-Hhla _“2(1 _kz)“n +“1‘x21“3z(1 - kl)
’ ’ oY) 10y .
(71)

The dynamical behavior about Py is concluded as follows.
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Lemma 9. (i) Pg is a sink if
2 200,00
!0<h<min<‘ , 4 , e } (72)
ay (1= k) ayory; (1= ky) = 2ay0, (1 = k) asaq 00y — aya,03; (1 = ky) + g a3 (1~ ky )
(ii) Pg is a source if
2 2« 200,
!h>max{ , 1 ) 2 } (73)
ay (1= ky) ayayy (1 - ky) = 2ay05, (1 = k) agory gy — ay0y 05, (1 = ky) + @y oy 055 (1 = ky)
(iii) Pg is a saddle if
2 2«
0<h<min{ X 1 },
ay (1-k,) ayoy, (1= ky) = 2a,0, (1 - ky) (74)

h>

20,05,

a30y1 0y, — By04, 05, (1 = ky) + @y 05, (1= k)

(iv) Pg is nonhyperbolic if
2

h=—F-—,
a1(l‘k1)

(75)

or

b= 2000,
a)&yy (1 - kz) - 2a,05, (1 - kl))

(76)

or

h= 200,05,
a30y, 0 — A0, 05, (1 = ky) + a0, (1 - k)

(77)

5. Periodic Points
We will prove that P; (i = 1,. .., 8) of model (15) are periodic

points of period n.

Theorem 1. Equilibrium points P;(i=1,...,8) of model
(15) are periodic points of prime period 1.
Proof. From (15), define

F(X, y, Z) = (fl; fZ) f3))

where f,, f,, and f; are represented in (23). From (78), the
computation yields

(78)

F|P1=(0,0,0) =P,

F|P2=(O,0, (aslazs)) = P,

F|P3:(0,(1—k2)a2/tx22,0) =P,
F|P4:( (1-k,)ay/e1,0,0) = Py, (79)

F|P5:(0,(I—kz)az/azz,(a3azz—a32 (l—kz)az)/txzza33) = PS’

Flpe=( (1-k)ayfas 0.0y/a5) = Po>

Flp o (1-k, )ay ey, (ay (1k )y -ay (1K Yay Yy a0) = P75

FlpS:( (l_kl)“l/“ll» (‘12 (l‘kz)“n‘a] (l‘kl)“n)/“ll“zz’ (“30‘11“22‘“2 (1‘k2)"‘110‘32+‘11 (l_kl)a21“32)/0‘11“220‘33) = PS'



Hence, from (79), we can say that equilibrium points
P;(i=1,...,8) of three species model (15) are periodic
points of prime period 1. O

Now, it is proved that equilibrium points P; (i = 1, .. ., 8)
are period points of period .

Theorem 2. P, of model (15) is a periodic point of period n.

Proof. From (78), the following computation yields the
required statement:

F =(f1 * h[al(l —k)f1- 0‘11(f1)2]’

faet h[a2(1 —ky))fr -y (f2)2 - “21f1f2]>

fi+ h[a3f3 — 33 (f2)2 - "‘32f2f3]):’Fz|P1 =Py,
P =(fehfa (=) 1 - an(£1)]:

f% +h|ay(1- kz)f% - ‘xzz(f;)z - “21f§f§ (x, y, Z)]’

2
frahasfi-an(£2) - anfifi] )=Fly, = Pr

F'=(f{ +hla (1K) f] ~ay (1))
i+ h[a2(1 ~ky)f5 - 0‘22(fg)2 - “21f;11fg]>
i+ h[a3f§‘ — 33 (f;)z - "‘32f;f;l]):>Pn|P1 =P,

(80)
Theorem 3. P, of model (15) is a periodic point of period n.

Proof. Utilizing the computation as we have done in (80),
one gets the following required statement:

2
F |PZ:(0,O,u3/o¢33) =Py,

3 —
F |P2:(O,O,a3/a33) =P, (81)

n —
F |P2:(0,O,u3/a33) =P,. 0

Theorem 4. P, of model (15) is a periodic point of period n.

Proof. In view of (80), one gets the following required
statement:

2 —
F |P3=(O,(1—k2)a2/tx22,0) = Ps,

3 —_—
F |P3=(0’ (I*kz)azloczz,o) = PS) (82)

Fn|P3:(0, (1-ky)ay/0,0) = Ps.
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Theorem 5. P, of model (15) is a periodic point of period n.

Proof. In view of (80), one gets the following required
statement:

2
F |P4:( (1—k1)“1/“11’0>0) - P4’
. _
Flp,( (1%, Yoyt 00) = P (83)

Y —
F |P4:( (1-Ky)ay/ay1,0,0) = Py O

Theorem 6. P of model (15) is a periodic point of period n.

Proof. From (80), one obtains
2 —_—
F |P5:(0,(l—kz)azlazz,(a3a22—tx32 (1-k,)a, ) oy a53) ~ PS’

F’| =P
PS:(O,(I—kZ)uzlazz,(u3a22—(x32 (l—kz)uz)/txzza33) -5 (84)

Fn| =P
Ps=(0, (1-k; ) ay/ctyy, (@000 =0t3, (1-k; )a, )/ aypatss) 5 0

Theorem 7. P of model (15) is a periodic point of period n.

Proof. From (80), one obtains

2 _
F |P6:( (1-k))ayloyy 0,05/ az3) = Ps,

3 j—
Folp=( (1K) )ar /oy 0y /ay) = P> (85)

n —
F |P6:( (1_}(1)“1/0;“,0,&3/0(33) B P6. l:l

Theorem 8. P, of model (15) is a periodic point of period n.

Proof. From (80), one obtains

P =P
P7=( (l—kl)alloc“, (a2 (1—k2)tx11—a1 (17k1)a21)/a“a22,o) 7>

P =P
P7:( (l—kl)allocn, (az (1—k2)tx11—a1 (l—kl)txﬂ)/anazz,o) 7>

F"| =P
P7:( (l—kl)alloc“, (u2 (1—k2)tx11—a1 (l—kl)au)/a“an,o) 7

(86)

Theorem 9. Pg of model (15) is a periodic point of period n.

Proof. From (80), one obtains
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P =P
P8:( (I*kl)al/“w (“2 (I*kz)‘xu*“l (1*k1)“21)/“11“22> (“3“110‘22*“2 (I*kz)”‘u“sz*“l (I*kl)‘le"‘zz)/‘xllo‘zz‘x33) 8
3 o
F |P8=( (I*kl)“l/“w (“2 (1*k2)“11*“1 (1*k1)‘x21)/“11‘x22> (“3“11“22*“2 (I*kz)“u%z*“l (1*k1)“210‘32)/“110‘22“33) - Ps’ (87)
n p—
F |Ps:( (1—k1)“1/0‘11) (“z (1—k2)"‘11‘“1 (l—kl)“zl)/“n“zz» (“30‘110‘22—“2 (l‘kz)“11“32+“1 (1—k1)0‘210‘32)/“110‘22‘x33) - PS'
O
6. Analysis of Bifurcation From (90), define
In this section, we give analysis of bifurcation about fixed fz)=z+ h(a3z - 043322). (91)

points P; (i =1,...,8) of model (15) by bifurcation theory
[18, 19].

6.1. Analysis of Bifurcation at P,. Here, we will study analysis
of bifurcation at P, of model (15). From (26), the simple
computation yields A, |(,9) = =1, but A, 3] (29 = 1 = (2a, (1 -
ky)la, (1 -k)),1- (2a;3/ a;(1-k;))#1or — 1. This sug-
gests that model (15) could undergo a flip bifurcation around
P ifQ = (h,ay,a,,a5,k, ky, 011, Ay, Ay, Oy, A33) passes the
curve:

oz — . — 2
Flp, _{Q'h_ial(kl—l)}' (88)

However, flip bifurcation cannot occur by computation,
so Py is degenerated with high co-dimension as Q € F|, .

6.2. Analysis of Bifurcation at P,. We will study analysis of
bifurcation at P, of model (15). From (26), the simple
computation yields A;](35) = =1, but A, ,[ (35, = 1 + (2a, (1 -
k\)/as), 1+ (2a,(1 —k,)/a;)#1or — 1. This suggests that
model (15) could undergo a flip bifurcation around P, if Q)
passes the curve:

Fl a2
Flp, —{Q. h= a3}' (89)

The proof of following theorem shows that model (15)
undergoes flip bifurcation around P, if Q € F|p .

Theorem 10. Model (15) undergo flip bifurcation around P,
ifQeFlp.

Proof. Itis noticed that three-species model (15) is invariant
with respect to x =y =0. Thus, we restrict (15) on
x =y =0, to determine the bifurcation, where it takes the
form

Zppy =2, + h(a3zn - cx33zﬁ). (90)

Now, one denotes h=h*=(2/a;)andz=2z"=
(a3/az3). The computation yields

felha=(21a,) 2=z ~(astay) = ~1> (92)
fazlhehe=(2ia,) =2 ~(astory) = _43—333 #0, (93)

a;
T ilhoe=(21a,) 2=z =(ayiary) = s #0. (94)
From (92)-(94), it can be concluded that the model
undergoes flip bifurcation around P, if Q € F|p . O

6.3. Analysis of Bifurcation at P;. From (38), the compu-
tation yields A,|p) =-1, but A 5| =1+ (2a,(1 -
k\)lay (1 -ky)), 1+ (2/lay (1 —ky))[a;0,, — a0, (1 — k)]

# 1 or — 1. This suggests that model (15) could undergo a flip
bifurcation around P; if Q) passes the curve:

2
glpsz{ﬂih:m}. (95)

The proof of following theorem shows that model (15)
undergoes {lip bifurcation around Pj if Q € F|p.

Theorem 11. Model (15) undergoes flip bifurcation around
Pyif Qe Flp.

Proof. 1t is noticed that, w.r.tx = z = 0, model (15) is in-
variant. So, one restricts model (15) on x = z = 0, where it
becomes

Vi1 = Yn ¥ h(a2 (1-ky)y, - “22)’i)- (96)
From (96), define
f) =y +hay(1-ky)y - hayy’. (97)

Denote h=h* = (2/a,(1 -k,))and y = y* = (a,(1 -
k,)/a,,). By computation, one obtains
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Iyt =(1ay (1-4)) y=y=(as (1K, )1azy) = ~ 1> (98)
4o
fyylh:h*:(Z/az (l—kz)),y:y*:(a2 (1—k2)/o¢zz) = _Tizkz) #0,
(99)
1-k
fh'h:h”:(zla2 (1-ky))y=y*=(ay (1-k; ) /ayy) = (12(0‘222) o
(100)

So, model (15) undergoes flip bifurcation by (98)-(100) if
Qe ZF| Py O

6.4. Analysis of Bifurcation at P,. From (45), the compu-
tation yields A,|(4g = =1, but A,;[g =1+ (2a,(1 - k,)/
a,(1-k)),1+ (2as/a, (1 — k;))#1or — 1. This suggests
that model (15) could undergo a flip bifurcation around P, if
Q) passes the curve:

(774 —_ . — 2
e, = {Q "= a; (1 —k1)}'

The proof of the following theorem shows that model
(15) undergoes flip bifurcation around P, if Q € F|p .

(101)

Theorem 12. Model (15) undergoes flip bifurcation around
P, if Qe Flp.

Proof. It is noticed that, w.r.t y = z = 0, model (15) is in-
variant. So, one restricts model (15) on y = z = 0, where it
becomes

X, =X, + h(al (1-k)x, — ocllel). (102)
From (102), define

f(x) = x+ha, (1 - k;)x — ha;; x*. (103)

Denote h=h*=(2/a;(1-k;)),x=x"= (a,; (1 -

k,)/a;,). By computation, one obtains
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Falhane =210, (1K) xmx=(a, (1-k, Y, ) = 1o (104)
Fxxlhae=(1a, (1K) = =(a, (1, Y1y ) = % #0,
(105)
Tl =(21ay (1)) emx=(ar (1K, o) = M
(106)

So, model (15) undergoes flip bifurcation by (104)-(106)
if Qe F| P, O

6.5. Analysis of Bifurcation at P5. From (50), the compu-
tation yields A,|5q=-1, but A,3|s9 =1+ (2a,(1 -
ky)lay (1 —kp)),1 - (2la; (1 —ky))[—a; + (a3, (1 = ky)a,/
a,,)] # 1 or — 1. This suggests that model (15) could undergo
flip bifurcation around P; if Q passes the curve:

SRS IS )

The proof of the following theorem shows that model
(15) undergoes flip bifurcation around Ps if Q € F|p .

(107)

Theorem 13. Model (15) undergoes flip bifurcation around
Psif Qe Flp.

Proof. Recall that if Q€ F[p, then |54 =-1, but
Ayslsay = 1+ (2a, (1 = ky)/a, (1 - 'k D), 1- (Z/a1 (1-ky))

[-a; + (a5, (1 — ky)a,/a,y)]#1or — 1. So, hereafter, de-
tailed flip bifurcation is explored if Q) varies in the nbhd of h,

ie,h=h+e¢ by assuming h+# (2a,,/(azay —a,as,(1 -
ky))), 2/a, (1 —k,). Let
U, = X
1-k
v, =, ( 2)‘12,
o, (108)
_ 3% a3 (1 - kz)az
w, =z, .
(%33
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Then, (15) gives

11

1+ ha, (1-k,) 0 0
Upii K Un
1-
—hoc21( 2)a2 1 - ha, (1 -k,) 0
Vil = 9%} Vu
Wy - 1-k 1-k n
0 —ha32<a3a32 a3 ( 2)“2) 1+h(—a3 +(x32( 2)“2)
(%33 LoY)

2 2
hayu, + ay (1 - ky )eu, — oy u,

45F)

h{(azu k)

‘12(1 - kz)

45%)

s[a2(1 —k2)<vn+

A3z — O3 (1 - kz)az

oc22<vn+ (
) -+

h[(

(1-ky)a,

K033

a303; — O3 (1 - kz)az

1-k)a,\’
72)2> +oc21unvn}+

45%)

1-ky)

2
az(
— 0y Uyl YV, +
)2

az03; — O3 (1 - kz)az

1 -ky)a,

)

45%) L5%)

A3y, — &3 (1 - kz)az

K033

)

A3V Wy —

a33<wn +

(

30y, — U3 (1 - kz)az

o))

A %33
By using transformation,
u, a; 0 0 X,
Vo | = Gu a2 0 Yn (110)
w, 1 11 z,

A %33

)2_

X %33

0632(1/” n (1- kz)“z)(wn + a3y, — o5, (1 - kz)az):|
o)) Ar%33
(109)
(109) takes the form
X1 -1 00 Xn F(xn’yn’ Zn’s)
yn+1 = 0 /‘2 0 yn + G(xwyn’zn’s) >
Zn+1 00 /13 Zn H (xn’ yn’ Zn’ 8)

(111)
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where

(=a; = a, + ark, +ayk; )y, (a,05, + as0, — a1k ay, — a5, + ayk,05,) 05
bl

a =
11 2
a, (=1 +ky) (=ay + as + a,k, )ay a3,
_ (‘11"‘22 +a30y, — a1k 0, — aas, + a2k2a32)(x33
ax = PRYE ’
(—ay +as + ask;)as,
G = (_azazz +a30y, + ak05, — ayos, + azkz‘xsz)“ss
2= >

2

(=ay +as + ayky) s,
F=x,a,(1-k)e-x2a,a, +hx’a,a, — X a,,0,¢&
= Xnd 1 n@11%11 nf11%1 ~ X, 4110016

2 2 2 2 2 2
aay, (1 -k )e - x, a7,y + hx,ay 0, — X, ea), 0y,
a

G=

h((ag (1- kz)z/“zz) + 20,8110 (X851 + Y,0ay) = G (X,051 + ¥,01 = kz/“zz)z)

ax

ey (1 = ky) (x,051 + Y00 + (a2 (1 = Ky)/any)) = x,,8a11 01 (X001 + Yoy + (a5 (1 = Ky)/azy))
ar

) (X081 + Y00 +(a, (1 - kz)/“ll))2
a2

>

‘12(1 _kz)as‘xaz_az“az(l _kz) (112)

H=h _xn(xn+yn+zn)a11a32_ 2
Gy %33

2
L4 (as03, — a3, (1 - k3)) —<x ¥y, tz,+ a3z — ayas (1 - kz)) a33]
n n n

T
0y 033 (%33

h((ag (1- k2)2/a22) + X, 81001 (X851 + V) = oy (X851 + Y0t (1 = kz)/‘xzz))z)

ax

ey (1 = k) (%4051 + Y0y + (a2 (1 = Ky)/any)) = x,,8a11 0 (X001 + Yoy + (a5 (1 = Ky)/ary))

a
2
e (%4021 + Yutpy +(a, (1 = ky)/eyy))
an
Ax0z, — A0, (1 — k
€a3<xn+)/n+zn+ 303 — a0 ( 2)
K033
a,(1-k,) asay —ay (1 -ky)as,
_£<xna21 + Yty + apl X, t Y, +2, +
22 A %33

2
303 — A3 (1 - kz)) o
33

a
—| x,+y,+z,+
n n n
( A %33
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Now, consider (111) on the center manifold, i.e.,
W) ={ (% Yo 2)l (7 20) = (X1 (%) X2 (%)), X: (0) = 0, Dy; (0) = 0, = 1,2}, (113)

where

xi(x,) = ax’ +bx’ +O(x)!, fori=1,2. (114)

From (111) and (113), one obtains
X1 (=2, + F (%, x15X2)) = Aoxy (%) + G (%, X15 X2)s

X2 (=%, + F (%, x5 X2)) = Asxa (%) + H (%, 15 X2)-
(115)

3
f(x,) = =x, + x,a, (1 —k))e = Xoay 0y, + hxiay oy, — x2a,,8,,€ + O<(|xn| +|£|) )

For the model to undergo flip bifurcation, the following
should be nonzero:

*f 10f3f
Q =\ —/——— —_ —— — = 1— N
! (8xnas+2 Oe Ox2 lo= a1 (1-k;)#0

10° 10
= (6 axJ; +(2 axj;) >|O = (ayy — hau“u)z >0.

(117)

From (117), one can say that about P; model (15) un-
dergoes flip bifurcation if Q € F|[,. Moreover, period-2
points  bifurcating from P; are stable since
Q, = (a;,&,; — ha, a;,)* >0. O

6.6. Analysis of Bifurcation at Pg. From (57), the compu-
tation yields A | ¢y = =1, but A, 5|6y =1+ (2/a, (1 - k;))
[a,(1 -k,) - (a0, (1 = k})/ay;)], 1 = (2as/a, (1 - k,))
#1or —1. This suggests that model (15) could undergo flip
bifurcation around Pg if Q) passes the curve:

2
Flp =4Q:h=—F—-—1}.
e { " alu—kl)}

(118)

From (115), computation yields a, = b, =a, =b, = 0.
Finally, map (111); restrict to W*(0) as

(116)

The proof of the following theorem shows that model
(15) undergoes flip bifurcation around Pg if Q € F|p .

Theorem 14. Model (15) undergoes flip bifurcation around
Pgif Q@ € Flp.

Proof. Recall that if Q€ F|[p, then Al =-1, but

sl =1+ (2/a, (1 -k ))[a2(1 -k,) - (a1a21(1 —ky)/
ay1)], 1= (2as/a, (1- k;)) # 1 or — 1. So, hereafter, detalled
flip bifurcation is explored if Q varies in the nbhd of A,

ie,h =h+e¢ byassuming h# (2/a3), 20,/ (a a5, (1 — k) —
a,aq; (1 —k,)). Let
1-
u = x —Lok)an
&
v, =y, (119)
w, = 7, -2,
%33

Then, (15) gives
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1-ha,(1-k) 0 0
Uyl k Uy
1
) 0 1+h<a2(1 k) - Aol 1)> 0 )
n+l1 2451 n
Vn+1 a wn
0 ~ho,—- 1 - ha,
3
(‘ll(l‘kl))2 a,(1-k) : a; (1-k) a;(1-k) ?
+| h————hay | u, +——) +ea, (1 k)| v, +——= ) —eay | , + ——=
Lo ay a1 &1
1-k
- hoczzvfl — hay,u,v, + ea, (1 - ky)v, — eoczzvfl - eoc21vn<un + ‘71(“1)>
11
a’ a, \*
nl = - + 2] -
<0c33 0‘33<wn “33> “32Vnwn>
veas w, +95 ) (1, + %) o, + %
3 n 0633 33 n (X33 32%n n 0‘33 .
(120)
Usi t f ti Xn+1 -10 0 Xy Fl (xn’yn’zn’g)
sing transformation,
g 01 0 yn+1 = 0 /12 0 yn + Gl (xn’yn’zn’s) >
u X
" " Zn+1 0 0 /‘3 Zn Hl (xn’yn’zn’s)
v, | =] 00 by Yo |- (121) (122)
w, 10 1 z, where
(120) becomes
bo. = a3 (—a,0, — azayy + ayky0q, +a 0, —ak a,,)
2 a3 3 '
1-k
Fy=-z,a,(1-k,)e+ Zn()’n + %)“215 +hz,05, + hy,z,00, + Zibzﬂzze
11
2
as a3 as
+ a3<xn + ¥, +—>s - znb23¢x32(xn + ¥, +—>s —<xn +y,+ —) ®35€
33 33 33
2 2
a; a,
+ h<—(xn + Yn)Zubastyy +— _<xn T YVu t —) 0‘33>’ (123)
33 33
a, (1-k a, (1-k)\
G1=a1(1‘k1)<)’n+ i 1)>€_h<yn+ i l))
11 o
ha? (1-k,)* 1-k)\
4 a; ( 1) —<J’n+al( 1)) e
o1 a1

a; (1-k)

2
>a21s + hz, 05, + hy,z,0,, + 2,by30,,¢.
o
11

H, = —Z,4; (1 - k2)£+ zn<yn +
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Now, from model (122) on the center manifold,

W(0) ={ (%, Yoo 2 (¥ 21) = (13 (%2)> X4 (%))> x; (0) = 0, Dy; (0) = 0,i = 3,4},

where

xi(x,) = ax +bx*> +O(x)!, fori=3,4 (125

From (122) and (124), one has

X5 (=%, + F1 (% X3 X)) = Aaxs (%) + Gy (% X35 Xa)s

Xa (=%, + Fy (%0 X35 Xa)) = Asxa (%) + Hy (%0 X35 Xa)-
(126)

2 2 2
a a a a
f(x,)=-x, +a3(x,, = >£—<xn = > age+h| — —<x,, = ) o5 |-
33 33 Q33 33

From (117) and (127), the computation yields:
Q, =3a; — (hal/ay;) #0 and Q, = h*a3; >0. This implies
that about Py, model (15) undergoes flip bifurcation if
Q € F|p . Moreover, period-2 points bifurcating from P are
stable since Q, = h?a2, > 0. O

6.7. Analysis of Bifurcation at P,. From (64), the compu-
tation yields A,| g = —1, but A,5| g =1~ (2/a; (1 - k,))
[a, (1 -k,) — (2a,05, (1- ky)/agy)], 1+ (2/a; (1 - ky)) [as —
(a, (1 = ky)ag/n,) + (aj0p,05, (1— ky)/aj a,,)]#1or — 1.
This suggests that model (15) could undergo flip bifurcation
around P, if Q passes the curve:

Fp, = {Q: h= (128)

wo)
a;(1-k))
The proof of the following theorem shows that

model (15) undergoes flip bifurcation around P, if
QeFlp.

15

(124)

From (126), the calculation yields: a; = b; = a, = b, = 0.
Thus, map (122); restrict to W€ (0) as

(127)

Theorem 15. Model (15) undergoes flip bifurcation around
Py if Qe Flp.

Proof. Recall that if Q€ F[p, then A =1, but
Ayslesy = 1= (2/a; (1 = k) [a, (1 - ky) = (2ayay, (1= k;)/
a1+ (2/a; (1 =ky))[a; — (a, (1 = ky)asy/ay,) + (a; ay,
o3, (1— ky)/aj 00,)] # 1or — 1. So, in the following, flip bi-
furcation is explored by assuming h # (2a,,/ (a0, (1- k,) —

2a,0y, (1=k1)))s Qayyapy/aza 6y, — aya 05, (1 - ky)+
a,0,05, (1-k;)). Let
1-k)a
&1
v, =y _ay (L= ky)ayy —ay (1 —ky)ay, (129)
o ®p1% )
w, = z,.

Then, (15) gives
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1-ha (1-k)) 0 0
Upyl
—hoc21<a2 (1 - kz)“n —a (1 - kl)“zl) 1— h(a2(1 _ kz) _ 2a,05, (1 - kl)) 0
Va1 | = A11% o
VVI
o 0 0 1+h(a3_az(l_kz)“32+“10‘21“32(1_k1))
) A11%
un
VV!
wn
2 2
h (a; (1 -ky)) —“11<”n+a1(1 _k1)>
a1 a1
2
+el a(1- k1)<un +4 (1- kl)) - (x11<un +4 (- kl))
1 an
: h[az (1 - k2)<a2 (1 - kZ)au —4 (1 — kl)aZl) + 0622<Vn + e (1 — kZ)“ll 4 (1 — kl)‘le)z
11027 *110,
_ %1“1 (1 _kl)/“z(l —ky)oy; —a (1~ kl)“m)] " e[uz(l —k2)<vn +a2(1 —ky)oy; —a, (1 _kl)“21>
a1 \ 110 X110
N +“2(1 —ky)ayy —a, (1-ky)ay, ’
T A11%)
- "‘21(% +4 ((117 kl))("n v (- kZ)a;l ;al - kl)aﬂ)]h(_“sswi - “32Vnwn) + £(a3wn - a33wi
1 1%
1- —a,(1-
_“32w”<vn+“2( kz)"‘;lnaf;l( kl)a21>>>.
(130)
Using transformation, (130) gives
u, c; 00 X, Xnt1 -1.0 0 Xn F, (xw)’n, Z, 8)
v, = 1 10 Vo |- (131) Yn1 = 0 /12 0 In | T Gz(xn’yn’zn’s) >
w, 0 01 z, Zn+l 0 0 4 Zn H, (%5 Yo 200 €)

(132)
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where
c = o110 (hay (1 = k) = ha, (1 = ky) = (2ha, (1 - ky)ay /ayy))
! hay, (ay (1= ky)ayy —ay (1-kp)ayy)
F. - h[( (a, (1 _kl))z/“u) = (xueny +(a (1~ kl)/“u))z“n] + 5[“1 (1=ky) (xyc1y +(ay (1=K )lagy)) = (ueqy +(ar (1 _kl)/“n))z‘xu]
2 Cn '
G, = h[az(l —ky) (a1, (1-ky) —a, (1 = ky)ay;) % (1= ky)ay (ara1, (1 - k) —ay (1 - Ky )ayy)
: 11022 “?1“22

ayay (1-ky) —a, (1 - k), >Zoc ]
2

A1109)

+<Xn+yn +

) h[( (a; (1~ kl))z/“n) = (xuery +(ay (1 - kl)/“u))z“u] + 5[“1 (1=Fy) (xpeqr +(ay (1= ky)layy)) = (xueqy + (ag (1= kl)/“u))z‘xll]

C11

Ap1%))

+ 5[“2(1 - k2)<xn + Yt ayay (1-ky) —a, (1~ kl)“n)

I‘ll (1= ky)ag, (%, + yu + (2281, (1 = ky) —a, (1 - kl)"‘u)/“n‘xzz))s (xuen (a8, (1 = ky) —ay (1 = ky )y, )y, a5) )02
a

>

1-k)-a,(1-k
H, = h(_(xn + )20ty — 22“33) + 5[5;1“3 - Zn<xn t Yt a8 ( 2) o ) )“32 - Zi“as}

00,
(133)
Now, using system (132) on the center manifold,
WE(0) ={ (x> Yo Zu)l (Vi 2) = (X (%) X6 (%))s xi (0) = 0, Dy; (0) = 0, = 5,6}, (134)
where X5 (=% + F3 (X0 X35 X6)) = AaXs (%) + G2 (X0 X5 Xo )»

2 3 4 .
. =ax +bx +0 , fori=5,6. 135
Xi (%) = a7+ b + O ()7, fori (35) B (o oo e)) = Aas (%) + Ha (X oo o).

In view of (132) and (134), we obtain (136)
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From (136), one gets: a5 = by = ag = bg = 0. Finally, map

(132); restrict to W*(0) as
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G

From (117) and (137), the computation yields: Q, = a, (1
—k;)(1=2¢,,)#0. Moreover, Q, = (ha; c;; +2a;,¢,,8)°
> 0. This implies that about P, model (15) undergoes flip
bifurcation if Q € F|p. Moreover, period-2 points bi-
furcating from P, are stable since Q, = (hajc;, +
20,,¢,,€) > 0.

)= —x, + h[((”l (1- kl))z/‘xll) = (xucry +(a (1= kl)/all))zall] + 5[“1 (1= ky) (xeny + (ar (1= ky)layy)) = (00 + (ay (1 - kl)/all))zall]'

1

(137)

Proof. Recall that if Q € F|p, then A;|(;5 = -1, but A,
l(75) = 1= (2/a; (1 = k) [a, (1 = k,) = (2a,05, (1 = ky)/ayy)
I, 1-(2/a,(1-k)))las— (a,(1 —ky)as,/ay) + (0,03,
(1 - ky)/ajap,)]#10r — 1. So, in the following, flip bi-
furcation is explored by assuming h# (2a;,/(aya;; (1 — k,)
= 20,05, (1 = ky))), (20 05/ (a3y1 055 — a0y, 05, (1 = ky) +
a,0,,04, (1= k;))). Let

6.8. Analysis of Bifurcation at Pg. From (71), the computa- B (1-ky)a,
tion yields 4[5 =~1, but A5l =1~ (2/a; (1 -k,)) Un = Xn a,
[a, (1 -k,) — Qa0 (1 = k) ay)], 1= (2/a, (1 - k;))[as —
(ay (1 = ky)azy/ay,) + (ay0n,a3, (1 = ky)/ag )] #1or — 1. _ a (1= ky)ayy —a (1= ky)ay
This suggests that model (15) could undergo flip bifurcation Vn=Yn— 10 >
around Py if Q) passes the curve:
. o 2 w -z — az0y1 0, —a, (1 - kz)“u%z +a, (1 - kl)“m“sz
M R () S .

The proof of the following theorem shows that model
(15) undergoes flip bifurcation around Py if Q) € Fp_. Then, (15) becomes
Theorem 16. Model (15) undergoes flip bifurcation around
Py if Q€ Flp.

1 - hay (1 -ky) 0
un+
1 _h%l(“z(l_kz)“u_“1(1_k1)“21> 1_h(az(l_kz)_2‘11“21(1_k1)> 0
Var1 | = 110 a1
Tl 0 _ha a3y 05 = ay (1= ky)ay sy +ay (1= ky )y a5, 1-hla 7“2(1_kz)“32+“1‘x21“32(1_k1)
. X1 022833 ’ 22 F11%22
U, F3 (xn’ yn’zn’e)
Vi + GS (xn’ yn’zn’e)

wy, H3 (xn’ Y Zn> S)

(140)
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where

F, = h(w_kl))z— aH(un +“1(1_k1)>2> v s(al (1 —k1)<un +“1(1"‘1)> - au<un +“1(1—k1))2>,

a,(1-ky)ay; —a, (1- k1)“21>
11922

G, = h<a2(1 - kz)(

2

ay (1 —ky)ay; —ay (1 - ky)ay,

— 01| Vi ) LA™
*1%3,

gy (1-k) (a2(1 —ky)ay; —a, (1 - kl)ocm))

Q1 A%,

2
. £(a2(1 B kz)("n N (1- kZ)a:xl”_ail (1- k1)0621> B “22(% . a,(1- kz)oc;ln—“il (1- kl)oc21>
—alu +M v +“2(1—k2)“11—a1(1_k1)“21
T 1 " oy &) '

(141)

H, = h<a3(33“11“22 —ay(1—ky)ay a3 +ay (1 - ky)ay s

— 03V, W
O Onn O 32Vn%n
11%22%33 >

2
a3, 0p, = a5 (1 = ky)a a5, +ay (1 - kl)a21a32)

— | w, +
33 n
( %033

“32“2 (1 - kz)‘xn ! (1 - kl)“21 <‘130‘110‘22 ) (1 - kz)“11“32 +a, (1 - kl)‘le“sz))

*110%2 Q10033

Az 0y — Ay (1 —ky)aty 05, +ay (1 =k )y,
+8(a3<wn+ 300,05, — a, ( 2)ag s, +ag ( 1)0 0,
K110 %33

2
_ “33<wn 4 B%% —ay (1 - k) a3 +ay (1 - kl)“21“32> > _ “32(% +a2(1 —ky)ay; —a, (1 _k1)“21)

0y 0y 033 Q110

az0y 0y —dy (1 - kz)“n%z +a, (1 - k1)0‘21“32
ex| w, + .

X1 %033

Now, by utilizing transformation, gives

dll 0 0 X, Xp+1 -10 0 Xy F;(xn,yn,zn,s)

dy dy 0 In | (142) I [= 0 A 0 Yo |+ G (% Ymzme) |

w 11 1/\z, Znt 0 04/ \z, Hy (% Y 2 €)
(143)
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where
d. = “il (ha, — ha\k, — ha, (1 - k,) — (2ha, (1 - kl)“u/“n))“;z“ss (ha, — hayky — h(as — (2, (1 = ky)azp/0t,) + (a1 (1 = Ky )y 3/ 041,435)))
= s
hz‘xm (ay (1= kep)oryy —ay (1 = ky oy Yoty (@301, 05y = a5 (1= Ky )y oz + ay (1= Ky )y 1)
= ayyay (hay — hayky — h(as = (ay (1 = ky)agp/at,) + (ay (1 = ky)ay ap/ayyayy ) et
o hasy (@300 = ay (1= ky) oy oz +ag (1 - ky)ay az,)
dos = X33 (“72“11“22 +a3041 0 + Ayk, 0105, — 20,0505, + 201K 05, 0 — Ay, 0, + Ak, 0, + a0 055 — “1k10‘21“32)
2= s
gy (300010007 = G200 03y + Aty 0y + @101 03y — A1K 0 3 )
P h(( (a,(1- kl))z/"‘u) = (x,dyy + (a, (1- kl)/“u))z”‘u) + 5(“1 (1—ky) (x,dyy + (a, (1= ky)ayy)) = (x,dyy + (ay (1= kl)/“u))z"‘u)
? dy ’
2 2 2
G d21(h(( (a,(1-ky)) /“11) = (eudny +(a (1= ky)layy)) 0‘11) +5(“1 (1= ky) (x,dyy + (ar (1= k) oyy)) = (xudyy +(a (1= ky)/ayy)) 0‘11))
2
dydy

aya, (1-ky) —a (1 *kl)‘le)z

h
+ Tn <*xnd11 (dyrx, +dpyy,) 0ty = ”‘21(d21xn +dpy,+ 0

+“2(1 —ky)(aya,, (1 - ky) —a, (1 - ky)ay,) _4 (1—ky)ay (apa,, (1 - k) —a, (1 - kl)"‘u))
G102 "‘%10‘22

€ ayay; (1 -ky)—a, (1-k))a
+d_<a2(1_k2)<d21xn+d22yn+ 2 11( 2) 1( 1) 21)
2

X110
4 (1= ky)ay, (dyyx +(ay (1= ky)/ayy)) (dagxy + dypyu + ((apa1: (1= ky) —ay (1= ko )/ ey 55))

an

ayayy (1-ky) —a, (1 _kl)aZI)Z“ )
22 )

A1

- (dZIxn +dpy,+

" 30,100y — a3y (1= Ky oty sy + ay (1= Ky oty a3, )
Hy=h _(}’n+22n)(d21xn+d22}’n)“32_0‘32(xn+)’n+zn+ 018 = 0 AL IRL W 32)
¥y 0433

T a3 (aso00 = a5 (1 = ky)ay o +ay (1 - ky )y a35) (144)
Q110033

_ (3201, (1 —ky) —ay (1 — Ky oty Yoty (@301 05 — a5 (1= Ky)ay a3, + 1 (1 - kl)"‘zl“az))
"‘%1“220‘33

(dy —dzz)(h(( (a,(1- kl))z/“n) = (dix, +(a; (1 ‘kl)/“n))zan) + 5(’31 (1=ky) (dyx, + (ay (1= Ky )oyy)) = (dyyx, + (ay (1 ‘kl)/“ll))zan))
dyydy,

aya,, (1-ky) —ay (1 *kl)“zl)z

X1 %92

+

h
e <_d11xn (dyrx, +dpy y, )ty = 0‘21(d21xn +dpy,+
2

1“2(1 —ky)(ayay, (1 —ky) —a, (1 — Ky )ty _4 (1—ky)ay (apa,, (1-ky) —a, (1 *kl)“zl))
011%22 "‘%1"‘22

€ aya; (1 -ky))—a, (1-k))a
+d_<a2(1_k2)<d21xn+d22}’n+ 2 11( 2) l( 1) 21)
2

A11%)

4 (1= ky)ay, (dyyx, + (a0 (1= ky)/oy)) (doyx, + ooy + (011 (1= ky) = ay (1= ky)ayy )/ oty 055))

LN

2
—(dnx,, +dyy, +“2“11(1 —ky)—a (1 _kl)“zl) “22>

11092

3010, — A, (1 = ky)ay oy +ay (1 - kl)‘xn‘"az)

+ &l as| x,, + +z,+
( 3( ot 011 %233

ayayy (1 -ky) —ay (1 kl)“u)

- “32(d21xn +dpy,+ o
1192

as010p — ay (1= ky)ay oz +ay (1 - kl)‘le%z)

X| x, + y +2z, +
nt VntZy,
( A1 %033

—(x,, + Ytz +

2

a301 0y, — ay (1= ky)ay oz +ay (1 - kl)“zl“n) «

33 |
X1 %033
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Now, from system (143) on the center manifold

W(0) ={ (%, Yo 2l (¥ 20) = (X7 (%21)s X5 (%))> x; (0) = 0, Dy; (0) = 0,i = 7,8},

where

xi(x,) = aixz + bix3 +0(x)!, fori=7,8. (146)

From (143) and (145), we obtain

X (=% + 3 (% X0 X8)) = Aoy (%) + G5 (%, X0 Xs)»

Xs (=% + F3 (%, X70 X)) = AsXs (%) + H (X X7 Xs)-
(147)

21

(145)

From (147), computation yields: a, = b, = ag = bg = 0.
Finally, map (143); restrict to W*(0) as

From (117) and (148), the computation yields:
Q, =a,(1-k{)(1-2dy;)#0. Moreover, Q, = (hay;d;; +
2a,,d,,€)* > 0. This implies that about Py model (15) un-
dergoes flip bifurcation if Q) € F|,. Moreover, period-2
points bifurcating from Pg are stable since Q, =
(hay,dy, + 2a,,d,,)* > 0. O

7. Numerical Simulations

Numerical simulations of three-species model (15) are
performed in this section to check previous theoretical
findings and to show rich dynamical behaviors. In this
regard, following eight cases are presented to address the
accuracy of theoretical results obtained about fixed points
for model (15):

Casel:ifa, =4.1,a, =4.2,a; = 0.08,k; =2.2,k, = 0.6
Loy = 0.04, 6y, = 0.4, 0y = 0.09, a5, = 0.09,
anday; = 0.4, then, from (29), one gets h=
0.4065040650406504. From (27), if h=0.01
< min{0.4065040650406504, 0.20703933747412007}
and starting from (0.9, 0.1,0.2), then Figure 1(a) in-
dicates that P; of (15) is a source. However, if
h = 0.5 > max{0.406504065040, 0.2070393374741},
then Figure 1(b) indicates that P, of (15) is a saddle.
Hence, theoretical results obtained in Lemma 2 co-
incide with numerical simulations.

Case I if a,=41l,a,=42,a, =27k =22k,
=0.6,00y; = 1.2,05, = 14,0y, = 1.9, a5, = 0.9, and
o33 = 0.4, then, from (35), one gets h=

0.7407407407407407. Figure 2(a) indicates if h = 0.01
<0.7407407407407407, then P, of (15) is a sink.
However, if & =0.95>0.7407407407407407, then
Figure 2(b) indicates that P, is unstable. Moreover, if
h = 0.7407407407407407, then P, exchanges the stability,

. h[( (a,(1- kl))z/“u) = (pdyy +(a (1~ kl)/“u))zau] + 5[“1 (1= ky) (xpdyy + (ay (1= ky)layy)) = (x,dyy + (ar (1 - kl)/“u))z"‘u]

dy
(148)

and in fact, flip bifurcation takes place by Theorem 10.
Therefore, the flip bifurcation diagrams are presented in
Figure 3. Finally, maximum Lyapunov exponents cor-
responding to Figure 3 are drawn in Figure 4.

Case III: if a, =4.1,a, =4.2,a; =27,k =2.2,k, =
16,0y, = 12,05, = 14,05, = 19,5, = 0.9, and
o33 = 0.4, then, from (42), one gets h=
0.7936507936507935. Hence, P, is stable if h<
0.7936507936507935, and exchange stability is h =
0.7407407407407407, and in fact, flip bifurcation takes
place by Theorem 11. Therefore, the flip bifurcation
diagrams with initial value (0, 0.3,0.1) are presented in
Figure 5. Finally, maximum Lyapunov exponents
corresponding to Figure 5 are drawn in Figure 6.

Case IV: if a, = 5.1,a, = 4.2,a; = 2.7,k, = 0.09,k, =
L6,a;; = 12,05, = 14,05, = 1.9,03, = 0.9, and a55 =
0.4, then, from (48), one gets h =0.43094160
741219567. Hence, P, is stable if h<0.4309416074
1219567, and exchange stability is h = 0.43094160
741219567, and in fact, flip bifurcation takes place by
Theorem 12. Therefore, the flip bifurcation diagrams
with initial value (0.1,0.2,0.1) are presented in Fig-
ure 7. Finally, maximum Lyapunov exponents corre-
sponding to Figure 7 are drawn in Figure 8.

Case V: if a,=71,a,=42,a,=27k =19k, =
L.6,a;, =120y = 1.4, = 1.9, a5, = 0.9, and
o33 = 0.4, then, from (54), one gets h =0.312989
04538341166. Hence, P is stable if h<0.312
98904538341166, and exchange stability is h =
0.31298904538341166, and in fact, flip bifurcation takes
place by Theorem 13. Therefore, the flip bifurcation
diagrams with initial value (0, 0.1,0.1) are presented in
Figure 9. Finally, maximum Lyapunov exponents
corresponding to Figure 9 are drawn in Figure 10.
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Ficure 3: Flip bifurcation diagrams at P,, where h € [0.1, 6.4].
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Maximum Lyapunov Exponent

n

I

n

¢ 000EO el 000 0 0 0

L

0.1

02 03 04 05
h

0.6

07 08 09

FIGURE 6: Maximum Lyapunov exponents corresponding to Figure 5.

o®® .
® o

®eo .

o o

6 12
5t 1 10 f
4 L | 8 L
£ 3 H 1 E 6
2+ 1
1+
0 - - 0
0.1 0.2 0.3 ) 0.7 0.1
h
(a)

Ficure 7: Continued.

0.105 0.11 0.115 0.12 0.125 0.13 0.135 0.14 0.145

h
(b)



Mathematical Problems in Engineering

N W R Ul Y
)

—_
L

NO

-10

-15

Maximum Lyapunov Exponent

=20 F

® 000me0 0000 0000 O O

_25 . . . . .
0 01 02 03 04 05 06 07 08 09

h

FIGURE 8: Maximum Lyapunov exponents corresponding to Figure 7.

10 v ' . it 10
9r 8 |
8 E
f. - 6
7 4]
6 +
2]
& 5 ¢
4 +
31
2 L
1t
O n " L " i " L 7
0.1 0.15 02 025 03 035 04 045 5 0.55
h
(a) (b)

FiGgure 9: Continued.

25



26 Mathematical Problems in Engineering

FiGure 9: Flip bifurcation diagrams at Ps, where h € [0.1, 1.4].
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FiGure 11: Flip bifurcation diagrams at Ps, where h € [0.1, 1.4].
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FiGgure 13: Flip bifurcation diagrams at P,, where h € [0.1, 1.0].
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FiGgure 15: Flip bifurcation diagrams at Pg, where h € [0.1, 4.2].
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TaBLE 1: Dynamical classifications around fixed points of model (15).

29

Ei));ictls Corresponding behavior
p Not sink; source if 0<h<min{2/a, (k, - 1),2/a, (k, - 1)}; saddle if
! h>max{2/a, (k; - 1),2/a, (k, — 1)}; nonhyperbolic if h = 2/a, (k; — 1) or h = 2/a, (k, — 1)
Sink if h>max{2/a, (k; - 1),2/a, (k, — 1)} and 0 < h < (2/as)
P Source if 0 < h <min{2/a, (k, - 1),2/a, (k, — 1)} and h > (2/a;)
2 Saddle if 0 < h < min{2/a, (k, — 1),2/a, (k, — 1)}and 0 < h < (2/a;)
Nonhyperbolic if & = (2/a;) or h = (2/a, (k, — 1)) or h = (2/a, (k, — 1))
Sink if h>max{2/a, (k; — 1), 2a,,/ (a,03, (1 — k) — aza,)}and 0 < h < 2/a, (1 - k)
P Source if 0 < h<min{2/a, (k, — 1), 2ay,/ (a,05, (1 — k,) — aza,)} and h > 2/a, (1 — k)
3 Saddle if h>max{2/a, (k, - 1),2/a, (1 — ky)}and 0 < h < (2a5,/ (ay03, (1 — k) — a3a,))
Nonhyperbolic if h = 2/a, (1 - k,) or h =2/a, (k; — 1) or h = 2a,,/(a,a5, (1 — k,) — aa,,)
Not sink; source if > max{2/a, (1 - k), 2/a, (k, - 1)}
P, Saddle if 0 < h<min{2/a, (1 -k,),2/a, (k, — 1)}
Nonhyperbolic if h = (2/a, (1 - k,)) or h = (2/a, (k, — 1))
Sink if h>max{2/a, (k; — 1), 2a,,/ (a0, — ayas, (1 = k,))}and 0 < h < 2/a, (1 - k)
p Source if 0 <h<min{2/a, (k; — 1), 2a,,/ (a3, — a,as, (1 — k,))}and h > 2/a, (1 - k)
5

Saddle if h>max{2/a, (k; — 1), 2a,,/ (a3, — ayas, (1 — ky))} and h > 2/a, (1 - k)
Nonhyperbolic if h = 2/a, (k; — 1) or h = (a;a,, — 2ay,)/a,a5, (1 — k,) or h =2/a, (1 - k,)
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TaBLE 1: Continued.

Fixed
points

Corresponding behavior

Sink if 0 < h<min{2/a, (1 - k,),2/as} and h> 20,/ (a0, (1 — ky) — ayay; (1 = ky))s

P

source if h>max{2/a, (1 - k;),2/as} and 0 < h < 2a,,/ (a0, (1 = ky) — ayay; (1 = ky));
saddle if 0 < h<min{2/a, (1 - k,),2/as} and 0 < h < 20y, / (a0t (1 = ky) — ayq; (1 = ky))s

nonhyperbolic if h = 2/a, (1 — k) or h = (2/a;) or h = 2a;,/(a,a,, (1 - k;) — a,a;, (1 - k,)).

Sink if 0 < h<min{2/a, (1 - k,),2a,,/ (aya;; (1 — k;) — 2a,05, (1 —k;))} and
h> 20,00,/ (a300, 00 — Ay, 05, (1 = ky) + a2y, 05, (1 - ky))
Source if h>max{2/a, (1 - k), 2ay,/ (aya,, (1 — k,) — 2a,0,, (1 - k;))} and

0<h <2000,/ (A300,05, — ay0,05, (1 — k) + a0, 05, (1 — ky))
Saddle if 0 < h<min{2/a, (1 - k,), 20,/ (aya;; (1 — k) — 2a,a5, (1 — k;))} and

h <20 05,/ (a500, 007 — ay011 055 (1 = k) + @y 05105, (1 = k1))

Nonhyperbolic if h = 2/a; (1 - k;) or h = 2a,,/(a,a;; (1 — k;) — 2a,a,, (1 — k;)) or

h = 20105,/ (A500, 055 — ay01105, (1 — k) + a0, 05, (1 — k)

Sink if

0<h<min{2/a, (1 —k,),2a,,/ (a0, (1 — k) = 2a,05, (1 = ky)), 20, 0/ (G500, 00y — Ay0ty1 055 (1 = k) + aq051 05, (1 = k)

Source if

Py h>max{2/a, (1 - k,),2a,,/(a,a,, (1 = k) = 2a,0,, (1 = ky)), 20 @/ (@301, 0y — Aty 0035 (1 — k) + ay 05105, (1 = ky)}
Saddle if 0 < h<min{2/a, (1 - k,), 20,/ (aya;; (1 — k) — 2a,a5, (1 —k;))} and
h> 20y, 00,/ (a300, 055 = Ay, 03, (1 = k) + @y a5, 05, (1 = Ky )

Nonhyperbolic if h = 2/a, (1 - k;) or h =

2ay,
ayayy (1-ky)-2a, 0, (1-ky)

or h = 2ay, 05,/ (a0, 65, — A0y, 435 (1 — k) + a0, 63, (1 - k)

Case VI:ifa, =7.1,a, =4.2,a; = 2.7,k, = 0.0009, k, =
1.6,a,, = 1.2,ap, = 14,05, = 1.9,05, =0.9,0035 = 0.4
then from (61) one gets: h = 0.2819438903463822.
Hence P, is stable if h<0.2819438903463822, and
exchange stability if h =0.2819438903463822 and
infact flip bifurcation takes place by Theorem 14.
Therefore the flip bifurcation diagrams with initial
value (0.1,0,0.1) are presented in Figure 11. Finally
maximum lypunov exponents corresponding to Fig-
ure 11 are drawn in Figure 12.

Case VII: If g, = 9.1,a, = 4.2,a, = 2.7,k = 0.23,k, =
4.6,a;, = 12,0, = 1.4, 05, = 0.099, a5, = 5.9, and a4
=24, then, from (68), one gets h =0.285428
8568574283. Hence, P, is stable if h<0.2854
288568574283, and exchange stability is h = 0.2854
288568574283, and in fact, flip bifurcation takes place
by Theorem 15. Therefore, the flip bifurcation diagrams
with initial value (0.2,0.1, 0) are presented in Figure 13.
Finally, maximum Lyapunov exponents corresponding
to Figure 13 are drawn in Figure 14.

Case VIIL: if a; =9.1,a, = 1.2,a; =2.7,k, =0.9,k, =
0.006,a;; =4.2,0y, = 1.4, a5, = 4.9, a5, = 1.9, and
o33 = 0.4, then, from (75), one gets h =2.19780
21978021984. Hence, P, = (0.21666666666666,
0.09366666666666, 6.305083333333) is stable if h<
2.1978021978021984, and exchange stability is
h =2.1978021978021984, and in fact, flip bifurcation
takes place by Theorem 16. Therefore, flip bifurcation
diagrams with (0.2, 0.2,0.4) are presented in Figure 15
which indicates that period-2 points bifurcate from
Py are stable, since Q, = (ha,d,, +2a;,d,,)* =
310.844023668 > 0. Finally, maximum Lyapunov ex-
ponents corresponding to Figure 15 are drawn in
Figure 16.

8. Conclusion

The work is about the existence of fixed points, topological
classifications around fixed points, periodic points, and
bifurcations of a three-species discrete food chain model
with harvesting in the region: Ri = {(x, V,2) X, Y, 22 0}.
We proved that, for all parametric values k, a,, a,, as, ky, k,,
11> Aoy 05 Usy, and aq3, model (15) has trivial fixed point:
P, = (0,0,0); boundary fixed points: P, = (0,0,a5/as3)
Va,, az3>0; Py = (0, (1 -ky)ay/a,,,0)ifk,<1; Py=((1-
kalay;,0,0)if ky <1; P = (0, (1 = ky)a,/ay,, ((azay, —
a3, (1 —ky)a,) ey, as3))if a; > (a5, (1 — ky)a,/a,,) with — k,
<1; Py = ((1 - k)a,/ay;,0, aslass)ifky <1; P, = ((1-ky)
aylay, (a, (1 —ky)ay —aq (1 - kyayy) a0y, 0)if a, > (a,

(1 =kp)ay /(1= ky)a,,) with ki, k, < 1. We also proved that
it ky<1, a,> (a, (1 —k))ay, /(1 -ky)ay,) and a;> (a,(1
—ky)og 05— a; (1= kp)oy aa;) 0 6y, then, Py = (((1 - k)
afayy), (ay (1= kyayy —ay (1= ko)) oy 6, (a0, —
ay (1 —ky)a a3, +a, (1 = ky)ayas,)/a1,05,053) is an  in-
terior equilibrium point of (15). Furthermore, we studied the
local stability with different topological classifications
around each fixed points whose main findings are presented
in Table 1. Next, for under consideration model (15), we also
studied existence of periodic points by existing theory.
Furthermore, we explored the existence of possible bi-
furcations about each fixed points in order to understand
dynamics of model (15) deeply. It is proved that (i) around
P, model undergoes no flip bifurcation if Qe F|, =
{Q: h =2/a, (k; - 1)}, (ii) around P, model undergoes flip
bifurcation if Q€ F|p ={Q: h=2/a;}, (iii) around P,
model undergoes flip bifurcation if Q€ F|p ={Q: h=
2/a, (1 - k,)}, (iv) around P, model undergoes flip bi-
furcationif Q € F|p = {Q: h =2/a; (1 - k,)}, (v) around P5
model undergoes flip bifurcation if Q€ F|p ={Q: h=
2/a, (k; — 1)}, (vi) around P, model undergoes flip
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bifurcation if Qe F|p = {Q: h=2/a,(1-ky)}, (vii)
around P; model undergoes flip bifurcation if Q € F|, =
{Q: h=2/a, (1 -k,)}, and (viii) around P; model un-
dergoes flip bifurcation if Q € F|p = {Q: h =2/a; (1 - k;)}.
Finally, obtained results are verified numerically. This re-
search can provide a framework for theoretical basis and
help for the research in different aspects of biology specif-
ically in the field of ecology.
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The aim of this paper is to unify the extended Mittag-Leffler function and generalized Q function and define a unified Mittag-
Leffler function. Both the extended Mittag-Leffler function and generalized Q function can be obtained from the unified Mittag-
Leffler function. The Laplace, Euler beta, and Whittaker transformations are applied for this function, and generalized formulas
are obtained. These formulas reproduce integral transformations of various deduced Mittag-Leffler functions and Q function.
Also, the convergence of this unified Mittag-Leffler function is proved, and an associated fractional integral operator

is constructed.

1. Introduction

The exponential function naturally exists in the solution of
differential equations and plays a very vital role in solving
real-world problems modeled in the form of differential
mathematical systems. At the same time, the Mittag-Leffler
function provides assistance in the formulation of solutions
of complicated fractional dynamical systems. The aim of this
paper is to unify two types of functions, namely, an extended
generalized Mittag-Leffler function given in (7) and the Q
function given in (8). We study Laplace, Euler beta, and
Whittaker transformations of extended generalized Mittag-
Leffler function given in (7) and the Q function given in (8)
in the compact formulas. Also we will define a compact form
of fractional integral operator.

First, we give some basic definitions and notations which
will be helpful to understand later definitions. These include
the Laplace transform, Euler beta transform, Whittaker
transform, gamma function (I'), beta function (B), p-beta
function (B p), Mittag-Leffler function (E,g), extended

Mittag-Leffler function (E’;’El;;e), the fractional integral

operator associated with extended Mittag-Leffler function

. . A,p,0.k,
and generalized Q function (Q“’; v 87”).

Definition 1 (see [1]). Laplace transform of an integrable
function f on [0, 00) is defined as follows:

LIf ()] = jzoe Fdt, (1)

where s € C is the variable of the transform.

Definition 2 (see [2]). The Euler beta transform of a function
f is defined by the following definite integral:

B[f (t);a,b] = J:t“*(l — 0" (h)dt, (2)

where a and b are any complex number with R (a) >0 and
R (b)>0.

Definition 3 (see [2]). The Whittaker transform is defined by
the following improper integral:
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L((1/2) + p+ )T ((1/2)
[(1-A+v)

-+

>

) -1
J e 1Ry W, (H)dt =
. ,

(3)

where R (4 +v)> — (1/2) and Wy, is the Whittaker con-
fluent hypergeometric function.

Definition 4 (see [3]). The gamma function is defined by the
following improper integral:

I['(z) = I e 't (4)
0
where R (z) > 0.

Definition 5 (see [2]). The beta function is defined by a
definite integral and is given by

B(m,n) = Jl £ — ey L, (5)
0
where R (m), R (n) >0.

Definition 6 (see [4]). The Mittag-Lefller function with two
parameters is defined by the following series:

0 1
_ z
Ea,ﬁ (2) = ;m, (6)

where R («a) > 0.

Definition 7 (see [5]). An extended and generalized Mittag-

Leffler function (an k’) is defined by the following series:

MR (52 ) = i B, (A+1k,0- 1) (0)2
wpy 2 B(L,0-2)(y),T(al+p)

1=0

(7)

where z,a,5,7,0,A € C,R (o), R (B), R (), R(0),R(A)>0
with p>0, r>0, 0<k<r+R(a), and (0); = (T'(0+Ik)/
().

A,p,0,k,n )

Definition 8 (see [2]). A generalized Q function (Q%ﬁ,%a)w

is defined by the following series:

/\p O.kn . [T, B(b;,1) (A)pl(e)klzl
Qiponr (28) = Z T B(ap ) (g (Wl (ad + B)
(8)

where a= (a;,a,,...,a,),b= (b;,b,,..., b,),apB7,0,
‘u) 1); A)pa 6) ai) bi € C) mln{m (“))m(ﬁ)’m(y)7m(0))m(/\')a
R (), R(p)}>0,ke (0,1)UN.

The Mittag-Leffler function takes place naturally similar
to that of the exponential function in the solutions of
fractional integro-differential equations having the arbitrary
order. The Mittag-Leffler functions have to gain more rec-
ognition due to their wide applications in diverse fields
[5-9]. They are used to define new fractional integral op-
erators, and the fractional integral operators are used to
generalize mathematical inequalities, see [5, 8, 10-14].
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Our motivation is to introduce the unified Mittag-Leffler
function. In this paper, we unify the extended Mittag-Leffler
function (7) and generalized Q function (8) in a single
function named unified Mittag-Leffler function. We studied
the Laplace, Euler beta, and Whittaker transformation of the
unified Mittag-Leftler function and obtained the compact
formulas which reproduce integral transformations of
Mittag-Leffler function and generalized Q function. Fur-
thermore, the convergence of unified Mittag-Leffler function
is proved, associated fractional integral operator is defined,
and its boundedness is provided.

In the next section, we give the definition of unified
Mittag-Leffler function and deduce extended generalized
Mittag-Leffler function and generalized Q functions.

2. Unified Mittag-Leffler Function

We define a Mittag-Leffler function (will be called the

unified Mittag-Leffler function) which unifies the functions

given in (7) and (8) as follows:

zabep ZH; pr(bt’a (A)pl(e)kl 2

5 [T B(ciai) ()or () T (ol + B)’

(9)

an)) Q = (blina e )bn)a g = (C1$ C2a

,n such that R (a;),R(b,),

Ap,0ik,;n

Moc,[i,y,&,y,v

where a = (a;,a,,...,
cCy)s ap b eCri=1,. ..

R(c)>0,Vi. Also let apf,y.8,uv4p, 0,z€C,
min{R (a), R (B), R(y), R (), R(A),R(0)}>0, and ke
(0,1)UN with  k+R(p)<R(G+7v+a), Im(p) =

Im(§+ v+ a).
For n =1, (9) will obtain the following form:
APk

(bpal (A) 1 (D) Zl
by, . ’
“ﬁ’%a%” (Z 4.5¢ p) Z (cl,al)(y)(;l ([4)7,1 F(“Z +B)

(10)

By setting b, =¢, +lk,a, =0-A,¢c,=A4p=7v=0,6>0

in (10), we will get (7). Also, by substituting a; = I, p = 0 and

R (p) >0 in (9), we will obtain (8). Hence the newly defined

Mittag-Leffler function provides different kinds of related

functions by setting the specific values of the parameters. The

functions defined in [2, 4-9, 15] are particular cases of this
newly defined function.

2.1. Integral Transforms of Unified Mittag-Leffler Function.
Now we give the integral transforms of the unified Mittag-
Leftler function. These transformations include the Laplace
transform, Euler beta transform, and Whittaker transform.

2.1.1. Laplace Transform. First we give the Laplace trans-
form of the unified Mittag-Leffler function.

Theorem 1. For a = (a;,a,,...,a,),b=
c= (¢ ¢cp-.56,)a,bhc;,€Cii=1,. such  that
R(q;),R(b),R(c;)>0,Vi. Also let a, ﬁ Y, 6, i, v, A, ps
6,t € C, min{R(a),R(B), R (), R, RA),R(O)}>0,
and ke (0,)UN  with k+R(p)<RO+v+a),
Im(p) = Im (8 + v + «), and the Laplace transform of unified
Mittag-Leffler function is given as follows:

(bl,bz, ..by),
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Apbkn o, Apbkln( -1, Proof. By the definition of the Laplace transform of a
L M%ﬁ)%&ﬂ,v (t ab.cp )] =s M%ﬁ»%&w( a.b.¢p ) function, we have

(11)

[ pppbkn (t:a )] _ JOO e—srool_[:'l:l B, (b a;) (A)pl(g)kl £ ,
afpdpy & bop s [T, B(ca:) (P)si (@) T(ad +B)

Z i1 B, bva)(/\)pl(e)kl 1 I
< [T B(ca;) (Vs (), T(ad +B) &

ZH, 1B, (b a; )(/\)pl(e)kz 1

1
LTI Blera) Dy (@) T+ )

Hence the Laplace transform of the unified Mittag-  Corollary 1. For a;=1,p =0, and R (p)>0, the Laplace

Leffler function can be given as follows: transform of the unified Mittag-Leffler function will become
Ap.6k, —1p Apbklng ~1 Lp.0k, Lp.0k;
L[M¥M (1abep)| = s ML (<L b, p). L[ Mgk (abiep)| = L[ Qe (o) | ()
(13)

O  Proof. From Theorem 1, we have

o T" ) 2] -1
L Mig@lsnv(t_ah’g)p)]=S—lznz 1 p( z)( )pl( Dk (1)s (15)
o = T2 B(cia:) (0o () T(ad + p)
For p=0, B, (x,¥) = B(x, y). Therefore the above expression becomes
B(b;,a;) (1), (0
L Mﬁ’Z’i"E’"v(t;ﬂ b, p ] B -121_[1 1 B(bpa) V(0 (1)s7 (16)
e o [T B(cina;) (V)a (W) Tad + B)
Putting a; = and R (p) > 0, we get the following:
B(b;,1) (1), (6 157!
[ i;elgnv(t7 abcp ] an L B(b,1)( )pz( D s (17)
e 5 [T B D) (0ot () T(ad + B)
Hence we get 2.1.2. Euler Beta Transform. The Euler beta transformation of

the unified Mittag-Leffler function is given in the next theorem.
Ap,O.k.n Ap,0.k,n .
L[M“’ﬁ’%&“’”( abop )] L[Q“"*’Y"?’W (t:8, g)]' U8 heorem 2. For a= (anay..a)b= (b by ..b),
c= (c,¢p--5Cy)apbc;,€Cii=1,...,n such that
R(a;), R (b)), R(c;)>0,Vi. Also let o, fB,y,8,u,v,Ap,
6,t € C, min{R(a),R(B), R (), R, RA),R()}>0,
Aok Lok and ke (0,1)UN  with k+R(p)<R(E+v+a),
[ aBpdpy (t;a,b,c,p )] = L[Ea’,l;’,y’ (t; P)]- (19)  Im(p) = Im(8 + v + &), and the Euler beta transform of the
O unified Mittag-Leffler function is given as follows:

Similarly forn=1,bl=cl+lk,al=0-1,cl1=1,p=v=0
and § >0 one can have



[T By (b a:) (M), (0)ia B(1 +m, )
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L.p.0.k.n «
B|M ,(t;a,b,¢, ;m,n] = - . (20)
fntus (105 P) 2T Blera) Py Tal+ )
Proof. By the definition of beta transform of an integrable
function, we have the following:
!
Ap.0kn m 1 n—1 Hz 1B (bl’a (A)pl(e)kl t
B|M t;g>b)£’ ym,n :J (]. t) dr
osniur (585:6:2) 2T B eo) (a0 Tl
©I. B, (b, a;) (M), (0 1
=y pp %) WOy 1 J A SR L (21)
£ B (e a,) M (0 T(@d+ ) Jo
ZHI 1B (bia;,) (V) (0 B(I+m, n)
o [T B(cpa) (Vo (w)y T(al+p)
O
Corollary 2. Fora; =1,p =0, and R (p) >0, the Euler beta 6,t € C, min{R(a),R(B),R(y), R (), R (), R()}>0,
transform of unified Mittag-Leffler function will become and ke (0,1)UN  with k+R(p)<R(E+v+a),
bk T Im(p) =Im(8 + v+ «), and we have
B[Myk (abiep)| = B[ (b.0)] @2 o e e
—(¢t/2) i-1 p0.kn
JO e W2y w/\w((pt)Mafl)iy)&w (wt";a,b,c, p)dt
Similarly forn=1,bl=cl +lk,al=0-1,cl=1,p=v=0 (24)

and & >0 one can have

ApOkn (t;@b,gp)] _ B[Eifgl;e(t p)] (23)

B [Ma,ﬂ,y,ﬁ,y,v

2.1.3. Whittaker Transform. The Whittaker transformation
of the unified Mittag-Leftler function is given in the next
theorem.

Theorem 3. For a—(al,az,...,a)b (by,b,,...,b,),

c=(c;,¢p..5¢,)a5b,c;,€Cii=1,. such  that
R(aq;),R(b;),R(c;)>0,Vi. Also let a,ﬁ,y,&,y,v,(,p,

0 1
@) q {,p,0,k,n
J 0 ° ' (‘/5> Ory (DM g5

-¢
¢ (f =D ok fyn -
- M S y1 (@9 s a,b, ¢, p),

where f = (1/2) ry+&and g=1-1+L&

Proof. Consider the following improper integral:

R - .0k,
jo e W lwA,w(¢t)Mif;;’%5Z‘)v(wt”;g,b,g,p)dt. (25)

By substituting ¢t = g in the above integral, we obtain
the following:

(w(i)"wp)i?

00 ' B, (b, q 0 il

1) Vs (W)y T(ad+p) 1 (26)

Hl B (bz’a )(C) l(e)kl w (1/(/))’11 o
4 1 p 12) (E+ql)—
- Z a;) (Vg (W) T(d + ) J e g

Hl:1 B( Ci>

q' w),y (@)dg.
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By using the definition of Whittaker transformation, we
get

e EZHHB (b5,0;) (O (Og ' (1/¢)™ T((1/2) + y + & + qT ((172) — v + &+ 7l)
5 [T B(cia:) o (1) T(ad + ) L(1=A+&+7)

ZH, 1 By (05:3) (0 (O & (1) T((1/2) £y + &+ 7))
]_L 1 Blcina) (P (@) T(ad+P) T(L=A+&+xDI(1+1)

ZHI 1B, (0a)) (0,1 Oy ' (1/9)"  T(g)T(f +yDT(f) (27)
o [T IB(cua ) (W)si (@) T(al+B) T (9T (g +nhI(1+DI(f)

ZHI 1B, (61,a:) (0, (0 o' (/)" (f = DNy
5 [T B(cina;) (W () Tad +B) (g = DHG)y (1)

z(f Cp ik fonn -1,
=¢ 1)‘M“>l3’%5)14>”)9)’1,1 (0p "sa.b,¢, p),

where f: = (1/2) + y+& and g: =1-1+¢, and the re-  Theorem 4. The unified Mittag-Leffler function (MM;SYG)E;J)
quired result is obtained. O  converges absolutely for all values of te ¢

k+R(p) <R +v+a) with Im(p) =Im(+ v+ a).
Corollary 3. For a; =1,p =0 and R(p) >0, we have

0
J o~ (9124 1ww (¢t) Mi’/}%:iy (wt";a,b, ¢, p)dt Proof. By the definition of the unified Mittag-Leffler func-
0 (28)  tion, we have the following series:
(ee]
—(¢t/2) &~ 1 Cp.0k,n .
= JO e M wy (GDQ s (@t by c)dr. Mi%%zv (t;a,b,¢, p)

an 1 B (bv a;) My (O t

Similarly forn=1,bl=cl +lk,al=0-1,cl1=1,p=v=0 T Blepar) (D (0 T(ad ) (31)

and & >0 one can have
(o)
- — p,0:k,
JO e ((Pt/Z) t£ lw,Lv/ (¢t)Mi»i§,Yx5:;:V (wtﬂ; a, b’ [ p)dt
(29) 1=0

(o)
—(¢t/2) £-1 {,8kn n
e " w t)E wt'p)dt.
J 0 Ay (90) apy (wt"p) where

[T B, (bi>a;) M (O 1
[T B(cina:) (V) (@) T(ad +P)

a 0y 6 [(al+a+
Before stating the theorem for the convergence of the unified Ia : I I ) 2 ((0))“ ()(/)‘;M . (‘21)1)'1” . (F (@l /3)/3 )I.
Mittag-Leffler function, we give an important formula that bl Pip kiek Ve W
will be used in the proof of our theorem. (32)

3. Convergence of Unified a; =

Mittag-Leffler Function

Definition 9. The asymptotic formula for the gamma Applying limit on both sides, we get the following:

function is given in [5] the following:

fa29 o, Bierb=D (1))
*J1 30

I'b+z) 2z z

|z| — oo, |argz| < .

I(A)Pl O Wores Wy Tlal+a+p)

li .
Rolaral T oMy @ Mt Wy T(ad+p)

I—00

(33)
al+1



Using (30), the fractions involving Pochhammer sym-
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bols and gamma function in (33) become the following: (z)))/‘;lw = (8°| 1+ 2y +2(15 -1 + O< (511)2>]’ (36)
al I
(/\)pz _ 2A+p-1 1
= (pl) P[1— +o< 2)] (34) -
(A) I+ 2l (Pl) (:u)vlw 2.” +v-1 1
pltp W, =) - 1+ 5 +0 o)l (37)
(O k[ 20+k-1 ( 1 )]
=(kl)""|1- +0 , (35) r
(O 21 (kI)? T+a+p) | of. 2B+a-1 1
Kl+k 7”“1 ) = (al) -1 + 5] +0 o) | (38)
Using (34)-(38) in (33), we get the following:
e |y 2A+p-1 1
Jim anl Jim 1 (D) [1 21 O( (pl)2>]
k|, 20+k-1 2y+8 1
<) [1 2 ((kl) )] o0 [ O( (61)2>]
2 1 2B+a-1 1 3%
) Yt — +a-
<00 [“ 2 +O<(v) )]( l)[ 2 +O((al)2)]"
lim a ~ lim v a” [ @rrea)—(prh)
l—o0|a)q I—00 p k

The formula for the radius of convergence of a series is

lim |2 = R (40)

I—00

aryy

Therefore, the function M , ,, converges absolutely

for all values of f if k+&(p)<m(6+v+a) with
Im(p) =Im(5+7v+w). O O

Next, we give recurrence relations of unified Mittag-
Leffler function.
Theorem 5. Leta = (a,,a,,...

aan),b = (bl)b2)~ .. )bn))g =

6,t € C, min{R (), R(B),R(y),R(),RA),R()}>0,
and ke (0,1)UN  with k+R(p)<ROE+v+a),
Im(p) =Im (8 + v+ «), and then the difference of two con-
secutive unified Mittag-Leffler functions is given as follows:

Ap.6.k.n

Lp.0.k.n
B0 (t; a, b’ S P) -M

. afytoun (£ b6 p)

(41)
t6 d Ap.Okn
- m EM‘XJ;)%&,[J,V (t; a, Q: [&N p),

with R (y) > 1.

(C1sCpr--osCp)rlpbync; €Cii=1,...,n such that  Proof. By the definition of the unified Mittag-LefHler func-
R(a;),R(b;),R(c;)>0,Vi. Also let o, fB,7,6m7Ap, tion, we have
19,0,k A0k,
Mot,f/)i,y,&:i,v (t; a, b’ S P) - Ma,l[;,y—lr,l&y,v (t; a, b’ S P)

Hl 1 B bl’ a; ) (A)pl (e)kl

- ; Hl 1 B(Cz’a )(ﬂ)vl

1
T(al+B) | (Pa  (y- 1)51]

tl T'(y) ol

OZO: bna)(/l)pl(e)kl
1=0 Hl 1 B(Ct’a )(Au)vl

T(ad+P) T(y+d) 1—y (42)

Hz 1B (bz’a )(A) l(e)kl ltl_l

-y ; [T B(cia;) (W) (p)s T(al +B)

t§ d

_ A Apbkn
1—ydt

Mlx,ﬁ,y,ﬁ,y;u (ta a, Q; [oN P)
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Theorem 6. For meZ', a=(ay,a,...,a,),b=
(by,by,...5b,),c = (¢1,¢y- . .5 C,), Wherea;, by, ¢; € Cyi =

L,...,n such that R(a;),R(b,),R(c;)>0,Vi. Also let
By, 8,7 p,  0,teC,  min{R(a),R(P),R©H),R

D ()i QL Ti2y By (bia;) (A +

(0, R(A),R(O}>0 and ke (0,1)UN with k+R(p) <
RS +v+a), Im(p) =Im(d + v+ ), and mth derivative of

unified Mittag-Leffler function is given by

pm),y (0+km)y  (1+1),¢

s (W 55 TTE Bcina) (y +
Proof. Differentiating the unified Mittag-Leftler function m

times, we get

d " Ap,0k
,p,0,K.n .
(dt) Maﬁ,%a,[t,v (t7 a, b, [oN p)

dm)g (u+vm),; T (a(l+m)+p)

.., (I=(m-1)]F"

ZHI lB bt’a) /\)pl Kkl [l(l_
Hl IB(Cl’a )(Y)(Sl (‘u)vl

I'(al+f5)

[T B, (b a:) D),y ey Okt [(l+m)<l+m—1) L+

Z H; 1B(Cna)()’)a(1+m () 1em)

We know that (0),, = (0+a),(0),. Therefore, we
obtain

d\" ek
pOkn (.
(5) M“’ﬁ)%&w (t:a,b.c,p)

ocl+ﬁ)

Wy (O)yse STTi1 By (b @) (A + pr)y (6+ k) (1+1),,,¢

" W Wy S TTE Benar) (y +

Next, we give the definition of fractional integral op-
erator with unified Mittag-Leftler (Mfunction) as the kernel.

at,a.f,y,0,4,v

g
[oretkn g (f;g,lz,g,P)=J -0

WA p.Bikn b B-1
Lt vsunf (abcp) = L t-&"'M

Wlth Q: (al’aZ)---aan))b: (blabZ)---abn)’gz (C1>C27
...,¢,),wherea;, b,c,0eC;i=1,...,n such that
R(a,),Rb,),R(c;)>0,Vi. Also let «pB,y,8uvAp,

Sm)g (u+vm),; T(a(l+m)+p)

(43)

(44)

(45)

O

Definition 10. Let f € L,[a,b]. Then V& € [a,b], the frac-
tional integral operator with Mfunction as its kernel is

defined as follows:

MR (@(E= 0% a,b,c,p)f (£)dt,

o,B,7,0,1,V

o,B,7,0,1,V

L0kn (o (¢~ 8% a,byc, p) f (1)L,

(46)

6,t € C, min{R(a),R(B),R(y),R(),R(),R(O)}>0,
and ke (0,1)UN with k+R(p)<R(G+7v+a),

Im(p) =Im(+ v+ ).
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Remark 1. For n=1, by=c;+1lk, a;=0-1, c;=A, p=v=0, Theorem 7. Let f € L,[a,b]l. If a= (a;,a,...,a,),b=

0> 0, we obtain the fractional integral operator containing (by,b,,...,b,),¢c= (¢1,¢5,...,¢,), wherea;, b;,c;,w € C;i =
extended generalized Mittag-Leffler function in its kernel 1,...,n such that R(a,), ER(b) R(c;)>0,Vi. Also let
and is given by [5]; o B9, 0,4, A p,  O,teC, min{?{ (), R(B),R(y),R

£ (8, R(\),R(0)}>0, and ke (0,1)UN with k+R(p)<
‘”“kgf(f p) = J (E—t)’s_lEA"s’k’g(w(f—t)“,p)f(t)dt, R +v+a), Im(p) =Im(6+v+a), and then the frac-

Catafy wpy whp.bkn
P f is bounded on L, [a,b].

tional integral operator 1,7 5 5

b
ST &R = [ (-0 B -0 )
Proof Applymg 1-norm to the fractional integral operator

(47) Zﬂf By.our) > We get the following:

Now we give the proof of boundedness of the fractional
integral operator defined above.

bl &
.0k, 1, Apkn «
] Hj (€0 M (0(E D" abep)f (t)dt‘df
b b R(B)-1]| 5 ;Ap.0k:n “ b déld “
< | If@I ] -0 PME (0@ - 0% a b p)|ds|dt
By substituting £ -t =s, we obtain the following
inequality:
whp,0kn b bt R(B)—1| bk a
st o] [ g, oo plas]a
b P R (B 1]y Ok «
<] f(t>|“0 SO (050, p)]ds]dr
1_[1 1 B l) (/\)pl (e)kl (A)l |
i= 1 i vl r(“l +ﬁ)| (49)
PO R (LR (B-1
x JO S@OERETqq) 111,
© .\ B, bl,a)(a)pl(e)kl o (- | b O]
i B(ci u Tlal+B) R(a)l+ m(ﬁ)| v
w,\,p,0,k,n
1 A <Kl
where 4. Conclusions
1 R ()l
—'H’ 1By (80 a) W Oy _w (b-a) I(b — )R, In this paper, we extended the Mittag-Leffler function and

| T B(co “)(7)51 W T(ed+ ) R(l+R(B)| generalized Q function simultaneously. By applying the

(50)  Laplace, Euler beta, and Whittaker transformations on the
O unified Mittag-Leffler function, compact formulas are
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established from which formulas for generalized Q function
and extended generalized Mittag-Leffler function are de-
duced. These formulas also reproduce integral transfor-
mations of various deduced Mittag-Leftler functions.
Moreover, we proved the convergence of this unified Mittag-
Leffler function and constructed the associated fractional
integral operator. Our proposed unified Mittag-Leffler
function and constructed fractional integral operator will
give new directions to the researcher working in this field.
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In this article, we present new integral inequalities for refined (e, h — m)-convex functions using unified integral operators (12)

and (13). The established results provide the refinements of several well-known integral and fractional integral inequalities.

1. Introduction

Convex functions are important in diverse fields of math-
ematics, statistics, engineering, and optimization. Especially
in the formation of inequalities, they play a very vital role. In
the subject of mathematical analysis, inequalities provide a
significant contribution in developing classical concepts and
notions. For example, inequalities well known as Cau-
chy-Schwarz inequality, Chebyshev inequality, Minkowski
inequality, Hadamard inequality, and Jensen inequality are
utilized frequently in pure and applied mathematics. It is
always a challenge to extend, generalize, and refine such
inequalities by considering new classes of functions. In this
era, researchers are working on classical inequalities con-
cerning fractional integral and derivative operators. It can be
observed that the Hadamard inequality is studied more for
many kinds of fractional integral and derivative operators
than any other classical inequality, see [1-7] for more details.
The aim of this paper is to study the refinements of
Hadamard and other integral inequalities recently studied in
[8-11]. The consequences of these inequalities also provide
refinements of fractional integral inequalities connected
with the integral inequalities studied in the recent past.
The article is organized as follows. In Section 2, we
suggest some preliminaries. In Section 3, the bounds of
unified integral operators are given using refined

(&, h — m)-convex functions. These are the refinements of
bounds already obtained in the literature. In Section 4, some
applications of the main results are given in the form of
fractional integral inequalities and their refinements.

2. Preliminaries

In this section, we give definitions of different kinds of
convex functions and integral operators which will be useful
in formulating the results of this paper. Throughout the
paper, all the functions are assumed to be real-valued
functions until specified.

Definition 1 (see [12]). A function Q is called convex if
Qtx] + (1= 1)y;) <tQ(x) + (1 = HQ(yy), (1)
holds for all x;, y; € ICR and t € [0,1].

Definition 2 (see [1]). A function Q is called (s, m)-convex if
for each x, y; € [0,v]<R, we have

Qtx; +m(1-)y)) <t'Q(x)) +m(1-1)°Q(y)), (2)

where t € [0,1] and (s,m) € [0,1]%
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Definition 3 (see [13]). A function Q is called (a, m)-convex
if for each x|, y; € [0, v]CR, we have

Qtx] +m(1-t)y)) <t"Q(x)) +m(1 - t)Q(y)), (3)

where (a,m) € [0,1]* and ¢ € [0, 1].

Definition 4 (see [4]). Let h: ] — R is a function with
h=0 and (0,1)¢J. A function Q is said to be
(h —m)-convex, if Q,h>0 and for each x|, y; € [0,V]CR,
we have
Q(tx; +m(1 - t)y]) <h(OQ(x]) + mh(1 - )Q(y1),
(4)

where m € [0,1] and t € (0, 1).

Definition 5 (see [4]). Let h: ] — R is a function with
h=0 and (0,1)¢J. A function Q is said to be
(&, h — m)-convex, if Q, h > 0 and for each x|, y; € [0, V<R,
we have

Qtx; +m(1-1)y)) <h(t)Q(x1) + mh(1 - t)Q(y)),

Mathematical Problems in Engineering

Definition 6 (see [14]). Let h: ] — R be a function with
h=0 and (0,1)¢J. A function Q is called refined
(a,h —m)-convex function, if Q,h>0 and for each
x1, y1 € [0,v]CR, we have

Qtx; +m(1-1)y)) <h(t)h(1 - %) (Q(x]) + mQ(y1)),
(6)

where (a,m) € (0,1]* and t € (0,1).

Inequality (6) gives refinements of several types of
convexities when 0 < h(t) <1, see [14].

The need for integral operators in the study of fractional
derivatives is of immense importance. In the recent era,
integral operators are being used extensively for producing
new results in the literature. For references, see [2, 4-6].
Next, we give some fundamental integral operators which
are used in this paper.

Definition 7 (see [15]). Let Q € L, [x1, y;] and A be positive
and increasing function having a continuous derivative on
(x1, y1). The left and right fractional integrals of Q with
respect to A on [x;, y;] of order x are given by

(5)
where (a,m) € [0,1]? and t € (0, 1).
“1..Q ! XA AE)IA (HQ (1)t !
1,000 = g5 [ A@- 207N a0, x>,
, (7)
1,0 )—Ljyl (A() - A)IA (DD, x<y!
aly2alX TT(x) )« X o X<V

where I'(.) is the gamma function and R (x) > 0.

Definition 8 (see [16]). Let Q € L, [x1, y;] and A be positive
and increasing function having a continuous derivative on

(x1, y1). The left and right k-fractional integrals of Q with
respect to A on [x;, y;] of order x are given by

- Q(x) = kr#(x) J (A(x) - A@) PN (HQ (D, x> x], (8)
k X

« 1 n (IR)—1 01 '

AL 00 = s | @w-sen e mamd <, (9)

where T (.) is the k-gamma function and R (), k > 0.

Definition 9 (see [17]). Let Q € L, [x1, y;] and x € [x], y,],
also let

(ey,t?,k,t

.
.
60,8,0,x

1 xl

!

Y1
y:8.k,1 . _ _
(% 0)ep = | -

0,608,901 € C,R (), R (a), R(E)>0,R()>R(y)>0
with p>0,8>0, and 0 <k<§ + R (x), then theéeneralized
fractional integral operators ezilg; +Qand e:’lx’ f’; . Q) are
deﬁnedby 206,8,0,X 20,8,0,y

Q) (x;p) = jx, (x - t)“ilEZ:i]g” (o(x—1)% p)Q(t)dt,

(10)

R (0 (- %) p)Q(Ddt,

(R
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where Ezzlg' (t; p) is the extended generalized Mittag-Lefller
function defined as

Definition 10 (see [16]). Let Q, A be real-valued functions
defined over [x;, y;] with 0 < x, < y{, where Q is positive and
integrable and A is differentiable and strictly increasing.

00 _ n
Ez’z”g"(t;p) = Z Pp VT QR O t . (11) Also, let Y/x be an increasing function on [x;,00) and
v o Phimy) Tn+a) (§), o0, &y,1€C,p,x,620, and 0<k<d+x. Then, for
x € [x}, 1], the left and right integral operators are defined
as

Yy, 0k * Sk
(sFirika) eoip) = [ P(ELE, M)A (DR, (12

Y.k I bk
(A[FK,;fy,l,Q>(x, o p) = L Ty(ELE A Y)A (1) ()dy, (13)

where

PUERE A Y) =

Kog >0

Mittag-Leftler functions give several fractional integrals
by assigning particular choice to the parameters involved in
it, see Remarks 6 and 7 in [16].

3. Main Results
Throughout the paper, we use the following notation:
j; h(u*)h(1-u")A (x —u(x - x;))du = Hfl (u”; b, A).
(15)

Y,y,0.k,1 ) . < Y,y,0,k,t
F Q) (x,0;p) +( AF "
( ( P +(a 98.8,y;

AT kB, v

A(x)-A(y)

(0 (A(x) = A p)- (14)

(X3

Theorem 1. Let Q be a positive, refined (a, h — m)-convex
and integrable function defined over (x|, y,]. Also, let Y/x be
an increasing function defined on [xi, y;] and A be strictly
increasing and differentiable function on (xi, y;). Then, for
B.&y,1 € R, p,x,9,020,0<k<d+x and 0<k<d+79, the
following result holds:

Q) (x.0: p)

< J;"I(Eijgj’g", A; Y)(Q (x]) + mQ(%)) (x - x)H™ (u®; h, A) (16)

X JOuke,t X a
+ ]J’11<Eg)ﬁ)f ,A;Y)(Q(yl/) + mQ(a» (y; - X)Hy (v h, A).

Proof. For the functions Y/x and A, the following inequality
holds:
(BSE ) O < (S N 0. (7

Using refined (a, h — m)-convexity of Q, one can have

awsh((Z5) W(1-(25) Y(awn-ma(Z)).

(18)

From (17) and (18), we have the following integral
inequality:
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x ’
J T Y )8 wawde < T EGEL 4 ) (@ (x) + mo( D))

S PO s
x) X — X X — X

Using (12) of Definition 10 on the left side of inequality ~ t/x — x; on the right-hand side of the above inequality, we
(19) and making change of the variable by setting u = x —  obtain

(19)

Y,p,0.k, X bkt o X
(sF7250) oos pr < P B 45X ) (e = D)D) +m )

) (20)
x j B () (1 - u®)A (x - u(x - x!))du.
0
Thus, we obtain
Y,y,0.k, .
(A[Fk,/s,e,y’;ﬂ> (x,0:p)
(21)
< T(BLRE A ) (= x)( QD)+ mO(20) ) (x = X HE (s ),
t—x \" f—x\" , X
Also, for t € (x, ;] and x € (x;, y;), we can write Q(t)sh((yl, - x> )h<1 _<)’1' - x> >(Q()’1) +m9<%))~
(B A )y o <5k e )a @, @) (23)
From (22) and (23), we have the following integral
and inequality:

Nl sk x [ oSk x
L J; <Egﬁ£ ,A;Y)A’ HQ(Hdt s]y,l(Eg’ﬁ)E ,A;Y)(Q(yl')+m0(%))

(24)
i t _ o t _ o
[ WO o
x J1— X Y= X
Using (13) of Definition 10 on the left-hand side and
making change of the variable by setting v = t — x/y| — x on
the right-hand side of the above inequality, we obtain
Y, y,0,k.t X WOkt X
(AFS’;&}/{Q) (x,0;p) < ]}"1<Eg,ﬂ,£ A Y)(Q ()/1') + mQ<a>) (yl' - x)
(25)

X J; h(v)h(1=v)A" (x +v(y; — x)dv
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Therefore,

1.0k,
(sF2ek0) (xosp)
(26)
x L0,k X . N
SIyi(%,ﬂ,f >A§Y)<Q(y{) + mg)(;))(y{ - x)Hy (v'; h, A).

Combining (21) and (26), the required inequality (16) is ~ Theorem 2. Under the assumptions of Theorem 1, if
obtained. Hence, the proof is completed. 0<h(t) <1, then the following result holds:
Next, we give the refinement of Theorem 1. O

Y50,k 1,0.k,1
(M%giy;ﬁ) (x,0;p) +<Aﬂ:§g)5’y';0> (x,0;p)

<ri(Eig A (06D +mo( ) (e ) s )

X ,Ouk,t X . a
" Ui(Eg,ﬁ,z ’A?Y)<Q(J’{) + mQ(;)) (y1 = x)H}, (v*; b, A) (27)
q ,6,]{,1 ’l . X ; '
<J (Ez,ﬁ,s 24 Y) (x - x{)<9(x{)H§ (u*;h,A) + mQ<a>H§ (1-u*h, A))

x .0k, i ’ X [« X x o
" ],1(33,,3,5 ,A;Y) (y! —x)(Q(yl)Hy; (v 1, A) +mQ<E>Hy;(1 VR, A)).

Proof. From (18) and (23), one can see that, for 0 <h(t) <1,

(28)

onemlo- (525 )

Hence, by following the proof of Theorem 1, one can  Corollary 1. Under the assumptions of Theorem 1, (16) gives
obtain (27). Hence, the proof is completed. O  the following result:
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(FL3250) s p) + (SFLIH Q) (.0 p)
X ] / / x xi(, Q.
< (yg@ A Y) (x—xl)(Q(x1)+mQ(a>>Hx (U b, A) (29)
w7 (EPR ALY ) (y] = x)(Q(y)) + mQ( =) \H (v b, A)
Y1 "’ﬁvf > yl yl m N1 [ !
Now, we give the refinement of Theorem 5 in [9] in the =~ Corollary 2. The following inequality for refined
following corollary. (h — m)-convex function holds:
(A[Fiﬁﬁ’ki )(x,ff P)+< ;ﬁyfk’ )(x,a;p)
X) 05kt !
(1 (Eyﬁ’g,A Y)(Q(x1)+mQ( ))(A(x)— (x]))
5B ) (Q01) +ma( ) ) (A(y) - AG) IRl (30)
9.8 )1 m )1 0
<(7( B Ay )(Qx]) + m( ) ) (A (x) - A(x))
S\ \ T 1 m 1
75 (R A ) (Q(p)) +ma ) (A (y)) - Ax) )l
i 98 > 1 m Y1 0

Proof. Using a=1 and he L [0
inequality (30).

,1] in (27), we obtain
O

Remark 1

(i) For Y (x) = x"*T (an)/kTy (ar), ar>k>0 with
p = w = 0, inequality (16) coincides with Theorem
10 in [18]

(ii) For k=1 along with the conditions of (i), in-
equality (29) coincides with Theorem 6 in [18]

(iii) For A as identity function along with the conditions of
(i), inequality (29) coincides with Theorem 5 in [14]

(iv) For A as identity function and k = 1 along with the
conditions of (i), inequality (29) coincides with
Theorem 1 in [14]

(v) For h(t) =t and m =1 = a, inequality (16) coin-
cides with Theorem 4 in [19]

(vi) For h(t) =t and m = 1 = a, inequality (29) coin-
cides with Corollary 1 in [19]

(vii) For h(t) =t and m =1 = a along with the con-
ditions of (i), inequality (29) coincides with The-
orem 3.1 in [20]

(viii) For h(t) <1/+/2 along with the conditions of (iv),
inequality (29) coincides with Theorem 2 in [14]

(ix) For h(t) =t and m =1 = « along with the con-
ditions of (iii), inequality (29) coincides with
Corollary 8 in [14]

(x) For a = 1and h(t) = t along with the conditions of
(iii), inequality (29) coincides with Corollary 14 in
(14]

(xi) For h(t) =t° and «a = 1 along with the conditions
of (iii), inequality (29) coincides with Corollary 15
in [14]

(xii) For h(t) = t and a = 1 along with the conditions of
(iii), inequality (29) coincides with Corollary 16 in
(14]

(xiii) For h(t) =t and m =1 = « along with the con-
ditions of (iv), inequality (29) coincides with
Corollary 1 in [14]

(xiv) For « = 1 and h (t) = t along with the conditions of
(iv), inequality (29) coincides with Corollary 2 in
(14]

(xv) For h(t) =t° and «a = 1 along with the conditions
of (iv), inequality (29) coincides with Corollary 4 in
(14]

(xvi) For h(t) =t and a = 1 along with the conditions of
(iv), inequality (29) coincides with Corollary 5 in [14]

By using 0<h(t) <1 and making different choices of
functions /1 and A and the parameters in (16), one can get the
refinements of many well-known inequalities for different
classes of convex functions which are mentioned in Remark
3 in [9].

Next, we give a lemma which we will use in the proof of
upcoming Theorem 3.
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Lemma 1. Let Q: [0,00)— R be a refined  Proof. Since Q is refined (&, h — m)-convex, then following
(a,h —m)-convex function. If Q(x)=Q(x;+y —x  inequality holds:

/m),x € [x],y]], and m € (0,1], then the following in-

equality holds:

x|+ ¥, 1 21
Q(T)sh<?>h( 2a )(m+1)Q(x). (31)

Q(M) < h(%)h(#)
2 2 2

! ! ! ! ! ! ! ! ! !
x[Q(x, xl!yl,+ y[l x,x{)+mQ<(x x1/y xl)x1+(y1 x/y, xl))’l)] (32)
Y1—% 1= m
sh(%)h(z—;lxg(x) + m0<w>>
2 2 m
Using Q (x) = Q(x; + y; — x/m) in the above inequality, (ii) For 0 < h(t) <1, (31) gives refinement of Lemma 1 in
we obtain (31). This completes the proof. O (9]

Remark 2.
Theorem 3. Under the assumptions of Theorem 1, the fol-
(i) For h(t)=t and m=a =1, (31) coincides with lowing result holds for Q(x) = Q (x| + y| — x/m):
Lemma 1 in [19]

1 X1t
U2 (12 m+ D\ 2
X((A[F;ﬂy,ﬁ'kf )(xl,o p)+ ( ;g;;“ )(}’LU;P))
<(sma) (o p) + (s E0) Gl p) (33)
<(yi- x{)<0(y{) + mQ(%))[I(EE‘;?A )H;%(v“;h,A)

+]"‘(Ezg’g‘,A Y)H"' (b, A)]

Proof. For the kernel defined in (14) and function A, the o x\® e x\" X!
following inequality holds: Q(x) < h<<7‘,> >h<1 —(%) )(Q(yl’) + mQ(J))
Y1~ * Y- X m
]"I(Egg?,A Y)A’ (x)g]"l(Egg’g‘,A Y)A'(x), x € (x, ) (35)
(34) From (34) and (35), we have the following integral
i lity:
Using refined («, h — m)-convexity of ), we have tnequatty

/(g a)ocon cos <55 ax) (a0 +ma( )

;V,l AN AN
XJ h<<x, xl,) >h<1—<x, xl,) )A'(x)dx.
X, Yi— X Yi— X

(36)




Using (13) of Definition 10 on the right-hand side and
making change of the variable by setting v = x — x,/y, — x;
on the right-hand side of the above inequality, we obtain

50,k
(sFy2ek10) (xtoo: p)
<1"3(E%&"" A'Y)( ) a0+ mo ) Vi o5 1 a)
=7\ FopE > V1 1 Y1 m V5 A).

(37)

'

I\ TeBE T

X1

!
Y1

X
x)

Using (12) of Definition 10 on the left-hand side and
making change of the variable on the right-hand side of the
above inequality, we obtain

.05kt
(sF22510) (v p)
!
1 okt AL X 1
< ];,1<E{M JA; Y) (y) - x{)<Q(y{) + mQ(Wi»H}‘(v ihA).
(40)

Now, using Lemma 1, we can write

1

Y1 ’
J ]x,<EV,6,k,t A; Y)A’ ()Q(x)dx < ];}<Ey,6,k,L

)0 sma ()

h(( x,'xl,) )h(l —( x,_xl,> )A' (x)dx.
Yi— X% Yi— X

Mathematical Problems in Engineering

The following inequality also holds true for x € (xi, y;):
];II<EZ:;§:§”, A; Y)A' (x) < ]ii(EZ‘;’g’ A; Y>A' (x).  (38)

From (35) and (38), the following integral inequality is
obtained:

(39)

’ x|+ Y X 3.kt
L, Q< 2 yl)];(Eg;ﬁ;’; Y (e

1 2% -1 " X ke o l
< h(2—>h<2—> ona ) [ (EE AN (00 (9dx,

1

(41)

which by using (13) of Definition 10 gives the following
integral inequality:

h(12%)h (2% = 1/2%) (m + 1)
,7,0,k,1
< <A[F]9{,/;’,E,y;*0> (x1,0;p).

Again, using Lemma 1, we can write

! !
o) (st ) o

1 2% -1 N T )
< h(?>h<z—“> mew [ (B 7)o (o010

(43)

1

! !
X1+ ) Y.p.0.k,
7 ><A[F9)ﬁy>&yil 1) (x1,0:p)

(42)

which by using (12) of Definition 10 gives the following

fractional integral inequality:

! !
X1+ )

h(172%)h (2% = 1/2%) (m + 1)

Y,y,8,k,
<(uFYI20) (o p).

Y,y,8,k,1
() o)
(44)
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Inequality (33) will be obtained by using (37), (40), (42),  Theorem 4. Under the assumptions of Theorem 3, if
and (44). 0<h(t)<1, then the following refinement holds:
The following theorem is the refinement of Theorem 3. [

1 Q x +y
h(12%)R (2% = 1/2%) (m + 1)

x<< [F;ﬁy;kf ) X1, 0; p)+(A Zg?;l ) V1,0 P))
(1/2“) + mh 2 -1/2%) Q<xll ; yl)
w((sFE28) (o) + (FX850) o )

< (aFgera) (ehoip) +(aFypesie) (s p) (45)

<(ni- x{)<9(y{) * mn(%))[ﬂ(fsgg';m >Hy (v h,A)
T (ELSE A ) (5, 0)]

< (i =) (7B a0 ) + 7 EgE 8 Y))
A T R ) Er Ear )

Proof. From (35), one can see that, for 0<h(t) <1,

(=) P0G Joo (i)
Sh((yxl_ : )) (i) + mh(l —<yx1 _’2))9(2)

Hence, by following the proof of Theorem 3, one can  Corollary 3. Under the assumptions of Theorem 3, (33) gives

(46)

obtain (45). This completes the proof. O  the following result:
1 xll + )’1’ <( Y,y,0,kt ) [
h(12%)h (2% = 1/2%) (m + 1)0( 2 ) aFgey 1) (105 p)
6kt Skt 6kz !
*( [F:gfy >( no; P)> < Y;sys : )("1"’ p)+ ( Zggy >(y1,0;p) (47)

Y1

<2(yi- x1)<9()/1) + mQ( 1>>JXI<EZ?§[’ A; Y)H;i (Vs b, ).
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Now, we give the refinement of Theorem 6 in [9] in the
following corollary.

1 Q(xl’ +y ((AU:Y,y,ﬁ,k:L
W (1/2) (m + 1) 2 Koy

Mathematical Problems in Engineering

1 xI, + yll Y,y,0.k. ro. Y, y,0,k. o
Sh(l/Z)(I’}’l+ 1) Q( ) <<A[FK_%5,},’{Q> (xb a; P) +<AFK,%E’X’1+1>(J/1>0" P))

< ( N Q) (x),0:p) +< FYroki ey

KBEY, AN kBEyy

Corollary 4. The following inequality for refined
(h — m)-convex function holds:

1) (et p) + (P15 ) (oo )

) (y105p) (48)

' xq X} 3kt ’ /
<2( 201 +mo %) {8 7) (0D - A,

<2( 201 +mo %) (58 7) (0D - Al

Proof. For h € L[0,1] and a =1 in (45), one can obtain
(48). O

Remark 3

(i) For h(t) = tandm = 1 = «, inequality (33) coincides
with Theorem 5 in [19]

(ii) For h(t) = tand m = 1 = «, inequality (47) coincides
with Corollary 2 in [19]

By using 0<h(t) <1 and making different choices of
functions / and A and the parameters in (33), one can get the

KBy

refinements of many well-known inequalities for different
classes of convex functions which are mentioned in Remark
5 of [9].

Theorem 5. Let Q, A be differentiable functions such that
|Q'| is refined (o, h — m)-convex and A be strictly increasing
over [x1, y|] and differentiable over [x], y,]. Also, Y/x be an
increasing function on [x|, y|] and ,&,y,1 € R, p,x,9,8>0,
0<k<8+x and 0<k<8+9. Then, for x € (x,y,), we
have

( AFCTOEQ A) (x,0; p) +< aFarer Qs A) (x,0; p)‘

< P 80 ) G- ) (100 (ei)| + e () ) ) (49)

L0,k X
+ 1B Y ) O = (0 D]+ e ()] )3, 045, ),

where

(JZZ’f’y'f’iQ " A) (x,0p) = J , ]Q(EV‘;’,; A; Y)A’ (HQ' (B)dt,
PS>V x| B>

(50)

» ,
(A[F;{’ﬁ{gﬁjg " A) (x, 05 p) = J J;‘(Egj,‘ij’g’ A Y)A’ (HQ' (B)dt.

Proof. Using refined (a, h — m)-convexity of [Q!]| over
[x}, y;] implies
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following inequality:

| (t)lsh(( i
X — x,

—h(( x—t’
X — X

!

P W(r-(Z5) Y cor o (2)

Absolute value property implies the following relation:

) J(1-(Z25) Yo remfer(2)

)sQ’ (t)

- h((xx—_;;>a>h(l '(xx—_;;>a>(|9' Dl (7))

From (17) and the second inequality of (52), we have the

J. (e

S W=

X — x;

>A’ (O (Hdt < ]jl(

which leads to the following fractional integral inequality:

< FOroki o o A

AT ey

x) 0.kt
g];(EZ’ﬁ’E ,

)0 p)

7,6,
Ex,ﬁ,

) it (2)

t,) )A’ (t)dt,

A; Y) (x- x{)(]ﬂ' (x1)] + m'Q(%)l)Hf‘(u'x; h,A).

Also, inequality (17) and the first inequality of (52) give
the following fractional integral inequality:

Y,y,0,k,1
F " Q
(A (RS

V>0,

> - ]?(EK,;;,,:

«4) (0 p)

Again, using refined (e, h — m)-convexity of |Q'| over

! ! .
[x1, 1], we can write

and

t—x
I_

1

ot ({5 Mo

t—x
!

yi— X

LA Y) (x - xl')<|Q' (x)] + m‘Q'(%)DHf‘ (u;h,A).

) Yol ) o),

11

(51)

(52)

(53)

(54)

(55)

(56)
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() JC-Grs) Yol Gl e onn) s
i (L) W) ol )

From (22) and the second inequality of (57), the fol-
lowing fractional integral inequality is obtained:

(57)

+ (1))

(sFigiyina)esoip)

(58)
L0k, X
<I5(Bg 0 ) 01 = 019 O]+ mfe ()] )3, 045, ),

and (22) and the first inequality of (57) give the following
fractional integral inequality:

Y,y,0,k,1 .
(sFageyyes) waip
(59)

X ,0,K,1 ! ! ! ! X X o
> - 7B A ) 0 - ) (10 0 +m‘Q (;)DH%(V 1, ).

Inequality (49) will be obtained by using (54), (55), (58), = Theorem 6. Under the assumptions of Theorem 5, if

and (59). Hence, the proof is completed. 0<h(t) <1, then the following refinement holds:
Next, we give refinement of Theorem 5 in the following
theorem. O

.0,k Q% p,8,k,1
(A[Fzﬁy‘&ykk,ﬂ * A) (x,0;p) +<A[F;/?E,yf, . ,A) (x, 0 p)l

< (BR800 ) e =19 e+l () s, )
Ny *
+ T By ) - )(J )] + ml“(;)DHii(V‘x;h’A)

(60)

<P 8 ) (e - ) (1 (eI s )

+m‘Q/<£>
m

! ! X o ! X
<10 (Dl (07, A)+m‘0 ()

H5 (1 - u*h, A)) = ]i;(Egj;ff”, A; Y) (y1-x)

Hyfl(l—‘l/ ,h,A))

Proof. From (51), one can see that, for 0<h(t) <1,
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(K
() Yo it emn{a-(3) o

Hence, by following the proof of Theorem 5, one can
obtain (60). This completes the proof. O

( Zg;kiQ*A>(x o; p)+<

X L0kt
<Jx (Eiﬁf VA Y) (x - xl’)(lﬂ’ (x1)] + m‘Q'

o Iy (Bl ) 0 -

Yy5kt
&y,

(10 o)+ e

13

=) Yol mler(Z))

(61)

Corollary 5. Under the assumptions of Theorem 5, (49) gives
the following result:

Qh) (o p)‘
<%>|>H§ (u®; b, A) (62)

(2

The following corollary presents the refinement of  Corollary 6. The following inequality for refined
Theorem 7 in [9]. (h — m)-convex function holds:
Y,y,0,k,t Yy(Sk:
(A[Fx,ﬁ,f, +Q*A>(x,0 p)+< 985y, 10*g>(x,0 p)‘
[]"(Ezg’g A:; Y) (A(x) - A(x{))<|0’ ()| + m’Q’(%)D
15 (Bl 0 ) (A ) = a )19 )]+ e ()] )i (63

<[ () o a il Gl ()

AN
+ Ty (B

Proof. For he L [0,1] and a=1 in (60), we obtain
(63). O

Remark 4
(i) For h(t) = tandm = 1 = «, inequality (49) coincides
with Theorem 6 in [19]
(ii) For h(t) = tand m = 1 = «, inequality (62) coincides
with Corollary 3 in [19]

By using 0<h(t)<1 and making different choices of
functions /1 and A and the parameters in (49), one can get the
refinements of many well-known inequalities for different

)(A (1) - A(X))<|Q yl)l + le

)|) e

classes of convex functions which are mentioned in Remark
6 of [9].

4. Inequalities for Fractional Integral Operators

In this section, we present the bounds of some of the
fractional integral operators which will be deduced from the
results of Section 3.

Proposition 1. Under the assumptions of Theorem 1, the
following result holds:
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r (ﬁ)((ﬁlx;+(2) (x) + (ﬁlyl,o) (x))
<(A(x)-A (x{))ﬂ”(o (x]) + mQ(%)) (x — x)HS (u; b, A)

(00N =) (20 +ma(Z)) (4] - ), (b ),
(64)

Proof. For Y(t) =tf,$>0, and p=0 =0 in the proof of
Theorem 1, we obtain (64). O

Proposition 2. Under the assumptions of Theorem 1, the
following inequality holds:

F([S)((x;+IYQ> (x) +(y;+IYQ> (x)>
<Y (x-x)( Q) +mo(2)) J: B () (1 - u®)du

+Y(ri-0)(00h +mo(2)) j; (Y (1= v")dv,
(65)
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Proof. Using A as identity function with 0 = p =0 in the
proof of Theorem 1, we obtain the required result. O

Corollary 7. For Y (t) = F(ﬁ)tﬁ/k/kfk (B) with >k and
p=0=0, (12) and (13) reduce to the fractional integral
operators (8) and (9), which satisfy the following upper bound:

kT, (B) [(’21;;+Q> (x) +<ﬁ1§;+()> (x)]

< (A(x) - A(xl'))“‘”"‘l(a(x;) ¥ mQ(%)) (x — x))H (u; b, A)

(66)

(00D =26) " () +ma(2)) (4] - x)Hy (4 h.0).

Remark 5. For 0<h(t) <1, (66) gives refinement of Cor-
ollary 8 in [9].

Corollary 8. Using Y (t) = t# and A as identity function for
B>1 along with p =0 =0, (12) and (13) give fractional in-
tegral B +1Q(x) and B IQ(x) defined in [15], which satisfy
the folldwing upper bound:

r(ﬁ)((ﬁzxro (x)> (x) +(§1y;+9> (x))
< (== () +mo(2)) j: B () (1 - u*)du

+(y - x)ﬂ(Q(yl') + mﬂ(%)) J; h(v*)h(1 = v)dv.

(67)

Corollary 9. Using Y (t) = F(ﬂ)l‘ﬁ/k/kl",< (B) and A as iden-
tity function along with p = 0 = 0, (12) and (13) reduce to the

fractional integral operators ﬁI%Q(x) and ﬂI%Q(x) given
in [21], which satisfy the following upper bound:

(/31;;9) (x) +(’31§,{Q) (x)

(68)

Remark 6. For 0<h(t)<1, (68) gives refinement of Cor-
ollary 10 in [9].
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Corollary 10. For k = 1in Corollary 9, the following upper
bound for Riemann-Liouville fractional integral is
satisfied:

(ﬁzx;n) (x) +(ﬁ‘1y;+9) (%)< %ﬁ) [ (x- xl')ﬁ(Q (1) + mg(%))
x J;h(u)ah(l —u®)du + (y] - x)ﬁ(ﬂ(y{) + mﬂ(%))

x J;h(v"‘)h(l - v”’)dv].
(69)

Remark 7. For 0<h(t)<1, (69) gives refinement of Cor-
ollary 11 in [9].

Similar bounds can be obtained for Theorems 3 and 5,
which we leave for the reader.

5. Conclusions

This article is about the bounds of unified integral operators
via refined (a, h — m)-convexity. The obtained results are the
refinements of some already published results. Moreover,
some deducible fractional integral operators and their re-
lated bounds are also given.
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Modelling some diseases with large mortality rates worldwide, such as COVID-19 and cancer is crucial. Fractional differential
equations are being extensively used in such modelling stages. However, exact analytical solutions for the solutions of such kind of
equations are not reachable. Therefore, close exact solutions are of interests in many scientific investigations. The theory of
stability in the sense of Ulam and Ulam-Hyers-Rassias provides such close exact solutions. So, this study presents stability results
of some Caputo fractional differential equations in the sense of Ulam-Hyers, Ulam-Hyers-Rassias, and generalized
Ulam-Hyers—Rassias. Two examples are introduced at the end to show the validity of our results. In this way, we generalize several

recent interesting results.

1. Introduction and Preliminaries

Fractional calculus provides a powerful tool in both
theoretical frameworks and practical aspects. In many
disciplines, fractional modelling is much more suitable
than the classical one. This is because of the nice mod-
elling tools that are available only in fractional calculus
(see e.g., [1, 2]). In particular, fractional calculus has been
used extensively in the modelling stages in the fields of
economics, chemistry, aerodynamics, physics, and poly-
mer rheology. It should be remarked also that a certain
kind of fractional derivative has been used recently to
model Ebola virus (see [3]) and HIV (see [4]). Fractional
differential equations with Caputo and Caputo-Fabrizio
derivatives are used recently by the authors in [5] for the
model of cancer-immune system.

The stability issue has gained substantially important
attention in several research fields through applications.
There are many kinds of stability; one of them is the stability
introduced by Ulam in 1940. Since then, the problem is
known as Ulam-Hyers stability or simply Ulam stability (see
e.g., [6], for more details). Its applications for many types of
equations have been investigated by many researchers. For

more details on this concept, the readers can see the in-
teresting works [7-10]. The stability problem that is intro-
duced by Ulam can be stated as follows.

Assume that G, is a group and (G,, x) a metric group.
Given some &* >0, does there exist 6" >0 such that if
F: G, — G, satisfies

X (F(x,x,), F (%)F (x;)) <67, (1)

for all xy,x, € G, then a homomorphism F*: G, — G,
exists such that

X(F (). o (x)) <& (2)

for all x, € G,7

Ulam’s problem has been extended in many directions
for interesting settings. In particular, Rassias (see [11])
generalized Ulam’s result for Banach spaces. The nice result
of Rassias reads as follows (see [11]).

Theorem 1. Consider Banach spaces B and B*, and suppose
a mapping Y: B — B* such that the function t—Y (tx)
from R into B* is continuous for each fixed x € B. Assume
that there are some >0 and w € [0, 1), fulfilling
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||Y(x1 +3,) =Y (x)) - Y(xz)” sﬁ(||x1||w +||x2||w), X, %, € BN{0}
(3)

Then, a unique solution exists Y*: B — B* of the
Cauchy equation (F(x; + x,) = F(x,;) + F(x;)) with

2|
[2-2°]

Y () = Y (%) < , X, € B0} (4)

The theorem of Rassias (see [11]) is nowadays known as
the Hyers-Ulam-Rassias stability.

Throughout the study, we denote the set of reals by R,
the set of nonzero reals by R*, and the set of complex
numbers by C, and we fix an interval I := [,y + T] for some
reals v, T with T > 0.

Definition 1. Let 1>0, y € C. The Mittag-Leffler function
(MLF) (see e.g., [2]) [E:{ is defined as

n

Ep=Y_X
~(0) ,;omnﬂ) (5)

Similar to the exponential function, the function h(s) =

E-(M(s—0)") satisfies CDLJi(s) = Mh(s) and I}h(s) =
(1/M) (h(s) — 1), where M € R*.

Remark 1. Authors in [12-15] obtained some stability re-
sults by using the MLF.

Now, we present the notion of generalized metric as
follows. Let Z be a nonempty set.

Definition 2. A mapping 9: Zx Z — [0,00] is called a
generalized metric on Z if and only if 9 satisfies the
following:

Gl 9(¢,,&) =0if and only if &, =&,
G2 9(§,,6,) =9(&,,8)) for all §,,8, € Z
G3 9(51)53) SS(EUEQ) + ‘9(52,53) for all 61)52:53 €Z
The notion of stability in the sense of Ulam-Hyers (UH),
Ulam-Hyers-Rassias (UHR), and generalized UHR of
fractional differential equations can be introduced as follows

(see e.g., [16]). We consider the following fractional dif-
ferential equation:

c A
H(t, K, Dv,t;c(t)> =0, (6)
and the following three inequalities:

H<t, K,CDitK(t)) <e, (7)

1
H<t, K, CDWK(t)) <o(t), (8)

i
H(t, K,CDMK(t)) <eo(t), (9)

We define the stability of (6) as follows.

Mathematical Problems in Engineering

Definition 3. Equation (6) is called stable in the sense of UH
if for a given £>0 and a function x which satisfies (7), and
there exists a solution «, of (6) such that

| (t)) = 1 (£1)] < ce. (10)

Definition 4. Equation (6) is called UHR stable if, for some
€> 0 and a function « satisfying (9), there exists a solution «,
of (6) such that

e (t,) = 1o (1)| < ceo(ty), (11)

where o (t,) is some positive, nondecreasing, and continuous
function.

Definition 5. Equation (6) is called generalized UHR stable
if, for some & > 0 and a function « satisfying (8), there exists a
solution x, of (6) such that

|re(t1) = 10 (£1)| S co (ty)- (12)

The theorem below represents a basic well-known fixed
point theory (see [17]). This theorem plays a fundamental
role in our study.

Theorem 2. Assume that (P, R) is a metric space that is
generalized completely. Let M: P — P be a strictly con-
tractive operator. If there is an integer u>0 with
R(M*d, M*d) < oo for some d € P, therefore,

(a) lim;,__,, M'd = d*, where d* is the unique fixed
point of M in
P*:={d, € P R(M"d,d,) < co}. (13)

(b) If d, € P*, then R(d,,d*) < (1/(1 - K))R(Md,, d,).
Define the space X as X = C(I,R).

Lemma 1. Define a metric d: X x X — [0,00] in such a
way that

d (x,, &,) = inf Ee[O,m]:MsDﬁ(s),seI ,

E+(7i(s- ')
(14)

where 77>0 and f € C(I, (0,+00)). Then, (X,d) is a gen-
eralized complete metric space.

Remark 2. Note that the authors in [18] proved the existence
and uniqueness of global solutions using the norm:

llx (DIl

||K||y = supy, 01— v forx
[Ei‘(yl )

This contribution is considered as a generalized version
of the interesting results in [19-21]. Our contribution is
original for many reasons. First, the metric used is a function
of the Mittag-Leftler function. Second, the obtained results
are in a complete generalized metric space. Third, the tool

e C([0,9L,R"). |5
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used is a version of Banach fixed point theory. The main
purpose of this study is to study the stability of the following
initial value problem:

CDi,wy(w) = G(w, y(w)),

(16)

y() =y,
in the sense depicted in Definitions 3-5, where e (0,1),
CDﬁyw is the Caputo fractional derivative, and

G: I xR — R is a given function. It should be noted that

|G (@, 1) = G (w, ,)| < Lg |y = 1] (18)

for all we I,x; € R,i=1,2, and for some L;>0. If an ab-
solutely continuous function x: I — R satisfies
ch

D, ,x(w) - G(w, x(w))

<e(w), (19)

for all wel, where ¢>0 and p(w) is a positive, nonde-
creasing, and continuous function, then there is a solution x*
of (16) such that

the solution of the initial value problem (16) is given by ME~( (L + 8)TX
. L;+6 MNNTC
1 (¢ T % (0) - x™ (w)| < 5 = . eo(w),
Y@=y t—= [ W-9"6EyoMs  17) T+ D)
@ I (20)
2. Stability Results where
In this section, we present our main results. In other words, (s- ,,)I
we prove that, under certain conditions, functions that M = SUpPgepypa1) N ) (21)
satisfy (16) approximately (in some sense) are close (in some E}((LG +0)(s— ) )
way) to the solutions of (16). We have done this in both UH
sense and also in UHR sense. The following theorem rep- and § is any positive constant.
resents the stability of (16) in the sense of UHR.
Proof. Define th i X in thi :
Theorem 3. Assume G: I xR — R is continuous and roof.  Define the metric  on X in this way
satisfies
d(x,,x,) = inf4 D € [0, 00]: SORACIN <Do(w),Yw € I (22)

Now, define the operator &/: X — X such that

() (@) = x () + — j (©="'G s, y(9))ds

r) J»
(23)
R
l(Zy,) () - (Ly,) (w)| < L (wr(%))
1
< —
rA)

<1, J'w (w_c)1—1|)’1(C)—y2(C)|d

v

[EX((LG +0)(w - 1/))‘>

{G(651(9) = G(6 ¥, (9)}dg

It is easy to see that d(y, y,) <00, and
{y € X: d(yy y) <o} = X,Vy, € X.
Now, we prove that the operator o is a strictly con-

tractive operator:

Jj (w- c)x’llG(c, ¥1(6)) = G (& ¥, (9)|ds

() (24)

171 (9) = 7,9

RC I PPREPNES:
Sr(X)L (@=0)

< Lcd():p)/z) j'w
r'(A)

[E}((LG +0) (g v

~>E;<(LG +0)(c— v)x>dc

, (w - c)xflg(c)[E;<(LG +0)(¢— v)x)dc, forallw € I.
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Since p is nondecreasing, therefore,
Led (yy, @ T N
() (@) = (3,) (@) s‘;r(g)yz)@(w) | w0 s+ )= Jas
Lcd()’p)’z)( ( I) )
=62V Ya) (. A 25
< To+0 [E/\ (Lg+8) (w=-) 1)o(w) (25)
SW<EX<(LG +0) (w - y)A>>Q(w), forallw € I,
so that then,
L L -
d(ﬂyl,ﬂyz)<L 5400, (26) be(w) - dlx (@l <1 J (@-9'""e(e)ds,  (28)

which means that the operator & is a strictly contractive
operator. Now, since we have

D} ,x(w) - G(w,x ()| <0 (w), (27)

|x (w) - dx(w)]

which implies that

E}((LG +0)(w - v)x) TA+D

€
<—=
T'(A+

Therefore,
d(x,9dx)<e

M 30
TA+1) (30)

By employing Theorem 2, there is a solution x* of (16)
such that

d(x,x*)s$<LG+8> M ) (31)
6 JT(A+1)
so that
@) - ()] < (LG . 5) (16 + O)T) o
rd+1) R
(32)
for all w € I.
The following theorem represents the stability of (16) in
the sense of UH. O

Theorem 4. Assume G: I xR — R is continuous and
satisfies

|G (w, %)) = G(w,5,)| < Lg|y — 1y, Vo €Lk, € Ryi=1,2.

(33)

1)

N R0k
X
[E;((LG +6)(w- ) ) o)
e(w).
If an absolutely continuous function x: I — R satisfies
“D} (@) - Glw,x(@)| <& (34)

for all w € I and some ¢ > 0, then there is a solution x* of (16)
such that

Lo+ 5) ME;((LG + a)T*) (35)

|x (w) - x (w)|sa( 3 TR

where

(s =)

M = SUpse [v,v+T] ; > (36)
E}((LG +0)(s— ) )
and ¢ is any positive constant.
Proof. 'The proof is similar to Theorem 3. O

Remark 3. 1t should be noted that, in our analysis, we do not
assume any condition on the constant L, unlike the case of
Theorem 4.1 in [20], where the condition 0 < (LGr"/(F()L +
1))) <1 was a basic condition.
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Remark 4. Note that our results of the UH stability are some
generalizations of the results obtained in [19].

The following theorem represents the stability of (16) in
the sense of generalized UHR.

Theorem 5. Assume G: I xR — R is continuous and
satisfies

|G (@, %,) = G (w, k)| < Lg |y = 1] (37)

for all w e I,x; € R,i=1,2, and for some L;>0. If an ab-
solutely continuous function x: I — R satisfies

°D} 2 () - G (@ x ()| <0 (@), (38)

for all w € I, where o(w) is a positive, nondecreasing, and
continuous function, then there is a solution x* of (16) such
that

ME-((L +8)TX>
X Lo+ 6 ,1( G
_ < _ R
|x (@) = %™ (@) ( 5 ) A TSTEEC)
(39)
where
(s
M = SuPSE[‘V{H—T] 'X > (40)
[EI<(LG £ 0)(s— ) )
and § is any positive constant.
Proof. 'The proof is similar to Theorem 3. a

Remark 5. Notice that, in our study of the generalized UHR
stability, we do not assume any condition on L, unlike the
case in Theorem 3.1 in [20].

Remark 6. Note that, in [19], the authors obtained stability
results for differential equations with integer-order deriv-
atives, while in our case, it is for fractional-order derivatives.
In this sense, we generalized the interesting results in [19].

3. Examples

Two illustrative examples are given to show the validity of
results.

Example 1. Consider equation (16) for 1=06,v=0,T=09,
and G (w, ¥) = w? sin (k).

We have
|w2 sin (k,) — @’ sin(k,)| <81|x, — x|, Vo € [0,9], %, %, € R.
(41)
Then, L, = 81.
Suppose that x satisfies
|CD§;Zx(w) — o sin(x(w))| <0.01(w +2), (42)

for all w € [0,9].

Here, ¢ =0.01 and v (w) = w+ 2. Using Theorem 3,
there is a solution x* of the fractional differential equation

and M > 0 such that
|x (@) - x" ()| <0.01M (w +2), Vw e [0,9].  (43)

Example 2. Consider equation (16) forA=04,v=0,T =2,
and G (w, ) = w* cos (k).

We have
|w4 cos(x;) - w* cos(x,)| < 16|k, — x|, Ve € [0,2],;, %, € R.
(44)
Then, L, = 16.
Suppose that x satisfies
‘CDg;zx(w) -t cos(x(w))l <0.01, (45)

for all w € [0,2].
Here, & = 0.01. Using Theorem 4, there is a solution x* of
the fractional differential equation and M >0 such that

|x (w) - x" ()| <0.01M, Vo € [0,2]. (46)

4. Conclusion

It is known that, for the majority of fractional differential
problems, a widely applicable general approach to deter-
mine the analytical solutions is not available. In this paper,
we used a version of Banach fixed point theorem to prove
that, under certain conditions, functions that satisfy some
Caputo fractional differential equations approximately are
close in some sense to the exact solutions of such kind of
equations. In other words, we presented stability results for
some Caputo fractional differential equations in the sense
of UH, UHR, and generalized UHR. In our analysis, we
used a new metric as a function of the Mittag-Leffler
function. We end up with two examples that show the
validity of our results.
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The principle purpose of this article is to examine some stability properties for the fixed point of the below rational difference
equation U,,,; = &U,_¢ + (eU2_o/ (uU,,_g + kU,,_;,)) where &, &, 4, and « are arbitrary real numbers. Moreover, solutions for some
special cases of the proposed difference equation are introduced.

1. Introduction

In recent years, many researchers have tended to use difference
equations in mathematical models to explain the problems in
different sciences since they have a lot of features such as they
enable the scientists to introduce the predictions of their study
and it gives more accurate results. In addition, there are various
types of nonlinear difference equations that can be studied; one
of the most commonly used is rational nonlinear difference
equations. However, the research studies in the area of dif-
ference equations have two directions: first one is the analysis of
the behavior of solutions. Therefore, there are a huge number of
articles published to investigate the stability of the equilibrium
points and the existence of the periodic solutions for the
nonlinear difference equations (see, for example, [1-5]). The
second direction is to obtain the expressions of the solution if it
is possible since there is no explicit and enough methods to find
the solution of nonlinear difference equations (see, for example,
[6-11]).

Saleh and Farhat [12] investigated the stability properties
and the period two solutions of all nonnegative solutions of
the difference equation:

_ aan + ann_k

V. .=
"L A+ BV,

(1)

In [13], Jia studied the solutions’ behavior of the high-
order fuzzy difference equation:

A 1 Vn— 1 Vn—z

= k . (2)
B, + Y3 DiV,

n+l

Kerker et al. [14] investigated the global behavior of the
rational difference equation:

a,+V,

A% (3)

n+l = a, +Vn—k.

Khaliq and Elsayed [15] examined the dynamics be-
havior and existence of the periodic solution of the differ-
ence equation:

2
Vi

22 (4)
Y1V +V2V0ss

Vin =V,

In [16], Saleh et al. studied the properties’ stability for a
nonlinear rational difference equation of a higher order:

Vv _ ﬁl + ﬁZVn + ﬁ3vn—k.

= 5
e Blvn + B2Vn—k ( )

Sadiq and Kalim [17] obtained the solution behavior of
the difference equation:
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a,V?
V..=aV, ¢+— 2119 (6)
e b a3Vig+a,Vy 1

To see more related work on the nonlinear difference
equation, refer to [18-43]. Our aim of this article is to in-
vestigate the dynamics of the solution for the below dif-
ference equation:

2
SUn—S

T (7)
pU, g + kU, _17

n+1 EUn 8 +

where &, ¢, 4, and « are arbitrary real numbers with initial
conditions Uj for j =-17,-16,...,0.

This paper is collected as follows: in Section 2, the
boundedness of the solution is presented, and we prove that the
periodic solution of period two does not exist in the next
section. Following that, we state the conditions of the local and
global stability of the equilibrium point in Sections 4 and 5,
respectively. Then, we introduce the solutions’ forms for some
special cases in Section 6. Finally, we give some numerical
examples in order to illustrate the behavior of the solutions.

2. Boundedness of Solution

Theorem 1. If the following condition

<£ + I%) <1, (8)

is true, then every solution of (7) is bounded.

Proof. Assume that {U,},_,, is a solution of (7). Then, from
(7), we have

gan8 EUifs €
Uy =8U, ¢ +—————<U, ¢+ =(¢+- U,
#Un78 + KUnfl7 P‘Un—s I
9)
Hence,
U,.<U, 4 Vn=0. (10)

Implies that the subsequences {U9n st 17> 1Ugp_ 7},1,_17,
{U9n 6}n——17’{U9n 5}n——17’ {U9n 4 n0—0—17’ U9n 3 n——17’
Usnabne17> Uspor o1 and {Uy,},2 1, are nonincreas-
ing. Thus, they are bounded from above by U,,,,, where
Upax = maX{U717, ULiepU_15U_15 U 3, U_i.U_1s
U_10U_0,U_4, U_,,U_,U_,U_,,U_3,U_,,U_;, U} O

3. Periodicity of the Solution

Theorem 2. For nonlinear difference equation (7), there is no
periodic solution of period two.

Proof. To prove Theorem 2, suppose that (7) has a positive
prime period two solutions presented as ...,e, f,e, f,....
Then,
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f2
pf +xe

_Guf’ +Eref +ef’ (11)

pf +xe

e=8f+

(Eu+e)f*=(u-Ex)ef + ke

Similarly,
2
ce
fetet pe +«f
o Eyez +&xef + e’ (12)
- pe+xf

(Eu+ e’ = (u—&x)fe+ Kfz.
Subtracting (11) from (12), we get
K(62 - f2) +(&u+ s)(e2 - f2) =0,
(k+&u+ ‘s)(e2 - fz) =0.

Since (x+&u+¢)#0, thus e = f, and this contradicts
the fact that e # f. O

(13)

4. The Equilibrium Point and Local Stability
The fixed points of (7) are given by

U= eU
- uU + kU
_ U’ (14)
(]- - E)U - W’

(1=8)(u+x)-eT =0.

If (1-£&)(u+x)+#e¢, then (7) has only one equilibrium
point which is U = 0.

Assume g: (0, )2 — (0,00) is a continuously dif-
ferentiable function defined by

gv,w) =&v+ (15)
W+ Kkw
Therefore,
99 _ v’ + 2exvw
ov (uv+ Kw)2
(16)
a_g B —kev’
ow  (uv+ xw)*
Then,
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aﬁ| ¢ e+ 2¢eK
ov v=w=U ([,l + K)Z’
(17)
879| e
aw v=w=U (//l + K)Z'

Hence,
&Y+ 2ex &K
Xp1 = §+——— |x, +| ——= )x,.. =0. 18
1 <5 (;4+K)2) <(#+K)2) 1 (9

Theorem 3. The fixed point U = 0 is said to be a locally
asymptotically stable if the relation

e(u+3k)<(1 -8 (u+x), (19)

is satisfied.

Proof. From Theorem 5.10 in [44], it follows that U is as-
ymptotically stable if
[Pol +|Py| <1, (20)

where Py =&+ ((ep +2ex)/ (p + )?)
(u+ K)z). Then,

and P, = (—ex/

e+ 2£K| —€K

.|

u(l =8 +e (23)

Proof. From (16), we see that the function g(v,w), which
defined in (15), is increasing in v and decreasing in w. Let
(p, 1) be a solution of the system:

T=9(7,p)
p=9g(p,1)
=1+ ”:fkp, (24)
p=ipt ypeizxr'
Therefore,
(-8 +x(1 - E1p = 7, (25)
u(l —E)p2 +x(1 —E)szepz. (26)
Subtracting (25) from (26), we get
wa-§-o(r"-p*) =0, (27)

and then, p = 7 if (1 - &) #&. Thus, from Theorem 5.20 in
[44], we observe that there exists only one solution for (7)

+ <1,
(p+ K)2| |(y + K)2| and it is a global attractor if y(1 - &) #«. O
(21)
ey + 3ex .
§+ (” % <l 6. Special Cases
K
H Now, we present the solutions’ expressions for special cases
ence
’ of (7):
2
e(u+3k)<(1-&)(u+x). (22) U U U, 08)
n+tl — Yn-8 — >
Finally, the proof is done. O " Upg £U, 17
5. Global Attractivity of the Fixed Point where the initial conditions are
Theorem 4. The fixed point U of (7) has to be a global
attracting when
ULipUlipUoiss Ul Ui Ul Uy, U U g, U g, U 7, U 6, U 5, Uy, U5, U, Uy, (29)
and U, are arbitrary real numbers. 2
U
Upp=U, g +— "5 (30)
6.1. First Equation. We solve the equation o P U, s+ U,y



Theorem 5. Assume {U,}>>_ . is a solution of (30); thus, for
n=0,1,...,

U H FrimU_g + FyU_y;
sn-s = U-g FU g+ Fy U4

U FrinU_s + F3U 45
o T F21U +Fy U3
U _ 1—[ FrinU_; + F3U_44
on7 = U FyU ,+F, U
U _ FrimU_s+ FyU 4,
on-3 = FyU 4 +F, U
U+F,U
U _ 2i+1V ¢ T FiU 15
9n-6 = (F U +F, U, (1)
U FrinU_, + FU
on-2 = F2,U +F, U,
U FrimU_s + FU_yy
9n5 = F2,U +F, U,
Ugn_l — U—l ﬁ( 21+1U + FzzU 10)
i\ U + Fy Uy

U. =U ﬁ FrinUg + FU
o “ FuUg+Fy Uy)

where {F;}7o) ={1,1,2,3,5,...,} is the Fibonacci sequence.

Proof. We show that the expressions in (31) are solutions of
(30) by applying mathematical induction. First, the results
hold for n = 0. Second, we suppose that the forms are sat-
isfied for n — 1 and n — 2. Now, we prove that the results are
satisfied for n:

U _ 1—[ FynU g+ FU_yy
ol = FyU g+ Fy \ U y;

FynU_y + FU
Usn13 = Uss H FZVIrJl _iF 2lU
2i 2i-1 13

Ugyrs =U 7” 1( 2inU_y + FuU_ 15)

it \FaiU 7 + Fy U 6

3

F21+1U +F21

U =U
9n-12 3 FoU 5 +F, 1U b
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U H FrinU_g + FU 5
onls = FuU ¢+ Fy U 5)

F21+1U + F21

FU, + Fyi 1U 11

-
I

s
:]

-
e
3
T
=
Q
U1
3
L
/\ /\ —

FoU s+ Fy Uy

FyinU_ + FU_
I\FuU_ + Fy 1U 10

FpinU s+ FU_ 14)

Uso = U, ﬁ( FriUg + FiU )
i \ U + Fpi U
n-2
Uy + FU_q
U9n—18 _ UO ( 2i+1~ 0 2i )
i1 F,Uy+ F,, ,U_
U U = FyimU_g + FU 4,
9n-26 -8 >
! i \FU_g+Fy  U_y;
Usyry U_4 = FrinU_y + FU 45 ’

FrimU_, + FU_yy
F,U_,+F, U__

3
A
/N /\ /N /N /\ /_\ ~~
5SS
CI
+
s
S
Q

(32)

From (30), it follows that
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U*ll_[;:ll ((FpiniU_y + FuU_yo)l (FpU_; + Fyi i U_yp)) >
U71H:‘:11 (FyinU_y + FyU_yo) (FyU_y + Fy iU _y)) + U, H?j ((FainiU_y + FyU_1o)l (FuU_y + Fyi iU _yp))

U—IH?;IZ((FZi+1U—1 + FU_10)/ (FuU_y + Fy yU 1)) [ (Fyy Uy + Fap yU 1)/ (FanU_y + Fp 53U )] >
U_JI?;Z (FyinU_y + FyU_10)/ (FyU g + Fy yU_yo)) [ (Fanen Uy + FpoU 1)/ (FruaU_y + FipysU g + 1))

[(FausU_y + Fa 3U_19) (FaupU_y + Fap 3U_yp)]
)N/

=U,,.
’ 10< [(Fap1U_y + Fap 3U_19)/ (FpsU_y + Fap 3U_jg + 1

FruU_y + F Uy >
Fou iUy + Fop U g+ Fopy U + Fyy 35Uy

FouaUi + Fy Uy >
(Fapey + FauaJU_y + (Fapy + Fppy 3)U_yg

—_
+

FpU + F2n2U10>
F Ui+ Fp iUy

U (Fano1 + Fy)U_y + (Fayg + an—l)U—m)
=Uon10 >

Fo Ui+ Fp iUy

-U Fon Uy + FyU g
PN Fy U+ Fp Uy )

-lu ﬁ<F2i+1U—1 + FZiU—10> <F2n+1U—1 + FZnU—10>
=lu, ,
i \FU_ + F5i,U_yo F U1+ Fy Uy

i=1

-U ﬁ<F2i+1U—1 + FZiU—IO)
=U_, “2ilv -1 T 22210 )
i \F2U_y + Fp Uy

(33)
Therefore, 6.2. Second Equation. In this section, we introduce the so-
lution of the following equation:
Ugpy =U_, &< 5
. <in+1U-1 + FZiU—IO). (34) Uy =U, ¢+ Uos ] (35)
. FuU_y + Fy Uy " " U Uy

i=1

Similarly, one can investigate other expressions. The =~ Theorem 6. Let {U,} > |, be a solution of (35); then, for
proof is done. O n=0,1,...,



> (36)

U9 — UO (F2i+1U0 B FZiU—9>
" i=1 FZiUO - F2i—1U—9

where {F,}°  =1{1,0,1,1,2,3,5,...} is the Fibonacci
sequence.

Proof. The proof will be the same as proof of Theorem 5, so it
is therefore omitted. O

6.3. Third Equation. In this section, we present the solution
of the following equation:

2
Un—8

Upr=U,g -8
n+1 n-8 Un—8+Un—17

(37)

Theorem 7. Let {U,}> |, be a solution of (37); then, for
n=0,1,..,

U UsU. 4y

e FU_g+F, U,
o UL,

o FnU—4 + Fn+1U—l3’
Uo = U7U 6

P FU g+ FuaUog

U_,U_

Uy, s V12

o FnU—3 + Fn+1U—12’
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U U_sU_ss
o FnU 6t Fn+1U 15’
U. . = U,LU
72 FUL, +F Uy
Uy o= — = (38)
7T FU s+ Uy
Uo = U.lU o
" FRU_ 4+ F Uy
U,U_
U9n . :

F,Uq+FpnU_y

where {F;}7° | ={1,0,1,1,2,3,5,...,}.

Proof. By using mathematical induction, we prove that (38)
are solutions of (37). First, the results for n = 0 are true.
Second, assume that the assumption holds for n —2 and
n-1.
U _ UsU.yy
VT F, U g+FU_,
n-1% -8 n~ 17

o ULU,
MU F, U+ FU

o ULU,
T F, U+ FU

U _ U—3U—12
e Fn—lU—S + FnU—12’

U _ U_sU_i5
s F,\U4+FU_
U_,U_
Ugp11 = U

F,U,+FU._

U _ U_sU._14
MR, U s+ FU_y

b ULUy
MO F, LU+ FU
U. . U,U_,
MmO FR U+ FEU
U,U_
Ugp-1s o »
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U _ U_,U_ Now, from (37), we have
M F,LU S+ F Uy
U _ UsUp
MR, U+ F Uy
v U
9n-24 = >
" F, U g+ FyUogs (39)
U _ ULU.
M F,LU L+ F Uy
v U,
B F,LU s+ F Uy
U _ U.,U_
M F,LU L+ F Uy
U2
Uo,  =Uq 10— 9n-10 ,
! P10 Ugpig + Usyr
Ugn-10
- U9n—10 I- U _’:_ £] )’
on-10 T Yon-19

_ (U_U_1o/ (FpaU_y + F,U_y)) )
(U U_yo/ (F Uy + FU_19)) + (U_yU_ o/ (F,2U_y + F, ) U_yg))

B (U U_1o/ (F,U_y + F,U_y)) )
(U_\U_yo/ (F,U_y + FU_1o))[1+ (F, iUy + EU_o/F, Uy + F,iU_y)]

(40)

F, U +F, Uy )
[F,2U_ +F, U g+ F,,U_ + F,U_]

(
(
(
e e sy e e ) |
(
(
(

(Fn ~ Fn—Z)U—l + (Fn+1 — Fnl)U10>
FU L+ FiaUoyo

_( U_U_y )(Fn—lU—l +F U—1o)
F, U, +FU_J\F,U4+F, U] ’
UL,

FU_ +F, U



8
Thus,
ULU
Uyr=m—"F7"7" 41
" FU L +F, U =
Similarly, one can see that the other forms are true. The
proof is complete. O

6.4. Fourth Equation. We study the following equation:
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U2

n-8

—n8 (42)
Un—8 - Un—17

Un+1 = Un—s -

Theorem 8. Suppose that {U,}°_,. is a solution of (42), then
there exists a periodic solution with period 54. Moreover,
(U}, takes the form

{U_17, ULie U155 U 15U 13, U_15, U1, U1, U, U g, U 5,

U_U U_,U U_U U_U
U U U U3 UL U U, 8717 7Y-16 6715 Yo
Ug-Uy Uy;-Uye Ug-Uys Us-Uy
UV UU,  UUy  UUs  UUs
> 5 5 > > -17> -16>
Uy-Uys Us-Uy U,-Uy U-Uyy Up-Uy
U5 U1 -U_13,-U_1p,=U 11, -U
(43)
~U._-U_g-U_n-U_,-U_e,~U_p,—U_y,-U_,,-U_,, U,
UgU.yy, UjU, UgUys UsU ULU,s UlU, ULU, ULUy
Ug-UpU;-UsUs-UysUs5-UyU,y-U3Us3-UpU,-U,U,-Uy
U,U_
ﬁ’ U_inUli6U 15 U156 U_13, U1, U1, Uy,
U_9) U_8) U_7) U—6’ U_s, U_4, U_3, U_z, U—l’ UO’ .. .}.
Proof. The proof of this case will be the same as the proof U.=09
presented for Theorem 7 and will be omitted therefore. [ oo
U,=12
7. Numerical Examples U_, =15,
To illustrate the solution behavior of (7) for various cases, we Ue=22,
present some numerical examples. U.=23 (44)
75 - o~
e U_, =25,
Example 1. To show the stability of (7), we set two groups for
the values of the coefficients: (i) &=0.5¢=0.1, U_, =42,
pu=16,andxk=02 and (i) &=0.5¢e=5 pu=10, U. =46
and x = 0.001, and the initial conditions are 2w
U =0, U, =48,
U_,=02, and U, = 5.2. The result is obtained in Figure 1. It is clear
U . =03 that (i) condition (23) is satisfied, which implies that the
ST solution tends to the fixed point U = 0, while the solution
U_4, =04, moves away from the fixed point for (ii) since condition (23)
U ..=05 failed.
-13 — V.9 . . :
The following examples have explained the solutions of
U_; = 0.6, special case equations (30)-(42).
U_, =07,

U, =08,

Example 2. We choose the initial conditions as
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6 500
450
27 400 |
4l 350 |
300 |
>3 =5 250 -
200
2+
150 |
n 100 |
50 -
0 0
0 10 0 10 20 30 40 50 60 70 80 90 100
n n
— (@ Ficure 2: Plotting of the solution of U,,, =U, ¢+ (U 4/
== (i) U,_s +U,_17).
Ficure 1: Plotting the solution of U,,, = &U,,_¢ + (U2 4/uU, g+
«U,_17)-
4
25 x10
U_,, =0.01,
U = 0.02, 21
U_y5 = 0.03, sl
U_y, =0.04, =)
U_,, = 0.05, t
U_,, = 0.06, 05|
U_,, = 0.07,
0
U_,, = 0.08, 0 10 20 30 40 50 60 70 80 90 100
n
U_y =0.09, 45
- (45) Ficure 3: The solution behavior of U, =U, ¢+ (U 4/
U4 =102, U, s-U, 1)
U_, =105,
U, =202,
U, =203,
U_, = 2.05, Uony = 007,
U_,, =0.08,
U_, =4.02, 10
U a0 U, =0.09,
2 U, =1.02,
U_, =4.08, U_, =105,
and U, = 5.02. The solution is given in Figure 2. U_¢ =202, (46)
U, =2.03,
Example 3. In Figure 3, we set the initial conditions: U_, =2.05,
U_,, = 0.01, U_, = 4.02,
U_je = 0.02, U_, = 4.06,
U_js = 0.03, Uy =408,
=5.02.
U_y4 = 0.04, Uo =50
U_,, = 0.05,

U_,, = 0.06, Example 4. For (37), we choose the initial conditions as



10
Uiy =2,
U e =21,
U s =22,
Uy, =23,
U, =24,
U_,, =25,
U, =26
U_yp =27,
U, =28,
(47)
U, =3,
U, =31,
U, =32,
U, =33,
U, =34,
U_; =35,
U, =36,
U,=37
U, =38,
and then, the result is shown in Figure 4.
Example 5. We set the values
U_,; =001,
U_ = 0.02,
U_,s = 0.03,
U_,, = 0.04,
U_,; = 0.05,
U_,, = 0.06,
U_,, =0.07,
U_,, = 0.08,
U, =0.09,
U =102, (48)
U_, =1.05,
U ¢ =202,
U =2.03,
U_, = 2.05,
U_, =4.02,
U_, = 4.06,
U_, =4.08,
U, = 5.02.

The solution is given in Figure 5. Clearly, the solution is
periodic that means the result conforms with Theorem 8.
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35+ E

2.5 R

=

S 2 ]
15} -

0.5+ R

0 50 100 150
n

Ficure 4: The solution behavior of U, =U, ¢— (U2 /
Upg +Upr)-

0 50 100 150
n

FiGure 5: Plotting the solution of U,,, =U, - (U2,/
Un—S - Un—17)'
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