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Deep changes are occurring in the components and forms of education as a result of the ongoing integration and development of
emerging technologies like cloud computing, mobile computing, and artificial intelligence with teaching and learning, and the
digital transformation of education is consistently being pushed to new heights. Simultaneously, China’s higher education has
concurrently reached the stage of popularization. The digitalization of higher education is related to the development quality
and value proposition of higher education and determines whether it can adapt to the needs of quality diversification, lifelong
learning, training personalization, and governance modernization in the popularization stage. As a result, the current and
future phases of China’s higher education reform call for accelerating the pace of higher education’s digital transformation and
guiding the high-quality growth of higher education with digital innovation. The application potential of intelligent learning
systems in higher education is becoming more and more clear in this context. In view of this, this work draws from previous
research and experiences to build and implement an embedded voice teaching system based on cloud computing and a deep
learning model to meet the development needs of the current digital transformation of higher education. On the one hand, the
new system can well compensate for the flaws and shortcomings of the current teaching means in universities and realize the
accompanying ubiquitous learning by relying on the powerful storage and computing capacity of the cloud computing
platform. On the other hand, this study designs a set of voice recognition methods integrating HMM + LSTM to enhance the
embedded voice system’s recognition performance, ultimately allowing for the voice recognition feature to be implemented in
the pedagogical system. When it comes to processing audio signals, the hybrid model makes use of both the HMM’s robust
time processing capability and the deep neural network’s robust characterization capability and generalization performance. As
a result, the voice recognition rate, anti-interference performance, and noise robustness can all be significantly improved.
Finally, the embedded voice system is put through its paces in an experimental setting to gauge its performance and
functionality. The results of the tests demonstrate that the created hybrid model has high recognition accuracy and good noise
immunity, which will be utilized as a foundation for the design and development of the final system. Meanwhile, the new
system’s functional modules have achieved the expected results with good stability and reliability. Trial results gathered
through interviews and questionnaires demonstrate that the new system significantly enhances the intelligence and adaptability
of college teaching methods and is conducive to promoting the improvement of college students’ cultural literacy and
innovation ability.

1. Introduction

The power of digital technology accelerates the industrial
revolution and technological revolution. As a brand-new
method of production, “digital” is gradually altering how
people produce, live, think, and perceive the world. Digital
transformation is a trend that is permeating a wide range

of industries, including social production and economic
growth [1]. Digitalization has emerged as the primary force
driving education reform in the modern age. The focus of
education reform worldwide is now on utilizing new tech-
nologies like artificial intelligence and cloud computing to
accelerate educational growth. Accordingly, the knowledge,
skills, and capacities of the labor force should also change
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as a result of the development of digital industrialization and
industry digitalization in the digital era, which has led to
new demands for the quality of the labor force and talent
demand. A more fundamental change is required in higher
education, which produces labor for the market. Therefore,
the digital transformation of higher education has been
given higher expectations and has become a prominent issue
in the reform and development of higher education during
the epidemic period. In short, the digital transformation of
higher education is aimed at reshaping its new capabilities
based on the new generation of digital technology, which is
related to the development quality of higher education.
However, the teaching mode of classroom oriented and
teacher oriented is still widely adopted in higher education,
where the classroom and the teachers themselves serve as
the main focus. There is little opportunity for students to
ask questions or share their perspectives, making it difficult
to spark their interest in learning. Therefore, it is easy to lead
to the poor learning effect of students and then lead to the
failure of higher education digitalization to achieve the
expected purpose. In response to this problem, accelerating
the pace of digital transformation of higher education; vigor-
ously promoting the informatization of higher education,
the digitalization of educational resources, the empower-
ment of educational technology, and the innovation of edu-
cational methods; and leading the high-quality development
of higher education with digital innovation have become the
requirements of our country’s higher education reform at
present and in the future. With the continuous development
of emerging information technologies such as artificial intel-
ligence [2], cloud computing [3], and mobile computing [4]
in the field of education and teaching, profound changes are
taking place in the elements and forms of education. There-
fore, in the era of intelligent big data, how to use the advan-
tages of these technologies to help the digital transformation
of higher education is an urgent issue to consider.

As information technology and embedded systems con-
tinue to advance at a rapid pace, the integration of voice
interaction technologies into embedded systems is a rapidly
expanding area of study. In addition, with the wide applica-
tion of deep learning and cloud computing in voice interac-
tion, voice interaction services in the form of cloud are
familiar to the public and gradually applied to real life [5,
6]. Therefore, the integration of embedded voice teaching
system into the currently hot cloud computing technology
can provide a new way of voice service [7]. On this configu-
ration, all of the processing for the system’s voice recogni-
tion and synthesis is done remotely in the cloud. In doing
so, it is able to provide users with voice interaction services
in the cloud, which makes up for the drawbacks of earlier
voice technologies. It can reduce the resource overhead while
users get the voice service. Moreover, it can also provide per-
sonalized services to users according to their needs.

It is for this reason that research into the design of the
embedded human-computer speech interaction system
based on cloud services and its related technologies is both
theoretically and practically significant. Companies like
iFLYTEK, which specialize in voice recognition, have devel-
oped their own proprietary voice interaction and recognition
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systems. At present, there are also many APPs developed
based on embedded voice recognition technology and cloud
computing technology on cell phones to assist students in
English learning, which will become an inevitable trend in
the market in the future. Related deep learning strategies
have also been proposed anew as educational theory
research has expanded [8, 9]. The technology was then suc-
cessfully used by researchers to the field of voice recognition.
In the literature [10], good results in big vocabulary speech
recognition were achieved by applying deep information
networks as a pretraining step for deep neural networks
and using a DNN-MM hybrid network model to train
acoustic models. According to the literature [11], a recurrent
neural network LSTM can be used to learn the context of
English sentences in order to build a translation model
called a Transformer. The results of the experiments demon-
strate that the model may be trained using the input utter-
ance, resulting in an enhanced translation effect.

In conclusion, it has become increasingly common to
make use of deep learning and cloud computing to process
the voice signals in embedded voice systems as a result of
their increasing sophistication and widespread adoption.
Therefore, the research and design of an embedded voice
teaching system based on cloud computing have opened
up a new way to innovate the teaching mode of universities
and further promote the digital transformation of higher
education. To this end, this study combines the above expe-
rience to construct a new embedded voice interaction system
by combining cloud computing and voice recognition tech-
nology to improve the teaching effect of universities. The fol-
lowing are some of the significant innovations made in this
research: to begin, we suggest combining the HMM and a
deep neural network to create a hybrid model for voice
recognition. The recognition impact can be enhanced by
combining the strengths of the HMM’s robust timing pro-
cessing capacity with the deep neural network’s robust char-
acterization ability and generalization performance during
the processing of the speech signal. Second, the cloud com-
puting platform is used for voice recognition and synthesis
in the new system, which has the benefits of low cost, good
scalability, large scale, and strong computing power, and
thus contributes to the realization of “ubiquitous learning”
for the course teaching in universities. Third, the new system
gives teachers and students access to a cutting-edge teaching
platform that facilitates the sharing of ideas and resources,
facilitates student-teacher interaction, and responds to the
growing need for a wide range of instructional approaches.
Finally, the experimental environments were used to assess
the performance and functionality of the embedded voice
system. Results from testing indicate that the new system
performs as intended in design. It helps boost the improve-
ment of college students’ cultural literacy and considerably
enhances the intelligence and adaptability of the teaching
methods in universities.

2. Related Concepts and Methods

2.1. Voice Recognition Technology. Broadly speaking, the
term “voice recognition technology” encompasses both
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semantic and vocal recognition. In a narrow sense, it refers
to the understanding recognition of speech semantics, also
known as automatic speech recognition (ASR). To realize
the control of voice to the machine, voice recognition
technology takes voice as the research object and then auto-
matically converts the input voice signal into the matching
text or command using computer and software [12].
Although numerous approaches have been offered by vari-
ous researchers towards the improvement of voice recogni-
tion technology, the fundamental concepts remain mostly
unchanged. Figure 1 basically depicts the recognition princi-
ples applied by voice recognition systems during the pro-
cessing of voice data.

As voice recognition technology continues to evolve,
many learning systems based on this technology are being
employed to address the demand for personalized practice
and real-time feedback for students.

2.2. Basic Methods

2.2.1. HMM. The hidden Markov model, or HMM, is con-
sidered to be one of the most representative models in the
field of voice recognition [13]. It refers to the process of
transferring one state to another state by means of a hidden
form quite frequently. This model is a mathematical and sta-
tistical strategy, and the parameters of the hidden state can
be discovered by calculating the probability of the states
being transferred. It possesses advantageous characteristics
such as high operating efficiency and stable operation. Its
training process mainly includes forward algorithm, Viterbi,
and Baum-Welch [14]. The mathematical description of it is
as follows.

Assuming that the HMM is a five-element array (S, P, U,
W, and C), its mathematical expression can be described by
the following formula:

H=(S,P,U,W,C), (1)

where S represents the set of states and P = {p; j} denotes the

probability of transferring from state i to state j, which can
be defined in the following formula:

Y py=1 1<i<N. (2)

U ={F[S;(1)]} in which when ¢ =1, it is the probability
of being in state S;.

W denotes the discrete vocabulary list, which can be
defined in the following formula:

W:{W1>W2""’Wm}> (3)

where m represents the number of symbols in W. Suppose
C={c;(W,)} denotes the probability of symbol W under
state Sj, which is defined in detail in the following formula:

2.2.2. LSTM. As one of the classical models in recurrent neu-
ral networks, the long short-term memory (LSTM) neural
network is mainly evolved from the RNN [15]. It has two
transfer states. LSTM is capable of learning long-term
dependant information while processing current input,
which allows it to efficiently solve the problems of gradient
expansion and gradient disappearance that are present in
RNN. The network may be broken down into its primary
components, which are the input gate, the output gate, and
the forgetting gate [16]. The structure of the network can
be seen in Figure 2.

The input to the LSTM cell usually includes three forms:
current moment input, previous moment hidden layer state,
and cell state, which are represented by three variables x,,
h,_,, and ¢,_;, respectively. o denotes the sigmoid activation
function. In the LSTM model, three gating mechanisms,
namely, input gate i,, output gate o,, and forgetting gate f,,
are responsible for filtering and updating the input informa-
tion, and their expressions are shown in formula (5), for-
mula (6), and formula (7), respectively.

iy =O(Wily,p> %] + by)s (5)
0, =0(W,[y 1> x,] +b,)s (6)
ft:(s(wf[)/t—l’xt]+bf>’ (7)

where W,, W,, and Wy denote the connection weights,
respectively; b denotes the bias matrix; and y, ; denotes
the output at moment ¢ — 1.

In addition, the cell state z, and the hidden layer state h,
in the LSTM model are shown in formula (8) and formula
(9), respectively.

Z=fiqti-z, (8)
h,=o, - tanh (c,). 9)
3. Design of Embedded Voice System

The voice training system has evolved to include embedded
voice terminals as a result of the rapid growth of embedded
technology. This study combines cloud computing, a deep
neural network, and an embedded system to create a voice
interaction system, which is then applied to the daily teach-
ing and practice of university courses. This is done to meet
the personalized and diversified learning needs of students
and effectively improve their learning efficiency.

3.1. General Design of the System. By shifting much of the
computing and information processing to the cloud, the
embedded voice system developed in this study considerably
reduces the hardware resources consumed by the client. In
this way, each student can learn and practice their courses
whenever and wherever they have access to mobile
terminals, thus greatly improving the learning efficiency.
Concurrently, the system employs intelligent identification
technology to deliver intelligent feedback to the learning
process, allowing students to learn autonomously even with-
out the assistance of teachers and allowing for greater
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portability in terms of time and location of classroom instruc-
tion. Relying on the powerful storage and computing capacity
of the cloud computing platform, more advanced voice recog-
nition technologies can be applied to the platform, making the
university courses richer and more interesting.

This system allows a single teacher to teach a class of
students using only their voice by connecting a teacher’s com-
puter to a number of student terminals through the internet
and a cloud computing platform. Because the system relies
on packet-based data grouping interchange, it is able to imple-
ment both voice-based group instruction and interactive
instruction [17]. The new system’s primary features are as fol-
lows: first, the teacher can play a variety of audio files to the
entire class for broadcast teaching. Second, students have the
option of borrowing audio files from the teacher’s computer

to use during independent study time. Since this system relies
on the powerful storage and computing capabilities of the
cloud computing platform, the transmission loss is small, the
speed is fast, and the voice is clear and pure, which effectively
alleviates the problem of noise interference under the tradi-
tional analog technology. It is possible for the teacher and
students to converse simultaneously without interfering with
one another. Additionally, the system offers a good human-
computer dialogue interface, enabling virtually error-free
communication between the teacher and students as well as
between students.

3.2. Operation Mode of the System. The primary goal of the
system applied to university courses is to realize the regular
teaching tasks, and the teachers complete the teaching tasks
in the mode of centralized lectures or personalized lectures,
respectively, while the student terminals are the receivers
for listening and learning. In this system, the teacher termi-
nal is generally designed with traditional PC, and its primary
purpose is to carry out the regular teaching tasks, which are
divided into centralized lecture module and personalized
lecture module. In addition, the teacher’s terminal adds the
function of student learning evaluation, so that the teacher
can understand the students’ learning situation dynamically
and the students can recognize their own learning situation
in time. The student terminal is an embedded digital voice
terminal designed to receive and play digital voice files or
to play voice files in the library on demand according to their
existing knowledge or interests. Figure 3 depicts the system’s
teacher and student terminals in their operation modes.
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FIGURE 3: Operation mode of the system.

3.3. Terminal Design of the System

3.3.1. Design of Teacher Machine Terminal. The teacher
machine terminal uses a traditional PC with Windows as
the operating system and is developed using a high-level
programming language. When compared with other com-
puting options, the PC is far superior in terms of speed,
memory capacity, and storage. The teacher machine’s
primary features include identity authentication, roster
management, centralized teaching, personalized teaching,
assessment of students’ learning outcomes, and management
of vocal resources. Figure 4 illustrates the teacher terminal’s
primary features.

The teacher terminal’s lecture function flow gives the
teacher the option of using either a centralized or individu-
alized lecture format, depending on the needs of the class.
In centralized lectures, the teacher broadcasts audio files to
all of the students. For personalized lectures, the lecturer
might make it more interactive by asking the class questions
related to the material being covered.

3.3.2. The Design of a Student Terminal with an Embedded
System. The student terminal in the system adopts the
embedded-based terminal design mode, which mainly com-
pletes the playback of audio data stream, text display, and
keyboard control. The success or failure of the entire
embedded voice teaching system hinges on the design of this
component. The student terminal’s overall design can be
seen in Figure 5.

Figure 5 shows that the four primary components of the
student terminal are the hardware layer, the operating sys-
tem layer, the driver layer, and the application layer. This
is because the student terminal was developed using the
embedded manner. The hardware layer is the hardware plat-
form on which the whole system and applications run, and
different hardware environments often need to be config-
ured for different applications. The primary operations of
the system, such as task scheduling and control of embedded
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Electronic

FIGURE 4: Functional design of the teacher terminal.

applications, are realized by means of the operating system
layer. Each module’s driver design is finished in the driver
layer. The application layer is mainly used to analyze the
embedded Internet protocol stack, realize the development
of the playback program, provide a friendly graphical user
interface, and complete the functions of the digital voice
classroom. It is worth mentioning that in the teaching mode,
we use buffering for student terminals to ensure the flow and
continuity of voice in the system.

3.4. Design of a Voice Recognition Algorithm in the System.
The aim of the embedded voice system is to use the HMM
and the LSTM network model in Section 2.2 to implement
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FIGURE 5: Structure design of student terminal.

cloud-based voice recognition and synthesis on the embedded
platform to achieve human-computer interaction. Therefore,
we need to further design the voice recognition algorithms
for the teacher and student terminals in the system.

It is the job of the translator’s voice recognition module
to first extract features from the voice data and then use
those features to translate the voice signal into a text form
or command. MFCC (Mel Frequency Cepstral Coefficient)
has the advantages of having strong anti-interference and
high robustness, and it is easy to achieve a relatively high
recognition rate in feature extraction [18]. Therefore, MFCC
is selected for feature extraction of voice signals in the
embedded voice system designed in this paper. Figure 6
illustrates its specific workflow.

Afterwards, the input voice translation results are
utilized to train a model for voice recognition using the
HMM approach described in Section 2.2. The model’s prob-
ability value can be used to determine the optimal state
sequence for voice synthesis, and the model’s output can
then be applied to generate a convincing synthetic voice
signal [19].

Last but not least, the LSTM network model is utilized to
build a recurrent neural network-based Transformer model
from the voice recognition data. An “encoder-decoder”
structure is utilized to construct the model. Only a feedfor-
ward neural network and a multihead attention mechanism
are employed in the encoder and decoder built within the
system. Along with this, the text recognition accuracy is
enhanced by adding a lexical information vector.

4. System Simulation and Testing

Guided by cloud computing and deep neural network the-
ory, this study relies on the embedded development platform
to construct an embedded voice teaching system. Thus, with
the purpose to ensure the stability and practicality of the
system’s application in university course teaching, we
conducted a series of system simulation test experiments.
First of all, one of the core tasks of the platform is voice rec-
ognition with the help of HMM and LSTM network model,
so it is necessary for us to test the recognition rate of the
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system accordingly, which is the basis for carrying out other
tests. Secondly, we also conducted some self-tests and ques-
tionnaires to check the usability and practicality of the
system in order to bring teachers and students a better expe-
rience of using the system.

4.1. Data for Voice Recognition. We conducted the appropri-
ate experimental validation to confirm the efficacy of the
HMM and the LSTM network model in voice recognition.
The key components of the testing setup mainly include
hardware devices such as computer and sound card,
Winl0 operating system, and Matlab experimental pro-
gramming platform. The voice is sampled at 8 kHz in mono,
coded with 16 bits, and saved as a WAV file.

Eight different Chinese commands—“open,” “close,”
“forward,” “backward,” “zoom in,” “zoom out,” “play,” and
“pause”—were used as voice samples for the evaluation. All
the voice data for this investigation came from individual
recordings made in a specially chosen, less noisy room for
the capture of speech signals. A total of 400 sets of voice data
were obtained from 10 experimental individuals (5 male and
5 female). 200 data were utilized to train an acoustic model,
and the other 200 data were used as samples for testing the
effect of voice recognition methods.

4.2. Evaluation of the system’s Capacity. The recognition rate
measures how well the system understands the user’s spoken
commands. It is one of the key indicators to measure the sys-
tem performance. With the purpose to test the HMM-LSTM
model’s efficacy in voice recognition, we conducted a com-
parison experiment with the recognition performance of
existing HMM and PNN models [20]. Table 1 displays the
comprehensive comparative results. In the table, the num-
bers on the left represent the number of correctly recognized
words, while the numbers on the right represent the total
number of words recognized. For instance, if 30 samples
are input and 28 are correctly recognized, the ratio would
be 28/30.

The testing results in Table 1 show that all three models
achieve voice recognition rates of 90% or above. Meanwhile,
the HMM + LSTM model developed in this research
achieves a remarkable 96.25% accuracy in voice recognition.
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TaBLE 1: Voice recognition rate of each model in pure voice
environment.

TABLE 2: Voice recognition rate of each model under different SNR
noise environments.

Command phrase HMM PNN HMM + LSTM
model model
Open 28/30 28/30 29/30
Close 29/30 27/30 29/30
Forward 27/30 27130 29/30
Backward 28/30 29/30 28/30
Zoom in 29/30 27/30 28/30
Zoom out 28/30 27/30 30/30
Play 28/30 27/30 29/30
Pause 29/30 28/30 29/30
Average recognition rate  94.17%  91.67% 96.25%

The HMM achieves a recognition rate of 94.17%, placing it
in the middle of the HMM + LSTM model and the PNN
model. Based on a comparison of the three models’ recogni-
tion outcomes, we can deduce that the voice recognition
model using deep neural network technology considerably
enhances the performance of the embedded voice system.
In addition, we also found that the recognition results based
on the HMM + LSTM model also outperformed both the
PNN and HMM for the eight voice command phrases in
the test experiments. This also shows that the hybrid model
can effectively implement its relevant experimental features
and can effectively schedule the commands in the system.

We also simulated tests of the noise immunity of the three
models to further highlight the benefits and performance of
the HMM + LSTM model suggested in this study for voice rec-
ognition. In the experiments, we added six different Gaussian
noises to the above eight command Chinese phrases for the
experiments, and the SNRs were 5db, 10db, 15db, 20db,
25db, and 30 db, respectively. Next, voice recognition was per-
formed on samples of each model in the noisy environment.
Table 2 displays the experimental results.

Analysis of the experimental data in Table 2 shows that
as signal-to-noise ratio drops, the three models’ voice recog-
nition rates drop continually. Both the HMM and the PNN
model suffer a considerable drop in voice recognition qual-
ity. While the recognition rate does drop for the HMM +
LSTM model, it does so at a far slower rate than either of
the other two models. This reflects to a certain extent that
the HMM + LSTM has good anti-interference ability and is
robust to noise. This is because the new model combines
the powerful timing processing ability of HMM and the
superior self-learning and classification ability of the LSTM
network model, which can describe the semantic content
of speech in more detail, so as to better improve the speech
recognition rate, anti-interference performance, and robust-
ness to noise.

4.3. Functional Self-Test of the System. The system’s primary
goal is to supply students with various educational tools,
specifically, voice teaching videos and exercise assessments.
As soon as we finished designing and developing the
embedded voice system, we began testing its many func-

SNR HMM PNN model HMM + LSTM model
5db 34.72% 46.85% 59.25%
10db 61.86% 67.68% 79.43%
15db 72.39% 75.65% 87.75%
20 db 87.47% 87.26% 92.17%
25db 89.75% 88.85% 93.25%
30db 93.15% 90.76% 96.00%

tional modules in the platform to identify any issues or weak-
nesses in the system so that we could optimize them and
improve the overall user experience as soon as possible. The
following is the test for the functional modules of the system.

To begin, the various functional modules of the platform
involve exercises for practice. For this reason, verifying the
accuracy of the system and its analysis of the students’
responses is crucial. Functional tests were run on the system
to ensure that the exercises were performing as expected.
Table 3 displays the detailed results. Secondly, in addition
to exercises, the system also provides a variety of learning
methods such as audio teaching. It is the feature of the sys-
tem and one of the important functions of the system. In this
function module, it mainly includes independent learning
methods such as videos, lesson plans, and exercises. In order
to test whether the video playback function is normal, the
following tests are conducted, and the detailed test results
are shown in Table 4.

Analyzing the test results in Tables 3 and 4, we can see
that after several iterations, each functional module of the
embedded voice system designed in this research has
achieved the expected results, with good stability and reli-
ability, and can get a good user experience.

4.4. Trial of the System. Finally, we conducted a trial experi-
ence test on the embedded voice teaching system based on
cloud computing to validate its efficacy and feasibility in uni-
versity curriculum education. One hundred university stu-
dents were chosen as participants, and they were observed
for two weeks. Everyone in the experiment used this system
to study for a total of 30 minutes per day. Test information
was gathered through interviews and questionnaires after
the experiment was over. Figure 7 displays the statistical
findings from the survey data.

The statistical results displayed in Figure 7 show that
more than 85% of students believe the system is helpful for
their course learning and that most students believe that
the various learning methods, such as videos and exercises,
provided in the system can help them well in their profes-
sional knowledge. Especially in the exercise practice, the sys-
tem can give timely feedback after diagnosis. This interactive
way is very helpful for college students’ learning. Besides,
students have good satisfaction with the interface, operation,
and functions of the platform.

In conclusion, we focus on the voice recognition perfor-
mance of the embedded voice system and some core
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TaBLE 3: Exercise function test.

Test 1: exercise function test

The students carry out exercises in the corresponding function module of the system to test whether

Descriptions . L .
P its function is realized.
Test plan Students do exercises, choose answers to look at the analysis.
Data input According to the prompts given and the corresponding requirements, choose the appropriate answer,

and finally, check the analysis and submit.
The expected results
The actual results

The system will judge the answers chosen by students and give corresponding hints.
The actual test results are in line with expectations.

TaBLE 4: Phonetic teaching test.

Test 2: phonetic teaching test

Description Students do video learning and use the corresponding functions.
Students play instructional videos and add comments below them. They participate in the study, review the
Test plan . . . . .
lesson plan, and consolidate the learning effect. Finally, they finish the exercises.
Data input Watch the video explanation, check the lesson plan, and complete the exercises.

The expected results
The actual results

The video plays smoothly, the comments are displayed correctly, and the problem analysis is provided in time.

The actual test results are in line with expectations.

The problem The statistical results

Whether the system is helpful for your Very helpful Some helpful Helpful General Without help
course learning? 8% 35% 42% 10% 5%
Whether the arrangement of exercises in the Very good Good General Bad Very bad
system, the degree of examination of
knowledge is reasonable. 18% 60% 12% 6% 4%
Whe.ther t.he problem diagnosis and feedback Very helpful Some helpful Helpful General Without help
provided in the system are
helpful to your study? 15% 32% 36% 12% 5%
Whether the presentation of teaching video Very good Good General Bad Very bad
in the system, the explanation of knowledge
points is reasonable. 30% 43% 13% 8% 6%
Whether the voice teaching video in the Very helpful Some helpful Helpful General Without help
system is helpful to your
course knowledge? 10% 58% 23% 6% 3%
Are you satisfied with the Very satisfied Some satisfied Satisfied General Not satisfied
function of the system?

6% 62% 18% 8% 6%
Are you satisfied with the interface and Very satisfied Some satisfied Satisfied General Not satisfied
operation of the system? 50 35% 52% 6% 20

FIGURE 7: Results of the questionnaire survey.

functional models of the system for simulation testing. The
results of the tests demonstrate that the voice recognition
model developed in this study has high recognition accuracy,
good anti-interference ability, and high noise robustness
even in noisy surroundings, thanks to the use of deep neural
network technology. Therefore, the new model can play a
very important role in the noisy laboratory teaching as well.
Finally, we verified the effectiveness and feasibility of the

embedded voice system in university course teaching by
means of self-test experiments and questionnaire surveys.

5. Conclusion

Higher education has been infiltrated by the technological
progress brought by the Industrial Revolution 4.0, which
forces higher education to face the digital transformation
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in all aspects. To this end, exploring the digital transforma-
tion of higher education has become an emerging field and
has attracted extensive attention of scholars. Meanwhile,
with the popularization and application of cloud computing,
mobile computing, and deep learning, the new generation of
high technology is developing very rapidly, which is also
overturning the traditional teaching mode of universities.
Digital transformation of higher education can take a step
forward with the help of cloud computing, embedded voice
systems, and interdisciplinary collaboration. This work pro-
poses and develops an embedded voice interaction system
for university course teaching, making use of the enormous
storage and computing capability of a cloud computing plat-
form and the distinctive performance of an HMM + LSTM
model in voice recognition. Experimental results demon-
strate that the new model developed in this study not only
achieves higher recognition accuracy than the conventional
HMM and PNN voice recognition models but also exhibits
strong noise immunity. In addition, the results of the tests
conducted on the system’s functional modules demonstrate
that the new system is stable and reliable. Finally, the system
trial results indicate that the new system makes professional
course learning of college students more rich and fascinating
and helps to increase their learning effect.

While previous work has yielded generally positive
results, the embedded voice teaching system developed in
this study offers novel approaches for university course
teaching in the age of artificial intelligence. Due to the lim-
ited ability of individuals, there are still some points in the
system that need to be further developed and improved.
To begin with, the system’s interactivity and interface need
to be further streamlined and upgraded to provide users with
a better experience. Secondly, the system’s functionality
should be fine-tuned and its learning resources should be
enlarged so that it has greater practical value and more loyal
users. Finally, new technologies like big data and edge comput-
ing can be incorporated to make personalized recommenda-
tions for students and improve their learning efficiency.
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