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The POI recommendation system has become an important means to help people discover attractive and interesting places. Based
on our data analysis, we observe that users pay equal attention to conservatism and curiosity. In particular, adopting analysis
corresponding to different time intervals, we find that users lean towards old POIs in the short term and look for new POIs
with the increase of the time interval. However, existing approaches usually neglect users’ conservatism and curiosity
preferences. Therefore, they are confronted with a bottleneck of depicting accurate user needs, making it difficult to improve the
recommendation performance further. Besides, we further find that the number of user daily check-ins has uneven distribution,
which is not conducive to capture the accurate transition patterns of user behaviors. In light of the above, we design a single
POI sequential method. On this basis, we propose a recommendation method of the variable additive Markov chain. We
consider the user sequential preferences, especially liking old and pursuing new features. In addition, our model exploits the
geographical tendency of user behaviors. Finally, we conduct abundant experiments on four cities in the two real datasets, i.e.,
Foursquare and Jiepang. The experimental results show its superiority over other competitors.

1. Introduction

Recommender systems are valuable tools that play a crucial
role in mitigating information overload problems. Today,
such systems are used in many application domains [1–3].
With the increasing popularity of WSN [4] and location-
based social networks (LBSNs), such as Foursquare, Gowalla,
and Yelp, unlimited possibilities are provided for users to
share their highlights. Users not only explore location-
aware information but also write reviews and share their
experiences [5]. In LBSNs, user-generated trajectory data
contains rich information, such as POI location, category,
content, visited time, and trajectory sequence, which can be
used to exploit user’s preferences for providing personalized
POI recommendation for the target user. There are huge
business opportunities. So the academic and industry has
invested a great deal of enthusiasm and energy in studies of
recommendation, such as location-based activity recommen-
dation [6], friend recommendation [1, 7], and location rec-

ommendation [8, 9]. In these studies, providing location
recommendations becomes an important application with
the rapid emergence of LBSNs, such as POIs recommenda-
tion [10–16] and routes recommendation [17, 18].

Existing researches mainly study how to use time influ-
ence, geographical influence, social relationship, and other
characteristics for POI recommendation. For example, a
user is more likely to choose a restaurant for dinner at noon.
A POI closer to the current location is more popular with
the user, and friends may have similar preferences. However,
these studies mainly provide POI recommendations based
on common sense analysis and fail to notice that users’ past
experiences that will affect their attitudes towards POI. For
example, the pursuit of familiarity and novelty is also an
important factor. Through data analysis and reasoning, we
found some interesting phenomena to consider POI recom-
mendations from a new perspective.

In a limited geographic space, users tend to like the old
and pursue the new. We define POIs that users have visited
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as old POIs and that have not been visited in the previous
period as new POIs. Due to time and distance constraints,
the user choice space and the number of new POIs are lim-
ited. For a user, he chooses a POI considering his available
time and the acceptable transfer distance. For example, if
the user only has half an hour, POIs that take longer than
an hour are not considered. If the user likes to walk, then
POIs within 1 km are more popular. Long-distance move-
ment requires more time and financial support, which limits
users’ desire to visit it. The POIs that users frequently visit
are not evenly distributed geographically but clustered
around limited centers [19, 20]. For example, users have
more check-ins near their homes, workplaces, and popular
areas. Taylor’s first law of geography also confirms this phe-
nomenon [21]. Obviously, the category and number of POIs
are limited in a limited geographic area. After repeated
exploration by users, new POIs will gradually become old.
Therefore, users can only choose POIs on the premise that
the new is less and the old is more.

The POI alternates between the old and the new, driving
users to like the old and pursue the new POIs. As we all
know, users often visit the same POI multiple times, and
each visit has a different experience. For example, it is
impossible for the user to taste all dishes of a restaurant at
one time. For scenic spots, users will find discoveries during
repeated visits. For example, climbing the Great Wall from
different roads has different sceneries, and the view in the
morning and evening is also different. In addition, the POI
is also changing. For example, POIs may be updated irregu-
larly, and the surrounding environment may also vary. Just
as it is impossible for a person to step into the same river,
all the POIs constantly change. Changes of the POI and
the surrounding environment will make the old POI glow
with new appeal. Intuitively, users will prefer the new POI
to the old one. For example, if a restaurant leaves a good
memory to the user, the user’s experience of going to this
restaurant again for dinner will not be worse than the last
time and may be better. The user will not wander in the
corridor as he revisited the museum the first time, he will
be more confident, and the second visit will be smoother
than the initial visit [22].

Sparse trajectories affect the acquisition of POI relation-
ships. We define a sequence containing multiple POIs as a
dense trajectory, and correspondingly, the other holding a
single POI is called a sparse trajectory. Intuitively, a user
sometimes generates multiple check-ins a day. Occasionally,
they check in only one POI, and even worse, they do not do
that for several days. Some studies believe that there is an
association relationship between POIs that a user visits
continuously, and this relationship reflects the law of cooc-
currence between them. Intuitively, due to the continuity
of user behavior, the smaller the time interval between
check-ins, the more the influential impact on the next
behavior. In practice, there are studies that use hours, days,
weeks, months, etc., as time intervals [23]. No matter what
time interval is used, there will be dense and sparse trajecto-
ries coexisting. Currently, two methods are usually used to
deal with sparse trajectories: (1) filter out the check-in
records of a single POI and only retain the dense trajectories

that visit multiple POIs in a day and (2) increase the time
threshold between adjacent POIs to expand the coverage of
a single trajectory. For example, we can adjust the time inter-
val so that POIs of several consecutive days are formed a
trajectory. However, both of them have drawbacks. The first
method will make user data more sparse, which is not con-
ducive to accurately obtaining user preferences. Correspond-
ingly, although the second method reduces data loss, it
introduces some additional noise. Obviously, additional
noise may interfere with the accuracy of user preferences.

In this paper, we propose a variable-order additive
Markov chain based on sequential patterns, the influence
of liking the old and pursuing the new, and geographical
restriction (SONG). In SONG, the model consists two com-
ponents: POI transition and variable influence. The POI
transition probability model is used to obtain the one-step
transition probability between any POIs. The variable influ-
ence model is used to extract the joint influence of three
factors. We first construct a POI-POI transition graph based
on the user-POI interaction sequence contained in check-in
trajectories of all users. The transition probabilities can be
deduced by dividing transition degrees by outgoing degrees
of the graph vertex. Then, we jointly model the variable
effects of liking old, pursuing new, and geographical restric-
tion based on the mere exposure effect [24], depreciation
theory [25], and Taylor’s first law [21], respectively. We
finally provide TOP-N POI recommendations. The main
contributions of this paper can be summarized:

(1) User check-in behavior has an apparent feature of
liking the old and pursuing the new. Currently, there
is no research on this feature. We found that it is
mainly due to the unbalanced distribution of interest
POIs and user likes to pursue familiarity and novelty,
which provides new ideas for POI recommendations

(2) The check-in number of a user is very uneven every
day. For example, there may be only one or no
record in a day. This imbalanced situation influences
acquiring the sequence pattern implied by the user’s
check-in behavior. We propose a method to serialize
sparse trajectories, which alleviates the problems
caused by the neglect of a single POI or the introduc-
tion of additional noise by extending the sequence
and better obtain user preferences

(3) Based on the above discovery and the results of sin-
gle POI serialization, we propose a variable-order
additive Markov chain model to capture the influ-
ence of historical sequences on subsequent POIs.
Then, we use the mere exposure effect and depreci-
ation theory to jointly model the users’ preference
of preferring old, pursuing new, and combine the
geographical restriction to provide personalized
recommendations

(4) We conducted extensive experiments on four city
subsets of real trajectory datasets, Foursquare and
Jiepang. Experimental results show that our model
outperforms other state-of-the-art methods.
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The remainder of the paper is organized as follows. In
Section 2, we review related work on POIs recommendation.
In Section 3, we first describe and define the task we are
tackling. Then, we make data analysis on four subdatasets
of two real-world datasets. In Section 4, we present our pro-
posed model SONG for POI recommendation in detail. In
Section 5, we describe our experiment settings for evaluating
the performance of SONG against the state-of-the-art POI
recommendation techniques. Finally, Section 6 concludes
this paper.

2. Related Work

POI recommendation based on trajectories is a hot topic
in LBSNs, and it has attracted increasing attention in both
academia and industry. Therefore, we briefly introduce
three lines of researches related to our task: (a) POI rec-
ommendation based on temporal; (b) recommendation
based on geographical influence; and (c) sequential POI
recommendation. All of these factors are closely related
to acquiring user preferences [26].

2.1. POI Recommendation Based on Temporal. Temporal
influence plays a vital role in POI recommendation. Yuan
et al. [10] found out that most users tend to visit different
POIs at a different time in a day, and the check-in behaviors
between neighbor time slots are similar. In addition to that,
Zhang et al. [27] pointed out that POI may be not available
in all time, for example, POIs are only accessible during their
opening hours. He et al. [28] investigated the temporal pop-
ularity of a POI and the temporal check-in trends to provide
personalized POI recommendation. He et al. [28] propose a
spatial-temporal topic model (STM), which embedded the
temporal and spatial patterns in users chick-in activities.
Oppokhonov et al. [29] develop a recommendation system
based on a directed graph. The algorithm of the system
considers both the temporal factor and the distance for
recommending a new POI for next hours. Gao et al. [30]
put forward four temporal aggregation strategies, such as
sum, mean, maximum, and voting, to integrate a user’s
check-in preferences of different temporal states. The
method using the strategy greatly improves the POI recom-
mendation performance. Ji et al. [31] proposed a social-
period-aware topic model (SPATM) to learn the influence
weights of both user interests and her social preferences on
making-decision for each check-in time automatically. Actu-
ally, the time law of users’ behaviors include two different
patterns, i.e., periodic and aperiodic. For example, a user
may like to find a restaurant for dinner at noon, which is
periodic. Since the historical experience will affect the user’s
choice of the target POI, this influence is generally believed
to be related to the interval between visiting two POIs. For
convenience, we use the interval hops between POIs instead
of specific time to model aperiodic effects.

2.2. Recommendation Based on Geographical Influence. In
LBSNs, the geographical influence is an important factor
that distinguishes the POI recommendation from other rec-

ommendations because physical interactions are required
for users to visit POIs [32]. For example, users prefer to
select POIs near to their homes or offices and also may be
fond of exploring the nearby POIs of their current locations.
Several studies have attempted to leverage the geographical
influence to improve POI recommendation systems [33,
34]. Ye et al. [35] proposed a power-law distribution model
to capture the geographical influence, and proposed a col-
laborative POI recommendation algorithm based on geo-
graphical influence via naive Bayesian. Because it is
difficult to find an anchor point to derive a reasonable dis-
tance for the new POI, Zhang et al. [32] develop a kernel
function to model the geographical influence. The kernel
function on two-dimensional is more reasonable than the
one-dimensional distance power-law distribution. For users’
check-ins is unevenly distribution. Some exiting studied
assume that user checked locations conform to the Gaussian
distribution of multiple centers. Chenget al. [19] proposed a
multicenter Gaussian model to capture the geographical
influence for POI recommendation. In addition to directly
using geographical influences, there are some joint model
methods. Liu et al. [13] develop a general geographical prob-
abilistic factor model (Geo-PFM) to capture the geographical
influence on user mobility behaviors, and then combine the
influence with Bayesian nonnegative matrix factorization
(BNMF) to model user preferences. Finally, POIs are recom-
mended for users by combining the effects of multiple fac-
tors. Yin et al. [12] propose a joint probabilistic generative
model to integrate geographical-social influence, temporal
and word-of-mouth effect for solving check-in data sparsity
in the out-of-town recommendation scenario. Griesner
et al. [15] propose a augmenting matrix factorization model
(GeoMF-TD) for POI recommendation by combining geo-
graphical and temporal influences. Li et al. [16] put forward
a ranking based geographical factorization method (Rank-
GeoFM) model to provide POIs prediction. Specifically, the
proposed model can easily combine geographical influence
and temporal influence. In this paper, we use power-law
distribution to capture the influence of distance on the user’s
choice of POI.

2.3. Sequential POI Recommendation. In the real world,
users’ behaviors usually happen in succession, and the next
action is often related to the previous one. In recent years,
studies have focused on various sequential recommendation
tasks, such as next POI recommendation [29, 36]. Early
studies were typically based on the Markov chain models
for sequential recommendation [32, 36]. For example, He
and McAuley [36] proposed fossil that fuses similarity-
based models with the Markov chains to predict personal-
ized sequential behavior. Cheng et al. [8] developed a matrix
factorization method, which embeds the personalized Mar-
kov chains and the localized regions for solving the sequen-
tial recommendation task. The order of the Markov chain
model decides the scale-free parameters. A higher order will
increase the computation cost. Following the development
of machine learning, a lot of complex models have been
proposed: recurrent neural networks (RNNs) [37], convolu-
tional neural networks (CNNs) [38, 39], translation-based
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methods [40], and attention mechanism [41]. Approaches
based RNN are popular models for sequential recommenda-
tion due to their performance on sequential works. Liu et al.
[42] extend RNN and propose a novel method to model
temporal and spatial contexts for different time intervals
and distance-specific transition matrices for different
geographical distances. However, existing RNN methods
neglect some details of users preferences, thus making the
recommendation results unreliable. To address the above
limitations, Sun et al. [43] proposed a method named LSTPM
for next POI recommendation. Li et al. [44] introduce a novel
neural network model named TMCA that employed the
LSTM-based encoder-decoder framework for the next POI
recommendation. In this paper, we use a variable high-
order Markov chain to model the relationship between
preceding POI to the posterior in trajectory.

3. Task Definition and Data Analysis

In this section, we first describe and define the task we are
tackling. Then, we make data analysis on four subdatasets
of two real-world datasets, which serve as the foundation
of our model.

3.1. Task Definition. A notation U denotes the collection of
users U = fu1, u2, ujuj, and the notation V represents the
collection of POIs V = fv1, v2, vjV j. We use the v to represent
a POI identifier and lv to denote its corresponding geograph-
ical attribute in terms of longitude and latitude coordinates.
For each user u ∈U , we sort her historical records by time
and subdivided these into trajectories with different
lengths relying on the suitable time interval, i.e., Su = fs1u,
s2u,⋯, snu, where n denotes the latest trajectory. The subtrajec-
tory sju = fv1, v2,⋯:,vt is the jth trajectory of user u. Given a
trajectory set of target user u, our goal is to recommend Top-
N POIs, namely Pr ðv ∣ sjuÞ = Pr ðv ∣ vn, vn−1, v2, v1.
3.2. Dataset Description. We conduct analysis on four real-
world datasets from the Foursquare [45] and the JiePang
[11]. The Foursquare check-in dataset is from 12 April
2012 to 16 February 2013 in New York (NYC) and Tokyo
(TKY), while JiePang contains Beijing and Shanghai from
April 2011 to April 2013. For all of them, we filter unpopular
POIs with less than five user visits.

3.3. Data Analysis. In theory, users can check any locations.
However, user behavior is affected by various factors such as
available time, geographic distance, and economic support.
Users often look for interesting POIs near their living and
working centers. Intuitively, users’ repeated exploration
might make POIs less appealing, but users can always find
pleasure in these POIs. It is worth exploring that makes
these POIs so appealing.

We divide POIs into two categories. POIs that appeared
in the last time period are called old POIs, and the corre-
sponding ones that did not appear are called new POIs.
Figure 1 shows the new and old changes of POIs by different
time intervals. We use different time intervals to analyze the
new and old changes of visited POIs. Traditionally, we

divide a year into 52 weeks. In the figure, “2012-02” indicates
the second week of 2012. Figure 1 contains four cities infor-
mation, and every city has two figures. The left takes one
week as an interval, and the right is five weeks. As we can
see from the left figure of every city, the old POI is predom-
inant. Especially, the Foursquare dataset shows this more
clearly. Comparing the left and right, it is clear that the ratio
of new POIs is predominant in JiePang. Although the pro-
portion of old POIs exceeds the new POIs, the new increases
and old decreases.

According to the above analysis, we can come to the
following conclusion: Users are conservative in the short
term and show more curiosity characteristics with the
increase of the time interval. Making full use of users’ prefer-
ence features of liking old and pursuing new simultaneously
may improve the recommendation performance.

4. The Proposed Model

In this section, we present our proposed model SONG in
detail. SONG mainly consists of three parts, which are the
sequential recommendation modeling and the old and new
influence weight modeling. Our main contribution lies in
joint modeling liking the old and pursuing the new influ-
ence, the geographical influence for sequential recommenda-
tion in a unified way.

4.1. Modeling Sequential Recommendation Based on
Trajectory. For sequential recommendation, the order-
based models are used to derive order patterns from items
sequences of users’, such as using the Markov chains [36,
46]. Inspired by the successful cases of the Markov method
in capturing sequence features and the high compatibility
[46] with the problem in our paper, we use the high-order
Markov chain model to model the sequential recommenda-
tion task. The mathematical form of this model is shown by
the following equation.

Pr vr ∣ s
j
u

� �
= Pr vr = vt+1 ∣ vt , vt−1,⋯:,v2, v1ð Þ: ð1Þ

However, as [47] points out, if the k-order Markov chain
has n possible states, it usually leads to exponential expan-
sion on the number of states, e.g., ðn − 1Þnk. Moreover,
high-order Markov chains also suffer from the sparsity of
transitions in the given dataset, which discourages people
from using a higher-order Markov chain directly and leads
to ineffectiveness in modeling the behaviors of users.
Inspired by [32, 47], a higher-order Markov chain model
involves only one additional parameter for each one-step
transition probability. The model can be written as follows:

Pr vr ∣ s
j
u

� �
= Pr vr = vt+1 ∣ s

j
u

� �
≈ 〠

t

i=1
wu Pr vt+1, vt+1−ið Þ,

ð2Þ

where Pr ðvt+1, vt+1−iÞ denotes the one-step transition proba-
bility from POI vt+1−i to POI vt+1 and wu is the additional
parameter.
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Figure 1: Continued.
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4.1.1. One-Step Transition Probability. The number of POIs
that a user visits every day is unevenly distributed, and
sparse trajectories containing a single POI are sometimes
ignored in mining POIs transition patterns. In order to make
reasonable use of these sparse trajectories, we propose a
method to serialize sparse trajectories. The core idea is as fol-
lows. We first split the user’s training data by one day and
then determine whether it needs to be serialized according
to the length of the trajectory. When the user’s trajectory

length of a day is greater than 2, this trajectory does not need
to be processed. The processing flow is shown in the pseudo-
code on lines 5-7. When the trajectory length is equal to 1, it
needs to be dealt with in three cases: (1) If it is the first tra-
jectory of the user, insert this one into the next one; (2) if it is
the last trajectory of the user, add this trajectory to the
previous one; and (3) in other cases, it needs to judge the
time interval to the previous and the subsequent trajectories
and insert the current trajectory into the closer trajectory.
The insert operation is relatively simple, it only needs to
modify the inserted trajectory’s date to the date of the target
trajectory, and the time remains unchanged. For example,
the date of the target trajectory is October 6, 2016, and the
date and time of the trajectory to be inserted is October 7,
2016, 13:23:11. It only needs to change the date to October
6, 2016. Comparing Su’ with Su, only the date of some
trajectories in Su’ has changed, and the time remains the
same to retain the user’s time-related preferences. The time
remains unchanged at 13:23:11. The specific operation
process is shown in the following algorithm.

Inspired by [32], the one-step transition probabilities
between two POIs are derived by employing the first-order
Markov chain. They are supposed to be fixed, which can
be represented by the following equation:

Pr vt+1 ∣ s
j
u

� �
= Pr vt+1 ∣ vtð Þ = ToDegree vt , vt+1ð Þ

AoDegree vtð Þ , ð3Þ

when AoDegreeðvtÞ > 0, where AoDegreeðvtÞ is out degree
of POI vt and ToDegreeðvt , vt+1Þ is the degree from vt to
vt+1. When AoDegreeðvtÞ = 0, Pr ðvt+1 ∣ vtÞ denotes the fol-
lowing:

Pr vt+1 ∣ vtð Þ =
1, vt+1 = vt

0, vt+1 ≠ vt:

(
ð4Þ

4.1.2. Modeling the Influence Weight of User Pursuing Old. It
is common that the more exposure something is in front of
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Figure 1: Changes of the ratio of new and old POIs on four datasets at different time intervals. (a) Beijing (Jiepang). (b) Shanghai (Jiepang).
(c) NYC (Foursquare). (d) TKY (Foursquare).

Input: Training trajectories of user u: Su,s
j
u ∈ Su, u ∈U :

Output: Dense trajectories set of user u: Su′
1: for (u = 0; u < jU j; u + +) do
2: Get the trajectories count of u: jSuj;
3: Set trajectory index: p =0;
4: while p < jSuj do
5: Get the length of trajectory jspuj;
6: if jspuj > 2 then
7: p⟵ p + 1
8: else if jspuj≤1 and p = 0 then
9: Adds the current trajectory to the next one
10: else if jspuj≤1 and p < ðjSuj − 1Þ then
11: Get the time interval of Tspu−s

p−1
u

and Tsp+1u −spu
.

12: if Tspu−s
p−1
u
≤Tsp+1u −spu

then

13: Insert spu to sp−1u , p⟵ p + 1
14: else

15: Insert spu to sp+1u ,p⟵ p + jsp+1u j + 1
16: end if
17: else

18: Insert spu into sp−1u ,p⟵ p + 1
19: end if
20: end while
21: end for
22: Return Su′.

Algorithm 1: Serialization algorithm.
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us, the more it will strengthen our attitude towards it. Users’
attitudes towards things can be divided into three categories:
like, neutral, and dislikes. Since the neutral attitude does not
change the user’s opinion, it can be classified into the other
two categories, or ignored. According to this assumption,
users’ attitudes can be divided into two categories: like and
dislike. A user’s check-in record is positive feedback. For
example, a user who checks in a restaurant indicated that
he likes the restaurant.

If a user repeatedly checks in a POI, it indicates that the
user likes the POI more. Similarly, if the user does not like it,
the record of it will not exist. We assume that if the user
checks in to the current POI multiple times, the probability
of the POI being checked in again will increase. Based on
this hypothesis, we use the following equation to express
the exposure effect in the subtrajectory of user u. Multiple
exposures of POI v may make the user’s loving old prefer-
ence to be enhanced.

Γ u, vκð Þsju = 1 +
∑

sjuj j
r=1 Ivr=vκ
R

0
@

1
A

ϕu

vκ∈s
j
u

, ð5Þ

where Icond is the indicator function, and it returns 1 if cond
is satisfied, or otherwise returns 0. R is the maximum num-
ber that the user checked in repeatedly in all trajectories. ϕu
is u’s personalized parameter for exposure. The exposure
influence Γðu, sju, vÞ monotonically increases as the POI is
visited repeatedly.

4.1.3. Modeling the Influence Weight of User Pursuing New.
In real life, visiting a POI is a consumable activity. For exam-
ple, users need to spend time or move a certain distance to
enjoy the happiness brought by POI-related activities [18].
The memory of the user’s access to the POI will affect the
novelty of the subsequent POI, and the impact is related to
the time interval. Like depreciation in economics, the resid-
ual value is smaller when the time is longer, and the possibil-
ity of purchasing new equipment is greater [25]. We assume
that the POI currently checked in by the user will affect the
utility of subsequent POIs, and this effect is related to the
time interval. The larger the interval, the weaker the impact,
making users more likely to choose a new POI. For conve-
nience, we use interval hops instead of time intervals. For
example, for the sequence “a, b, c, d,” the number of hops
between ab, ac, and ad are 1, 2, and 3. We assume that the
influence of the current POI on the rear target POI is
inversely proportional to the total number of hops between
them, and we use the following equation to express the pur-
suit of newness.

Ψ u, κð Þsju =
cu

καueβuκ
, ð6Þ

where cu, αu, and βu are personalized parameters and κ
refers to the intervals between the current POI to the target
POI visited by the same user.

4.1.4. Modeling Geographical Influence. Some existing stud-
ies show that the geographical proximities of POIs have a
significant influence on users’ check-in behavior. To better
understand this geographical influence on users, Ye et al.
[35] performed a spatial analysis on user check-in activi-
ties records collected from the Foursquare. A significant
percentage of two consecutive POIs visited by the same
user appear to be within a short distance. There are three
tendencies: (1) people tend to select POIs near their
homes or workplaces; (2) people may prefer to explore
POIs from current location; and (3) the POI visited by
the user conforms to the Gaussian distribution of multiple
centers, which means that the POI visited by the user is
not evenly distributed but concentrated in several areas
[48]. Based on the above conclusions, it can be seen that
distance is the core of geographic influence. There are
many mature models for modeling geographic influence,
for example, power-law, exponential, and hyperbolic [34].
Thus, we also use power-law distribution to model the
check-in probability to the distance between two POIs vis-
ited by the same user.

Y dð Þ = au × d−bu , ð7Þ

where au and bu are parameters of a power-law distribu-
tion and d refers to the distance between the current
POI to the target POI visited by the same user.

4.2. Integrating Model and Inferring Model Parameters.
According to the above submodel representation, we change
Equation (2) to Equation (8). The weight wi

u becomes a com-
bination of distance, liking the old, and pursuing the new.

Pr vr ∣ s
j
u

� �
≈ 〠

t

i=1
wu Pr vt+1, vt+1−ið Þ

= 〠
t

i=1
Y dð Þ · μ · Γ u, við Þsju + 1 − μð ÞΨ u, ið Þsju

h i
· Pr vt+1, vt+1−ið Þ,

ð8Þ

where μ is the parameter of liking old and 1 − μ is the pursuing
new, respectively.

Let θ denote the set of parameters in the personalized
SONG framework. Then, we define our optimization prob-
lem to obtain the optimal θ∗ as follows:

Θ∗ = argmax
Θ

Y
u

Y
su ,su, j∈su

Pr vr ∣ s
j
u ;Θ

� �
: ð9Þ

The goal of this problem is aimed at maximizing the
probability of predicting the last POI given the rest of an
observing sequence su. To solve this optimization problem,
we employ the maximum a posteriori (MAP) estimation
on the following log-likelihood function:
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Θ∗ = argmin
Θ

L = −〠
u

〠
su ,su, j∈su

ln P v ∣ sju ;Θ
� �

= −〠
u

〠
Su

ln 〠
t

i=1
Y dð Þ · μ · Γ u, við Þsju + 1 − μð ÞΨ u, ið Þsju

h i
· Pr vt+1, vt+1−ið Þ:

ð10Þ

Furthermore, the gradient of the log-likelihood L with
respect to the model parameters is given by

∂L
∂θ

= −〠
u

〠
su

∑t
i=1 Y ·ð Þ · μ ∂Γ ·ð Þsju /∂θ

� �h i
Pr ·ð Þ

∑t
i=1Y ·ð Þ μ · Γ ·ð Þsju + 1 − μð ÞΨ ·ð Þsju

h i
Pr ·ð Þ

, θ ∈ ϕuf g,

∂L
∂θ

= −〠
u

〠
su

∑t
i=1 Y ·ð Þ 1 − μð Þ ∂Ψ ·ð Þsju /∂θ

� �h i
Pr ·ð Þ

∑t
i=1Y ·ð Þ · μ · Γ ·ð Þsju + 1 − μð ÞΨ ·ð Þsju

h i
· Pr ·ð Þ

, θ ∈ αu, cu, βuf g,

∂L
∂θ

= −〠
u

〠
su

∑t
i=1Y ·ð Þ · Γ ·ð Þsju −Ψ ·ð Þsju

� �
Pr ·ð Þ

∑t
i=1Y ·ð Þ · μ · Γ ·ð Þsju + 1 − μð ÞΨ ·ð Þsju

h i
· Pr ·ð Þ

, θ ∈ μf g,

∂L
∂θ

= −〠
u

〠
su

∑t
i=1 ∂Y dð Þ/∂θð Þ · μ · Γ ·ð Þsju + 1 − μð ÞΨ ·ð Þsju

h i
· Pr ·ð Þ

∑t
i=1Y dð Þ · μ · Γ ·ð Þsju + 1 − μð ÞΨ ·ð Þsju

h i
· Pr ·ð Þ

, θ ∈ au, buf g:

ð11Þ

In order to make the formula easier to understand and
save space, YðdÞ, Γðu, vκÞsju , Ψðu, κÞsju , and Pr ðvt+1, vt+1−iÞ
are abbreviated as Yð·Þ, Γð·Þsju ,Ψð·Þsju , and Pr ð·Þ, respectively.

In addition, the set of parameters θ in our method con-
sists of all the personalized parameters in the definitions of
liking old and pursuing new POIs, such as ϕu, αu, βu, cu,
au, bu, and μ. αu is randomly drawn from absolute N (0,
0.1). μ is initialized to 0.5. The other parameters are ran-
domly initialized in the range [0.0, 1.0].

Given a training set containing observing sequences of
agents, we can iteratively update the parameters θ using
the gradient ascent method. Once the (near) optimal Θ is
obtained, our SONG framework allows for personalized rec-
ommendations based on Equation (8).

5. Experiments Evaluation

In this section, we describe our experiment settings for eval-
uating the performance of SONG against the state-of-the-art
POI recommendation techniques.

5.1. Experiment Settings. Each dataset is divided into the
training and testing set in terms of visit time rather than ran-
dom partition methods in the experiments. In practice, we
can only utilize the past data to predict future check-in
events. For each user, we select 80% of her check-ins to con-
stitute a training dataset for learning the parameters of the

proposed model. The remaining portions are used as ground
truth for testing.

5.2. Evaluation Metrics. To study the effectiveness of the
methods, we use two popular metrics, i.e., Recall (Rec@k)
and normalized discounted cumulative gain (NDCG@k).
While the Recall is defined as the ratio of recovered POIs
to the number of POIs generated by the recommendation
model, NDCG@N is a measure to indicate the ranking qual-
ity of the recommendation models.

To produce a TOP-k recommendation list for a query
user, we compute a preference score for each POI and sort
them by score. The Recall@k for each user is defined as

Rec@k = tp
tp + tn

, ð12Þ

where tp is the number of POIs visited by a user u and also
in the TOP-k recommendations and tn is the number of
POIs visited by u but not in the TOP-k recommendations.
The NDCG@k for each user is defined as

NDCG@k = DCG@k
IDCG@K

, ð13Þ

where

DCG@k = 〠
k

i=1

2reli − 1
log2 i = 1ð Þ , ð14Þ

and reli refers to the graded relevance of the result ranked at
the position. We use the binary relevance in our work, i.e.,
reli = 1 if the result is in the test set, and 0, otherwise.
IDCG@k is the DCG@k value when the recommended POIs
are ideally ranked. The average of recall and NDCG values
overall users are reported as the final Rec@k and NDCG@
k (k = 1, 5, 10, 15). These two metrics are both in the range
[0, 1], and a higher value means better results.

5.3. Comparison Methods

5.3.1. FPMC-LR. Cheng et al. [8] observed two prominent
properties in the check-in sequence: personalized Markov
chain and region localization. Then, they proposed a matrix
factorization method, which embeds the personalized Mar-
kov chains and the localized regions for solving the recom-
mendation task.

5.3.2. TMCA. Li et al. [44] proposed an encoder-decoder-
based neural network model named TMCA to capture the
complex spatial and temporal dependencies among historical
check-in activities automatically. The model leverages the
embedding method to incorporate heterogeneous contextual
factors to boost recommendation performance. Furthermore,
they introduce the temporal and multilevel context attention
mechanisms to dynamically select the relevant check-ins and
discriminative contextual factors for predicting the prefer-
ences over POIs to visit next.
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5.3.3. STRNN. Liu et al. [42] extend RNN and propose the
spatial-temporal recurrent neural networks (STRNN). To
capture time interval and geographical distance information,
they replace the single-transition matrix in RNN with time-
specific transition matrices and distance-specific transition
matrices.

5.3.4. CTransRec. CTransRec [40] is a translation-based
recommender for complex users, which utilizes auxiliary
information (item category and timestamp) and category-
specific projection and temporal dynamic relaxation in
recommender systems to improve the performance of
sequential recommendation.

5.3.5. LSTPM. Sun et al. [43] proposed a novel method
named long-term and short-term preference modeling for

the next POI recommendation. The proposed model con-
sists of a context-aware nonlocal network for long-term
preference modeling and a geodilated RNN for short-term
preference learning.

5.3.6. STAN. Luo et al. [41] adopt a spatiotemporal attention
network (STAN) for location recommendation. This allows
a point-to-point interaction between nonadjacent locations
and nonconsecutive check-ins with explicit spatiotemporal
effect. STAN uses a bilayer attention architecture to learn
the explicit spatiotemporal correlations.

5.4. Comparison with Baselines. We present the comparison
results on the four datasets in terms of Recall and NDCG in
Figures 2 and 3, respectively. We can make the following
important observations.
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Figure 2: Recall on four datasets. (a) Beijing (Jiepang). (b) Shanghai (Jiepang). (c) NYC (Foursquare). (d) TKY (Foursquare).
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We model users’ preference for liking old, assume that
repeated check-in POI was the basis of users’ liking old,
and converted the check-in times into liking old influence.
New POIs will bring users unprecedented experience. We
calculate the residual value of POIs according to the time
interval between check-in POIs, which will serve as the basis
for users to pursue new POIs. The lower the residual value,
the stronger the incentive to pursue something new. Finally,
the combination of liking the old and chasing the new can
better reflect the influence of precursor POIs on successor
POIs.

Our proposed SONG consistently and significantly out-
performs all baselines in terms of every metric on four data-
sets. For example, on Beijing, Shanghai, NYC, and TKY,
compared with the second best method STAN, SONG
improves the Recall@1 by 5.22%, 11.17%, 8.22%, and
7.62%, and the NDCG@1 13.55%, 8.17%, 8.88%, and

3.24% by, respectively. The quantitative evaluation clearly
demonstrates the superior effectiveness of our method.

Among the baseline methods, STAN performs the best
on all datasets. It may be because STAN established the asso-
ciation between nonadjacent locations and nonconsecutive
check-ins with explicit spatiotemporal effect, which has alle-
viated data sparsity. Secondly, the performances of LSTPM
and TMCA are better. Specifically, LSTPM performed well
on BJ and SH of the JiePang, and TMCA performed well
on NYC and TKY of the Foursquare. LSTMP requires dense
trajectory support, which is not very good for users with
sparse trajectories. In comparison, TMCA adopted an
embedding method to incorporate heterogeneous informa-
tion for mitigating sparsity.

Ctrance used item category and timestamp, and STRNN
used time interval and geographic distance. Both methods
use time, which shows that time played a role in the
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Figure 3: NDCG on four datasets. (a) Beijing (Jiepang). (b) Shanghai (Jiepang). (c) NYC (Foursquare). (d) TKY (Foursquare).
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recommendation. Comparing the performance of them,
the former is slightly better than the latter. This result
may indicate that the item category better reflects the
user’s preferences.

5.5. Comparison of SONG_N and SONG. Due to the uneven
distribution of the number of daily check-ins, dense and
sparse trajectories coexist. In order to make full use of user
data, this paper proposes a method to serialize sparse trajec-
tories. We test the proposed SONG on the original and the
serialized data, and the test results are shown in Table 1. It
is found that the effects of Recall and NDCG after serializa-
tion (SONG) are significantly higher than those of no serial-
ization (SONG N). It shows in Table 1. For example, on BJ,
SH, NYC, and TKY, Rec@k (k = 1, 5, 10, 15) has increased by
more than 13%, 6%, 15%, and 10%, respectively. Comparing

the growth rates of Recall and NDCG of each dataset, NYC
and BJ have the best growth rates, followed by TKY and SH.
The growth trends of the two indicators are consistent. From
this point of view, the sparse trajectory data serialization
method we proposed is effective.

6. Conclusions

In this paper, we find out that users’ check-in behaviors have
an apparent characteristic of liking the old and pursuing the
new. After studying the problem of POI recommendation,
we proposed a novel sequential prediction method based
on the Markov chain model, i.e., SONG. We jointly model
users’ behaviors and geographical influence with a variable-
order additive Markov chain. The experimental results dem-
onstrate that our proposed approach substantially improves
the recommendation performance compared with the state-
of-the-art methods.
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The effective organization and utilization of military equipment data is an important cornerstone for constructing knowledge
system. Building a knowledge graph in the field of military equipment can effectively describe the relationship between entity
and entity attribute information. Therefore, relevant personnel can obtain information quickly and accurately. Attribute
extraction is an important part of building the knowledge graph. Given the lack of annotated data in the field of military
equipment, we propose a new data annotation method, which adopts the idea of distant supervision to automatically build the
attribute extraction dataset. We convert the attribute extraction task into a sequence annotation task. At the same time, we
propose a RoBERTa-BiLSTM-CRF-SEL-based attribute extraction method. Firstly, a list of attribute name synonyms is
constructed, then a corpus of military equipment attributes is obtained through automatic annotation of semistructured data in
Baidu Encyclopedia. RoBERTa is used to obtain the vector encoding of the text. Then, input it into the entity boundary
prediction layer to label the entity head and tail, and input the BiLSTM-CRF layer to predict the attribute label. The
experimental results show that the proposed method can effectively perform attribute extraction in the military equipment
domain. The F1 value of the model reaches 77% on the constructed attribute extraction dataset, which outperforms the current
state-of-art model.

1. Introduction

With the continuous development of Internet technology,
data from all walks of life is growing rapidly. Organizing
these data through knowledge graph technology can effec-
tively improve data utilization efficiency. In the military
field, the construction of knowledge graph is not only
conducive for the military commanders to quickly and
deeply understand certain military equipment but also can
be combined with knowledge map and intelligent system
for rapid intelligent decision-making assistance [1].

Attribute extraction is an important step in knowledge
graph construction, which refers to extracting the attribute
name and attribute value of entities from text data. Facing
a large amount of text data in the military field, extracting
attribute data automatically is one of the keys to study the
construction of a military knowledge graph. The traditional

attribute extraction methods are divided into rule-based
methods and machine learning-based methods. Zhai and
Qiu [2] proposed a rule-based knowledge meta-attribute
extraction method based on phrase structure trees. The
rule-based method needs to set rules manually according
to the data characteristics, so the migration of the method
is poor. Jakob and Gurevych [3] fused multiple features
and used conditional random fields [4] to extract attributes.
However, machine learning methods require a large amount
of labelled data and manual features. In recent years, deep
learning methods have also been gradually applied to attri-
bute extraction. Toh and Su [5] used a bidirectional recur-
rent neural network BRNN combined with a conditional
random field for attribute value extraction. Cheng et al. [6]
used a bidirectional long short-term memory network
BiLSTM combined with a gated dynamic attention mecha-
nism for attribute extraction. However, attribute extraction
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based on deep learning methods also requires a large
amount of annotated data. In the field of weaponry, there
is a lack of corresponding annotated datasets. Manual anno-
tation is not only time-consuming but also the level of the
annotator will largely affect the quality of the annotated
corpus [7]. Through investigation, we found that Baidu
Encyclopedia currently contains a large number of weapon
and equipment entries. There are a large number of semi-
structured and unstructured data in the encyclopedia pages,
which contain rich information of entity attributes. We pro-
pose a new way of attribute data annotation based on the
characteristics of the encyclopedia pages. We annotate the
unstructured text data by distant supervision based on the
InfoBox data of the encyclopedia pages. At the same time,
we convert the attribute extraction task into a sequence
annotation task and use the RoBERTa-BiLSTM-CRF-SEL
method for attribute data extraction.

In summary, the contribution points of this paper can be
divided into the following three points.

(1) A new way of data annotation is proposed for the
characteristics of encyclopedia data. In the annota-
tion process, the subjective is fixed according to the
name of the encyclopedia page, and then, its attri-
butes and attribute values are annotated

(2) Based on Baidu Encyclopedia data, the military
domain attribute extraction dataset is automatically
constructed by using the idea of distant supervision

(3) RoBERTa-BiLSTM-CRF-SEL is designed for auto-
matic attribute extraction in the field of weapons.
The method obtains entity boundary features
through the entity boundary prediction layer. The
loss of boundary prediction layer and the loss of
attribute prediction layer are weighted and summed
as the loss value of the model. In this way, the model
entity recognition effect is improved. On the military
equipment attribute extraction dataset, the F1 of the
proposed method reaches 0.77, which is better than
other existing methods

2. Related Work

Attribute extraction methods can be mainly classified into
rule-based methods, machine learning-based methods, and
deep learning-based methods. The rule-based approach
needs to formulate rules manually for specific situations.
This method is simple and usually oriented to specific
domains. Although the method has a high accuracy rate,
it has a small scope of application and is difficult to
migrate to other domains. The method based on machine
learning is more flexible, but it needs the support of arti-
ficial features and large-scale datasets. The method based
on deep learning can automatically mine hidden features
between texts through a neural network model, but it also
requires large amounts of labelled data for model training
and optimization.

In the early studies of attribute extraction, scholars
mainly formulated a series of rules to extract attributes. Hu

and Liu [8] extracted commodity attributes from customer
reviews by frequent itemset feature extraction. Li et al. [9]
presented an automatic method to obtain encyclopedia char-
acter attributes, and the speech tagging of each attribute
value was used to locate the encyclopedia free text. The rules
were discovered by statistical method, and the character
attribute information was obtained from encyclopedia text
according to rules matching. Yu et al. [10] proposed an
approach of extracting maritime information and converting
unstructured text into structural data. Ding et al. [11]
formed nine types of description rules for attribute extrac-
tion by manually constructing rules. They analyzed the
quantitative relationship and emotional information of attri-
bute description and finally designed and implemented the
academic concept attribute extraction system. Qiao et al.
[12] suggested a rule-based character information extraction
algorithm. Based on the rules, they researched and devel-
oped a character information extraction system and finally
realized the automatic extraction of semistructured charac-
ter attribute information. Kang et al. [1] offered an unsuper-
vised attribute triplet extraction method for the military
equipment domain. According to the distribution law of
attribute triples in sentences, this method adopts an attribute
indicator extraction algorithm based on frequent pattern
mining and completes the extraction of attribute triples by
setting extraction rules and filtering rules.

In a machine learning-based attribute extraction
method, Zhang et al. [13] introduced word-level features in
the CRF model and used domain dictionary knowledge as
an aid for product attribute extraction. Xu et al. [14] intro-
duced shallow syntactic information and heuristic location
information and input them to CRF as features, which effec-
tively improved the attribute extraction performance of the
model. Gurumdimma et al. [15] presented the approach to
extracting these events based on the dependency parse tree
relations of the text and its part of speech (POS). The pro-
posed method uses a machine-learning algorithm to predict
events from a text. Cheng et al. [16] broke through the
current method of a statistical operation mainly in the scope
of sentences in the attribute attribution judgment. They
proposed a method of character attribute extraction that is
classified from text to sentence with the guidance of text
knowledge. Kambhatla [17] employed maximum entropy
models to combine diverse lexical, syntactic, and semantic
features derived from the text. References [18–20] suggested
a weakly supervised automatic extraction method that uses
very little human participation to solve the problem of lack
of training corpus. Zhang et al. [21] offered a novel compos-
ite kernel for relation extraction. The composite kernel
consists of two individual kernels: an entity kernel that
allows for entity-related features and a convolution parse
tree kernel that models syntactic information of relation
examples. Liu et al. [22] put a perceptron learning algorithm
that fuses global and local features for attribute value extrac-
tion of unstructured text. The combination of features
makes the model obtain better feature representation ability.
Li et al. [23] constructed three kinds of semantic information
through word attributes, word dependencies, and word
embeddings of words. The three semantic information are
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combined with the conditional random field model to realize
the extraction of commodity attributes.

In recent years, attribute extraction methods based on
deep learning have gradually become mainstream. Wang
et al. [24] regarded attribute extraction as a text sequence
labelling task. Input the word sequences and lexical
sequences into a GRU network, and then, use CRF for
sequence label prediction. Xu et al. [25] considered that
there is a gap between the meaning of a word expression
in general and specialized domains. Therefore, they input
both word embeddings from the generic domain and word
embeddings from the specialized domain into a convolu-
tional neural network model. The model is used to decide
which expression is more preferred to achieve the attribute
extraction. For the low performance of slot filling method
applied in Chinese entity-attribute extraction at present,
He et al. [26] presented a distant supervision relation extrac-
tion method based on bidirectional long short-term memory
neural network. Wei et al. [27] proposed an attribute
extraction-oriented class-convolutional interactive attention
mechanism. The target sentence was first input into a
bidirectional recurrent neural network to obtain the implicit
expression of each word and then underwent class-
convolution interactive attention. The force mechanism
performed representation learning. To solve the problem
that traditional information extraction methods have poor
extraction results due to the existence of long and difficult
sentences and the diversity of natural language expressions,
Wu et al. [28] introduced text simplification as the prepro-
cessing process of extraction. Among them, text reduction
is modeled as a sequence-to-sequence (seq2seq) translation
process and is implemented with the seq2seq-RNN model
in the field of machine translation. Huang et al. [29] pro-
posed a different method, which uses an independent graph
based on a neural network as the input and is accompanied
by two attention mechanisms to better capture indicative
information. Cheng et al. [30] used the advantages of the
CRF model to deal with the sequence labelling problem
and realized the automatic extraction of journal keywords
by integrating the part-of-speech information and the CRF
model into the BiLSTM network. Luo et al. [31] proposed
a new bidirectional dependency grammar tree to extract
the dependency structure features of a given sentence and
then combined the extracted grammar features with the
semantic features extracted using BiLSTM and finally used
CRF for attribute word annotation. Feng et al. [32] intro-
duced an entity attribute value extraction method based on
machine reading comprehension model and crowdsourcing
verification due to the high noise characteristics of Internet
corpus. The attribute extraction task is transformed into a
reading comprehension task. Luo et al. [33] introduced a
MLBiNet (multilayer bidirectional network) that integrates
cross-sentence semantics and associated event information,
thereby enhancing the discrimination of events mentioned
within. Xi et al. [34] presented bidirectional entity level
decoder (BERD) to gradually generate argument role
sequences for each entity.

To address the problem of lack of annotation data in the
military equipment domain, the attribute extraction dataset

in the military equipment domain is automatically
constructed based on distant supervision. The attribute
annotation sequence is decoded by RoBERTa model com-
bined with BiLSTM-CRF model, and the entity boundary
prediction layer is also added to improve the effect of entity
recognition in this paper.

3. Attribute Extraction Methods Based on
RoBERTa and Entity Boundary Prediction

The model proposed in this paper is mainly composed of
text coding layer, entity boundary prediction layer, and
BiLSTM-CRF attribute prediction layer. We first encode
the input text through RoBERTa [35] to obtain its hidden
layer state vector. Then, input them into the entity boundary
prediction layer and the BiLSTM-CRF attribute prediction
layer, respectively. At the entity boundary prediction layer,
the 0/1 coding method is used to label the entity head and
tail, respectively, and then, the start_loss and end_loss of
the two sequence labels are calculated. In the BiLSTM-CRF
attribute prediction layer, we take the output result of the
entity boundary prediction layer as a feature and splice it
with the text vector. Input the splicing results into BiLSTM-
CRF to predict the text attribute tag. Next, calculate its loss
value att loss. Finally, in the model optimization, we consider
the three-loss values together, weigh the summation, and
achieve the overall optimization of the model by backpropa-
gation. The model structure diagram is shown in Figure 1.

3.1. Text Encoding Layer. BERT is a pretrained language
model proposed by Google in 2018. BERT uses the bidirec-
tional transformer structure as the main framework of the
algorithm, which can capture the bidirectional relations in
utterances more thoroughly. BERT uses a self-supervised
approach to train the model based on a massive corpus,
which can learn a good feature representation for words.
Therefore, BERT has achieved good results in several down-
stream tasks such as text classification and sequence annota-
tion. RoBERTa model is an improved version based on the
BERT model. Compared with BERT, RoBERTa has
improved both the training data and training methods and
pretrained the model more adequately.

In terms of training data, RoBERTa uses 160G training
text, while BERT only uses 16G training text. RoBERTa also
uses a new dataset CCNEWS and confirms that using more
data for pretraining can further improve the performance of
downstream tasks. At the same time, RoBERTa has
increased the batch size. BERT uses 256 batch size.
RoBERTa uses a larger batch size in the training process.
Researchers have tried batch sizes ranging from 256 to
8000. Liu et al. found through experiments that the perfor-
mance of certain downstream tasks can be slightly improved
after removing the NSP (next sentence prediction, NSP) loss.
Therefore, in the training method, RoBERTa deleted the
NSP task. In addition, unlike the static masking mechanism
of BERT, RoBERTa uses a dynamic masking mechanism to
randomly generate a new mask pattern every time. BERT
relies on random masks and predicted tokens. The original
BERT implementation performs a mask during data
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preprocessing to obtain a static mask. RoBERTa uses a
dynamic mask. When a sequence is entered into the model,
a new mask pattern will be generated. In this way, in the pro-
cess of continuous input of a large amount of data, the
model will gradually adapt to different masking strategies
and learn different language representations. Byte-pair
encoding (BPE) is a mixture of character-level and word-
level representations and supports the processing of many
common words in the natural language corpus. The original
BERT implementation uses character-level BPE vocabulary
with a size of 30K, which is learned after preprocessing the
input using heuristic word segmentation rules. Facebook
researchers did not adopt this approach but considered
using a larger byte-level BPE vocabulary to train BERT,
which contains 50K subword units without any additional
preprocessing or word segmentation on the input. Com-
pared with BERT, RoBERTa makes small improvements in
each part of the model training, and the combination of
the improvements in each part makes the model effect effec-
tively improved.

We use HIT’s open-source Chinese RoBERTa to encode
the input text and obtain its implicit layer state vector.

3.2. Entity Boundary Prediction Layer. In the constructed
military equipment attribute extraction dataset, the entity

names are generally longer, such as “65-type 82mm recoil-
less gun” and “105mm 6 × 6 wheeled armored assault gun.”
To avoid the problem of fuzzy entity boundary recognition
in the process of attribute extraction, the entity boundary
prediction layer is added for entity boundary recognition.
In the entity boundary prediction layer, the implied layer
state vector output from RoBERTa is input to the fully con-
nected layer to generate two 0/1 annotation sequences. One
of the annotation sequences is for the entity head, in which 1
represents the entity head, and 0 represents the nonentity
head. The other annotation sequence is for entity tails, where
1 represents entity tails, and 0 represents nonentity tails.

After obtaining the two sequence labels, we compare
them with the correct labels. Calculate the loss value of entity
head sequence recognition and entity tail sequence recogni-
tion. Meanwhile, to further obtain the boundary information
of entities, we take the entity head sequence and entity tail
sequence as features and splice them with the hidden layer
state vector output by Roberta. Then, input it to the
BiLSTM-CRF layer for attribute prediction.

3.3. BiLSTM-CRF Attribute Prediction Layer. In the attribute
prediction layer, we use a classical sequence labelling struc-
ture BiLSTM-CRF for the identification of attribute value
labels. The long short-term memory network LSTM [36] is

Implicit layer state vector

RoBERTa code

On November 11-1989, the USS Abraham Lincoln was officially commissioned at Naval Station Norfolk and integrated into the American Atlantic Fleet. 

Implicit layer state vector

LSTM LSTMLSTM LSTM LSTMLSTM

LSTMLSTM LSTMLSTMLSTM LSTM

CRF CRF CRFCRF CRF CRF

Entity header sequence

Entity tail sequence

USS Abraham Lincoln, service, November 11-1989 USS Abraham Lincoln, nation, American

1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

Figure 1: Structure diagram of attribute extraction model.
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a temporal recurrent neural network, which can better
capture the longer distance dependencies in the text. The
LSTM model structure is shown in Figure 2.

There are three inputs to the LSTM, which are the
hidden layer state vector ht−1 at the previous moment, the
cell state Ct−1 at the previous moment, and the input xt at
the current moment. Inside the LSTM, the retention and
forgetting of information are decided by three gating mech-
anisms. The first is the forgetting gate, which is used to
decide what information to forget from the cell state. The
forgetting gate is used to read ht−1 and xt and outputs data
between 0 and 1 to decide which information in Ct−1 to keep
and which to discard, where 1 means fully retained, and 0
means all discarded. The input gate is used to decide which
new information is added to the cell state, and the output
gate decides which data in the cell state will be output. The
calculation formulas of the LSTM model are shown in

f t = σ Wf ht−1, xt½ � + bf
� �

, ð1Þ

it = σ Wi ht−1, xt½ � + bið Þ, ð2Þ
ot = σ Wo ht−1, xt½ � + boð Þ, ð3Þ
~Ct = tanh WC ht−1, xt½ � + bCð Þ, ð4Þ

Ct = f t · Ct−1 + it · ~Ct , ð5Þ
ht = ot ∗ tanh Ctð Þ: ð6Þ

LSTM can only encode information in one direction. To
effectively use the context information, we uses a bidirec-
tional LSTM structure for encoding.

By calculating the hidden layer vector output of the
LSTM in both positive and negative directions and splicing
them together, the hidden layer state vector of BiLSTM is
finally obtained. The formulas are shown in

ht
!

=LSTM���!
ht−1
�!

,wt

� �
, ð7Þ

ht
 

=LSTM ���
ht−1
 �

,wt

� �
, ð8Þ

ht = concat ht
!
, ht
 � �

: ð9Þ

The conditional random field is a conditional probabil-
ity distribution model of output Y = ðY1, Y2,⋯⋯ YnÞ
given a set of input variables X = ðX1, X2,⋯⋯ XnÞ. CRF
is a serialization annotation algorithm, which can consider
the dependencies between tags to obtain the globally opti-
mal tag sequence.

For a set of label prediction sequence Y , its scoring
formula is shown in

score x, yð Þ = 〠
n

i=0
Ayi ,yi+1 + 〠

n

i=1
Pi,yi : ð10Þ

Among them, P is an n ×m dimensional matrix, m
represents the number of labels to be predicted, and Pi,j

represents the possibility that input i is the label j. A is the
transition matrix, and Ai,j represents the probability of tran-
sition from label i to label j.

Therefore, for all possible prediction sequence sets Yx of
the input sequence X, the conditional probability is as shown

P y ∣ xð Þ = escore x,yð Þ

∑~y∈Yx
escore x,~yð Þ : ð11Þ

In training, we optimize the model by maximizing the
log-likelihood probability of the correct output label in
Equation (12). For prediction, we select the sequence with
the highest score as the best prediction sequence, which is
calculated as shown in Equation (12).

y∗ = arg max
~y∈Yx

score x, ~yð Þ: ð12Þ

Take sentences in the dataset as an example, such as “On
November 11-1989, the USS Abraham Lincoln was officially
commissioned at Naval Station Norfolk and integrated into
the American Atlantic Fleet,” “November 11-1989” would
be marked as “B-FY,” “USS” would be marked as “B-ST,”
“Abraham” would be marked as “I-ST,” “Lincoln” would
be marked as “I-ST,” and “American” would be marked as
“B-GJ” (please refer to Chapter 4 for label meaning).

3.4. Loss Value Calculation. In terms of loss value calcula-
tion, we take the weighted sum of entity boundary loss value
and attribute identification loss value as the final loss value.
The loss value is used to optimize the overall parameters of
the model (as shown in Figure 3).

The loss value calculation formula is shown in Equation
(13), where lossstart and lossend represent the loss values of
entity head recognition and entity tail recognition, respec-
tively, and lossattribute represents the loss value generated by
the attribute sequence labelling. α, β, γ ∈ ½0, 1� are hyperpara-
meters that control the weighted summation of the three-
loss values.

loss = αlossstart + βlossend + γlossattribute: ð13Þ

4. Experimental Results and Analysis

4.1. Acquisition of Military Equipment Attribute Data

4.1.1. Data Acquisition. The experimental data came from
the Baidu Encyclopedia website (https://baike.baidu.com/),
and the data acquisition process is shown in Figure 4. We
cannot directly obtain military-related terms from Baidu
Encyclopedia, because the website does not classify and
index terms. The military channel of http://globe.com/ has
a summary display of various types of weapons and equip-
ment. We get the names of various military equipment from
the military channel of the World Wide Web. Then, we
expand the rules, splice them with the links of encyclopedia
entries, and finally, get the URL links of the required military
equipment-related entries. After obtaining the links of mili-
tary equipment entries in Baidu Encyclopedia, we analyzed
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the encyclopedia entry pages and found that the entries
mainly consist of entry names, information boxes contain-
ing attribute data, and a large amount of unstructured text.
We used a crawler to collect the InfoBox data and text data
in the Baidu Encyclopedia entry of weapons and equip-
ment and finally collected 1757 encyclopedia data of
military equipment.

4.1.2. Data Annotation. Data annotation by manual is not
only time-consuming and laborious but also different anno-
tators may have different annotation rules for the same piece
of data. Therefore, automatic annotation of data has become
the focus of current research. Encyclopedia word data

consists of two main parts, which are attribute data in the
information frame and unstructured text description data.
Taking the “Nimitz aircraft carrier” as an example, the entry
information box of the aircraft carrier contains basic attri-
butes such as “English Name,” “Nation,” “pretype/level,”
and “subtype/level,”. The text data is an introduction to the
basic information of the “Nimitz aircraft carrier.” Observing
its text data, it can be seen that it contains textual expres-
sions of the “English Name,” “Nation,” and other attribute
values of the “Nimitz aircraft carrier.”

For this data feature, the data annotation in this paper is
based on the distant supervision hypothesis [33]. The distant
supervision hypothesis means that when there is a

× +

𝜎 𝜎 ×
𝜎

tanh

tanh

×

Ct–1

ht–1

xt

ht

Ot

CV

Figure 2: LSTM structure diagram.
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Commissioned, November 11-1989

Aircraft carrier USS Abraham
Lincoln, Country, USA
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Figure 3: Calculation of loss value.
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relationship between two entities, then all sentences contain-
ing the pair of entities are considered to express this rela-
tionship to some extent. Distant supervision is to provide
labels for data with the help of external knowledge bases,
to save the trouble of manual labelling [37]. Attributes can
also be considered as a type of relationship, so the distant
supervision assumption is applied to the annotation of attri-
bute data. Taking the Nimitz aircraft carrier as an example,
the information box in Figure 5 shows that the relationship
between “Nimitz aircraft carrier” and the attribute “United
States” is a “Nation” attribute. Then, based on the distant
supervision assumption, all sentences containing “Nimitz
aircraft carrier” and “United States” can be labelled with
the “Nation” attribute, for example, the sentences “Nimitz
Aircraft Carrier (CVN-68) is the first ship of the Nimitz-
class aircraft carriers of the United States Navy” and “The
Nimitz aircraft carrier started construction in June 1968. It
was launched in May 1972 and delivered to the United States
Navy in May 1975”. Both of these sentences contain the
words “Nimitz aircraft carrier “ and “United States,” and
the triad (Nimitz aircraft carrier, nation, United States) can
be considered to exist in these two sentences when labelling
the data. Suppose a dataset D = fs1, s2,⋯, sng, where si rep-
resents sentence and is unstructured text. Train a model F
such that Fðsi ; θÞ = ½ðeti , etj, etkÞ�, where θ represents model
parameters, and eti , etj, etk represent the Tth entity and its cor-
responding relationship. The idea of the distant supervision
algorithm is to use knowledge base to align plain text for
annotation and then perform supervised training.

However, Baidu Encyclopedia website is an open knowl-
edge platform, and the editors of entries are not fixed. There-
fore, there is a lack of standardization and unity in the
naming of attributes, which leads to a variety of expressions
of the same attribute. Since the data in the military field has a
certain degree of confidentiality, the field itself has data spar-
sity. Different attribute expressions can lead to a variety of

data labels. If the labels are too scattered, the annotation data
of each type of attribute will be small, which is difficult to
obtain a good attribute extraction effect. To merge multiple
attribute labels’ expressions, we count the distribution of
attribute names to select high-frequency words as attribute
names. The attribute expressions present in the military
equipment data of the encyclopedia website were merged
by manual means, and a synonym table of military equip-
ment attribute names was constructed. We merged and nor-
malized the attribute expressions in the encyclopedia data
through the synonym table. The synonym table of military
equipment attribute names is shown in Table 1.

Normalize the attributes in the information box through
the attribute name synonym table in Table 1 to obtain the
attribute triplet set. Combined with the introduction text of
triple set and military equipment entries, data annotation
is carried out through distant supervision. As shown in
Figure 5, the text content in the encyclopedia web pages is
expanded and described with the title of the entry as the cen-
ter. The attribute triad is also composed with the title of the
entry as the head entity. Based on the characteristics of this
encyclopedia attribute data, a text sentence usually contains
a primary entity and multiple attribute values corresponding
to the entity. This chapter proposes a new data labelling
method. Unlike the previous annotation form, we first anno-
tate subjective according to the entry title and then annotate
the attribute values corresponding to the primary entity
separately (as shown in Table 2).

The relationship extraction dataset constructed by the
distant supervision method often has noisy data (as shown
in Table 3). For the relational triad [Obama, born in, United
States], “Obama” and “United States” is a relationship of
birth, and the distant supervision method is used for
“Obama is the 44th president of the United States.” The
error occurs when the annotation is performed. For the
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URL splicing 

Baidu
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weaponry
links 

Web parsing
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Infobox
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Figure 4: Flow chart of attribute data collection.
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triple [Obama, President, United States], the relationship
between “Obama” and “United States” is “President,” and
the annotation of “Obama was born in the United States”
based on the distant supervision method will result in an
annotation error. Since the relationship triad is composed
of [entity, relationship, entity] and there may be multiple
relationships between entities and entities, the distant super-
vision method often causes mislabelling problems when
constructing relationship extraction datasets.

The attribute triad is composed of [entity, attribute, attri-
bute value]. For military equipment data, the attribute values
are usually some numerical information with unit agency
names. Therefore, there is less possibility of distant supervi-
sion mislabelling problem when labelling the data for the
entity and attribute values in military equipment data. For
example, for the triad (Nimitz aircraft carrier, total load
displacement, 101196 tons), the attribute value “101196 tons”
is not a common entity, and it is challenging to generate other
attribute relationships with the “Nimitz aircraft carrier.” The
automatic annotation of the attribute data in the field of mili-
tary equipment by the distant supervision method does not
generate many mislabelling problems, and the correctness of
the dataset can be guaranteed to a certain extent.

4.2. Dataset and Evaluation Index Description

(1) Description of dataset

We use the attribute extraction dataset constructed by
the distant supervision method to verify method’s effective-

ness. 4291 attribute extraction corpus was constructed
through the distant supervision method and the filtering of
rules, including 3432 items in the training set, 429 items in
the validation set, and 430 items in the test set. The details
are shown in Table 4.

The Military Weaponry Dataset is a text corpus of
weapons and equipment extracted from the military channel
of the World Wide Web. Combined with the relevant
knowledge of the encyclopedia website, the attribute extrac-
tion dataset is constructed using distant supervision and
annotation. In the labeling process, we first determine the
type of attribute contained in the sentence and then label
the corresponding head entity and tail entity for each attri-
bute [38]. The specific annotation example of the dataset is
shown in Table 5. Among them, O stands for irrelevant
words, B stands for the beginning of the entity, I stands for
the middle part of the entity, ST stands for the subjective,
GJ stands for the nation, QX stands for the pretype, ZL
stands for weight, WW stands for foreign name, YZ stands
for development time, FY stands for service time, TY stands
for retirement time, CX stands for subtype, SF stands for
first flight time, and DW stands for construction unit.

(2) Evaluation criteria

The experiment uses accuracy rate, recall rate, and F1
value as evaluation indicators to evaluate the effectiveness
of the method. The calculation method is shown in formula
(14) to formula (16). Among them, TPattribute represents the
number of attribute labels correctly identified in the forecast

Figure 5: Example of encyclopedia data.
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output, FPattribute represents the number of attribute labels
incorrectly identified in the forecast output, and FNattribute
represents the number of unidentified attribute labels.

P =
TPattribute

TPattribute + FPattribute
, ð14Þ

R =
TPattribute

TPattribute + FNattribute
, ð15Þ

F1 =
2 × PR
P + R

: ð16Þ

4.3. Experimental Parameter Settings. The experimental
parameter settings are shown in Table 6. The batch size is

Table 1: List of synonyms for attribute names of military equipment.

Name Synonym

Nation

Nation Nation of origin Nationality Nation of manufacture

Equipment nation Place of birth Nation of origin Nation of construction

Producing nation Development nation Manufacturing nation Country

R & D nation Design nation Origin Build nation

Affiliation nation

Foreign name

Foreign name Spanish name German name Japanese name

Latin name Russian name English alias Other translated names

Japanese alias French name English scientific name Korean name

English name Alias Nickname

Development/construction time

Development time Manufacturing time Development date Development year

Start to develop Start development time Design time Construction time

Build date Construction year Start time

Service time Year of service Service During service Service date

Decommissioning time
Retirement time End-time Retirement date Time to retire

Retirement years Retired

Pretype/level
Pretype/level Pretype Predecessor Former model

Prestage

Subtype/level Subtype/level Subtype Secondary

Launch/first flight time
Launch time Launch date Launch First flight time

First test flight First flight First flight date Maiden flight

Development/construction unit
Development unit R & D unit Development company Development organization

Developer Manufacturer Production unit Construction unit

Weight
Weight Full load drainage Full load displacement Standard displacement

Standard drainage Displacement

Table 2: Example of data annotation.

Example
one

The [458 Sebari/subjective] commenced construction in [1990/construction time], was launched on [August 27, 1991/launch
time] and commissioned on [August 4, 1992/commissioning time].

Example
two

On [11 November 1989/service time], the [USS Abraham Lincoln/Subjective] was officially commissioned at Naval Station
Norfolk as part of the [American/National] Atlantic Fleet.

Table 3: Example of distant supervision error labelling.

[Obama, born in, United States]
[Obama] was the 44th president of the [United States]. False

[Obama] was born in the [United States]. True

[Obama, president, United States]
[Obama] was the 44th president of the [United States]. True

[Obama] was born in the [United States]. False

Table 4: Description of attribute extraction dataset.

Dataset Military equipment attribute extraction dataset

Training set 3432

Validation set 429

Test set 430
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set to 8, the learning rate is set to 5e-5, the hidden layer size
of RoBERTa is set to 768 according to the pretraining model,
and the hidden layer size of LSTM is set to 128.

4.4. Description of Comparison Experiments and Analysis of
Experimental Results. In this paper, the attribute extraction
task is converted into a sequence annotation task. The
current mainstream sequence annotation method is
BiLSTM-CRF method. To obtain richer text vector informa-
tion, we adopt RoBERTa for text encoding. At the same
time, to be able to increase the entity recognition accuracy
and improve the model extraction effect, we also add an
entity boundary prediction layer. To verify the effectiveness
of the methods, we design a total of five methods as the base-
line models for attribute extraction from the perspective of
the ablation experiment [39], as shown below. At the same
time, we replace RoBERTa with BERT(base) for comparison
experiments based on the following 5 methods. The details
are shown in Tables 7 and 8.

The first experiment only uses the public pretraining
model RoBERTa to label the attribute sequence. RoBERT
uses longer time, larger batch size, and more data for train-
ing. This model has achieved good results. The F1 value of
this experiment reached 0.719. The second experiment is
RoBERTa+CRF model, which adds a conditional random
field model to label the attribute sequence based on
RoBERTa. Adding the CRF layer can add some constraints
to the final predicted label to ensure that they are valid.
These constraints can be automatically learned by the CRF
layer from the training dataset during the training process.
The third experiment uses RoBERTa+CRF+SEL model.

The entity boundary prediction layer is added on top of
RoBERTa+CRF, splice it as features with hidden layer
vector, and consider the loss value of entity boundary pre-
diction layer and attribute labelling loss value in the process
of model optimization. The accuracy of this experiment
reached 0.745, which is the highest compared to the accu-
racy of the other four experiments. The fourth is RoBERTa
+BiLSTM+CRF model, which uses RoBERTa to vectorize
the input text. The traditional BiLSTM+CRF model is used
to predict the text attribute sequence. The last model adds
features of the entity boundary prediction layer based on
RoBERTa+BiLSTM+CRF and comprehensively considers
the entity boundary prediction layer loss and the
BiLSTM-CRF attribute prediction layer loss when optimiz-
ing the model. The recall rate of this experiment reached
0.803, and the F1 value reached 0.77, which is better than
the existing model.

It can be seen from Table 7 that the model effect has
been improved to a certain extent after decoding with
CRF. This may be that CRF can restrict the predicted label
results and ensure that label “I” appears after label “B” with
a high probability, which improves the effect of entity

Table 5: Data annotation example.

T-44 tank (English: T-44 medium tank) is a medium tank developed by the Soviet Union on the basis of the T-34/85 tank in the mid-1940s.

T-44 B-ST Is O On O Mid-1940s O

Tank I-ST a O The O

( O Medium O Basis O

English O Tank O Of O

: O Developed O The O

T-44 B-WW By O T-34/85 B-QX

Medium I-WW The O Tank I-QX

Tank I-WW Soviet B-GJ In O

) O Union I-GJ The O

Table 6: Attribute extraction parameter settings.

Parameter Parameter value

Batch size 8

Learning rate 5e-5

RoBERTa hidden layer size 768

LSTM hidden layer size 128

Sentence length 256

Training rounds 20

Dropout 0.5

Table 7: Comparison experiment of attribute extraction
(RoBERTa).

Model Precision Recall F1
RoBERTa 0.662 0.786 0.719

RoBERTa+CRF 0.691 0.775 0.731

RoBERTa+CRF+SEL 0.745 0.780 0.762

RoBERTa+BiLSTM+CRF 0.721 0.751 0.735

RoBERTa+BiLSTM+CRF+SEL 0.740 0.803 0.770

Table 8: Attribute extraction comparison experiment (BERT).

Model Precision Recall F1
BERT(base) 0.640 0.731 0.682

BERT(base)+CRF 0.670 0.752 0.709

BERT(base)+CRF+SEL 0.746 0.771 0.758

BERT(base)+BiLSTM+CRF 0.687 0.751 0.718

BERT(base)+BiLSTM+CRF+SEL 0.729 0.776 0.752
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recognition to a certain extent. The F1 value of the model is
increased by 0.28 to 0.31 after adding the entity boundary
prediction layer SEL. It may be that the increase of the entity
boundary prediction layer helps to improve the effectiveness
of the entity and attribute value boundary recognition. The
overall effect has been improved. After adding BiLSTM for
encoding, the model product has a slight improvement
compared with the previous one, which may be due to the
powerful encoding ability of RoBERTa has more fully
obtained the contextual semantic information in the vector.
So, the change is smaller after adding BiLSTM.

As shown in Table 8, the results of all five comparison
experiments decrease after replacing RoBERTa with
BERT(base), which indicates that RoBERTa is more effective
in text vector representation and is more suitable for the mil-

itary equipment domain. Comparing BERT(base)+CRF+SEL
with BERT(base)+BiLSTM+CRF+SEL, it can be seen that the
effect of adding BiLSTM layer may not be greatly improved
when the semantic information obtained by contextual
encoding through BERT is richer. With the addition of
BiLSTM, the recall of the model increase slightly, but the
accuracy and F1 both decrease to some extent.

To further study the recognition effect of RoBERTa
+BiLSTM+CRF+SEL method on each different attribute,
we test the accuracy, recall, and F1 of the model on different
attributes in the military equipment attribute dataset (as
shown in Table 9). At the same time, to show the experimen-
tal results more clearly, a combined graph is drawn to show
the model extraction effect and the number of samples in the
training set. The histogram shows the accuracy, recall, and

Table 9: Comparison of extraction results of different attribute categories.

Attributes Precision Recall F1 Number of training set samples

Subjective 0.80 0.87 0.83 3004

Nation 0.90 0.95 0.92 3032

Foreign name 0.63 0.64 0.64 716

Development time/construction time 0.50 0.48 0.49 311

Service time 0.39 0.51 0.44 423

Decommissioning time 0.50 0.14 0.22 31

Pretype/level 0.38 0.36 0.37 317

Subtype/level 0.26 0.29 0.27 105

Launch time/first flight time 0.49 0.60 0.54 293

Development unit/construction unit 0.54 0.68 0.60 556

Weight 0.70 0.84 0.76 60
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Figure 6: Comparison of the combination of the extraction results of different attribute categories for attribute extraction.
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F1. The number of samples in the training set is shown by
the line graph.

As can be seen from Table 9, the F1 of the model varies
considerably for different categories. For example, for the
categories of “Subjective” and “Nation,” the F1 reach 0.83
and 0.92. For the categories of “Decommissioning Time,”
“Pretype/Level,” and “Subtype/Level,” the F1 are around
0.2 to 0.3. It can be shown in Figure 6 that the recognition
effect is better for the categories with more samples in the
training set and worse for the categories with fewer samples
in the training set. Therefore, it can be speculated that the
large difference in the recognition effect of different catego-
ries may be caused by the uneven distribution of samples
in the training set. For “Nation,” the description of “Nation”
often appears in the sentence and every weapon information
box in the encyclopedia entry. Therefore, the attribute can
obtain more training corpus and a better extraction effect.
As for “Decommissioning Time,” many pieces of equipment
may be in active service, and there is less description of
retirement. Therefore, the available corpus is far smaller
than that of other attributes, and the model recognition
effect is less satisfactory. The number of training samples
for the attribute “Weight” is smaller, but the extraction effect
is better. The reason may be that the attribute value of this
attribute is usually numerical type, with obvious characteris-
tics and easy to identify.

5. Conclusions

To address the problem of sparse data in the field of weap-
onry, a distant supervision approach is used to automatically
annotate the weaponry data on Baidu Encyclopedia. The
method reduces the working time of manual annotation
and constructs a weaponry attribute extraction dataset. Based
on the characteristics of the encyclopedia data, a data anno-
tation approach is proposed. The annotation of the subjective
is performed first, followed by the annotation of the attribute
values corresponding to the subjective. For the constructed
weapon and equipment dataset, we use the method of
RoBERTa+BiLSTM+CRF+SEL to extract attributes and
input text sentences into the pretrained attribute extraction
model for attribute recognition. The method first uses
RoBERTa to vectorize the text and then input it to the entity
boundary prediction layer to obtain entity boundary features.
This feature is spliced with the hidden layer state vector out-
put by RoBERTa and input to the BiLSTM-CRF attribute
prediction layer. Entity attribute triples are predicted through
a sequence labeling method. The F1 value of this method is
0.763, which is better than other baseline models.

The attribute extraction of weapons and equipment is
one of the important steps to construct the knowledge graph
of weapons and equipment. We only consider Baidu Ency-
clopedia data in terms of data source, which has the prob-
lems of insufficient data, less partial attribute data, and
unbalanced sample distribution. In future work, we should
consider using more sources of data for distantly supervised
annotation to expand the data scale. We should also try to
solve the problem of uneven data distribution to improve
the effect of model extraction.
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The increasingly serious water pollution problem makes efficient and information-based water quality monitoring equipment
particularly important. To cover the shortcomings of existing water quality monitoring methods, in this paper, a mobile water
quality monitoring system was designed based on LoRa communication and USV. In this system, the USV carrying water
quality sensors was used as a platform. Firstly, the LoRa network is used to monitor water quality over a large area. Secondly,
the unmanned surface vessel controls the position error within ±20m and the velocity error within ±1m/s based on the
Kalman filter algorithm. Thirdly, the genetic algorithm based on improved crossover operators is used to determine the
optimal operational path, which effectively improves the iterative efficiency of the classical genetic algorithm and avoids falling
into local convergence. In the actual water surface test, its packet loss probability within a working range of 1.5 km was below
10%, and the USV could accurately navigate according to the preset optimal path. The test results proved that the system has a
relatively large working range and high efficiency. This study is of high significance in water pollution prevention and
ecological protection.

1. Introduction

Today, the water quality in coastal and inland lakes is dete-
riorating under the influence of increasing human social and
economic activities. The ill-being water environment has
caused irreparable losses to human health, production, and
living, so that the protection of the water ecological environ-
ment demands immediate attention [1].

The data collection and monitoring of the water area
take an important part in the protection and management
decision-making of the water ecosystem. In spite of the
research achievements, several problems in the field of water
quality monitoring still need to be tackled.

(i) Monitoring scope: for large natural reserves of
hundreds or even thousands of square kilometers,

expensive economic costs will be incurred if monitor-
ing and sensing device is arranged.

(ii) Remote location of the monitored area: special com-
munication infrastructure should be erected for
monitoring device in such areas.

(iii) Daily maintenance of device: a traditional monitoring
device needsmanual inspection andmaintenance one
by one, which will cause high human resource costs
[2]. To address these issues, this paper investigates
efficient water quality monitoring methods.

2. Related Works

There are three main approaches to current water quality
monitoring: labor-intensive manual sampling, construction
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of fixed monitoring stations in monitoring waters, and
mobile water quality monitoring through autonomous
robots such as unmanned boats. Current water quality mon-
itoring methods based on the second approach are many; for
example, Ruan and Tang combined solar charging and wire-
less sensor network technology to design an energy-saving
low-carbon water quality monitoring system [3]. Nam
et al. designed a wireless sensor network system based on
CDMA (Code Sector Multiple Access) and ZigBee technol-
ogy when monitoring the water environment inhabited by
coastal fish [4]. Wiebke et al. [5] deployed a wireless sensor
network in coastal fishing grounds with low-cost compact
buoys equipped with water quality monitoring sensors to
analyze the impact of water quality parameters on aquacul-
ture. These methods above have significant drawbacks; they
can only monitor fixed locations and still require manual
repositioning of node locations if the monitoring target is
to be changed.

In response to above drawbacks, many studies have been
made on the application of unmanned vessels for water quality
monitoring. Cao et al. designed a 4G technology-based auto-
matic navigation water quality monitoring unmanned boat,
which can navigate to the preset monitoring point and collect
water quality information at the location [6]. Siyang and Ker-
dcharoen realized the upload and storage of water quality
monitoring data from unmanned boat based on Zigbee net-
work, and the effective monitoring distance is about within
300m [7]. Yang et al. in Taiwan designed a double-hulled
water quality monitoring unmanned boat, which is stable
and able to conduct water sampling on the basis of water
quality collection. Bălănescu et al. combined blockchain
technology with unmanned boat water quality monitoring
work, providing a high security data collection, transmission,
andmanagement scheme [8]. However, these current research
results are either limited by the shortcomings of ZigBee or
WiFi, such as short communication distance and weak anti-
interference ability, or limited by the high power consumption
of 4G or GPRS, and the need for additional fees.

To cope with these existing problems, the emerging LoRa
technology that boasts low cost, long communication distance,
and strong endurance was introduced in this paper [9]. Fur-
ther, the USV can navigate autonomously on the water sur-
face, by which the efficiency of water surface working can be
enhanced to a great degree [10]. In this paper, a mobile water
quality monitoring system that works based onUSV and LoRa
was designed to effectively cover the shortcomings of existing
methods. Featuring good energy-saving performance, low
cost, and wide monitoring range, this system can be used to
collect and monitor the data of the target water area by any
environmental protection agency and individual, presenting
extremely important research significance in the prevention
and treatment of water pollution and the construction of a
good aquatic ecology.

3. Architecture of the Mobile Water Quality
Monitoring System

The mobile water quality monitoring system proposed in
this paper integrates path planning, autonomous navigation,

real-time water quality monitoring, and remote monitoring.
This system is composed of parts: shipboard system, LoRa
gateway, and monitoring terminal. The system architecture
is shown in Figure 1.

First, the shipboard system mainly consists of position-
ing and navigation system, power system, LoRa communica-
tion system, and main control board. It has the functions of
obtaining GPS positioning coordinates, reading heading,
and speed information of unmanned surface vessels. The
shipboard system interacts with the shore-based monitoring
platform for data commands through LoRa network and
with the water quality monitoring system for control com-
mands through RS232 interface. The shipboard system
according to the shore-based monitoring platform to send
control commands for independent cruise or remote control
action controls the water quality monitoring system for
water quality testing.

Second, the water quality detection system consists of a
main control board and four elements of water quality sen-
sors such as temperature, turbidity, pH, and conductivity.
It receives the instructions that sent by the shipboard system
to collect water body information on a regular basis.

Third, the shore-based platform is mainly developed
based on windows operating system, including monitoring
software programs and data processing algorithms. The host
computer is mainly based on the human-computer interac-
tion interface, completing LoRa communication, algorithm
call, map display, data sending and receiving, and display
functions; the algorithm application is mainly through the
C++ call MATLAB algorithm, sending the calculated opera-
tion path coordinates to the unmanned ship, so as to achieve
the application of multipoint monitoring path planning.

The shipboard system of the USV is designed with a cat-
amaran with a length of 0.8m, a width of 0.68m, and a max-
imum speed of 8 km/h. Structured with two parallel hulls of
equal size, the catamaran has a wider beam and a shallower
draft than a monohull, making the course of the entire ship
more stable [11]. The structure of the unmanned surface
vessel is shown in Figure 2.

Two DC motors are provided to serve as the kinetic
drive device of the USV and coordinated with the motor
driver; the hull steering can be adjusted through the differen-
tial control method. The USV is equipped with the position-
ing module ATK1218-BD and the attitude detection module
MPU9250. The loose coupling integrated navigation
algorithm was introduced to calculate the hull attitude and
position. To meet the basic monitoring requirements,
temperature, pH, turbidity, and conductivity were selected
as the monitoring elements in this paper. The E-201C pH-
water temperature composite sensor, the TSW-30 turbidity
sensor, and the DJS-12 conductivity electrode sensor are
employed and paralleled via RS485 communication protocol,
and these sensors can be replaced and configured according
to actual use condition. STM32F103ZET6 acts as the central
controller to complete data collection and calculation.

The LoRa communication technology used for USV can
effectively expand the monitoring scope and save costs. In
this paper, close attention was paid to the design of the
ship-shore LoRa communication system and the path
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planning algorithm of USV was improved. In addition,
ONENET—China Mobile IoT Development Platform—was
used as the monitoring terminal of this system to help realize
the device monitoring and configuration, real-time data
monitoring, data storage, and other functions [12].

4. LoRa Communication System

4.1. Shipboard LoRa Nodes

4.1.1. Communication Node Hardware. This system is
designed with LoRa radio frequency module to receive and
transmit the water quality data. The programming was con-
ducted in the MCU to control the LoRa module and send the
encoded information through the module. The integrated
+20 dBm power amplifier is provided to ensure that the
long-distance wireless communication is available under
the condition of sensitivity as low as -148 dBm. The circuit
schematic diagram of the LoRa communication module is
shown in Figure 3.

4.1.2. Communication Node Software. In this study, the con-
trol program of the STM32 single-chip microcomputer was
designed in the Keil integrated development environment
and finally programmed to the MCU to complete the
development after compilation, simulation, and debugging.
The program was written to complete such functions as data
collection, signal conversion, and uploading data. The flow
of node program is shown in Figure 4. After the program
starts, it is divided into the following steps: first, initialize
the device and make the LoRa module connect to the
network; second, enter the main program and wait for the
timer to trigger the detection task; third, complete the trigger
and collect the water body data; fourth, carry out MCU data
processing and ADC conversion; fifth, store the data in the
buffer after processing is completed and wait for sending;
sixth, after sending, enter the sleep state and wait for the
timer to trigger the detection command again.

4.2. Shore-Based LoRa Gateway

4.2.1. Gateway Hardware. The embedded gateway designed
in this study was composed of an industrial-control core
board, a LoRa gateway module, and a 4G LTE mobile data
board, as shown in Figure 5.

In order to cope with large-scale distributed monitoring
scenarios, it is necessary to extend the downlink channel of
gateway. A symmetrical channel processor refers to the
coexistence of multiple SX1278s by combiners based on a
communication channel provided by the existing SX1278
RF chip. Connect the module with the serial port of LoRa
gateway, and control frequency band, power, spreading fac-
tor, and other RF parameters of each channel by application
program to operate the serial port, and fix all channels of
modules as downlink channels. This makes up for the lack

Gyro

Accelerometer

Integrated navigation system

Magnetometer

Power system
Motor driver

Left thruster Right thruster

GPS

IMU

Water quality monitoring system

Temperature sensor

PH sensor

Turbidity sensor

Conductivity sensor

LoRa Gateway

Monitoring terminal

LoRa
module 

LoRa communication system

Unmanned surface vehicle body

LoRa link

IP link

Figure 1: Architecture of the mobile water quality monitoring system.

Figure 2: The mechanical structure of USV.

3Wireless Communications and Mobile Computing



VCC 3V3

GPS JXD
GPS RXD

4.7K𝛺(

U4

100𝛺2 5% 100MHz

PA0
PA1

PB0
PB1

RESET

SWDIO
SWDCK

GND GND

GND

GND

GND

GND

GND

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

VCC GND

GND
GND

UART1_RX
UART1_TX

ANTVCC
GND
GND

GND
PA0
PA1

PA12
PA11

PA15

GND
PB0

PB5
PB6
PB2
PB8

OND
PB9

PB4
PB3

PB1
GND
NRST
GND

GND GND

SWD10
SWDCK

UART2_RX
UART2_TX

35
34
33
32
31
30
29
28
27
26
25
24
23
22
21
20
19

36

PB0

PB1

GPS TIME

VCC_3V3

VCC_3V3

WAN

LED RUN

R25

R24

R21

R23R22

R20

D5

Q2

Q3

Q4

PA11
PA12

PA15

GPS TIME
BUZZER

PB3
PB4
PB5
12C SCL

12C SCL

12C SDA

12C SDA

STM32-SX1278-END

UITX
UIRX

C17C16

2N7002 7002

2N7002 7002

2N7002 7002

470𝛺 (4700)1%22𝛺 (22R0)1%

22𝛺 (22R0)1%

470𝛺 (4700)1%

470𝛺 (4700)1%

10pF (100) 5% 50V10pF (100) 5% 50V
J2
BNC

) 𝛺(4701)1 %

Figure 3: Schematic diagram of LoRa RF module.
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of one downlink channel of existing LoRa gateway and
realizes a LoRa gateway structure under multichannel sym-
metrical channel, which can alleviate transmission conges-
tion and packet loss caused by large-scale data access.

4.2.2. Gateway Software. The workflow of the gateway in this
study is shown in Figure 6. After the gateway program starts,

it is divided into the following steps: first, initialize the gate-
way device and check whether the initialization is successful;
second, the gateway enters listening mode; third, determine
whether to obtain the send request; fourth, receive the
packet after successfully obtaining the send request, other-
wise continue listening; fifth, parse the packet and determine
whether the parsing is successful; sixth, if the parsing is

GPS sensor

10/100M
ethernet interface

10/100M
ethernet interface

Power supply

I.MX6UL
core board

LoRa gateway

SPI

USB

SX1301
8xUpstream channel

4G LTE

Serial port

Serial port

Serial port
STM8

STM8
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Figure 5: Architecture of gateway hardware.
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Figure 6: Flow of gateway program.
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successful, upload the data to the user monitoring
platform Otherwise, send the feedback packet to the node
for failed parsing.

4.3. Ship-Shore Interaction LoRa Communication Protocol.
The parsing of the communication protocol by the on-
board system is mainly implemented by a finite state
machine. We preset three states: stop, autonomous, and
remote control. When the shipboard system receives the
protocol frame from the shore-based monitoring platform,
it parses the operation mode field in the protocol. The finite
state machine further processes the data in the data frame by
the different operational states. In the case of remote control
mode, the speed and heading information in the data frame
is parsed and the remote control procedure is executed. In
the case of autonomous mode, the GPS coordinates of the
target point in the data frame are resolved. Then, the head-
ing is calculated based on the current GPS coordinates,
and navigation to the target point is performed. In case of
stop mode, the operation is terminated. During the
operation of the unmanned surface vessel, water body data
and navigation status are regularly collected and uploaded

to the user monitoring platform. The user monitoring
platform receives the data packets and parses, displays, and
stores them.

4.3.1. USV Node Sends Protocol Frame. The communication
when the USV node sends data to the LoRa gateway was in
line with the protocol frame format shown in Figure 7.

This protocol frame contains 64 bytes, composed of data
frame header, data packet length, device type, target ID
number, operating mode, GPS data, pose data, speed data,
water quality sensor data, reserved bits, XOR check bit,
and data frame tail.

4.3.2. Protocol Frame Sent by Monitoring Terminal. The
communication when the monitoring terminal sends data
to the USV node was in line with the protocol frame format
shown in Figure 8.

The protocol frame contains 21-28 bytes, composed of
data frame header, data packet length, device type, target
ID number, operating mode, direction and speed data, target
GPS position, reserved bit, sensor switch bit, XOR check bit,
and data frame tail.

Data frame
header
1 byte

Data packet
length
2 byte

Device
type

1 byte

Data bit
N byte

XOR check
bit

1 byte

Data frame
tail

1 byte

0×230×40

0×00–0×04

ID
1byte

Wroking
mode
1byte

GPS data
9 byte

Pose data
9 byte

Speed data
8 byte

Water quality sensor data
20 byte

Reserve
10 byte

Figure 7: Format of protocol frame sent by monitoring terminal.
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Figure 8: Flow of gateway program.
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The protocol frame is a data frame with variable length.
When the remote control mode is selected as the working
mode, the direction and speed data were transmitted in the
data bit, and when the automatic working mode was
selected, the target GPS location data were transmitted in
the data bit.

5. Integrated Navigation Method for USV

For water quality monitoring cruise operations, the naviga-
tion algorithm is crucial. GPS navigation is vulnerable to
interference from the external environment and limited by
the low update frequency. It cannot meet the demand for
continuous and stable positioning. The inertial navigation
method calculates position and velocity by direct integration
of inertial module measurement information data, and the
accumulated error will occur and gradually increase with
time. To address the above problems, we use an improved
integrated navigation method based on the Kalman filter to
achieve the fusion of GPS and inertial data. It can overcome
the shortcomings of inertial sensor dispersion over time. The
inertial sensors provide the acceleration and angular velocity
of the ship, and the speed and position information of the
ship can be calculated using the laws of physics. The Kalman
filtering algorithm reduces the effect of cumulative errors
while reducing the complexity of implementation. This
improved integrated navigation method has the advantages
of simple structure and small computational effort, which
is well suited for low-cost unmanned ship navigation appli-
cations. Its schematic block diagram is shown in Figure 9.

Neglecting the velocity error and position error of the
sky direction, the state variables of the combined naviga-
tion are:

X = φE , φN , φU , ∂VE, ∂VN , ∂L, ∂λ, εbx, εby, εbz , Δx, Δy , Δz

� �T ,
ð1Þ

where φE, φN , φU denote the platform angle error in the
east, north, and sky directions, respectively; ∂VE, ∂VN
denote the velocity error in the east and north directions,
respectively; ∂L, ∂λ denote the longitude and latitude
error, respectively; εbx, εby, εbz denote the constant drift of
gyroscope in the east, north, and sky directions, respec-
tively; and Δx, Δy, Δz denote the constant drift of accelera-
tion in the east, north, and sky directions, respectively.

The system noise vectors are

W = ωεE, ωεN , ωεU , ωaE, ωaN, 0, 0, 0, 0, 0, 0, 0, 0½ �T , ð2Þ

where ωεE, ωεN , ωεU denote the random drift of the gyro-
scope in the east, north, and sky directions, respectively,
and ωaE, ωaN denote the random drift of the accelerometer
in the east and north directions, respectively.

Assume that the gyroscope and accelerometer drift obey
Gaussian distribution, that is,

ε = 0, Δ = 0,

E W tð ÞW tð ÞT
h i

=Q tð Þ: ð3Þ

Also considering the unmanned ship work actual, the
system works in the horizontal plane; then, the system state
equation is

ϕ�E = −
∂VN

Rm + h
+ ωie sin L +

VE

Rn + h
tan L

� �
ϕN

− ωie cos L +
VE

Rn + h
tan L

� �
ϕU + Ct

b 1, 1ð Þεbx
+ Ct

b 1, 2ð Þεby + Ct
b 1, 3ð Þεbz + ωεE,

ð4Þ

IMU
Acceleration

Angular velocity
Navigation solver

Optimal combination solution

Kalman filterGPS receiver

Figure 9: Improved combination method.
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ϕN =
∂VE

Rn + h
− ωie sin L∂L − ωie sin L +

VE

Rn + h
tan L

� �
ϕE

−
VN

Rm + h
ϕU+Ct

b 2,1ð Þεbx+Ct
b 2,2ð Þεby+Ct

b 2,3ð Þεbz+ωeN ,

ð5Þ

ϕU = ωie cos L +
VE

Rn + h

� �
ϕE +

VE

Rm + h
ϕN +

tan L
Rn + h

∂VE

+ ωie sin L∂L + ωie cos L +
VE

Rn + h
sec2L

� �
∂L

+ Ct
b 3, 1ð Þεbx + Ct

b 3, 2ð Þεby + Ct
b 3, 3ð Þεbz + ωeU ,

ð6Þ

∂VE = 2ωie sin L +
VE

Rn + h
tan L

� �
∂VN +

VN

Rm + h
tan L∂VE

+ f UϕN − f NϕU − 2ωie cos LVN +
VEVN

Rn + h
sec2L

� �
∂L

+ Ct
b 1, 1ð ÞΔx + Ci

b 1, 2ð ÞΔy + Ct
b 1, 3ð ÞΔz + ωaE,

ð7Þ

∂VN = 2 ωi sin L +
VE

Rn + h
tan L

� �
∂VE + f UϕE − f EϕU

− 2ωie cos L +
VE

Rn + h
sec2L

� �
∂LVE + Ct

b 2, 1ð ÞΔx

+ Ct
b 2, 2ð ÞΔy + Ct

b 2, 3ð ÞΔz + ωaE,
ð8Þ

∂L =
1

Rm + h
∂VN , ð9Þ

∂λ =
sec L
Rn + h

∂VE +
VE sec L tan L

Rn + h
∂L, ð10Þ

where VE , VN indicate the speed of the unmanned ship in
the east and north directions, respectively; ωie indicates the
angular velocity of the earth’s rotation; and f E , f N , f U indi-
cate the specific force felt by the accelerometer in the east,
north, and sky directions, respectively.

Combining the above equations, the system equation of
state can be written as

X̂ tð Þ = F tð ÞX tð Þ +W tð Þ, ð11Þ

where X̂ðtÞ indicates the estimated state, FðtÞ indicates the
state matrix, XðtÞ indicates the current state, and WðtÞ indi-
cates the noise vectors.

In the navigation system, there are two groups of obser-
vation equations: one group is the position observation
value, which is the difference between the latitude and longi-
tude information given by the inertial guidance system and
the corresponding position information given by the GPS
receiver; the other group of observation value is the differ-
ence between the velocity in each direction given by the
two systems.

The position measurement information of INS can be
expressed as the sum of the true value and the error:

LI

λI

" #
=

Lt + ∂L

λt + ∂λ

" #
: ð12Þ

Start

Any mismatch
found?

Select parent p1 and p2

End

Select cross over point

Select fittest chromosomeSelect first segment from p1 Select first segment from p2

Compare middle segment from
both and choose minimun one 

Select last segment from p1Select last segment from p2

Remove duplicate nodes

Add missing nodes by comparing first
and last segment 

First | Middle |Last Last | Middle |FirstOffspring1 Offspring2

Figure 12: Cross process diagram.
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Similarly, the position information of GPS can be
expressed as the sum of the true value and the error:

LG

λG

" #
=

Lt +NN

λt +NE

" #
: ð13Þ

Then, the position observation equation is

ZP tð Þ =HP tð ÞX tð Þ +VP tð Þ,
HP tð Þ = 02×5 diag 1 1½ � 02×6½ �,
VP tð Þ = NN NE½ �:

ð14Þ

Similarly, the velocity observation equation of INS is

&ZV tð Þ =HV tð ÞX tð Þ +VV tð Þ,
HV tð Þ = 02×3 diag 1 1½ � 02×8½ �,
VV tð Þ = MN ME½ �:

ð15Þ

By combining the position observation equation and
the velocity observation equation, the observation equation
of the combined INS/GPS navigation system can be
obtained as

Z tð Þ =
HP tð Þ
HV tð Þ

" #
X tð Þ +

VP tð Þ
VV tð Þ

" #
: ð16Þ

6. Study on USV Path Planning Based on
Improved Genetic Algorithm

6.1. Problem Description. Path planning is the key technology
for a mobile water quality monitoring system to work effi-
ciently. The available optional paths from the starting point
to the end point in the water quality monitoring were count-
less. This paper is aimed at finding out the optimal working
path with high efficiency and energy saving as indicators.

Based on the working characteristics of the USV travers-
ing multiple monitoring points over the course of water
quality monitoring, the water quality monitoring process
was abstracted as the Traveling Salesman Problem (TSP) in
this paper. Observe Figure 10; the essence of the problem
is to find a Hamilton loop with the smallest weight in a
weighted completely undirected graph.

The classic TSP could be described as follows: when the
number of target cities N and the distance between any cities
are all known, the shortest path traversed all cities once and
only once and returned to the starting city [13]. The prob-
lem can be described via the following mathematical model.

D = dij
� �

N×N

dij, i ≠ j,

Inf , i = j,

(
ð17Þ

Tour = T1, T2,⋯,Tp,⋯,T n−1ð Þ!
n o

,

n! = n · n − 1ð Þ ·⋯, · 2 · 1,

8<
: ð18Þ

Len Tp

� �
= 〠

N−1

l=1
dTp lð ÞTp l+1ð Þ

 !
+ dTp Nð ÞTp 1ð Þ, ð19Þ

where N is the number of cities, D is the distance matrix, dij
is the distance between two cities, Inf is a large enough pos-
itive number, i, j are the city numbers, Tour is the set of
paths, TpðlÞ is the lth city in the path, and LenðTpÞ is the total
length of the path Tp. It can be seen that the optimal solution
of TSP is the minimum value of solving LenðTpÞ. Then, an

Offspring1

Offspring2

4 3 5 7 6 2

4 5 7 6 1 2

Figure 15: Representation of the offspring chromosomes after
Step 3. 〇 represents to the missing node to be supplemented.

Offspring1

Offspring2

Cost = 287

Cost = 302

4 3 5 7 6 2 1

4 5 7 6 1 2 3

Figure 16: Representation of the offspring chromosomes after
Step 3.

Table 1: Example cost matrix.

Node 1 2 3 4 5 6 7

1 Inf 29 82 46 68 52 15

2 29 Inf 55 46 42 43 43

3 82 55 Inf 68 63 20 23

4 46 46 68 Inf 82 15 72

5 68 42 63 82 Inf 74 23

6 52 43 20 15 74 Inf 61

7 15 43 23 72 23 61 Inf

Cost = 296

Cost = 356

Offspring1

Offspring2

4 3 5 7 6 1 2

4 5 6 1 3 7 2

Figure 13: Representation of father generation chromosome.

Offspring1

Offspring2

4 3 5 7 6 7 2

4 5 5 7 6 1 2

Figure 14: Representation of the offspring chromosome obtained
after Step 2.
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improved genetic algorithm was introduced in this paper to
solve this problem.

6.2. Basic Genetic Algorithm Principle. In this paper, the
basic genetic algorithm is improved so as to calculate the
optimal path of the unmanned ship. The basic genetic algo-
rithm is one kind of iterative algorithm, which is an intelli-
gent computational model to complete the simulation of
biological evolution process in nature with the help of com-
puter technology. Compared with the traditional algorithms,
the genetic algorithm not only has the characteristics of self-
learning, self-organization, and self-adaptation but also has
high robustness and wide applicability, which can effectively
deal with the complex problems that are difficult to be solved
by traditional optimization algorithms without the limita-
tion of problem nature.

The main operators that manipulate chromosomes in
genetic algorithms are as follows: population initialization
operator, selection operator, crossover operator, and muta-
tion operator. The population initialization operator pre-
pares for the improvement of the feasible solution and the
iterative process of the algorithm, mainly for the task of
transforming the feasible solution of the problem into the
corresponding chromosomes based on the coding scheme.
The purpose of the selection operator is to select individuals
of good breed. The operator is based on the evaluation of the

fitness of the individuals and, according to a specific method,
selects a part of the contemporary population with high fit-
ness in preparation for the generation of the new generation.
The crossover operator is an important operator that enables
genetic algorithms to search for new solutions over a very
wide space, in order to obtain new and better individuals.
The crossover process is a process performed by a certain
probability to replace and reorganize some genes of the
chromosomes of the individuals already selected from the
population into new individuals. The mutation operator
ensures the diversity of individuals in the population, thus
suppressing to some extent the problem of early conver-
gence in the genetic algorithm.

The basic execution steps of the genetic algorithm are
as follows:

(Step 1) In population initialization, first, complete the
setting of the control parameters of the genetic
algorithm, and then establish the first genera-
tion population using the population initializa-
tion operator.

(Step 2) Calculate the individual fitness. Construct the
corresponding fitness function, and calculate
the fitness of all individuals in the population
according to the problem being addressed.

Genetic algorithm with improved crossover operator
Input: N , G, FðtÞ
Output: Achieve the chromosome with the best fitness value
1: Initialize the population
2: t⟵ 0
3: while t < =G do
4: for i = 0⟶N do
5: Calculate fitness F(t)
6: end for
7: for i = 0⟶N do
8: Selection operations
9: end for
10: for i = 0⟶N/2 do
11: Get parent chromosomes p1, p2
12: Select the crossover point and cut the parent chromosome into three segments
13: Select the first segment of p1 and the last segment of p2 insert into offspring 1
14: Select the first segment of p2 and the last segment of p1 insert into offspring 2
15: Calculate the local adaptation of the intermediate segments of p1 and p2
16: Select the intermediate segment with high fitness as the intermediate segment of the offspring
17: Remove duplicate nodes
18: Insert missing nodes in the first or last segment according to the fitness value
19: Obtain offspring 1 and 2
20: end for
21: for i = 0⟶N do
22: Mutation operation
23: end for
24: for i = 0⟶N do
25: F(t+1) = F(t)
26: end for
27: t = t +1
28: end while

Algorithm 1: Pseudocode for the method proposed.
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(Step 3) Determine whether to terminate the iteration.
When the number of evolutionary generations
is less than the maximum number of iterations,
Step 4 is executed; otherwise, the iteration is
terminated and the optimal individuals in the
population are output.

(Step 4) Execute the selection operation. Use the selec-
tion operator to select some individuals from
the population.

(Step 5) Execute the crossover operation. Compare the
crossover probability, and perform the update
operation on the selected individuals using the
crossover operator.

(Step 6) Perform the variation operation. In contrast to
the mutation probability, a new generation of
population is obtained by performing the muta-
tion operation on the selected individuals,
updating the evolutionary generation and mov-
ing to Step 2.

In order to be able to make the offspring obtained by
crossover jump out of the local optimal solution while
retaining the excellent genes of the parent, this paper pro-
poses an improved triple crossover operator, which divides
the parent chromosome into three segments and then com-
pares the recombination, so as to obtain better individuals.

6.3. Improved Genetic Algorithm. The high efficiency of the
basic genetic algorithm is mainly attributed to its operators:
replication, crossover, and mutation [14]. But the basic
genetic algorithm is still exposed to such shorting such as
poor local search ability and slow convergence speed [15].
In this paper, the iterative efficiency of genetic algorithm in

the path planning of USVs was lifted by improving the mul-
tipoint crossover operator.

In the process of species initializing, each chromosome
was described as a series of nodes (each node was amonitoring
target point). If there were seven monitoring target points in
the job, the length of the chromosome would be set to 7, as
shown in Figure 11. The cost matrix could be used to calculate
the distance cost between two monitoring target points.

The fitness function that used the basic genetic algorithm
was reserved:

F xð Þ = 1
f xð Þ , ð20Þ
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where f ðxÞ is the objective function of the monitoring path
cost described by the chromosome. The smaller objective
function value would lead to the larger fitness function value
and would be closer to the desired optimal solution.

The new solution space could be completed by crossover
operations. First, the father generation was randomly
selected, and then position 3 and position 7 were set as the
intersection point; the father generation chromosome was
cut into three segments and named as the first segment,
the middle segment, and the tail segment. To determine
the optimal chromosome part of the father generation, these
three segments were calculated and compared, and finally,
the relatively good offspring was acquired. The flow chart

of the entire improved crossover process is shown in
Figure 12.

(Step 1) Select p1 and p2 from the father generation
randomly, and measure their costs. The cost
matrix is shown in Table 1, and the random gen-
eration chromosomes are shown in Figure 13.

(Step 2) Select the first segment of p1, 4-3, and use it as
the first segment of offspring 1. Compare the
middle segments of p1 and p2 to select the
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group with the lower cost (for example, in 5-7-6
and 6-1-3, the former that had a lower cost was
selected) as the middle section of offspring 1.
Select the tail segment from p2 again to fill in
the size of the chromosome. Then, create
offspring 2 in the same way. Select the first seg-
ment of p2 to compare, and select the smaller
middle segment of p1 and p2, and finally select
the last segment of p1. The offspring changes
are shown in Figure 14.

(Step 3) Delete the duplicate nodes in the offspring. As
shown in Figure 15, delete node 3 of offspring
1 and node 1 of offspring 2.

(Step 4) Search for the missing node. Insert the missing
node 1 in offspring 1, and compare it with the
first and last nodes to acquire the one with a
smaller cost. For example, the cost of 1-4 was
46, and the cost of 2-1 was 29. Therefore, node
1 was inserted after node 2, and the same steps
were applied to offspring 2. The resulting off-
spring is shown in Figure 16.

The pseudocode of the algorithm is shown in Algo-
rithm 1, where N is the number of individuals in the popu-
lation, G is the number of iterations, and FðtÞ is the fitness
value.

7. Experimental Results and Analysis

In this chapter, we mainly conducted 4 sets of experiments.
First, we conducted computer simulations on the integrated
navigation algorithm and path planning algorithm proposed
above; second, we controlled the communication distance
and conducted experiments on the LoRa communication
quality; third, we used unmanned surface vessels for actual
surface operations. And we compared and analyzed the
actual path and the expected path; fourth, we collected a
set of water quality data at the target point in the actual
operation and made an analysis of the experimental results.

7.1. Computational Simulations. The computing environ-
ment of algorithms is in Win10 Matlab2018b RAM16GB
Core (TM) i5CPU.

7.1.1. Simulation of Integrated Navigation Algorithm. Based
on the mathematical model of the combined INS/GPS sys-

tem designed above, a simulation study was carried out to
illustrate the simulation results with actual data. Assume
that the first order Markov drift of gyroscope is 30°/h, the
first order Markov zero bias of accelerometer is 0.5mg, the
root mean square value of GPS position white noise is
10m, the root mean square value of GPS velocity white noise
is 0.2m/s, the root mean square value of random drift of
gyroscope is 30°/h, the root mean square value of random
zero bias of accelerometer is 0.5mg, and the simulation time
is 500 s. water motion, so the height channel is not simulated
in the build simulation. The results are as follows:

The results are shown in Figures 17 and 18, in the pres-
ence of noise and zero drift, the GPS correction of the iner-
tial guidance through the Kalman filter is obvious, and the
velocity and position can be stabilised within ±1m/s and
±20m and remain stable. The feasibility of the optimised
combination has been verified and can guide the program-
ming design accordingly. Therefore, the simplified GPS/INS
combination can be used by unmanned ships.
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Table 2: Calculation results and contrast for two algorithms.

Algorithm
Convergence

time (s)
Path
cost

Number of
iterations

Proposed algorithm 9.2 458 106

Classic algorithm 8.8 512 192
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7.1.2. Simulation of Path Planning Algorithm. In order to
theoretically verify the effectiveness of the proposed algo-
rithm for the TSP model of water quality monitoring opera-
tions, we choose the classical genetic algorithm to compare
with the proposed algorithm [16]. The USV passes 50 points
in the 70 × 70 simulated water area, and then the USV
returns to the initial point to form a closed loop. The param-
eters of the algorithm are set as follows.

(i) Classic algorithm: M = 30, Tm = 200, Crossover =
0:8, Mutation = 0:8

(ii) Proposed algorithm: M = 30, Tm = 200, Crossover =
0:8, Mutation = 0:8

In the above,M is the population size, Tm is the number
of iteration terminations, Crossover is the crossover proba-
bility, and Mutation is the mutation probability.

As shown in Figures 19 and 20, the global path planning
results and convergence curves corresponding to the two
algorithms can be obtained. It is observed that the proposed
algorithm quickly converges to the global minimum fitness
value in Figure 20. The path calculated by the proposed algo-
rithm is a closed loop, and there is no cross path. Fewer
crossing points mean stronger traversal and less travel waste.
Figure 20 and Table 2 show that the shortest path distance

obtained by the proposed algorithm is 458, the calculation
time of the proposed algorithm is 9.2 s, and the number of
iterations is 106. Although the calculation time of the
classical genetic algorithm is similar, it does not reach
the minimum number of iterations and distance. In short,
the proposed algorithm is acceptable in terms of comput-
ing time and has better computing performance than the
classic algorithm.

7.2. Communication Quality Experiment. The data transmis-
sion quality of the USV and the gateway was changed at an
interval of 400m to test the pack loss probability of the LoRa
communication link deteriorates with the distance increas-
ing [17]. Therefore, the RSSI and packet loss probability
were tested at different distances in this paper. The data size
of each packet was 9 bytes and checked based on CRC, the
test distance was 0-2 km, the transmitting power of the radio
frequency module was 20 dBm, and the antenna gain was
3 dbi. 1000 data packets were sent and received for each test
distance, and the test was performed twice. The experiment
results are shown in Figures 21 and 22.

From Figures 21 and 22, it can be seen that the RSSI of
the shipboard LoRa node is greater than -81 dBm within
2 km, and the signal reception strength is reliable and stable.
From the packet loss rate, there is no packet loss within

Table 3: Table for water quality data of target points.

Node Coordinate Temperature (°C) pH Turbidity (FTU) Conductivity (s/m)

1 118.8861°E, 31.9237°N 7.123 7.92 187.12 82.50

2 118.8861°E, 31.9232°N 7.094 7.93 187.09 82.60

3 118.8868°E, 31.9234°N 7.013 8.04 185.33 82.30

4 118.8869°E, 31.9230°N 7.051 7.95 185.67 82.40

5 118.8875°E, 31.9235°N 7.070 7.98 186.88 82.40

6 118.8868°E, 31.9242°N 7.106 8.02 186.72 82.50
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400m, and the packet loss rate does not exceed 10% within
1600m, and the packet loss rate is effectively controlled
within 25% within 1600-2000m.

Through the above experimental analysis, it can be con-
cluded that the water quality monitoring unmanned boat
designed in this paper, based on LoRa network, can achieve
a long distance and reliable data transmission link within
2 km, fully enhancing the monitoring range and reliability
of the unmanned boat water quality monitoring operation.

7.3. Surface Operation Experiment. In order to verify the reli-
ability of the unmanned surface vessel in actual operation,
we set six target monitoring points (these point coordinates
are shown in Table 3) in advance in Tianyin Lake of Nanjing
Institute of Technology. The user monitoring platform cal-
culates the optimal traversal sequence through the proposed
path planning algorithm and sends it to the unmanned
surface vessel. After the unmanned surface vessel receives
the coordinate set, it traverses one by one and returns to
the current coordinate regularly. By fitting the coordinate
points, the trajectory diagram of the USV was obtained, as
shown in Figure 23.

USV adopts an integrated navigation algorithm based on
the Kalman filter and PID heading control algorithm to
achieve access to all target detection points. When turning
from the current coordinate to the next coordinate, the
USV’s motion trajectory will show a small deviation, but it
can be adjusted to the correct route in time. In short, the
unmanned surface vessel designed in this paper can com-
plete the water quality monitoring operation according to
the preset path.

7.4. Water Quality Monitoring Results and Analysis. In Jan-
uary 2021, a field test was performed in a local lake. The field
test environment is shown in Figure 24.

The USV was set to return its GPS coordinates at an
interval of 1 s and collect water quality information when it
arrived at the monitoring point. The water quality data col-
lected at each monitoring point is shown in Table 3.

The experimental site is located in the nature reserve
inside the school, and monitoring points 3 and 4 are located
in the center of the lake. According to the water quality
monitoring results in Table 3, it can be seen that the turbid-
ity of monitoring points 3 and 4 is lower compared to other
monitoring points, and it can be seen that the water in the
middle of the lake is clearer, and the water quality of other
monitoring points, although slightly worse, is in the normal
water quality range, and it can be concluded that the overall
water quality of the lake is relatively good.

8. Conclusion

To cover the deficiencies of the existing water quality moni-
toring system, a mobile water quality monitoring system has
been designed based on LoRa communication and USV in
this paper. The USV in this system is equipped with LoRa
nodes and water quality sensors, and the data is transmitted
through the LoRa gateway on the shore, by which the real-
time monitoring in large areas are realized. Moreover, an
improved genetic algorithm is introduced to plan the work-
ing path. The test results have proved that the mobile water
quality monitoring system designed in this paper can com-
plete the autonomous cruise work in large areas and can
monitor the water quality at the target point in real time.
Compared with the traditional water quality monitoring
mode, the mobile water quality monitoring system proposed
in this paper can save costs and labor, enhance working effi-
ciency, and expand the monitoring scope to a great extent.

In the future, we plan to equip the unmanned surface
vessel with solar charging panels to improve endurance.
And a more complete information-based monitoring
platform will be designed around it.

Data Availability

The data included in this paper are available without
any restriction.

Figure 24: Environment of the field test.
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As the country vigorously promotes the development of science and technology and tries to enhance independent innovation
capabilities, more and more attention is paid on the protection of technology ownership. In recent years, China has developed
rapidly in many scientific and technological fields, and the number of patent applications increased year by year. However,
various patent quality problems including immature patent technology and low patent authorization rate appear. The
indicators of patent quantification and quality evaluation are studied in this paper. First, we quantify the patent quality
evaluation indicators and combine the content of the patent text to build a patent evaluation model. US patents with patent
grade labels are used for training with multitask learning technology. Second, the evaluation model is transferred from the
English patents to the Chinese patents, in which the active learning technology and transfer learning technology are used to
minimize the work of manual labeling. Finally, a Chinese patent quality evaluation model based on collaborative training was
designed and implemented. Methods used in this experiment have notably improved the prediction effect of the model and
achieved a better migration effect. A large number of experimental results show that the Chinese patent quality evaluation
model has achieved good evaluation results. This research uses deep learning and natural language processing technology to
carry out research on patent quality evaluation models from different perspectives, to provide patent decision support for
related companies, and to point out research directions for research institutions and patent inventors.

1. Introduction

Since the 18th CPC National Congress, the cause of intel-
lectual property has entered a new era of vigorous devel-
opment driven by policies. Patent applications are
trending year by year. As of 2020, the State Intellectual
Property Office has authorized a total of 530,291 disclosed
invention patents, an increase of 18% over 2019. Accord-
ing to data published by the State Intellectual Property,
in 2020, 683,000 invention patent applications were dis-
covered; a total of 217,000 invention patents were autho-
rized. In order to implement the guiding ideology and
effectively promote my country’s transformation from a
country of intellectual property rights to a country of cre-

ativity, from the pursuit of quantity to the improvement of
quality, recently, the National Intellectual Property “Notice
on Further Strictly Regulating Judges’ Applicants for
Understanding” (Guo) Fabaozi 2021 No. 1 during the pro-
ject verbally promoted the improvement of patent quality,
strengthened quality orientation, and strengthened the
standardization and supervision of patent transactions.
How to quickly, automatically, fairly, press, openly, and
scientifically evaluate the quality and value of patents will
become a problem that needs to be resolved.

Patent and other intellectual property intangible assets
have become an important force in national development,
with the development of intellectual property-related tech-
nologies at home and abroad and the improvement of their
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status in the economic field. In recent years, the patent
pledge financing project has gradually taken shape, which
has provided a great boost to the growth of small and
medium-sized enterprises. In 2020, the total amount of
national patent and trademark pledge financing reached
218 billion yuan, an increase of 43.9% year on year. This
fully demonstrates that there is a huge demand for patent
value evaluation in China and the world, and it is increas-
ingly not negligible in the fields of science and society.
While strengthening innovation, my country should also
promote the transformation of scientific and technological
achievements. Therefore, in recent years, with the coun-
try’s high requirements on the speed and efficiency of
the transformation of the results of authorized national
invention patents, how to objectively and automatically
evaluate the value of massive Chinese patents has become
a hot research topic and a scientific problem that needs to
be solved urgently.

Many scholars have been exploring the construction of
models based on quantitative indicators and automatic qual-
ity assessment. However, there are still the following short-
comings in the evaluation of Chinese patent quality:

(1) The Chinese patent quality evaluation index system
is not sound enough and difficult to quantify: in cur-
rent research, on the one hand, most of the evalua-
tion indexes of patent quality are still at the
theoretical stage, which is far from practical applica-
tions; on the other hand, the system is not sound
more index dimensions should be considered.
Important factors affecting patent quality: the con-
tent of the patent text itself, the knowledge informa-
tion mined in the patent text, and the domain
knowledge information mined are not included in
the existing patent quality evaluation indicator
system

(2) The difficulty of quantification of the Chinese patent
quality evaluation index system and the lack of data
make it impossible to implement automatic evalua-
tion: there is no relevant research on the automatic
evaluation model of Chinese patent quality in China.
On the one hand, due to the aforementioned rea-
sons, most of the Chinese patent quality evaluation
indexes are still stuck at the theoretical level; it can-
not be quantified, and thus cannot support the auto-
matic evaluation of Chinese patents. On the other
hand, due to the lack of data on Chinese patent qual-
ity levels, it is impossible to construct a data-driven
automatic model of Chinese patent quality

In order to make the most of effective role of patent
quality assessment and identify high-quality patents, it is
urgent to adopt certain technical means to make this process
easier. Faced with the three common problems in the field of
patent quality evaluation, this article mainly uses data min-
ing and natural language processing technology to extract
indicators from a large number of patent information data
of different dimensions and uses deep learning methods to
predict patent quality. In addition, multitask learning

method is used to improve the accuracy of patent quality
evaluation and prediction. The constructed patent quality
evaluation model (PQE-MT) can automatically evaluate
the quality of patents with a high accuracy rate (83.9%), sav-
ing a lot of valuable manpower and material resources.
Regarding the lack of data labeling of Chinese patents, a
large number of US patents with patent quality grade are
used to construct basic training data. Therefore, a Chinese
patent evaluation method based on transfer learning and
active learning method is proposed in this paper. Then, the
model is divided into two feature spaces, Chinese and
English, and a network model is trained on these two fea-
tures, respectively, to form collaborative training. The results
of the evaluation show that the article method achieved a
good migratory effect, with micro-F1 reaching 74%.

2. Related Work

2.1. Related Work of Patent Quality Index Quantification. In
recent years, scholars have begun to summarize existing
indicators from different dimensions and propose a more
comprehensive evaluation system. Li et al. (2007) [1] sum-
marized the technology cycle, technical scope, scientific rel-
evance, and claims item number as for the professional
indicators. On the other hand, the number of patent applica-
tions, patents home race number amount, and patents sur-
vival time is summarized as a comprehensive index and
litigation. Through the above indicators, comparisons are
made in terms of time, difficulty, and cost. Jin et al. (2011)
[2] constructed a patent attribute network to optimize the
prediction effect of algorithms from the aspects of patent
content standardization, innovation, technology relevance,
market value, patent inventors, and patentees. Han and
Sohn (2015) [3] predicted the remaining effective time of
the patent by constructing the similarity feature between
the patent abstract and the claims and combining it with
14 other quantitative indicators. The article began to com-
bine the text features of patents with patent attributes to
make predictions. Yang et al. (2016) [4] broaden the patent
quality impact indicator choice from the patent field correla-
tion and life cycle stages. Leng and Zhai (2017) [5] con-
structed patent quality evaluation indicators, used the
analytic hierarchy process to obtain the importance of the
indicators to obtain the corresponding weight results, and
used the comprehensive fuzzy evaluation algorithm to eval-
uate the patents in the medical field. In this article, different
indicators are weighted to make them more targeted. Li
(2018) [6] quantified patent quality evaluation indicators
from the three dimensions of technology, law, and economy.
The technical dimension mainly uses dependence, novelty,
monopoly, and maturity; the economic dimension uses pat-
ent revenue and market evaluation, patent survival time, and
other indicators; the legal dimension refers to factors such as
patent legal status and litigation conditions. Finally, a com-
prehensive evaluation of the patent value is carried out in
three dimensions. The above article explained and elabo-
rated the patent quality impact indicators at the theoretical
level, taking into account indicators of different dimensions
and different levels, but some indicators are poor in

2 Wireless Communications and Mobile Computing



availability and difficult to express using algorithms. Meng
(2018) [7] conducted a comparative analysis of patent data,
combined with traditional patent quality evaluation
methods, and quantified patent evaluation indicators in
hierarchical levels, set up technical, economic, and legal
levels, and further subdivided them into 14 different levels.
At two levels, the weights of indicators at different levels
are calculated through rough sets, and the final evaluation
is performed through cloud models. The article summarizes
the advantages and disadvantages of different indicator sys-
tems and summarizes the indicators, but the data discretiza-
tion process and cloud model limit the generalization ability
of the method. In general, the abovementioned scholars have
put forward numerous patent quality evaluation indicators
at the theoretical and application levels, and the topic opti-
mizes and summarizes related indicators and further
includes multiple dimensions from time, quantity, technol-
ogy, law, inventor and agent, and text content. Quantify
indicators, compare, and select key indicators as input to
the patent quality evaluation model.

2.2. Related Work on Patent Quality Assessing. In terms of
patent quality evaluation models, scholars gradually began
to apply neural networks to patent quality evaluation. Chen
and Chang (2009) [8] extracted indicators from medical pat-
ents in the United States, trained deep learning network
models, and predicted the market value of patents. Trappey
et al. (2011) [9] used the principal component analysis algo-
rithm to obtain the impact factors of different indicators and
used them as the input parameters of the backpropagation
neural network model to judge the patent quality. As a pre-
liminary screening scheme, the proposed patent quality eval-
uation method can automatically and effectively evaluate the
quality of patents and save the time spent by domain experts
on research and development of high-value patents. Wang
(2012) [10] and others used indicators such as the actual
benefits of patents as input parameters of the algorithm to
construct a decision tree for prediction. First, use the ana-
lytic hierarchy process to get the value of the patent, then
use the decision tree to get the risk of the patent, and com-
bine the two to get the patent status. Zhao et al. (2013)
[11] extract numerical indicators such as the number of pat-
ent citations and use decision trees, SVM, and deep learning
methods to predict patent quality. Articles consider a variety
of impact indicators progress in different model experi-
ments; however, due to the use of only numeric attributes,
the experimental structure is greatly restricted. Wu et al.
(2016) [12] use the self-organizing mapping (SOM) method
to cluster the patents to be tested with related patents pub-
lished in the same field and perform nonlinear space trans-
formation through kernel principal component analysis
(KPCA), using SVM established a patent quality classifica-
tion model, and proposed the somo-kpca-svm model to pre-
dict patent quality. The classification method proposed in
the article can effectively display the analysis results, but
the correctness of the results lacks the reference to the actual
categories. Qiu et al. (2017) [13] use CART to extract evalu-
ation indicators, optimize input parameter items, reduce
model scale, and improve fitting effect. This method pro-

vides practical methods and theoretical support for the selec-
tion of patent indicators. The article uses classification
regression trees to solve the patent evaluation problem, but
the indicators used in the article are all basic patent attri-
butes, and many influencing factors have not been fully con-
sidered. The above three articles did not take into account
the textual content of the patent, so that the prediction
model lacks vital influencing factors. Lin (2018) [14] applied
neural networks to the quality evaluation research of patents
and proposed the DLPQE model. The model is composed of
two-part vector of the attribute representation structure
ANE composed of the patent citation network and the text
sequence feature represented by the convolutional neural
network connected with the attention mechanism. The arti-
cle proposes for the first time that the deep learning method
is used for patent document analysis, taking into account
different indicators and text content, but due to lack of the
deep quantification of patent indicators, the convolutional
neural network will lose the time series characteristics of
the text. The subject combines quantitative indicators with
text content and applies multitask learning to the patent
quality evaluation model for the first time.

2.3. Related Work on Transfer Learning and Active Learning.
Since data labeling is very time-consuming and labour-
intensive, high-quality labeling data is scarce. The learning
of transfer attracted increasing attention from the academy.
Banea et al. (2008) [15] proposed a method of learning to
transfer to a foreign language because of the numerous
English entry data in this document, and a corpus of English
data is used to generate the source domain data set of the
target language through automatic translation, which dem-
onstrates the feasibility of using automatic translation for
learning to transfer through languages. Pan and Yang
(2009) [16] propose transferring domains with sufficient
training data to domains with similar data distribution and
avoiding costly data annotation tasks via knowledge migra-
tion to greatly improve the learning effect and discuss trans-
fer learning and domain adaptation, sample selection, the
relationship between deviation, and other related machine
learning technologies. Xu and Yang (2011) [17] use transfer
learning and multitask learning to extract and transfer useful
knowledge from auxiliary domain data. Weiss et al. (2016)
[18] introduced the latest developments in the field of bio-
logical information and explained the information on learn-
ing and transfer solutions and discussed possible future
research work. Transfer learning solution has nothing to
do with the size of the data. Yosinski et al. (2017) [19] con-
ducted research on the transferability of deep neural net-
works. Perform finetune experiments layer by layer in
different layers to explore network transferability. Note that
adding an end-to-end to the deep migration network will
improve the effectiveness and overcome better data differ-
ences. Migration of the number of layers of the network
can speed up learning and network optimization, general
characteristics of the low-level network learning, and the
high-level network learning field feature.

In order to make the model conform to the data distribu-
tion characteristics of the target area, a small number of
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materials still need to be marked. Active learning can predict
the results and select samples according to the model, and it
is most helpful to improve the model. Thompson et al.
(1999) [20] use active learning to try to select the most useful
example as training data for transfer learning. Experimental
results show that skilled learning can significantly reduce the
number of samples labeled when the algorithm achieves the
same effect. Tong and Koller (2001) [21] use pool-based
active learning. The algorithm does not need a randomly
selected training group and can request samples for mark-
ing. The new algorithm of support vector machine is used
for active learning, which provides a theoretical basis for
the concept usage algorithm of space version. Experimental
results show that the use of the active learning method in
the article can significantly reduce the need for labeled sam-
ples. Active learning, literature reviews, and less labelled
training examples were introduced by Settles (2009) [22].
Discuss the query plan and analyze the experience and the-
oretical evidence of active learning. Li et al. (2016) [23] pro-
pose an active multigrade multilabel learning based on the
minimum SVM classification range to take the minimum
SVM classification distance as the confidence of the selected
example, effectively reduce the number of sample annota-
tions, and improve classification performance. Zhou et al.
(2017) [24] propose the impact of active and transfer learn-
ing, data expansion, fault selection, continuous information
extraction, and other methods on remote data and diagnosis.
According to Zhu and Bento (2017) [25], GAN is used for
active learning, and an object-oriented learning model
GAN and a learning algorithm for motion value samples
are given. Konyushkova (2017) [26] tried to transform active
learning into a regression problem and dealt with the over-
fitting of previous query schemes. The experimental results
show that the order reduction of data points is feasible in
multivariable finite element analysis.

2.4. Related Work on Collaborative Training. After the trans-
fer learning and active learning are used to promote the
model to adapt to the feature distribution of the new data
set, since the patent data has two views in Chinese and
English, the experiment is carried out collaborative training
in the remaining unlabeled sample set, making full use of
the different learning features of the model on the two views.
Features enhance the overall effect of the model. Blum and
Mitchell (1998) [27] first tried collaborative training on
web content prediction, learning from different views
according to the model, using feature differences in different
views to predict the labeled samples, and selecting high-
confidence data as algorithms in other views training data.
Wan (2009) [28], according to the feature difference between
Chinese and English bilinguals, combined English data sets
with a large number of emotional labels and unlabeled Chi-
nese data, using machine translation technology to translate
each other, training models for the two languages separately,
and predicting based on the model the probability of each
category of the sample is obtained, and the sample with high
confidence is obtained as the training data of other models
to achieve the purpose of bilingual collaborative training.
Guo et al. (2012) [29] first proposed the use of graph-

based confidence estimation semisupervised collaborative
training algorithm, which improved the speed of collabora-
tive training in obtaining the data to be labeled to a certain
extent. According to the information of the sample itself,
the probability of the category of the unlabeled sample is cal-
culated, and the confidence of the unlabeled data is esti-
mated by a multiclassifier, which improves the effect of the
collaborative classification algorithm, and proves the effec-
tiveness of the algorithm on the UCI data set. Qiao et al.
(2018) [30] use a collaborative training method on the neu-
ral network model to divide the sample features into multi-
ple different views and fit the corresponding network
parameters in different views. Experiments found that differ-
ent models learned different characteristics of the data. The
characteristics learned by different models are generally
complementary. Gong and Lv (2019) [31] jointly use active
learning, density peak clustering, and collaborative training
to increase the amount of information in the data to be
labeled and to a certain extent alleviate the mislabeling of
fuzzy samples. Huang and Huang (2019) [32] use collabora-
tive training for machine translation technology to improve
the translation effect of the model. The experimental com-
parison shows that after the use of collaborative training,
the results of machine translation are more accurate. When
there are fewer labeled samples, there are still better results
and translation quality. This topic makes full use of the
unique Chinese-English bilingual features of the research
and applies collaborative training to the Chinese patent
quality evaluation model.

3. Patent Quality Evaluation Model

This paper uses transfer learning and active learning
methods based on the PQE-MT model built with English
patent data, further proposes a cross-language transfer of
patent quality evaluation model based on active learning
data expansion, and transfers the original model to Chinese
patents. Finally, cooperative training is carried out. We will
introduce the model from these three parts.

3.1. Patent Quality Evaluation Model Based on Multitask
Learning. We first proposed the PQE-MT_USA model to
predict the quality of US patents and selected the best-
performing model structure through the comparison of dif-
ferent algorithms to facilitate the migration to Chinese pat-
ents in subsequent research. The related technologies
involved in this part of the content are as follows, among
which Word2vec and Bert are used for vector representation
of text content to extract more semantic information; LSTM
is used for learning the long-term dependence of the
sequence, and Bi-LSTM also considers the information of
the article context; CRF can improve the effect of named
entity recognition based on the dependence of label results;
multitask learning combines named entity recognition tasks
with patent quality level prediction tasks to speed up model
training and improve model fitting effects; TextCNN is used
as comparison experiment of the effect of product neural
network and recurrent neural network in this research.
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3.1.1. Construction and Quantification of Patent Quality
Evaluation Indicators. Due to the lack of systematic and fair
evaluation grades and evaluation methods for Chinese pat-
ents for a long time, there is no clear quality grade. Grading
the quality of patents requires professional knowledge and
analysis of a large number of related patents, making it dif-
ficult to obtain the labels of Chinese patent data, and there
is no reference scale for the evaluation process. Through
research, it is found that the US patent has a patent quality
grade, and the patent quality grade is recognized by scholars.
Therefore, the experiment selected US patents in the field of
new energy as the research object.

The experiment analyzes the information contained in the
patent and specifically removes redundant information (such
as patent application number: a numerical combination of
other patent information) and overly complex information
(such as patent specification: the text of the detailed descrip-
tion of the patent). Part, the content is tens of thousands of
words, most of the content is the detailed introduction of the
patent, which contains less effective information, and most
of the main information exists in the abstract and claims of
the patent and image information (patent drawing: prototype
of the patent). As shown in the figure, this experiment mainly
conducts research in the direction of natural language process-
ing, focusing on patented text and numerical data. Part of the
image information will not be considered for the time being.

The original attribute information obtained after screen-
ing is shown in Table 1 based on the attributes of these exist-
ing patents, and the experiment will quantify patent quality
evaluation indicators in multiple dimensions and directions.

The experiment carried out in-depth processing of the
above data items, mainly quantified and combined the fol-
lowing dimensions, including time dimension, quantity
dimension, technical dimension, legal dimension, inventor,
and agent dimension, and obtained related to patent quality
quantitative indicators. And Figure 1 shows the division of
some related attributes in different dimensions.

(1) Time Dimension. The experiment will process the
various time attributes of the patent and convert it
into computable numerical data. In the end, indica-
tors such as the time from patent application to pub-
lication, the time from application to approval, the
time from publication to approval, the survival time,
and the remaining time to termination are obtained

(2) Quantity Dimension. The change in the number of
patent applications in a certain field shows the devel-
opment trend of patents to a large extent. The
increase in the number of patent applications means
good prospects, and the decline in the number of
patent applications indicates that this field is gradu-
ally being replaced

(3) Technical Dimension. CPC is the joint patent classi-
fication, and IPC is the international patent classifi-
cation. Both have different partitions for different
parts in detail, but the overall structure is similar.
Each level is a more detailed classification of the pre-
vious level

(4) Legal Dimension. Different legal status indicates the
degree of importance the assignee of the patent
attaches to the patent, including survival, revocation,
withdrawal, reissue, and termination. Since the pat-
ent right was granted, the assignee has to pay a cer-
tain fee every year to maintain the validity of the
patent, and the fee increases year by year. When
the patent cannot satisfy the interests of the assignee,
the assignee will stop paying the fees, resulting in the
cancellation of the patent

(5) The Dimensions of Inventor and Assignee. A good
inventor and assignee means a good patent. We get
the sum of the number of patents invented by all
inventors in the field; the average number of inven-
tion patents per inventor in the field, etc. In addition
to the same indicators as the inventor, the patent
assignee also extracts whether the assignees of previ-
ous and future generations have changed, the type of
organization, and so on. The assignee involves differ-
ent organizations, including companies, research
institutes, universities, colleges, foundations, and
individuals

(6) Combined Indicators. We combine the feature of dif-
ferent dimensions to get combination indexes. Such
as the proportion of patent survival, withdrawal
and expiration of inventors, the number of patents
in different technical fields and different years, and
so on. The following is a list of the combination
indexes of the assignment. In a specific patent agent
and a specific field, Num_Application means the
experimental definition: the number of patents
applied; Num_Approval means the number of pat-
ent approved, Q_2 means the number of IPC and
CPC, Q_3 means the size of patent family, and Q_
4 means the average patent quotation rate. There
are the following quantitative indexes.

Research Focusi =
Num Applicationfiled

∑filedn
i=filed1Num Applicationi

, ð1Þ

Q1 =
Num Approval
Num Application

, ð2Þ

Strength = NumApply ∗ 〠
4

i=1
Qi, ð3Þ

Technical Portioni =
Strengthinventor

∑inventorn
i=inventor1Strengthi

: ð4Þ

In addition, the experiment adds long text description
type attributes. On the one hand, the experiment takes
the publication time of the patent as the node, uses the
TF-IDF algorithm to calculate the text similarity of other
patents before and after the node, and selects the top 50
with the highest similarity as the result of the similarity
before and after the publication of the patent. The smaller
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the similarity result before the node, the more novel the
patent; the greater the similarity result after the publica-
tion time node is, it indicates that the patent is ground-
breaking and has been used for reference by other
related patents, as well as the number of technical ele-
ments (field terms) in the main claim and the positive
words (can, enable, so as to, etc.). On the other hand,
the patent name, patent abstract, and patent claims are
input into the sequence model to participate in the final
prediction.

The PQE-MT_USA model mainly involves two parts: a
quantitative index model and a sequence model. The
sequence model uses a multitask learning structure. Next,
we will introduce the model from these two parts.

3.1.2. Patent Quality Evaluation Model Based on
Quantitative Indicators. The patent quality evaluation model
mainly includes input, index quantification, fully connected
layer, softmax layer, and output. Its structure is shown in
Figure 2.

Table 1: Filtered patent raw data information.

Attributes Value

Patent title Automated electric vehicle charging system and method

Quality grade 6

Legal status Alive

Country of origin US

Agent Interim Design Inc.

Inventor Haddad; Joseph C.; Elizabethtown; Lysak; Daniel B.; state college

Application date 2016.01.29

Public day 2016.05.26

Approval date 2018.10.23

Expiry date 2032.04.25

IPC H02J-007/00; B60L-011/18

CPC B60L11/1835; B60L53/14; B60L53/35; Y04S30/12; Y04S30/14

International patent
documentation center
Number of families

6

Number of ordinary families 5

Cited by other patents 3

Number of cited patents 4

Number of references 0

Cited by other documents 0

Abstract
A system and method for charging an electric vehicle include identifying vehicle information

corresponding…

Claims
A system for charging an electric vehicle, comprising: a camera configured to acquire an electronic

image of the electric vehicle…

Time dimension

Agent
.
.
.

.

.

.

Combined Indicators

Construction and
quantification

of patent quality
evaluation indicator

Quantity
dimension

Technical
dimension

Legal
dimension

The dimensions of
inventor and

assignee
Longtext

description
type

Legal
statusIPC In-

ventor

Application date,
public day,

approval date,
expiry date

Cited by other patents,
number of cited patents,

number of references
cited by other

documents

CPC

Figure 1: Construction and quantification of patent quality evaluation indicator.
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First, we enter the initial patent attributes, including
legal status and number of citations. According to relevant
rules, 15 initial indicators and 117 quantitative indicators
in different dimensions are constructed, which together con-
stitute 132 indicators. We combine the patent text with 132
indicators into a fully connected layer composed of 512-128-
32 nodes. Finally, multiple classifications are performed
through the softmax layer to predict the patent quality level.
Patent quality levels are divided into eight categories. Take
the “Dynamic power supply management system for electric
vehicle” patent as an example, its legal status is “Alive,” the
number of citations is “4,” and other patent attributes and
132 evaluation indicators are combined to finally get its pat-
ent quality grade prediction result. The result is 8.

3.1.3. Multitask Learning Model

(1) Task 1: Text Classification Model. This task preprocesses
the title, abstract, and claims of the patent and predicts the
quality of the patent through the deep learning model
described below. The detailed structure of the text classifica-
tion model is as follows.

The model takes the three parts of patent title, abstract,
and claims as input and first performs text processing on
it, including splicing the input items, removing stop words,
removing special symbols, converting to lowercase, and con-
verting to word roots. The experiment uses Word2vec and
Bert as the initial vector representation of words. The proc-
essed data is fine-tuned in Bert to obtain the word vector of a
specific field as a word embedding. Next, through the Bi-
LSTM layer, fusing the attention mechanism, LSTM can

learn long-term dependencies, and after bidirectional splic-
ing, it can effectively use the context information of the text
to dig out more hidden features.

The Bi-LSTM in this model is equivalent to inputting the
sequence into a forward LSTM and a back-end LSTM,
respectively, and the output result is used as the result. The
structure of LSTM is shown in Figure 3. Taking the title part
of the patent text “Test system for battery management sys-
tem” as an example, the basic unit of LSTM is used to
encode the text. First, input the word vector “Test” and pass
through the forget gate, memory gate, and output gate. The
calculation generates a new hidden state ht (test) corre-
sponding to it. The calculation process of the three gates is
as follows:

f t = σg Wf xt +U f ht−1 + bf
� �

, ð5Þ

it = σg Wixt +Uiht−1 + bið Þ, ð6Þ

ot = σg Woxt +Uoht−1 + boð Þ, ð7Þ

ct = f t ∘ ct−1 + itσc Wcxt +Ucht−1 + bcð Þ, ð8Þ

ht = ot ∘ σh ctð Þ: ð9Þ
Among them, xt is the input of LSTM, f t is the forget

gate, it is the input gate, ot is the output gate, ht is the hidden
gate, ct is the cell state,W, U , and b are the matrices in train-
ing and the network learning calculation element value, and
σ is the sigmoid function, which ensures that the output
result is between 0-1, which is used to control the proportion
of information passing.

The second word vector “system” and the hidden state
ht−1 ðtestÞ output at the previous moment are used as new
inputs. After three gate calculations again, the updated hid-
den state ht ðsystemÞ, ht ðsystemÞ is obtained. Contains informa-
tion about the characters entered in the preceding text.
Repeat the above coding process until the end of the patent
text.

When the input sequence is very long, it is difficult for
the model to learn a reasonable vector representation. The
attention mechanism [33] retains the intermediate results
of the LSTM encoder on the input sequence, selectively
learns the input and associates it with the output sequence,
so that the model focuses on the words that are considered
more important in the input sequence. Then, through a fully
connected layer network composed of 512, 128, and 32
nodes, the softmax layer is used for multiclassification to
predict and output the patent quality level. The specific
structure is shown in Figure 4.

(2) Task 2 (NER Task): Sequence Labeling Model. This task is
used to identify the terms in the patent text. The first few
layers of the model are the same as task 1. Here, we focus
on the CRF layer and the output layer.

In the NER task, the decoding layer usually uses the con-
ditional random field (CRF) model to perform label

Softmax(8)

Y0 Y131
…

…

……

Regulation

Predicted
label

Classification
output

Output
layer

Softmax
layer

Fully
connected

layer

Index
quantification

Lawyer:Alive Citated_num:3

Other types
input

Dense(512-128-32)

Figure 2: Quantitative index model structure.
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inference on the entire character sequence in turn. The
decoding process is as follows.

For an input sequence, the input vector is obtained after
embedding to the LSTM, and the score on the label corre-
sponding to each word is obtained after the linear layer is
applied. According to the label transition matrix T , we can
get the score of the label at the previous moment as yi and
the label at the next moment as yi+1, namely, T½yi, yi+1�.
For a sequence x, if the length of the sequence x is n and
there are m possible labels, then there are a total of mn pos-
sible labeling results. We can use the LSTM + CRF model to

calculate the score (y) of each possible annotation result, and
then use softmax to normalize to find the probability of a
certain annotation result, and choose the one with the largest
probability as the annotation result. The specific calculation
process is as follows:

ϕt y′, y ∣ x
� �

= exp wT
y ′ ,yht + by ′ ,y

� �
, ð10Þ

p y ∣ x ; θð Þ =
Qn

t=1ϕt yt−1, yt ∣ xð Þ
∑y ′∈Y xð Þ

Qn
t=1ϕt yt−1′ , yt′ ∣ x

� � : ð11Þ

Among them, wðy’,yÞ and bðy’,yÞ are the training parame-

ters of the label pair ðy’, yÞ, ht represents the output of the
coding layer at time t, θ represents the model parameters,
Y ðxÞ represents all possible tag sequences corresponding to
the character sequence x. In the tag reasoning process,
CRF needs to find the tag sequence y^∗ that maximizes
the conditional probability given the input sequence x:

y∗ = argmaxy∈Y xð Þ
p y ∣ x ; θð Þ: ð12Þ

The search problem of the tag sequence y ∗ can be solved
efficiently using the Viterbi algorithm.

The experiment defines the label space as fB, I, E,Og. “B
” indicates that the element is the beginning of a domain
term, “I” indicates that the element is the middle part of a
domain term, “E” indicates that the element is the end of a
domain term, and “O” indicates that this element does not
belong to the domain term part. The CRF layer can deter-
mine the domain terms in the sequence data according to
the label sequence output by the model. In the final output,
each element is marked as a label in fB, I, E,Og. Take the
patent text of “Test system for battery management system”
as an example, the sequence length is 6, there are four possi-
ble tags for BIEO, and a total of 64 possible tagging results,
including y = ðOOOBIEÞ, y = ðBEOOBIÞ,⋯, after the calcu-
lation (OOBIE) marked the highest score, that is to identify
“battery management system” as a patent term. The specific
structure of the model is shown in Figure 5.

The experiment considers that the two tasks overlap
greatly, and the domain terms in the text sequence are the
part that has a greater impact on the patent level. The
sequence labeling task backpropagates to update the param-
eters, which is conducive to the model to obtain a better
sequence representation and pay more attention to the
learning of domain terms. The two tasks together form a
multitask learning structure, which promotes each other
and simplifies the overall task complexity and prediction
time. Take the patent text of “Automated electric vehicle”
as an example, its specific structure is shown in Figure 6.

This figure combines the previous two models. The left
side is the sequence model part of multitask learning, and
the right side is the quantitative index model part. The
PQE_MT_USA model is obtained after the two parts of vec-
tors are spliced to predict the final result and used for subse-
quent migration training of Chinese patents.

tanh

tanh

Ct-1

ht-1

ht

ht

Xt

ft it
Ot

Ct

Ct
~

σ σ σ

Figure 3: LSTM structure diagram.
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3.2. Patent Quality Evaluation Model Based on Transfer
Learning. If the model PQE_MT_USA trained by the US
patent is directly applied to the Chinese patent, the predicted
patent rating result will have a large error. The reason is that
if you use traditional machine learning methods, you need
the data to obey the same distribution and sufficient labeled
data. On the issue of labeling data, the process of labeling
data consumes a lot of manpower and time costs; on the
issue of data distribution, on the one hand, there are cultural
differences in the writing process of Chinese and English
patents. On the other hand, there are differences in the dis-
tribution of various attributes and quantitative indicators
of Chinese and US patents. By comparing Chinese and
American patent data, it is found that the inventors, attor-
neys, IPC classification numbers, and CPC classification
numbers of Chinese and American patents have the same
expression. Although the inventors and agents of the Chi-
nese and American patents belong to two different sets, the
experiment quantifies the indicators based on the overall sit-
uation in the field, and the training model will not be
affected by the specific values. The differences in patents
between the two countries are mainly reflected in the follow-
ing four aspects: (1) the legal status of patents is different; (2)
there are differences in the distribution of patents between
the two countries in the following 6 attributes: number of
cited patents, number of citations by other patents, number
of common families, number of citations by other docu-
ments, number of references, and international patent docu-

mentation center; (3) the patent origination level is different;
and (4) the content of the text type is different, including the
title, abstract, and claims of the patent. The writing language
of the US patent is English, and the Chinese is Chinese. In
terms of related indicators, US patents are generally higher
than Chinese patents.

Because the US patent has the patent strength label
required for experimentation, the Chinese patent has the
contradiction between a large amount of data and a small
amount of labeling. At the same time, the impact of various
attributes and indicators on patent strength has the same
trend, with only the difference in feature distribution. Trans-
fer learning breaks the same distribution assumption of tra-
ditional machine learning and can adapt to the requirements
of experiments well.

Transfer learning mainly involves domains and tasks.
Given a labeled source domain, that is, an English patent text
with a large number of labeled data sets: Ds = fxi, yigni=1, and
an unmarked target domain, that is, the Chinese patent text
without data annotation: Dt = fxjgn+mj=n+1. The data distribu-

tion of these two fields PðxsÞ and PðxsÞ are different, PðxsÞ
≠ PðxtÞ [34]. The purpose of transfer learning is to use the
knowledge of Ds to learn the knowledge (label) of the target
domain Dt . That is to say, the process of transfer learning is
to transfer knowledge from the source domain to the target
domain, complete the model update, and predict the target
domain label. Transfer learning can be divided into different

O B

X1 X2

Electric Vehicle Battery .

Concat

Bert

……

……

……

……

……

……

……

……

I OE

Concat

Concat

X198X198

Concat

Concat

Concat

Concat

Concat

Concat

Concat

Concat

X0

Automate

BiLSTM 
layer_2

CRF layer

BiLSTM 
layer_1

Embedding 
layer

Long text type input

NER output

Name:automated
electric vehicle...

Abstract:A system
and...

Claim:A system
for...

Text-
processing

Figure 5: Sequence labeling model.

9Wireless Communications and Mobile Computing



types, and there are many classification methods. This article
mainly uses the model-based transfer learning method, that
is, based on the self-adaptation of model parameters to find
new parameters θ, and the transfer of parameters makes the
model better at the target work on the domain to minimize
its loss. The calculation formula is as follows:

min 1
n
〠
n

i=1
L xsi , y

s
i , θð Þ: ð13Þ

The experiment uses US patents as a domain of origin
and Chinese patents as a reference domain. It is impossible
to transfer directly between the different languages. This
concerns the problem of the classification of texts in the
cross language. The experiment uses automatic translation
to translate the text of Chinese and English patents and
marks the patent levels of some Chinese patents. The model
adapts to the distribution of indices and to the linguistic
characteristics of Chinese patents. Figure 7 shows the trans-
fer learning process.

To put it simply, taking the patent text in the field of new
energy vehicles used in the experiment as an example, the
process of transfer learning is to first translate the English

patent text in the United States (source domain data) into
Chinese patent text (target domain data) and use it as the
input of the PQE_MT_USA model mentioned in the previ-
ous section is vectorized using Bert, and the model is
retrained through the Bi-LSTM encoding layer and CRF
decoding layer. The initial parameters are the final parame-
ters obtained by PQE_MT_USA training English text. After
the training is completed, new parameters suitable for the
Chinese patent grade prediction model are obtained, and
then other Chinese patent texts (target domain data) are
tested and adjusted to obtain the transferred parameters.

Through comparative experiments, try to freeze the
parameters of different layers to obtain the best migration
effect. The specific experimental process and results will be
described in detail in the fourth part of the experimental
results and analysis. The final experiment selects the part
shown by the dotted line in Figure 5 to transfer the model
parameters.

Although migration learning requires less data, too little
migration data for larger networks will still cause overfitting
problems in the model. The model needs more migration
samples to make the network model have better generaliza-
tion capabilities. The experiment contains more than
20,000 Chinese patent data. Labeling a large number of data
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samples requires a lot of manpower and material resources.
In the process of transfer learning, which patents should be
selected for labeling has a greater impact on the results of
the transfer. With the same amount of target domain data,
selecting samples that are difficult for the model to choose
has a better effect than selecting samples that can be clearly
classified by the model. The process of letting the model
actively propose which data needs to be labeled is active
learning. Transfer learning reduces the amount of sample
labeling, and active learning improves the quality of labeling
samples.

The proposal of active learning is mainly due to the dif-
ferent amount of information provided by each sample in
the training set for model training, that is, different samples
have different contributions to the improvement of the
model effect. Active learning mainly includes classifiers,
labeled training data sets, unlabeled data sets, query func-
tions used to extract samples with large amounts of informa-
tion in unlabeled data sets, and supervisors who label the
extracted samples.

The experiment selects more efficient and mature
methods based on uncertainty reduction. The main query
functions include methods based on classification uncer-
tainty UðxÞ, classification margin MðxÞ, and classification
entropy HðxÞ. The specific calculation method is shown in
the following equations.

U xð Þ = 1 − P x̂ ∣ xð Þ, ð14Þ

M xð Þ = P x̂1 ∣ xð Þ − P x̂2 ∣ xð Þ, ð15Þ

H xð Þ = −〠
k

pk log pkð Þ: ð16Þ

The experiment uses the most effective method based on
classification margin for multiclassification problems,
namely, the best versus second best (BVSB) strategy [35] to
calculate the uncertainty of the sample. This method calcu-
lates the difference of the category with the highest probabil-
ity among the sample prediction results as a measure of
sample selection. The smaller the difference, the greater is
the uncertainty. Figure 8 lists the two real samples in the
experiment. In contrast, the sample on the right has a
smaller probability difference and greater uncertainty, and

the model is more inclined to select it as the sample to be
labeled.

By analyzing the output value of each category of the two
samples, it is observed that the highest probability of sample
A is category 2, its probability is 0.32, the category with the
highest probability of sample B is category 1, and its proba-
bility is 0.36. Although the final predicted result of sample B
is more probable, it can be observed from the overall proba-
bility of each category that the model is more confusing for
sample B because the difference between the highest cate-
gory probability and the second highest category probability
is smaller, based on classification, the active learning algo-
rithm of margin is good at extracting samples with higher
uncertainty for multiclassification problems.

The following is a detailed introduction to the process of
transfer learning and active learning algorithms based on the
Chinese patent.

First, the English text Patent_USA_En in the source
domain data set is translated into Chinese text Patent_
USA_Ch, the Chinese patent quality evaluation model
PQE-MT_Ch based on the US patent is obtained by Pat-
ent_USA_Ch training, and the frozen model PQE-MT_Ch
does not require a training layer. Next, we use the unlabeled
target domain Chinese patent data set Patent_CHN_Ch as
the training set to continue training the model PQE-MT_

Predictive model

Labeled data

Test

Source
domain data

Transfer learning
algorithm

Target domain
data

Target domain
data

Unlabeled data/a small
amount of

annotated data

Figure 7: Transfer learning flowchart.
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Ch. Then, we use this model to classify and predict the sam-
ple set Patent_CHN_Ch, calculate the probabilities C1 and
C2 of the two categories with the highest predicted probabil-
ity for each sample, and get the set S of 100 samples with the
largest uncertainty, that is, the smallest C1-C2. Then remove
the set S from the sample set Patent_CHN_Ch, manually
mark the samples in the set S, add the marked set S to the
training set, repeat the above training process, and finally
get the migration model PQE-MT-CHN_Ch. This model
comprehensively utilizes transfer learning and active learn-
ing algorithms and is suitable for the English patent quality
assessment of Chinese patents. Figure 9 is a diagram of the
overall process of transfer learning and active learning.

3.3. Patent Quality Evaluation Model Based on Collaborative
Training. In the experiment of the above transfer model, it is
not difficult to find that different languages make the model
have different effects. The following research will start to use
the difference in feature space between Chinese and English
languages, and the different features and knowledge learned
by the models in different languages, resulting in different
prediction effects for different samples, and use bilingual col-
laborative training to improve the prediction results of the
models.

Collaborative training is the mainstream semisupervised
machine learning algorithm. The theoretical basis is by
training classifiers under multiple views; under the existing
small amount of annotated corpus, different features of sam-
ples can be learned according to different classifiers, and a
large amount of category information of data to be anno-
tated can be further obtained, thus, achieving the purpose
of learning by using unlabeled data. The cooperative training
process is similar to clustering hypothesis; on the whole, it
can be explained that the classification model trained by a
small amount of labeled data can only roughly describe the
distribution of data, and it is difficult to accurately divide
most samples. By using a large amount of unlabeled data,
the most accurate data can be found based on the classifica-
tion of the trained model, so that the model can further find
a more accurate classification surface.

In the process of cross-language transfer learning, there
is a language barrier between Chinese and English, and the
feature spaces of the two languages are different, so it is
impossible to transfer the model directly. The experiment
used machine translation to unify the languages of the pat-
ents of the two countries, so the patents of both countries
have two language versions. The experiment hopes to make
full use of both Chinese and English feature spaces to further
improve the prediction effect of the model.

The experiment trains Chinese patent quality evaluation
model PQE_MT_CHN_Ch based on Chinese and Chinese
patent quality evaluation model PQE_MT_CHN_En based
on English. Through mutual supervision of the two models,
a Chinese patent quality evaluation model PQE_MT_CHN_
Co based on collaborative training is obtained.

In the experiment, the collaborative training algorithm
used machine translation to translate the Chinese text of
Chinese annotation data into English text. Train the
Chinese-based Chinese patent quality evaluation model

PQE_MT_CHN_Ch on the Chinese text of the labeled Chi-
nese patent data set. In the same way, the English-based Chi-
nese patent quality evaluation model PQE_MT_CHN_En is
trained on the English text of the labeled Chinese patent data
set. Use these two models to label the unlabeled patent texts
in the corresponding data sets and select high-confidence
data from them to add to the labeled data set collection. Iter-
ate the above training process. Next, the prediction results of
the two evaluation models PQE_MT_CHN_Ch and PQE_
MT_CHN_En are combined according to weights, and
finally, the Chinese patent quality evaluation model PQE_
MT_CHN_Co based on collaborative training is obtained.
The overall flow of the algorithm is shown in Figure 10.
The algorithm ensures that the sample data distribution is
balanced with the real situation by setting the number mi
of the data obtained under each category.

4. Experimental Results and Analysis

4.1. Experimental Corpus. 59147 patents are used in the
experiment, and the number of patents with different grades
is shown in Figure 11. The experiment randomly shuffled
the data set to ensure the uniform distribution of different
label samples. 90% samples (53475) are for training and
10% samples (5942) are for testing. The verification method
chooses k-fold cross-validation for model optimization. The
k − 1/k of the data set is used as the train set, and the rest is
used as the validation set. The result is the average of k times.
The value of k is set to 10.

There are 21611 Chinese patents, of which 308 are in the
United States, which means that the two countries have
applied for 308 patents; at the same time, this led to the for-
mation of a monopoly family belonging to the same patent
family, in order to meet quality standards, corresponding
to Chinese patents. In this paper, 100 Chinese patents with
patent grade are taken as the samples of the final model test,
208-as the original data for migration, and the remaining
21303 Chinese unmarked patents are used as the active
learning pool for data screening, Mark.

All experimental data are random, and the extraction
method is random. In order to ensure the uniform distribu-
tion of different label samples and the accuracy and fairness
of experimental results, this paper involves Google’s
machine translation, and this is the most accurate transla-
tion system at present.

4.2. Experimental Settings. The accuracy, recall, f 1-score,
accuracy, microaveraging, and macroaveraging used in the
text classification evaluation are used for evaluation. The cal-
culation process is as equations (17)–(26). For category C,
the classification results can be divided into the following
situations:

(1) The original type C is classified as type C, and the
quantity is recorded as a

(2) The original non-C category is classified as C cate-
gory, and the quantity is recorded as b
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(3) Originally C is classified as non-C, and the quantity
is recorded as c

(4) The original non-C category is classified as non-C
category, and the quantity is recorded as d

P =
a

a + b
× 100%, ð17Þ

R = a
a + c

× 100%, ð18Þ

F =
2 × P × R
P + R

× 100%, ð19Þ

A =
a + d

a + b + c + d
× 100%, ð20Þ
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Figure 9: Overall process diagram of transfer learning and active learning.
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〠
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MacroF1 =
2 ∗MacroP ∗MacroR
MacroP +MacroR

: ð26Þ

4.3. Experimental Results and Analysis of Patent Quality
Evaluation Model

4.3.1. Experimental Results and Analysis of Patent Quality
Evaluation Model Based on Multitask Learning. The experi-
ment tested 15 initial patent indexes, 117 quantified indexes,
and 132 indexes combined with the two, respectively. The
results are shown in Table 2. The results show that both
the initial attributes of patents and the quantitative index
parameters in the experiment have influence on the evalua-
tion of patent quality, but the evaluation effect is still poor
and cannot meet the final demand. It will be combined with
sequence model tasks to improve the effect.

The experimental sequence model and multitask learn-
ing model (PQE-MT) training results are shown in
Table 3. For readability, the model is defined as follows:

(i) Model_1. word2vec as the embedded layer of the
model connects with Bi-LSTM

(ii) Model_2. On the basis of Model_1, attention mech-
anism is added to form patent quality evaluation
model

(iii) Model_3. On the basis of Model_1, using the Bert
after fine-tuning by all patent text data instead of
word2vec

(iv) Model_4. On the basis of Model_2, CRF is added to
identify patent terms, forming a patent quality eval-
uation model based on multitask learning

(v) Model_5. On the basis of Model_3, CRF is added to
identify patent terms, forming a patent quality eval-
uation model based on multitask learning

(vi) PQE_MT_USA. Model_5 combined with quantita-
tive index model

The detailed results of our proposed PQE_MT_USA
model on different indicators in each category are shown
in Table 4.

Through the analysis of the experimental results, it can
be concluded that

(i) Model_2, which uses word2vec as embedding layer
and Bi-LSTM as sequence layer, can achieve
58.25% accuracy on train set, 56.52% accuracy on
validation set, and 55.22% accuracy on test set

(ii) After adding the attention mechanism, the accuracy
of the model is improved by nearly 2 percentage
points, which proves the effectiveness of attention
mechanism

(iii) After replacing the embedding layer with BERT, the
accuracy of the model has been greatly improved,
but the generalization ability has slightly decreased

(iv) After using the sequence model based on multitask
learning, the effect of model is further optimized
and the evaluation effect is further improved.
Although multitask learning increases the scale of
the model, but the training time of the model does
not significantly increase because two tasks share
learning parameters, only more 4128 parameters
are trained. Each epoch in word2vec and BERT
models only increases 54 s and 62 s, indicating that
the model has better usability

(v) The final model combines features of two parts and
achieves good results in classification tasks. The
accuracy of train set, validation set, and test set is
87.29%, 82.29%, and 83.90%, respectively. It shows
that two parts of the model in this paper have an
important impact on the evaluation of patent
quality
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Figure 11: Number and proportion of patents with different
ratings.

Table 2: Accuracy of initial patent attributes and quantitative
index models.

Model input (size) Train Dev Test

Initial index (15) 0.4809 0.4811 0.4813

Quantitative indicators (117) 0.6292 0.6248 0.6156

Combine (132) 0.6604 0.6609 0.6555
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(vi) The model has a good effect on a large number of
categories, but a little worse effect on a small num-
ber of categories, and the result is positively corre-
lated with the size of the categories as a whole

4.3.2. Experimental Results and Analysis of Patent Quality
Evaluation Model Based on Multitask Learning. Different
layers of the neural network model usually learn the charac-
teristics of different levels of the sample. “Visualizing and
Understanding Convolutional Networks” [36, 37] visualizes
the layers of CNN and shows the above theory more clearly.
The bottom layer 1 and 2 of the model network can usually
learn the basic color and edge features of the object; the third
layer of the model network generally learns the texture fea-
tures of the object; the fourth layer that continues upward
can learn local features, such as wheels; the top level learns
more discernible overall characteristics.

For the image training model, the results of each net-
work layer are easy to observe. In contrast, the knowledge
learned by the text training sequence model is difficult to
clearly display, but the above rules are also met on the whole.
The underlying structure of the network learns the text the
part-of-speech and word-sense characteristics of the word;
high-level results learn semantic and syntactic characteris-
tics. In response to this phenomenon, experiments try to
perform transfer learning in different layers of the model
and compare the optimal transfer part.

In the process of transfer learning, the bottom part of the
model is usually kept intact to reduce the risk of model over-

fitting. At the same time, for the model in this article, the
corpus is first converted into the same language through
machine translation. In this process, there is usually no
major change in part of speech and word meaning. Due to
the differences in culture and writing habits, the migration
part is closer to semantics, context, and syntax. At the same
time, it meets the requirements of coping with the high-level
migration of the network model. The detailed information of
each layer of the model PQE_MT_USA is shown in Table 5.

According to the structural characteristics of the net-
work model, the experiment gradually freezes at the bottom
of the network, compares the results of different parts of the
migration, and obtains the final·migration part. Since only
308 Chinese patents have American patents, they have qual-
ity ratings. Take the English data migration results as an
example to show and use a total of 308 Chinese patent sam-
ples to translate into English text and then perform model
migration. Use 100 of them as a test set to compare the
effects of different models. Actually, the Chinese patent data
used for migration are only 208 articles. The experimental
results, respectively, enumerate the microaverage and
macroaverages of the accuracy, recall, and F1 value on the
training set and the test set. The results are shown in Table 6.

It can be seen from the experimental results that as the
low-level parameters of the network gradually freeze, the
indicators of the training set show a downward trend, and
the indicators of the test set, especially the macroaverage,
have a process of first increasing and then decreasing. The
main reason for this phenomenon is that the new data set

Table 3: Results of models.

Model
Text classification NER Time

s/epochTrain Val Test Train Val Test

Model_1 0.5825 0.5652 0.5522 N/A N/A N/A 1420

Model_2 0.6026 0.5805 0.5734 N/A N/A N/A 1526

Model_3 0.6373 0.5910 0.5962 N/A N/A N/A 1922

Model_4 0.6326 0.6054 0.6024 0.8461 0.8457 0.8490 1580

Model_5 0.6890 0.6253 0.6220 0.8541 0.8584 0.8566 1984

PQE_MT_USA 0.8729 0.8292 0.8390 0.8689 0.8795 0.8788 2310

Table 4: Results of PQE_MT.

Category
Train set Test set

Precision Recall F1 Support Precision Recall F1 Support

1 0.98 0.99 0.98 19967 0.96 0.98 0.97 2232

2 0.93 0.92 0.92 10743 0.89 0.87 0.88 1227

3 0.93 0.87 0.90 11534 0.89 0.81 0.85 1209

4 0.77 0.82 0.80 5330 0.65 0.72 0.68 626

5 0.58 0.80 0.67 2502 0.53 0.65 0.58 293

6 0.54 0.50 0.52 1087 0.48 0.36 0.41 113

7 0.53 0.67 0.60 1382 0.44 0.59 0.50 144

8 0.69 0.74 0.72 930 0.57 0.53 0.55 98

Micro 0.89 0.90 0.89 53475 0.84 0.85 0.84 5942

Macro 0.74 0.79 0.76 53475 0.67 0.69 0.68 5942
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is small. The larger the migration part of the network during
the migration process, the better the fitting effect in the
training set, but the problem of overfitting occurs. In the
end, the experiment freezes the training of the parameters
of the 0-2 layers and selects the 3-14 layers of the network
for migration. According to the parameter items in
Table 6, freezing the underlying model training can reduce
a large number of parameter updates, which improves the
model effect and reduces the migration time.

In addition, only the English text of the Chinese patent
has experimented with training data, and the patent of
model migration was not used. Results of the two experi-
ments are shown in Tables 7 and 8.

From the comparison of Tables 7 and 8, it can be verified
that the transfer learning has a certain degree of improve-
ment in each indicator of the model. Due to the lack of train-
ing samples in normal supervised learning, the entire TEM
model has two obvious problems: first, model TEM poor
forecast results in categories with a small number of samples.
The results of the accuracy, collection, and f value of the
main measurement indicators in category 7 and category 8
were all 0; second, the capacity to generalize the model is
very poor, and the problem of overadaptation is obvious.
The test set is about 35% lower than the training set in both
micro and macroaverages. Comparing results after forward-
ing learning results in both problems improved. For a few
categories of samples, the model has better adaptation, the
gap between the microaverage indicators is reduced to 17%
on the training set and the test set, and the three indicators
of the macroaverage, respectively, reduce to 10%, 16%, and

15%. These two problems have been solved to some extent
thanks to the model having learned how the relevant charac-
teristics affect the results of a large number of US patents.
Although the distribution of characteristics is different, the
overall trend is approximately the same. The model adapts
even more to changes in several Chinese patent indicators
based on the trend initially learned. Although the model
has improved, the effect still cannot meet the final require-
ments for patent assessment. Hope to improve the model
effect by increasing migration data.

We randomly selected 200 unlabeled Chinese patents
and manually labeled them as data_random and used the
active learning algorithm to obtain the top 200 Chinese pat-
ents with the largest classification margin and labeled them
as data_active_learning. The experiment starts from 0 and
increments each time by 20 on these two data sets, until it
reaches 200. Compare the effects of randomly selected data
and active learning to select data on model migration. The
comparison of the prediction accuracy of the model in the
two cases is shown in Figure 12.

By comparing the two trends, it has been found that
using the active learning method to select data is better than
randomly selected data. The effect of the model that used
active learning to select about 140 data to be labeled is equiv-
alent to the effect of randomly selecting 200 data labels.
Then, the experiment uses active learning to further expand
the labeled data, and active learning can get the most infor-
mative data. And each round obtained the first 200 data with
the largest classification margin for manual labeling. A total
of 2000 samples labeled as new migration data were

Table 5: PQE-MT layer information.

Number of layers Type Output shape Number of parameters

0 Text input layer (None, 200) 0

1 Embedding layer (None, 200, 768) 17999616

2 Bidirectional LSTM_1 (None, 200, 160) 543360

3 Bidirectional LSTM_2 (None, 200, 160) 154240

4 Attention (None, 160) 32400

5 Number input layer (None, 132) 0

6 Concatenate layer (None, 292) 0

7/9/11 Dense layer_1/2/3 (None, 512/128/32) 150016

8/10/12 Dropout layer_1/2/3 (None, 512/128/32) 65664

13 CRF layer (None, 200, 4) 4128

14 Softmax layer (None, 8) 668

Table 6: Final results of different migration parts.

Migration layer
Training set (microavg/macroavg) Test set (microavg/macroavg)

Precision Recall F1-score Precision Recall F1-score
0-14 0.85 0.70 0.85 0.68 0.85 0.69 0.61 0.38 0.60 0.44 0.60 0.41

2-14 0.83 0.70 0.83 0.63 0.83 0.66 0.66 0.43 0.65 0.46 0.65 0.44

3-14 0.82 0.66 0.82 0.65 0.82 0.65 0.66 0.61 0.66 0.54 0.66 0.57

7-14 0.78 0.66 0.77 0.60 0.77 0.63 0.60 0.44 0.60 0.38 0.60 0.41

9-14 0.60 0.43 0.60 0.39 0.60 0.41 0.58 0.44 0.58 0.36 0.58 0.40

11-14 0.53 0.37 0.53 0.34 0.53 0.35 0.52 0.42 0.52 0.35 0.52 0.38
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obtained, the model uses 2-14 levels with the best migration
effect obtained from the experimental comparison as a
migration part, and the result of the migration of 2208 Chi-
nese patent data obtained after active learning is shown in
Table 9. Furthermore, the experiment was conducted in
the same way using the patented English language, and the
results are given in Table 10.

Experimental results in Tables 8 and 9 are compared to
observe the effect of enabled learning on the effect of the data
expansion model. Using the initial data migration model,
micro-F1 values in the training set and in the test set were
83% and 66%, and macro-F1 values were 70 and 57%. After
active learning for data expansion, the values of micro-F1
were 79% and 74% and the macro-F1 values were 68% and

Table 7: Results of training the network using only Chinese patent data.

Category
Training set Test set

Precision Recall F1-score Support Precision Recall F1-score Support

1 0.92 1.00 0.96 61 0.55 0.66 0.60 35

2 0.79 0.70 0.74 33 0.41 0.39 0.40 18

3 0.80 0.82 0.81 49 0.18 0.19 0.19 21

4 0.61 0.69 0.65 29 0.30 0.30 0.30 10

5 0.42 0.65 0.51 17 0.33 0.38 0.35 8

6 1.00 0.80 0.89 5 0.00 0.00 0.00 3

7 0.00 0.00 0.00 9 0.00 0.00 0.00 3

8 0.00 0.00 0.00 5 0.00 0.00 0.00 2

Microavg 0.76 0.76 0.76 208 0.40 0.40 0.40 100

Macroavg 0.57 0.58 0.57 208 0.22 0.24 0.23 100

Table 8: Data transfer learning results of the initial 208 Chinese patent English.

Category
Training set Test set

Precision Recall F1-score Support Precision Recall F1-score Support

1 1.00 0.92 0.96 61 1.00 0.77 0.87 35

2 0.83 0.91 0.87 33 0.54 0.78 0.64 18

3 0.82 0.92 0.87 49 0.78 0.67 0.72 21

4 0.81 0.72 0.76 29 0.20 0.20 0.20 10

5 0.50 0.76 0.60 17 0.35 0.75 0.48 8

6 0.40 0.40 0.40 5 0.33 0.33 0.33 3

7 0.60 0.33 0.43 9 0.67 0.33 0.44 3

8 0.75 0.60 0.67 5 1.00 0.50 0.67 2

Microavg 0.83 0.83 0.83 208 0.66 0.66 0.66 100

Macroavg 0.71 0.70 0.70 208 0.61 0.54 0.57 100
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Figure 12: Comparison of the accuracy of transfer learning between active learning and randomly selected labeled data.
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63%. Due to the increase in the amount of migrated data, the
ability to generalize the model became stronger, and the
effect of the FOI model improved to a certain extent by pro-
viding the test set data.

The results of Table 9 were compared with Table 10, and
the effects of Chinese and English were observed on the
model effect. The model transition effect for English texts
is generally better than Chinese text. The authors believe
that the use of machine translated Chinese data leads to deg-
radation of the initial model effect in the case of using source
models trained by U.S patents due to the limitations of
machine translation techniques, resulting in the final effect
of the transfer model is reduced; the number of Chinese pat-
ent translations used for the target model has a lower overall
influence factor; in addition, the differences in the Chinese
and English writing specifications and feature spaces also
cause difference in model learning effects.

4.3.3. Experimental Results and Analysis of Patent Quality
Evaluation Model Based on Multitask Learning. The article
uses SVM as a classification model and Chinese patent
text as an example to compare and demonstrate the use
of TF-IDF feature vectors and the bag-of-words method
for feature word extraction using mutual information,
information gain, and chi-square, as well as the three

methods to extract feature words take the result of the
union. The SVM classification algorithm based on bag-
of-words is very critical in the selection of feature words.
The experiment uses feature extraction formulas for differ-
ent types of patents to calculate, by manually setting a
threshold as a reference value, and extracting words higher
than this value as the input features of the bag of words
[38]. Table 11 shows the accuracy of algorithm prediction
in different situations.

The experimental results show that the SVM classification
algorithm based on TF-IDF achieves 68% accuracy on the
training set, but in contrast, the prediction result on the test
set is reduced by nearly 10%, showing a trend of overfitting.
Although the bag-of-words method has a lower accuracy in
the training set compared with the TF-IDF method, the accu-
racy in the test set has been greatly improved. Due to the

Table 9: Data transfer learning results of 2208 Chinese patent English text data after active learning expansion.

Category
Training set Test set

Precision Recall F1-score Support Precision Recall F1-score Support

1 0.93 0.96 0.95 676 0.93 0.83 0.88 35

2 0.85 0.71 0.77 404 0.88 0.78 0.82 18

3 0.79 0.85 0.81 506 0.74 0.81 0.77 21

4 0.59 0.77 0.67 258 0.39 0.70 0.50 10

5 0.61 0.64 0.62 154 0.50 0.38 0.43 8

6 0.41 0.54 0.47 69 0.33 0.33 0.33 3

7 0.63 0.54 0.58 87 0.33 0.67 0.45 3

8 0.78 0.37 0.50 54 1.00 0.50 0.67 2

Microavg 0.79 0.80 0.79 2208 0.74 0.74 0.74 100

Macroavg 0.70 0.67 0.68 2208 0.64 0.63 0.63 100

Table 10: Data transfer learning results of 2208 Chinese patent Chinese text data after active learning expansion.

Category
Training set Test set

Precision Recall F1-score Support Precision Recall F1-score Support

1 0.95 0.89 0.92 676 0.87 0.79 0.83 35

2 0.68 0.68 0.68 404 0.51 0.54 0.53 18

3 0.65 0.79 0.71 506 0.52 0.64 0.57 21

4 0.55 0.52 0.53 258 0.45 0.42 0.43 10

5 0.45 0.28 0.34 154 0.36 0.22 0.27 8

6 0.43 0.36 0.39 69 0.33 0.67 0.45 3

7 0.56 0.71 0.48 87 0.33 0.33 0.33 3

8 0.70 0.65 0.67 54 1.00 0.50 0.67 2

Microavg 0.73 0.71 0.72 2208 0.62 0.61 0.61 100

Macroavg 0.61 0.61 0.61 2208 0.55 0.51 0.53 100

Table 11: Forecast accuracy of different algorithms.

Method Threshold Accuracy (train) Accuracy (test)

TF-IDF N/A 0.68 0.60

MI 0.1 0.59 0.53

IG 0.03 0.66 0.61

CHI 3 0.67 0.64

Union N/A 0.71 0.62
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higher dimension of the union set, it is easy to cause overfit-
ting, which reduces the accuracy of the test set. The experi-
ment finally uses the chi-square algorithm for feature
extraction. In addition, the experiment uses the mutual infor-
mation value that can calculate the similarity between the cat-
egories to test different categories. The mutual information
value of category 3 and other categories is selected as the dis-
play. The test results are shown in Figure 13.

It can be observed that the closer the distance between
the samples, the greater the mutual information value. This
result fully demonstrates the effectiveness of the training
set data annotation. Experiments with different numbers of
feature words, the number of feature words with the best
model effect is obtained, and the result is shown in
Figure 14. The figure shows the dimensions of feature words,
and the input of the model is a vector of word bag features
and quantitative indicators.

A comparative analysis of the experimental results shows
that the accuracy of the model in the training set increases as
the dimension of the feature word increases. When the
dimension of the feature word is too high, overfitting prob-
lems will occur. The effect of the model on the test set grad-
ually decreases. Use the 400-dimensional bag-of-words
vector with the best comprehensive results to further test dif-
ferent classification algorithms. The results are shown in
Table 12.

It can be seen that the classification accuracy of Bayesian
and kNN algorithms is poor, and the decision tree algorithm
is not suitable for patent quality evaluation classification due
to the overfitting problem caused by the complexity of the
sample. Finally, SVM is selected as the classification method
for classification.

In the experiment, CHI with better results is selected as
the feature word extraction method. Extract 400-
dimensional bag-of-words vectors, perform SVM classifica-
tion on the text, perform collaborative training with the
migrated deep learning model PQE_MT_CHN at the same
time, and finally compare the prediction effects of the two
methods.

In the experiment, the proposed collaborative training
method was compared with the following benchmark methods:

(i) SVM_Ch. Use the combination of Chinese features
and quantitative indicators as input, and use SVM
for classification. There is no need for text transla-
tion in the process, only the marked data is used

(ii) SVM_En. Use the combination of English features
and quantitative indicators as input and use SVM
for classification. The process requires a Chinese-
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Figure 13: Mutual information value between category 3 and other categories.
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Figure 14: SVM classification results of different dimensional bag-
of-words vectors.

Table 12: CHI extracts the classification results of 400-dimensional
bag-of-words vectors combined with quantitative indicators in
different algorithms.

Model
Train Test

Precision Recall F1 Precision Recall F1
Naive Bayes 0.66 0.65 0.65 0.62 0.60 0.61

kNN 0.62 0.58 0.60 0.56 0.54 0.55

SVM 0.70 0.69 0.69 0.64 0.63 0.63

Decision tree 0.74 0.71 0.72 0.59 0.57 0.58
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English translation, and only the marked data is
used

(iii) SVM_Ch+En. Use the combination of Chinese
and English bilingual features and quantitative
indicators as input and use SVM for classification.
The process requires a Chinese-English transla-
tion, and only the marked data is used

(iv) SVM_Co. Use SVM_Ch and SVM_En for collabo-
rative training, and sample prediction is obtained
by weighting the results of the two models. The
process requires translation from Chinese to
English, using unlabeled data for collaborative
training

(v) PQE_MT_CHN_Ch. Use the combination of Chi-
nese features and quantitative indicators as input,
and use Chinese text transfer learning to obtain
the model PQE_MT_CHN for classification. There
is no need for text translation in the process, only
the marked data is used

(vi) PQE_MT_CHN_En. Use the combination of
English features and quantitative indicators as
input and use English text transfer learning to
obtain a model for classification. The process
requires a Chinese-English translation, and only
the marked data is used

(vii) PQE_MT_CHN_ Ch+En. Use the combination of
Chinese and English bilingual features and quanti-
tative indicators as input and use the Chinese and
English bilingual text transfer learning model for
classification. The process requires a Chinese-
English translation, and only the marked data is
used

(viii) PQE_MT_CHN_Co. Use PQE_MT_CHN_Ch and
PQE_MT_CHN_En for collaborative training, and
the sample prediction is obtained by weighting the
results of the two models. The process requires
Chinese-English translation, using unlabeled data
for collaborative training

The results of the above model are shown in Table 13. In
addition, the experiment compares the number of samples

of each category and optimizes the experimental parameters
for the iteration rounds of collaborative training and each
iteration process. The specific results of the model are shown
in Figures 15 and 16. The following text will analyze and
summarize the results of this part.

Experimental results show

(1) From the comparison of the various data in Table 13,
it can be concluded that the Chinese patent quality
evaluation model constructed by the experiment
using transfer learning is better than the best-
performing SVM in traditional machine learning in
the overall transfer effect on the small training set.
It proves the feasibility of using transfer learning in
this field

(2) After combining the Chinese and English features of
the two models, the prediction effect of the training
set has been improved, but due to the lack of training
corpus, certain overfitting problems have occurred,
resulting in the model’s effect on the test set decline.
It further proves the necessity of using collaborative
training instead of splicing Chinese and English
directly

(3) The proportion of each type of data selected in each
iteration of collaborative training has a greater
impact on the improvement of the training effect. It
can be observed from Figure 15 that when the data
proportions of each category are the same, the sam-
ple space of model learning will change, leading to
the reduction of model prediction effect, and the
model is the most stable when the data with the same
proportion of each category in the initial data set is
selected

(4) After using the collaborative training algorithm, the
semisupervised training method further optimizes
the fitting effect of the model on the small training
set, and all the evaluation indicators of the model
are further improved. The PQE_MT_CHN_Co pro-
posed in the article reaches the highest level in all
indicators. Figure 14 can analyze that collaborative
training can improve the effect of both Chinese and
English models at the same time. Initially, the effect

Table 13: Classification results of PQE_MT_CHN_Co and other benchmark models.

Model
Train Test

Precision Recall F1 Precision Recall F1
SVM_Ch 0.70 0.69 0.69 0.64 0.63 0.63

SVM_En 0.66 0.61 0.63 0.60 0.57 0.58

SVM_Ch+En 0.75 0.67 0.71 0.62 0.60 0.61

SVM_Co 0.75 0.70 0.72 0.68 0.67 0.67

PQE_MT_CHN_Ch 0.73 0.71 0.72 0.62 0.61 0.61

PQE_MT_CHN_En 0.79 0.80 0.79 0.74 0.74 0.74

PQE_MT_CHN_ Ch+ En 0.81 0.79 0.80 0.67 0.66 0.66

PQE_MT_CHN_Co 0.84 0.82 0.83 0.78 0.77 0.77
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of the two models is quite different, resulting in a
lower effect of the model’s joint prediction. However,
after multiple rounds of iterations, the prediction
effects of the two models gradually approached,
and the joint prediction effect of the two models is
better than that of one of the models. The micro-F
1 value of the final model reached 83% on the train-
ing set and 77% on the test set. It shows that the
method proposed in the article has improved the
effect of quality evaluation to a certain extent

5. Conclusion and Future Work

Patent quality evaluation model-PQE_MT is proposed in
this paper by quantifying the patent indexes from different
dimensions and taking the long text part of the patent as
one kind of index. The proposed model combines quantita-
tive index model and sequence model based on multitask
learning to predict the quality rating of patent. The advan-
tage of this model is that it combines the numerical attribute

part with the text part of the patent as the evaluation
indexes. Therefore, the feature extracted from the patent is
more comprehensive. In addition, multitask learning is
added to train two tasks together, so that the process of
updating parameters by backpropagation can promote each
other and improve the effectiveness of the model. Compared
with the baseline model, the PQE_MT model improves the
accuracy of English patent quality assessment.

The migration process mainly includes three parts: the
selection of migrant parts, the cross-sectoral transition, and
the use of active learning to enlarge data. The advantage of
this model is to select the data labeled from the maximum
information quantity using the transition learning technol-
ogy and the positive learning and to reduce the time cost
of manual annotation. In the experimental process, the pre-
diction effect of the model gradually improved, and finally,
the Chinese patent quality evaluation model achieved good
accuracy. At the end of the experiment, we compared the
effects of transmission learning between Chinese and
English and found that the results were different and the
model learned different features. In the follow-up task, we
consider two different character models to have different
characteristics that may affect each other to improve differ-
ent results.

In the future, more comprehensive and more meaningful
indexes should be quantified. Patent information such as
patent drawings, patent research and development cycle,
and other internal information of the company are still
unused in the experiment, which may improve the predicted
results and be more convincing. Moreover, we will try differ-
ent data expansion methods or semisupervised algorithms to
improve the effect of the migration process.
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The operation and maintenance management of telecom platforms puts more emphasis on operation and alarm monitoring and
less on business flow, and it is difficult to have a seamless connection between operation and maintenance and sales. To improve
the cooperative efficiency and the informatization level of telecom platform operation and maintenance, a new operation and
maintenance system integrating Apriori association rules for a telecom platform is proposed. In this paper, the Apriori
algorithm is firstly used to analyse the fault correlation of the operation and maintenance system of the telecommunications
platform to get the alarm message. Then, the fault risk of the operation and maintenance platform is evaluated intelligently by
the system-business alarm causality model. Finally, based on the fixed end and the mobile end, the dynamic presentation of
the system running state and alarm monitoring, device query and positioning, and online and offline inspection are
implemented and designed, respectively. Experimental results show that the proposed operation and maintenance systems
integrating Apriori association rules for the telecom platform innovate the cooperative mode between the operations and sales
team, and the average time reduces to 3.9 minutes from 4.7 minutes and the risk forecasting accuracy increases from 8% to
26%. The assumed method can significantly improve the operational efficiency and intelligent level of the telecom platform’s
system and business.

1. Introduction

With the booming development of mobile Internet, there are
many new products and services constantly launched by
telecom operators, and it strives to form their own unique
advantages in the competition [1, 2]. At present, a telecom
operation pattern with the coexistence of fixed and mobile
basic services has been formed based on their respective
business platforms [3–6]. Different from the basic platform,
the operation and maintenance of the business platform
include platform hardware (system level) and business data
(business level), namely, the combination of operation and
maintenance. The operation and maintenance method of a
traditional telecom platform not only is time-consuming
and inefficient but also have too many process steps and
are prone to errors [7–10]. Due to the number of operation
and maintenance personnel of the telecom platform which is
constantly decreasing under the background of intensifica-

tion and integration and the current cooperative mode
between the front end and back end of the telecom platform,
there is generally a shortage of an effective coordination
mechanism between operation and maintenance and sales.
All these greatly limit the efficiency of operation and
maintenance and intelligent management of the telecom
platform.

On the one hand, with the continuous capacity
expansion of key business and efficiency improvement of
operation and maintenance in the telecom platform, the
problems and fault alarm in the process of system opera-
tion are constantly increasing [11]. However, there is a
prominent contradiction increasingly between traditional
operation and maintenance means and management
requirements because of the reducing gradually of back-end
operation and maintenance personnel and high costs of sub-
sequent development for network management [12–14]. On
the other hand, the traditional information transmission
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methods on the telecom platform, such as paper, e-mail, and
telephone, have the characteristics of long process flow,
extracorporeal circulation, asymmetry between information
input and output, etc. It is easy to cause errors and reduce
the information construction of telecom operation and
maintenance management. In addition, the knowledge-
based maintenance has been introduced to the related areas,
and the expert system, knowledge base system, and knowl-
edge modelling [15–17] have been explored deeply and
extensively.

As an important technology in the field of data mining,
association rules can effectively mine the implicit association
features in data [18–21]. In these common methods, the
Apriori algorithm is one of the most basic data mining
methods of association rules, which finds out the association
relationship among different data via mining the datasets
that frequently appear in the data. At present, the Apriori
algorithm has already been successfully applied in business,
network security, mobile communication, and other similar
studies [22, 23]. The operation and maintenance process of
the telecom platform involves many links, complex informa-
tion, and diverse types, and the correlation between different
types and departments of information transmission is obvi-
ous [24]. The mining and detection of the associated infor-
mation in the operation and maintenance of the telecom
platform improve the efficiency and quality of the business
platform maintenance and solve the collaboration between
the platform operation and sale, and it has become an urgent
issue to be solved in the telecom industry.

In this paper, we propose the Apriori algorithm to ana-
lyse the fault correlation and intelligently evaluate the fault
risk of the telecom platform and to implement the system
running status and alarm monitoring by HTML5, Ajax,
and quick response (QR) code recognition. Limited by the
time and length of the text, this paper mainly discusses the
Apriori association rules and the conduction of a prelimi-
nary experiment to design an operation and maintenance
system integrating Apriori association rules for a telecom
platform. The results show that the designed telecom opera-
tion and maintenance system based on Apriori association
rules in this paper can significantly shorten the time of fault
determination and improve the accuracy of risk prediction,
which is conducive to realizing seamless and high-speed flow
of services and information and improving the efficiency of
business processing.

The major contributions of this paper are as follows.

(1) We propose to operate and maintenance the telecom
platform based on Apriori association rules; to some
extent, it improves the cooperative efficiency and the
informatization level of telecom platform operation
and maintenance

(2) We propose to analyse the fault correlation of the
operation and maintenance system by the Apriori
algorithm to get the alarm message. Then, the
system-business alarm causality model evaluates the
fault risk of the operation and maintenance platform
intelligently

(3) We propose to construct the system running state
and alarm monitoring based on the fixed end and
the mobile end and present the device query and
positioning and online and offline inspection

The rest of this paper is organized as follows. Section 2
describes different related works. Section 3 shows the
detailed Apriori algorithm with association rules. Sections
4 and 5 illustrate the experiments and the corresponding
results and application. Section 6 presents the discussion of
our paper. Section 7 gives conclusions and future works in
the paper.

2. Related Work

Association rules, a method primarily used to mine interest-
ing rules from large amounts of original data, are one of the
main research directions of data mining in recent years,
aimed at the different fields, such as university scientific
research projects [25], hidden abstraction mining of text
data [26], data itemset [27], and product and service fusion
[28]. To some extent, these achievements extend the usage
field of the Apriori algorithm. In addition, different rule sets
are obtained via the data mining by Cui and then the cross-
selling model of telecom value-added services is constructed
[29]. An enterprise financial risk analysis model based on
interactive mining of association rules from financial indica-
tors is proposed by Lin and Chen [30]. In the field of disaster
monitoring, based on digital aerial images and the landslide
caused by heavy rainfall event in the southwest of South
Korea in 1998, the uncertainty of unlabelled features in the
landslide is accomplished by t-SNE clustering and Apriori
algorithms, and the results can provide the reference for
the classification of missing or outdated spatial attribute
information [31]. The correlation among tax data is mined
by association rules and then established the identification
path of tax evasion [32]. Via mining on microblog comment
behaviour, a microblog recommendation model was con-
structed based on sentiment-weighted association rules from
the above conducted association rule [33].

In the field of electricity and architecture, key induce-
ments in power production safety accidents were extracted
by the Apriori algorithm from the deep association rule
[34], the association rules among entities are mined by the
Apriori algorithm in view of the large number of concrete
dam construction documents, and it significantly improved
the intelligent and refined management level of concrete
dam construction documents [35]. Correlation analysis on
cigarette physical indicators was conducted by the Apriori
association rules and pointed out that the weight was the
key factor affecting suction resistance and total ventilation
rate; it provided an effective reference for stability control
of cigarette physical indicators [36]. In the field of finance,
the shareholder association of companies was mined by the
Apriori algorithm and provides effective reference sugges-
tions for the industry shareholder association [37]. In the
transportation field, the prior perception of railway network
security was completed by the improved Apriori algorithm
and expands the early warning means of railway network
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monitoring [38]. A parking space idle pattern mining
method was proposed based on Hadoop platform, and the
association rule is mined by MapReduce parallel computing
framework, which improves the computational efficiency
[39]. In the personal communications, the indicators includ-
ing mobile device types, mobile phone apps of the same type,
and advertising investment were analysed and mined by the
Apriori algorithm and further explore the association rules
among users, different types of apps, and advertising invest-
ment [40]. Therefore, for many different research fields and
specific application requirements, the generality, predictive
and prescriptive of the constructed model, is crucial. To
some extent, this determines the application value of the
constructed model. In this paper, we mainly discuss the
Apriori association rules and the conduction of a prelimi-
nary experiment to design an operation and maintenance
system for a telecom platform due to the time and length
of the text.

In view of operation and maintenance of the telecom
platform, there are not only a small number of telecom ser-
vice platforms in mainland China at present but also a gen-
eral lack of a comprehensive information support system
with complete functions. In the implementation method of
the fixed end of the integrated operation and maintenance
system of the telecom platform, the B/S architecture could
not only eliminate the need for users to install special client
software but also facilitate the development and mainte-
nance of the system, which is conducive to unified deploy-
ment and automatic upgrade and update [41]. At present,
with the web technologies developing rapidly, the possibility
of HTML5 and lightweight web to develop mobile applica-
tions is discussed [42, 43]. The results show that the telecom
platform with web technology can achieve richer system
functions and a more humanized human-computer interac-
tion interface, with strong experience and practicability.
Meanwhile, in the operation monitoring of the telecom plat-
form, it is necessary to find the correlation among various
faults and quickly determine the cause of the faults, which
requires the correlation analysis of a large number of alarm
data. At the same time, the frequent itemsets of Boolean
association rules were mined by the Apriori algorithm and
then constructed the alarm system [44, 45]. Subsequently,
the telecom alarm system was analysed by the association
rules and then provided relevant tips for operation and
maintenance personnel [46, 47].

3. Apriori Methods with Association Rules

The Apriori algorithm is one of the most basic methods in
association rule mining, which mainly includes two parts
including finding frequent itemsets and exploring associa-
tion rules. The core of the Apriori algorithm is the support
degree from frequent itemsets and the confidence from
association rules.

Let us assume that I = fi1, i2,⋯,img is the set of all the
items and D = fT1, T2,⋯,Tmg is the object database. The
elements that make up object Ti are called terms, the collec-
tion of items is called an itemset, and an itemset containing k
items is called a k-itemset.

Definition 1. The support degree of itemset A is the propor-
tion of the number of objects containing A in the object
database D. Namely,

S Að Þ = number Að Þ
number all samplesð Þ = P Að Þ: ð1Þ

Definition 2. If the support degree of itemset A is not less
than the preset minimum support threshold (min_sup),
namely, SðAÞ ≥min sup, the itemset A is called the frequent
itemset and the frequent itemset containing k items is called
the frequent k-itemset.

Definition 3. An association rule can be represented as a log-
ical expression A⇒ B, whereinto A and B are the two non-
empty subitemsets of I, respectively. Namely, A ⊂ I, B ⊂ I,
A ≠∅, B ≠∅, and A ∩ B =∅. The measurement of associa-
tion rules is usually expressed as the degree of support (S),
confidence (C), and lift (L).

For the A⇒ B, the support degree is defined as the
proportion of the number of A ∪ B contained in the object
database D. Namely,

S A⇒ Bð Þ = number A ∪ Bð Þ
number all samplesð Þ = P A ∪ Bð Þ, ð2Þ

Confidence is defined as the proportion of objects that
contain itemset A that also contains itemset B. Namely,

C A⇒ Bð Þ = P B ∣ Að Þ = P A ∪ Bð Þ
P Að Þ = numbers count A ∪ Bð Þ

numbers count Að Þ ,

ð3Þ

where numbers countðA ∪ BÞ and numbers countðAÞ are the
number of objects A ∪ B in the object databases D and A,
respectively.

The lift degree is defined as the ratio of the proportion of
objects in the object database D that contains itemset A and
also contains itemset B to the proportion of objects that
contain itemset B. Namely,

L A⇒ Bð Þ = P A ∪ Bð Þ
P Að ÞP Bð Þ = P B ∣ Að Þ

P Bð Þ : ð4Þ

Based on (4), it can be seen that (1) the correlation
between itemset A and itemset B is negative when L < 1.
That is, the occurrence of itemset A will inhibit the
occurrence of itemset B. (2) It is independent of each other
between the itemset A and itemset B and has no
correlation with each other when L = 1. (3) The correlation
between itemset A and itemset B is positive when L > 1.
That is, the appearance of itemset A can promote the
appearance of itemset B, and the greater the value, the
stronger the promoting effect.

The detailed flowage structure of the Apriori algorithm
is illustrated in Figure 1.
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To sum up, the Apriori algorithm mainly includes the
following steps:

Step 1. Look for a frequent itemset, i.e., items whose
occurrence frequency is greater than the support degree
threshold.

Step 2. Generate strong association rules from a frequent
itemset, and the support and confidence of these rules
should be greater than the set threshold.

Step 3. Generate the expected rules using the frequent
itemset obtained in Step 1, and further generate all the rules
that contain the collection items.

Step 4. In the generated rules, only those rules that satisfy
a confidence level greater than the given confidence level are
left. The nonfrequent itemset in the candidate set is
removed, and then, all frequent itemsets are generated by
the recursive method.

4. Experiments

4.1. Experimental System and Deployment Environment. The
hardware and software environment in this experiment
includes the server side of the supporting system, the data
acquisition side of the platform, the fixed client, the mobile
client, etc.

4.1.1. Server Side of the Supporting System. The system is
implemented by Intel Xeon 4-core CPU, 8GB RAM, 1TB
hard disk, Apache2.4 or IIS7, PHP5.5, MySQL 5.5, and x86
Server with the Windows Server 2008R2 and Linux system.
In addition, the transmission rates of Internet access band-
width or enterprise Intranet access bandwidth are greater
than 1Mbps in the server.

4.1.2. Acquisition Side of Platform Data. The data acquisition
side is deployed on the server of the business platform with

the UNIX or Linux operating system and can connect with
the server of the supporting system remotely by intranet
and extranet.

4.1.3. Fixed-End Client. The fixed-end client is run in a web
browser on a PC. In order to better be compatible with the
system running state, alarm information, and interactive
experience in the operation and maintenance module of
the fixed end of the telecom platform, in the experiment, it
is recommended to use Chrome, Firefox, and Internet
Explorer with version 9.0 or above.

4.1.4. Mobile-End Client. The client is run on the apps with
Android, iOS, and Windows systems. The smartphone
should have the connection capability of cellular network
data and Wi-Fi data, and the camera can support the scan-
ning function of the QR code.

Taking business data collection as an example, the
collected data contains the number of users, active users,
calls, CRM account opening records, the call success rate,
etc. When collecting the above data of the number of users,
the business data acquisition script usernum.sh accessed the
background Oracle database of the encrypted communica-
tion platform by the SQLPlus command and conducted data
query processing on the internal data tables of multiple plat-
forms and saved the obtained results in the record file.

Some of the core code in data collection includes the
following:

On all servers where the capture scripts are deployed, the
crontab is set to periodically execute the appropriate shell
script. For example, on the processing interface machine,
the server is used to update the system running status
data every minute and the platform business data every
5 minutes.

Start

Scan the database, count each item,
generate the offset option set Ck and

calculate the support for each passing item

Delete options in Ck that have less
support than min_sup, and generate

frequent itemset Lk

Lk is empty set,
k > 1

Generate Ck + 1, K = K+1

Output frequent itemset Lk

Scan database D, calculate
the support in Ck

Set the support and
confidence threshold

N

Y

End

Figure 1: The detailed flowage structure of the Apriori algorithm.
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4.2. Experimental Details

4.2.1. Fault Correlation Mining. In order to reduce the num-
ber of itemsets, in this paper, the alarm snapshot stored in
the database at the same time interval when the alarm occurs
is taken as the data source, that is, the alarm set at the same
time. Correspondingly, in the experiment, the most recent
100 alarm snapshots with alarms to be calculated were
selected as the original data (D).

Candidate itemset 1 (i.e., C1) is obtained by scanning the
original data and further calculating the number of each
alarm in the original data. The candidate itemset includes
the support degree of each itemset. Frequent itemset 1 (i.e.,
L1) was generated by comparing the candidate itemset, and
then, the minimum support (MinSup) was set as 10%. That
is, the itemset with the support degree less than 10% in the
candidate itemset was removed, and finally, L1 was got.

In the next, candidate itemset 2 (i.e., C2) was generated
by joining and pruning operations on L1. In the process of
computing, the join operation is to lexicographically join
the itemset in L1 to C2, and the pruning operation is to
delete the itemset containing the infrequent subset after join-
ing. Frequent itemset 2 (i.e., L2) was generated by comparing
C2, and the minimum support (MinSup) was set at 10%.
That is, the itemset with the support less than 10% in C2
was removed to get L2. Meanwhile, item-associated alarm
set 2 (i.e., A2) was obtained via comparing L2, and the min-
imum support (MinSup) is set to 50%. That is, there is half
of the alarm snapshots in the original data appearing in
itemset A2.

Similarly, candidate itemset 3 (i.e., C3) is generated by
joining and pruning operations on L2, and then, frequent
itemset 3 (i.e., L3) is generated by comparing C3; finally, item
correlation alarm set 3 (A3) is obtained after comparison of
L3, and so on until the new frequent sets was no longer gen-
erate to it. In the method, the MinSup for comparing and
generating frequent sets LK is set to 10%, while the MinSup
for comparing and generating associated alarm sets is differ-

ent. The relationship between the MinSup and the number
of items in the itemset is shown in Table 1.

Figure 2 shows the alarm calculation process based on
the Apriori algorithm. Candidate itemset 1 is generated by
scanning the original data D, and the frequent itemset K is
generated by comparing the frequent itemset. And then,
the candidate itemset K + 1 is generated further by connect-
ing and pruning the frequent itemset. Finally, the manage-
ment alarm sets A2 and A3 are generated by comparing L2
and L3, respectively. The general collection of A2 and A3
(i.e., fA, Cg and fA, B, Cg) is the relevant alarm set, namely,
the alarm set of all items obtained from the original data D.

4.2.2. Fault Risk Assessment. The fault alarm types of the
telecom platform usual include system alarm and service
alarm. The former is caused by the abnormal state of system
hardware and software, while the latter is caused by the
abnormal business indicators of the platform.

In the experiment, the key to the fault risk assessment
model based on system-business alarm causality lies in the
potential causality between system faults and business
alarms. That is, in the related alarm set obtained by the
Apriori algorithm, to some extent, the service alarm is
regarded as being caused by the system alarm in the same
itemset.

In terms of the proposed model, the number and level of
the associated business alarms together determine the risk
level of the alarm for a single system alarm.

To quantify the alarm risk of the system, in the experi-
ment, the fault risk is evaluated by the risk degree score
model, as shown in

RΣ = 〠
n

i=0
Ri, ð5Þ

#!/bin/bash.
[process data and time variables]
#connect to the platform backend database
USERNUM=`sqlplus -s [database user name]/[database password] <<EOF
[SQLstatement]
#output the results to a log file
echo filedate$yy-$mm >./record/$yy-$mm-usernum.rec
echo lastdate$yy2-$mm2 >>./record/$yy-$mm-usernum.rec
echo $USERNUM >>./record/$yy-$mm-usernum.rec

Algorithm 1: Some of the core code in data collection.

∗∗∗∗∗ ./report/sysmonitor/report_sysmonitor.sh &
∗/5 ∗ 1 ∗∗ ./report/report_business.sh &

Algorithm 2: Some of the core code in planning tasks.

Table 1: Relationship between the MinSup and the number of
items in the itemset.

Number of items (K) MinSup (Lk) MinSup (Ak)

1 10% /

2 10% 50%

3 10% 35%

4 10% 20%

>4 10% 10%
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where Ri is the score of business alarm level related to the
system alarm, N is the total number of related business
alarm, and RΣ is the risk score of system alarm.

Since the score of alarm risk varies with the number of
items, the different alarm level scores are designed as equa-
tion (5). And the alarm level score of different numbers of
the items is shown in Table 2.

As shown in Table 2, there are three types of alarm level
including severe, serious, and general with the number of
items. For the same number of item value, the alarm level
score is not exactly the same. For example, when the number
of items reaches 4, the same alarm level score means the
different alarm level.

Since the itemset fA, B, Cg of the associated alarm set to
which A and B belong is a 3-item associated alarm itemset
(i.e., K = 3), Ri = 3, n = 1, and then RΣ = 3, we conclude that
the risk assessment level corresponding to alarm A is
medium, as shown in Table 3.

In Table 3, the operation and maintenance system inte-
grating the Apriori algorithm for the telecom platform pro-
posed in this paper has the preliminary function of alarm
and alarm risk assessment, which helps to improve the fault
judgment and response efficiency of the operation and
maintenance of the telecom platform.

4.2.3. Monitoring Visualization of System Operation.
Figure 3 shows the updating process of web page informa-
tion based on Ajax and HTML technologies.

As shown in Figure 3, the program of a web front end
regularly calls a jQuery function without the human inter-
vention and accesses the operation and maintenance module

of the web back end in the manner of HttpRequest. Via
accessing the system running state and alarm information
table of the system database, the web back end obtains data,
and then, the assembled JSON format data is returned to the
web front end by HTTP. After inputting JSON data, the
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Figure 2: Alarm calculation process based on the Apriori algorithm.

Table 2: Different types of business alarm level.

Number of items (K) Alarm level Alarm level score (Ri)

2

Severe 5

Serious 3

General 1

3

Severe 3

Serious 2

General 1

≥4
Severe 2

Serious 1

General 1

Table 3: Different risk assessment levels.

RΣ Risk assessment level

≥5 High

3 ≤ RΣ < 5 Medium

1 ≤ RΣ < 3 Low

<1 Very low

6 Wireless Communications and Mobile Computing



jQuery function in the web front end is used to identify and
update HTML elements of the user interface (UI).

Some of the core code in function calls and data access
includes the following:

4.2.4. Inspection Report and Mobile End. In the experiment,
the inspection report of the abnormal situation is accom-
plished by the method of combining the fixed end and
mobile end, which can scan the QR code of the equipment
in the machine room with mobile phones. In the method,
the key to realize the mobile-end inspection and reporting
process is the identification and location of the QR code
for equipment. That is, after the user scans the QR code of
the device with the mobile app, the telecom platform pushes
the XML message to the back end of the mobile by HTTP,
and the format of the XML message is the following:

When the above XML message is received at the back
end of the mobile, the XML message is parsed by the
simplexml:load_string() function, and then, the link and
page to report the inspection information of the room and
equipment are pushed to the user.

5. Results and Application

The detailed software structure and implementation process
are shown in Figure 4.

As shown in Figure 4, the whole software structure con-
tains a user interaction layer, business logic layer, operation
environment layer, and basic resource layer. There are fixed-
end UI and mobile-end UI in the operation and mainte-
nance system.

5.1. Monitoring System of Operation and Maintenance. In
the operation and maintenance of the telecom platform,
the operation monitoring page of the fixed-end platform dis-
plays the running state and alarm overview of the platform,
and the main index information is displayed by switching of
the tab page. Meanwhile, the mobile end binds customer
information and displays system running status and alarm
overview information. There is an alarm message produced
in line with the push standards, the mobile end can also
receive the fault push message and display the relevant alarm
and risk assessment information. In the process of pushing
alarm message, the mobile end is mainly to scan the QR
code of equipment and report the inspection information,

while the fixed end in a machine room is mainly to carry
out inspection records, data screening, and inspection of
the equipment.

Figure 5 shows the operation monitoring interface of the
telecom platform in this paper.

As shown in Figure 5, the operation and maintenance
staff can monitor the disk space of the system, such as
network element IP, results, and pass, whereinto the
XX.XX.XX.XX. indicates the IP address that hides specific
information.

Figure 6 shows the inspection reporting interface of the
telecom platform based on the mobile end in this paper.

5.2. Auxiliary System of Operation and Maintenance. In the
auxiliary system of operation and maintenance, the manage-
ment page of monthly report in the fixed end can generate
and download the monthly report; the management page
of the knowledge base can view and search the knowledge
experience classification. Meanwhile, the mobile end can
share the experience and query the knowledge base.

Figure 7 shows the auxiliary system interface of the oper-
ation and maintenance in the telecom platform in this paper.

Figure 8 shows the monthly report generated by the aux-
iliary system of operation and maintenance in this paper.

Figure 9 shows the management interface of the knowl-
edge base by the auxiliary system of the operation and main-
tenance in this paper.

As can be seen from Figures 8 and 9, the knowledge and
experience sharing and the query of the knowledge base can
be carried out normally on mobile terminals; the manage-
ment page of the knowledge base in the fixed terminal plat-
form can be smoothly classified, viewed, and searched for
knowledge and experience.

5.3. Business Management and Support System. In the
business management and support system, the statistics page
of fixed-end business data shows the statistical charts of user
development and call situation in the last month. The
management page of the support order shows the view,
feedback, statement, and other operations. Users can
create, feedback, settle, and evaluate the service support
order on the mobile end.

By taking the test data as an example, Figure 10 shows
the statistical interface of business data in the business man-
agement and support system in this paper.

As shown in Figure 10, the business management and
support system clearly displays the monthly business statis-
tics (Figure 10(a)a) and change trend (Figure 10(b)) of the
whole year in 2020.

5.4. Management System. In the management system, the
administrator can enter the back end of the system module.
The user account can create, modify, and delete users in the
management page. In the management page of the device,
the device list can be displayed, and further create, modify,
and delete the device and generate the QR code. Figure 11
shows the management interface of the system user.

As shown in Figure 11, in the management page of the
fixed end, the administrator can edit, delete, review, and

Client

Front-ent
(JavaScript(.ajax)) Http

request

JSON

User interface Database
(MySQL)

Back-end

Server

Figure 3: Updating process of web page information.
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dataread_alarmlist = function(){
$.ajax({

url: "./json/dataread_alarmlist.php",
cache: false,
dataType : "json",
data:{
},
ifModified:true,
success: function(data){
}

}
setTimeout(dataread_alarmlist,60000);

Algorithm 3: Some of the core code in function calls and data access.

<xml>
<ToUserName><![CDATA[toUser]]></ToUserName>
<FromUserName><![CDATA[FromUser]]></FromUserName>
<CreateTime>216568821</CreateTime>
<MsgType><![CDATA[event]]></MsgType>
<Event><![CDATA[scan]]></Event>
<EventKey><![CDATA[SCENE_VALUE]]></EventKey>
<Ticket><![CDATA[TICKET]]></Ticket>

</xml>

Algorithm 4: The format of the XML message by HTTP.

User interaction layer

Business logic layer

Operation environment layer
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Operation system

Web server
System

database
Data
baseAgent

API

SNS platform
App Web
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Business system
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runtime
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Figure 4: Software structure and implementation process.
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delete the basic information displayed on the main interface
and delete and modify the operation log. In the management
page of the mobile end, the administrator can set the menu
of the mobile-end official account and modify the level of
fault information push in the mobile end.

6. Discussions

6.1. Comparison with the Traditional Network Management
Platform. Compared with the traditional network manage-
ment platform, the proposed operation and maintenance
system integrating Apriori association rules for the telecom
platform in this paper has many benefits. It breaks through
the limitations of the traditional network management sys-
tem including structure, function, and cooperation mode
of users.

6.1.1. Constructing the System Architecture Based on the
Fusion Model of the Fixed End and Mobile End. In this sys-
tem, it not only enables the operation and maintenance team
to check the platform running status and alarm information
by the mobile phone anytime and anywhere but also then
reports the abnormal situation of equipment in real time in
the machine room and receives and pushes the fault infor-
mation in time. In addition, it also enables the sales team
to collaborate closely with the operation and maintenance
team anytime and anywhere to get timely technical support.
To some extent, it overcomes the limitation that the tradi-
tional network management system can only be used in a
fixed environment.

Figure 5: Operation monitoring interface of the telecom platform.

Figure 6: Inspection reporting interface based on the mobile end.
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6.1.2. Realizing the Comprehensive Coverage of System
Operation and Maintenance and Business Support
Functions. In this system, it mainly includes operation and
maintenance support, auxiliary system of operation and
maintenance, business management and support, and other
functions. In view of the operation flow, it covers the data
and business process of the whole telecom platform, such
as daily monitoring and fault processing, auxiliary system,
business data analysis, and team collaboration of the front
end and back end. It overcomes the limitation that the tradi-

tional network management system can only monitor the
system running state and alarm.

6.1.3. Building the Collaborative Mode of Comprehensive
Support for the Telecom Platform. Via the development of
the mobile end, in this system, it connects the platform oper-
ation and sales support team together, initially realizes the
cooperation between knowledge experience sharing and
business support, and promotes the working efficiency of
the front end and back end in the telecom platform. It
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Figure 8: Monthly report generated by the auxiliary system.

Figure 9: Management interface of the knowledge base.

Figure 7: Auxiliary system interface of the operation and maintenance.
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Figure 11: Management interface of the system user.
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overcomes the limitations of the traditional network manage-
ment only supporting the operation and maintenance team.

6.2. Comparison with Traditional Alarm Analysis. To
improve the accuracy and timeliness of the alarm impact
and risk judgment for the operation and maintenance sup-
port team, in this system, it displays not only the alarm
information but also the alarm and the related risk assess-
ment of the alarm. Figure 12 shows the comparison of fault
judgment time and risk prediction accuracy between the
traditional operation platform and the proposed platform
in this paper.

As shown in Figure 12, compared with the traditional
alarm analysis that relies on manual analysis of historical
alarms, the experiment to design operation and maintenance
system integrating the Apriori association rule for the telecom
platform in this paper effectively improves the judgment effi-
ciency of the operation and maintenance support team on
the cause of the fault. Thus, the time of risk determination
reduced from 4.7 minutes to 3.9 minutes. At the same time,
it also significantly improved the accuracy of risk prediction,
and the risk prediction increased from 8% to 26%.

7. Conclusions and Future Work

In this paper, we have followed the experiment of operation
and maintenance system integrating the Apriori algorithm
to discover the association rules in large-scale data and we
have developed an operation and maintenance system inte-
grating the Apriori association rule for the telecom platform
via designing the system architecture, database, front end,
and back end. The experimental results show that the system
can effectively overcome the limitations of the architecture,
function, and user collaboration mode of the traditional
operation platform and improve the judgment efficiency of
the fault cause for the operation and maintenance support
team and the accuracy of risk prediction.

Compared with the current operation and maintenance
system of the telecom platform, although this work has cer-
tain characteristics and advantages, it still has many short-

comings due to the limitation of development time and
computing resources. As a future work, we are planning to
improve the existing work from the following aspects:

(1) Mobile-end security. The operation and access of the
system are mainly achieved via the network;
although the system has done security design for
the user access rights, there are still some security
problems; e.g., it is possible to bypass user authenti-
cation for the collaboration features of the social net-
work. In the future, we will introduce the more
robust authentication mechanism of the mobile end
to overcome the security risks

(2) Multiplatform adaptability. This work suffers from a
lack of data acquisition capacity for the non-Linux/
UNIX server’s platform and external network man-
agement system, and the multiplatform adaptability
is weak. In the future, we will enhance the capacity
of data acquisition and improve the external inter-
face functions

(3) Fault risk assessment. Although this work has
improved the accuracy of fault risk prediction affect-
ing the business level, there is also misjudgement of
the risk level in actual operation. In the future, we
will continuously optimize the evaluation model
based on the application experience and further
reduce the probability of alarm misjudgement

(4) Model construction of predictive and prescriptive
maintenance. This work mainly uses Apriori associ-
ation rules to conduct a preliminary experiment of
the operation and maintenance system for the tele-
com platform, so in the experimental design and test,
there is not much involved in model prediction and
system standardization and other factors. To some
extent, it determines the generality and portability
of the built model

In addition, we would also like to continue experiment-
ing with other implementation techniques based on the
telecom platform and others specific for fixed-end and
mobile-end devices.
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Sequential recommendation system has received widespread attention due to its good performance in solving data overload.
However, most of the sequential recommendation methods assume that user’s preferences only depend on specific items in the
current sequence and do not consider user’s implicit interests. In addition, most of the previous works mainly focus on
exploiting relationships between items in the sequence and seldom consider quantifying the degree of preferences for items
implied by user’s different behaviors. In order to address these above two problems, we propose an implicit preference-aware
sequential recommendation method based on knowledge graph (IPAKG). Firstly, this method introduces knowledge graph to
exploit user’s implicit preference representations. Secondly, we integrate recurrent neural network and attention mechanism to
capture user’s evolving interests and relationships between different items in the sequence. Thirdly, we introduce the concept of
behavior intensity and design a behavior activation unit to exploit the degree of preferences for items implied by a user’s
different behaviors. Through the activation unit, the user’s preferences on different items are further quantified. Finally, we
conduct experiments on an Amazon electronics dataset and Tmall dataset to evaluate the performance of our method.
Experimental results demonstrate that our proposed method has better performance than those baseline methods.

1. Introduction

With the rapid development of online platforms in recent
years, the problem of information overload has become more
and more serious. Recommendation systems, aimed at min-
ing user’s preferences to recommend personalized goods or
services for the user in the massive data, have achieved wide-
spread attention and great success due to its practicality and
effectiveness. So far, recommendation systems have been
widely used in various fields, including e-commerce, social
media, short videos, and searching engines. Traditional rec-
ommendation systems mainly focus on static preferences of
users. In order to better model the dynamic and evolving
interests of users, sequential recommendation is proposed.
Sequential recommendation, as a type of recommendation
system, recommends personalized items for users based on
their historical interaction behaviors [1, 2].

Traditional recommendation methods (such as collabo-
rative filtering and matrix factorization) mainly focus on

the static interaction of user-items, so it is difficult to meet
the requirements of sequential recommendation. In order
to model the sequential task, a series of models are proposed.
The FPMC [3] model is based on Markov chain and matrix
factorization. The main problem of this model is that this
method is still modeling the static preferences of users. With
the rapid development of neural networks, neural network-
based models have been widely used in sequential recommen-
dation tasks, such as recurrent neural network-based models
[4–6] and convolutional neural network-based models [7].
The recurrent neural network-based model expresses the
user’s interest as a hidden state vector by encoding the user’s
historical interaction records. This method can capture the
user’s dynamic and evolving interest preferences, but due to
the characteristics of the recurrent neural network, this
method is difficult to capture the long-term dependence of
user preferences. The models based on the convolutional
neural network express sequential features and capture the
complex relevance of items by directly modeling paired item
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relationships. The attention mechanism has received wide-
spread attention due to its high efficiency. The sequential rec-
ommendation method based on self-attention [8–12] has
also been widely proposed. This method uses the attention
mechanism to capture the relationship between items in the
sequence, solving the problem of long dependence of the
recurrent neural network models. The above-mentioned
methods have achieved good performance in the sequential
recommendation task. However, we emphasize that there
are two main problems with the above methods. Firstly, these
methods often assume that the user’s interest only depended
on the certain item in the current sequence and do not con-
sider the user’s implicit interest. For example, in movie rec-
ommendation scenarios, although the user clicks on the
movieWonderWoman, this does not mean that the user likes
the movie itself, and it is possible that the user is only inter-
ested in the actors in the movie. Therefore, it is of great
importance to exploit the implicit preferences of users. Sec-
ondly, in the sequential recommendation, most of the past
work mainly focus on the relationship between different
items in current recommendation sequence and seldom con-
sider the information implied by the user’s behavior, let alone
quantify this behavioral information. We argue that the
user’s behavior plays an important role in the sequential rec-
ommendation. Different behaviors imply the degree of the
user’s preferences for specific items. For example, if the user
bookmarks or purchases an item, it can be considered that
the user has a strong interest on the current item; if the user
just clicks on a certain item, it can be considered that the user
is just interested in this item; and if the user skips an item, it
can be considered that the user has no preference for the item
at all. The interaction process is shown in Figure 1. Therefore,
it is very significant to quantify the user’s different behavior
information. We emphasize the integration of users’ implicit
preferences and behavioral intensity to improve the perfor-
mance of the model.

In view of the above analysis, we propose an implicit
preference-aware sequential recommendation method based
on knowledge graph. Firstly, we introduce knowledge graph-
embedding technology. The knowledge graph contains com-
prehensive auxiliary information about the item, which helps
to further expand the item representation space and exploit
the user’s deeper implicit preferences, so that we can obtain
high-quality entity representation. Secondly, we introduce
the concept of behavior intensity and design a behavioral
activation unit to exploit the degree of preferences implied
by the user’s different behaviors. By introducing the behav-
ioral activation unit, the user’s microbehavior information
is further mined and utilized. Finally, we integrate recurrent
neural network and attention mechanism to capture the
user’s dynamically evolving interests and the relationship
between different items in the sequence. In order to evaluate
the performance of our proposed IPAKG model, we conduct
experiments on two real datasets, and the experimental
results proved the efficiency of our proposed model.

The main contributions of this paper are as follows:

(i) We proposed the IPAKG model, which introduces a
knowledge graph to exploit a user’s implicit prefer-

ence representations. In addition, we integrate a
recurrent neural network and attention mechanism
to capture the user’s evolving interest and the rela-
tionship between different items in the sequence

(ii) In order to exploit the degree of preferences implied
by the user’s different microbehaviors, we design a
behavior activation unit, through which the degree
of preferences implied by the user’s different
microbehaviors is further quantified

(iii) We conduct extensive experiments on two real data-
sets, and the experimental results demonstrate that
the IPAKG model has a great improvement over
the baseline models

The remainder of this paper is organized as follows. Pre-
vious research on sequential recommendation methods and
related technologies is discussed in Section 2. In Section 3,
the proposed IPAKG approach is explained. Then, in Section
4, the experiments are described and the results are analyzed.
Finally, the conclusion and future work are discussed in Sec-
tion 5.

2. Related Work

In this section, we briefly review three aspects related to our
work, namely, general recommendation, sequential recom-
mendation, and knowledge graph-based recommendation
methods.

2.1. General Recommendation. Early recommendation sys-
tems usually use collaborative filtering models [13] and their
variants for recommendation. These models predict a user’s
ratings for items by mining the user’s long-term stable pref-
erence information, but there are cold-start problems in col-
laborative filtering-based models. In order to solve the
problem of data sparsity, a model based on matrix factoriza-
tion [14] is proposed. In addition, Yang et al. [15] proposed a
new sparsity alleviation algorithm for the recommendation
model to solve the sparsity problem by addressing the zero
values. With the development of deep learning, the models
based on deep neural networks are widely used in recom-
mendation systems. Wu et al. [16] proposed a collaborative
noise reduction autoencoder model called CDAE, which
combines the traditional matrix factorization model with a
deep neural network and predicts the user’s rating informa-
tion through an autoencoder. Lian et al. [17] further

Purchase Click Dislike Browse

Timestamp

Behaviors

Purchase

t0 t1 t2 tn–1 tn tn+1

...

...

Figure 1: An example of user’s interaction process.
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improved the recommendation performance by combining
the traditional decomposition machine model with the deep
learning model. Togashi et al. [18] proposed a knowledge
graph- (KG-) aware recommender based on graph neural
networks, which augments labelled samples through pseudo-
labelling to tackle the cold-start problems for new users/i-
tems. The above-mentioned models show that deep
learning-based methods have greater flexibility in learning
user and item representations.

2.2. Sequential Recommendation. Given the user’s historical
interaction records, the purpose of sequential recommenda-
tion methods is to predict the items that the user may take
interest in in the future based on the historical interaction
data. The early sequential recommendation task is mainly
based on the Markov chain. Rendle et al. [3] proposed a
model called FPMC, which includes both a general Markov
chain and a conventional matrix factorization model and rec-
ommends the next item to the user through the item infor-
mation of the user’s interaction in the past period of time.
He and McAuley [19] combined Markov chains with
similarity-based methods and proposed the fossil model,
which can significantly improve recommendation perfor-
mance, especially on sparse datasets. With the development
of deep learning, sequential recommendation methods based
on deep learning are widely used. Donkers et al. [4] used a
recurrent neural network for sequential recommendation
and achieved a better performance boost. Quadrana et al.
[20] proposed a hierarchical RNN model for cross-session
transmission, which can relay the potential hidden state of
the terminal RNN between user sessions. Tang and Wang
[21] applied the convolutional neural network to sequential
recommendation and regarded the embedding representa-
tion of the past L items in the user sequence as a photo,
which was used as the input of CNN. Thanks to the excellent
performance of the attention mechanism in natural language
processing, many people apply the attention mechanism to
the recommendation system. Kang and McAuley [22] pro-
posed the SASRec model, which mainly uses a two-layer
transformer decoder to model the user’s sequential behavior
information. Sun et al. [23] applied the BERT model to rec-
ommendations to encode user preferences. Zhou et al. [24]
proposed the RIB model, which models inherently the
sequence of microbehaviors and their effects, but their
method did not fully explore the user’s implicit preference
information. Gu et al. [25] adopted LSTM to model the
user’s microbehaviors. However, they ignored the different
transition pattern between items and behaviors. In addition,
their method does not take into account the implicit prefer-
ence information of users. Meng et al. [26] incorporated user
microbehaviors and item knowledge into multitask learning
for session-based recommendation, which achieved good
performance.

2.3. Knowledge Graph-Based Recommendation. With the
development of knowledge graph technology, many people
consider combining the knowledge graph with the recom-
mendation system and improve the performance of the rec-
ommendation system by mining multiple association

relationships between items. Wang et al. [27] proposed a
model called the Knowledge Path Recursive Network
(KPRN), which uses knowledge graphs for recommendation.
KPRN can generate path representations by combining the
semantics of entities and relationships, using the order
dependency in the path. The relationship can be effectively
inferred on the path to infer the basic principles of the inter-
action between the user and the item. Lei et al. [28] proposed
a conversational path reasoning (CPR) model, which can
model conversational recommendation as a graphical inter-
active path reasoning problem. Through user feedback, this
method traverses the attribute vertices in an explicit way.
At the same time, by using the graph structure, CPR can
delete many irrelevant candidate attributes, so that it can
hit the attributes that users prefer. Wang et al. [29] capture
the rich relationship between user and item by extracting
paths from the knowledge graph. The above work combines
the knowledge graph and the recommendation system to
improve the performance of recommendation and has good
interpretability. However, due to the problem of model selec-
tion, it is difficult to determine whether these methods effec-
tively capture high-order associations.

3. Proposed Method

In this section, we introduce our proposed IPAKG model in
detail. Our purpose is to provide users with a number of rec-
ommended items based on their historical interaction
records. We first state the notations and task definition, then
describe our methods in detail, and finally state the optimiza-
tion methods.

3.1. Notations and Task Definition

3.1.1. Notations.We first define the notations that need to be
used in this paper. In a sequential recommendation system,
given user set U = fu1, u2,⋯, u∣U ∣g, item set I = fi1, i2,⋯i∣I∣
g, where ∣U ∣ and ∣I∣ represent the number of elements in
the user collection and the item collection, respectively. The

historical item interaction sequence of user u can be fiðuÞ1 ,
⋯, iðuÞt ,⋯, iðuÞT g, where iðuÞt indicates that user u interacted
with item i at time t, and T indicates the interaction length
of the current user. The time here is relative time. In addition,
since we consider the influence of user behavior on prefer-
ences, we define the behavior set B = fb1,⋯, bi,⋯, b∣B∣g,
where bi represents the behavior imposed by the user on
the item, and ∣B∣ represents the total number of behaviors.
Behavior set B has only a few finite elements, such as pur-
chases, views, clicks, carts, and comments. Different behav-
iors represent the user’s preferences for the current item.
Based on the above definition, the behavior interaction

sequence of user u can be represented by fbðuÞ1 ,⋯, bðuÞt ,⋯,
bðuÞT g. In addition to the user’s item interaction sequence
and behavior interaction sequence, the knowledge graph G
is also required in our sequential recommendation task.
The knowledge graph G is defined on the head entity set V
and the relation entity set R and is composed of a large num-
ber of triples, namely, G = fðh, r, tÞ ∣ h, t ∈ V , r ∈ Rg, where h
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and t represent the head entity and the tail entity, respec-
tively, and r represents the relationship between the head
entity and the tail entity; a knowledge graph triplet states a
factual relationship. For example, the triple ðTenet,
isDirectedBy, ChristopherNolanÞ indicates that the movie
Tenet is directed by Christopher Nolan. Since our item set I
needs to be associated with the knowledge graph, we can
think of I as a subset of the knowledge graph G, that is, I ⊂
G. Through the knowledge graph, we can expand the repre-
sentation space of the item and mine the implicit preferences
of users. Relevant symbol definitions are summarized in
Table 1.

3.1.2. Task Definition. Based on the above definition, given
the user’s historical item interaction sequence fiu1 ,⋯, iut ,⋯,
iuTg, the history behavior interaction sequence corresponding
to the item fbu1 ,⋯, but ,⋯, buTg, the user’s portrait, and the
knowledge graph G, the task of sequential recommendation
is to predict the item iuT+1 that the user umay interact at time-
stamp T + 1.

3.2. Implicit Preference Awareness Sequential
Recommendation Model Based on Knowledge Graph. Our
model architecture is shown in Figure 2. Our model integrates
the knowledge graph information and the user’s microbeha-
vior characteristics, which can efficiently expand the user’s
preference representation space. In addition, through the
behavioral activation unit, it can capture the degree of the
user’s preferences for the certain item. Our model mainly con-
sists of five parts, namely, the knowledge graph-embedding
representation layer, preference dependence-aware layer,
preference-evolving layer, behavior preference activation
layer, and preference attention layer. In the following part,
we will elaborate on each component separately.

3.2.1. Knowledge Graph-Embedding Representation Layer. In
order to fully exploit the user’s implicit preferences, we intro-
duce the knowledge graph-embedding technology. The
knowledge graph-embedding technology can map the enti-
ties and relationships in the graph to a vector representation,
while retaining the information of the graph structure, which
is an efficient representation method. In order to map the
entities and relationships in the knowledge graph into vector
representations, we use the widely used knowledge graph-
embedding technology TransR method [30], for the knowl-
edge graph triples ðh, r, tÞ ∈G, eh, et ∈ Rk represent the
embedding representation of the head entity h and the tail
entity t in the knowledge graph, and er ∈ Rm represents the
embedding representation of the relation r in the knowledge
graph. TransR learns the embedding representation of enti-
ties and relationships by optimizing erh + er ≈ ert , where erh
and ert are the mapping representations of eh and et in the
relational space r, respectively. Therefore, given the knowl-
edge graph triples ðh, r, tÞ, the score function can be defined
as follows:

s h, r, tð Þ = Wreh + er −Wretk k22: ð1Þ

Among them,Wr ∈ Rðk×dÞ is the transformation matrix of
relation r. The purpose is to map the entity from the d
-dimensional space to the k-dimensional space of the relation
r. The smaller the above-mentioned score function, the more
likely is the triplet ðh, r, tÞ to appear in the knowledge graph
G. Through the knowledge graph embedding, we obtain the
embedding representation vector eit of the items in the user
interaction sequence.

3.2.2. Preference Dependence-Aware Layer. In order to learn
the dependencies between different items in the sequence,
we introduce the multihead self-attention mechanism [31].
The self-attention mechanism captures the relationship
between items in the sequence to improve the presentation
ability of items and, at the same time, eliminates the
sequence noise data. The scaled dot-product attention is
defined as follows:

Attention Q, K , Vð Þ = softmax
QKT

ffiffiffi
d

p
� �

V , ð2Þ

Table 1: Notations.

Symbol Description

U User set

I Item set

B Behavior set

Uj j Number of user set

Ij j Number of item set

Bj j Number of behavior set

it
u Item i that user u interacted with at time t

bt
u Behavior b that user u imposed at time t

G Knowledge graph

V Entity set in G

R Relationship set in G

h Head entity in knowledge graph

t Tail entity in knowledge graph

r Relationship between head and tail entity

Wr Transformation matrix of relationship in G

eh Embedding of head entity in G

et Embedding of tail entity in G

er Embedding of relation entity in G

WQ,WK ,WV Linear mapping matrices

Wz ,Wr ,Wh Parameter matrices

bz , br , bh Deviation parameters

αk Attention weight

eX ′ Final preference representation

LG Loss function related to knowledge graph

LP Loss function related to model

L Final loss function

λ Regularization coefficient
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where Q = EWQ means queries; K = EWK means keys;
V = EWV means values; WQ, WK , and WV are linear map-
ping matrices; and E = ½ei1 ;⋯ ; eiT � is the stacked matrix of
the embedded vector of the knowledge graph. The self-
attention of multiple heads can be expressed in the following
form:

MultiHead Eð Þ = Concat head1, head2,⋯, headhð ÞWH , ð3Þ

headi = Attention EWQ
i , EW

Q
i , EW

Q
i

� �
, ð4Þ

where h is the number of heads. Then, the above results
are passed through pointwise Feed-Forward Networks
(FFN) to further increase the nonlinearity of the model. In
order to avoid over-fitting and to learn feature representation
hierarchically, we use dropout and LeakyReLU, so the output
of self-attention and FNN is as follows:

M = LayerNorm E + Dropout MultiHead Eð Þð Þð Þ, ð5Þ

F = LayerNorm M + Dropout LeakyReLU MW1���

+ b1
�
W2 + b2ÞÞ: ð6Þ

Among them, W1, b1, W2, and b2 are learning parame-
ters. Through the preference dependence-aware layer, the
item representation in the sequence contains the relationship
information between different items.

3.2.3. Preference-Evolving Layer. The user’s sequential inter-
action behavior includes the dynamic changes of user prefer-
ences and the preference dependencies. Therefore, in the
preference-evolving layer, we model the dynamic evolution
of preferences and the dependencies between preferences

through recurrent neural networks. We use GRU to model
the dynamic evolution of the user’s preferences and the
dependence between preferences. Compared with LSTM,
GRU has fewer parameters, so the convergence speed is faster
and the iteration speed can be accelerated. The formula for
GRU is as follows:

zt = σ Wz · ht−1, eit
	 


+ bz
� �

, ð7Þ

rt = σ Wr · ht−1, eit
	 


+ br
� �

, ð8Þ
~ht = tanh Wh rt ∗ ht−1, eit

	 

+ bh

� �
, ð9Þ

ht = 1 − ztð Þ ∗ ht−1 + zt ∗ ~ht , ð10Þ
where σ is the sigmoid activation function; ∗ is the element-
wise multiplication of the vector; Wz , Wr , and Wh ∈ RdH×dI

are the parameter matrix; bz , br , and bh ∈ RdH are the devia-
tion parameters; eit is the input of the GRU; and ht is the

tth hidden state vector. Through the recurrent neural net-
work, the user’s dynamic evolving preference and depen-
dence between different preferences can be obtained.

3.2.4. Behavior Preference Activation Layer. In sequential rec-
ommendation, the behaviors that users impose on different
items are different, and such different behaviors imply the
degree of preferences for the certain item. For example, the
user’s purchase behavior implies that the user has a strong
preferences or demand for the current item, while browsing
behavior merely indicates that the user has certain prefer-
ences for the current item. Therefore, it is of great signifi-
cance to quantify user’s different behavior information. In
order to model the user’s preference intensity implied by
the user’s different behavior, we introduce the behavioral
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Figure 2: Framework of IPAKG. There are mainly five components in IPAKG, including knowledge graph-embedding representation layer,
preference dependence-aware layer, preference-evolving layer, behavior preference activation layer, and preference attention layer. The
prediction score of each item is obtained through the multilayer perceptron.
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preference activation unit. The formula of the behavioral
activation unit is as follows:

Ii = ht ⊙ ebi
� �

· ht: ð11Þ

Among them, ⊙ represents the inner product of the vec-
tor, and ebi represents the embedded representation of the
user behavior. Through the behavior activation unit, we
quantify the user’s different behaviors into the user’s degree
of preferences for the current item.

3.2.5. Preference Attention Layer. The similarity between the
target item and the items in the sequence significantly
affects whether the user will interact with the target item.
In order to obtain the influence weight of different items
in the user’s historical interaction sequence on the target
item, we introduce the attention mechanism [32]. The pref-
erences after adjustment by the attention mechanism is
expressed as follows:

αk =
exp IkWeX

� �

∑T
k exp IkWeX

� �� , ð12Þ

eX′ = 〠
T

k

αkIk: ð13Þ

Among them, W is the parameter matrix, eX is the
embedded representation of the target item, and eX′ is the
final preference representation of the user. Finally, the
feature-embedding vector, preference representation vector
and target item-embedding vector undergo Concat and flat-
ten operations, and then the final prediction result is
obtained through the multilayer perceptron.

3.3. Optimization. Our objective function includes the
knowledge graph-embedding loss part and the prediction
loss part. In the knowledge graph-embedding part, we use
the TransR method, which considers the relative order rela-
tionship between valid triples and invalid triples and uses
the pairwise ranking loss function to make the difference
between the scores of these two triples as large as possible.
The loss function can be expressed as

LG = 〠
h,r,t,t ′

− Inσ s h, r, t ′
� �

− s h, r, tð Þ
� �

: ð14Þ

Among them, T = fðh, r, t, t ′Þ ∣ ðh, r, tÞ ∈ G, ðh, r, t ′Þ ∉
Gg, triples ðh, r, t ′Þ are obtained by randomly replacing
the tail entity of the triple ðh, r, tÞ in the knowledge graph
G, and σð⋯Þ is the sigmoid activation function. In order to
predict whether a certain user will interact with the item,
we treat it as a two-classification problem. In order to train
the model, we use the cross-entropy loss function,

Lp = −
1
N

〠
x,yð Þ∈D

y log p xð Þ + 1 − yð Þ log 1 − p xð Þð Þð Þ: ð15Þ

Among them, D is the training set; the number of sam-
ples isN ; y is the real label, which represents whether the user
has interacted with the item; and pðxÞ is the output value of
the sigmoid function, which represents the current item pre-
dicted by the model to be interacted by the user probability.
The final objective function can be expressed as

L = LG + LP + λ θk k22: ð16Þ

Among them, λ is the regularization coefficient, and θ is
the model parameter set. In order to prevent over-fitting,
we adopt the L2 regularization. In training, we use minibatch
Adam [33] to optimize the embedding loss and prediction
loss. Adam is a widely used optimizer that can adaptively
control the learning rate.

4. Experiment

In this section, we first introduce the experimental dataset,
the baseline model, and the evaluation metrics of the experi-
ment, and then, we analyze the experimental results and
compare them with the baseline models. In addition, we also
conduct an ablation test.

4.1. Datasets and Metrics.We use two commonly used public
datasets to verify the effect of my proposed IPAKG model.
The statistical information of the dataset is shown in
Table 2. The first dataset is the Amazon dataset which comes
from the Amazon e-commerce platform; this dataset con-
tains millions of raw data and review information about
products. It is a widely used benchmark dataset [34, 35].
We conducted experiments on the Amazon electronics data-
set, a subset of the Amazon dataset. In order to adapt to our
scenario, we processed the data to filter out those users with
less than 30 item interactions and those items with less than
20 occurrences. The second dataset is Tmall that comes from
the Tmall e-commerce platform and is a competition dataset
provided by IJCAI-15. This dataset contains user behavior
information, such as clicks, browses, and purchases. We filter
out those users with less than 40 item interactions and those
items with less than 20 occurrences. For each user, we sorted
the items according to the timestamp.

In order to construct the knowledge base, we refer to the
past work [36] and adopt Freebase data dumps. In order to
collect relevant factual information from Freebase, we keep
those triples associated with the entities mapped by the items

Table 2: Statistics of Amazon (electronics) and Tmall datasets.

Amazon (electronics) Tmall

User-item interactions

#users 11032 33252

#items 8865 40865

#ratings 223654 863252

#sparsity 99.79% 99.93%

Knowledge graph

#entity 43261 145806

#relation 22 26

#triple 924352 2863546
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in the dataset. Note that not all knowledge in the knowledge
base is useful, so we filter out the relationships that appear
with low frequency. In order to evaluate our method, we refer
to past work [5, 37] and adopt a series of widely used evalu-
ation metrics, including the hit ratio (HR), normalized dis-
counted cumulative gain (NDCG), and mean reciprocal
rank (MRR).

(i) HR: hit ratio gives the percentage of users that can
receive at least one correct recommendation, which
has been widely used in previous work.

HR@K =
1
M

〠
u

I Ru

\
Tu

���
���

� �
, ð17Þ

where IðxÞ is an indicator function whose value is 1
when x > 0 and 0 otherwise. Ru is the generated rec-
ommendation list for user u; Tu is the item set that
user u interacted with in the test set. M is the num-
ber of samples.

(ii) NDCG: normalized discounted cumulative gain
evaluates ranking performance by taking the posi-
tions of correct items into consideration.

NDCG@K =
DCG
IDCG

, ð18Þ

DCG@K = 〠
K

i=1

reli
log2 i + 1ð Þ , ð19Þ

where reli represents the relevance of the ith recom-
mendation items. If the ith item is selected by the
user, then reli = 1; otherwise, reli = 0. IDCG is a nor-
malized DCG.

(iii) MRR: mean reciprocal rank is a popular ranking
metric to measure recommendation quality by find-
ing out how far from the top of the recommendation
list the first successfully predicted location is.

MRR@K =
1
M

〠
u

1
ran ki

, ð20Þ

where ranki refers to the rank position of the first
relevant item for target user u in the recommended
list.

4.2. Baseline and Parameter Settings. In order to prove the
effectiveness of our proposed method, we compared the pro-
posed IPAKG method with the following methods.

(i) FM [38]: this is a typical similarity-based method
that takes into account the second-order interactive
information of the input features. In addition, this
method is the basis of other baselines and has excel-
lent performance on many benchmark datasets.

(ii) BPR [14]: BPR is a classic method that uses matrix
factorization to learn personalized ranking from
implicit feedback.

(iii) GRU4Rec [5]: this method improves the GRU net-
work for session-based recommendation, which
uses a session-parallel minibatch training process
and also uses ranking-based loss functions to train
the model.

(iv) GRU4Rec+ [39]: this is an improved version of
GRU4Rec by implementing a new loss function
and sampling approach

(v) SASRec [22]: this method uses a self-attention
mechanism with a left-to-right transformer to cap-
ture useful patterns in the user’s sequences.

(vi) BERT4Rec [23]: this method uses the bidirectional
transformer model to learn the temporal behavior
of users, which is a state-of-the-art sequential rec-
ommendation method.

(vii) KTUP [36]: this is a translation-based user prefer-
ence model, which transfers the entity embedding
and relation embedding learned from knowledge
graph to the user preference model and simulta-
neously training two different tasks.

Among them, BPR and FM are traditional recom-
mendation methods that only consider user feedback
without considering sequential information, while GRU4Rec,
GRU4Rec+, SASRec, and BERT4Rec are sequential recom-
mendation methods based on neural networks, and KTUP
is a recommendation method based on neural networks
and knowledge graph.

The experimental environment is CPU Intel (R) Core
(TM) i9-9980XE @3.00GHz, with 128GB memory and two
Titan XP graphics cards. We use the scientific computing
library NumPy and SciPy for data processing and use Ten-
sorFlow to implement our algorithm. We randomly divide
the training set, validation set, and test set with the ratio of
7 : 2 : 1 and ensure that each user has at least one item in the
test set. For hyperparameters, we apply a grid search to find
the best settings for each task. Specifically, the learning rate
is searched in f0:0001, 0:001, 0:005, 0:01, 0:05g, the coeffi-
cient of L2 regularization is searched in f10−5, 10−4, 10−3,⋯
, 101, 102g, the embedding size is searched in f32, 64, 96,
128, 256g, and the optimization methods include Adam
and SGD. Finally, the learning rate is set to 0:001, L2 coeffi-
cient is set to 10−3, embedding size is set to 96, and the opti-
mization method is set to Adam. For the rest of those
parameters, we follow the original way for the setup of the
parameters which have been proposed by their authors.

4.3. Performance Evaluation. We compare the performance
of our proposed IPAKG method with all other baselines.
The results on two datasets are reported on Table 3. From
the results, we have the following observations.

In general, our proposed model obtains the best results in
all five evaluation metrics on two datasets, which proves the
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effectiveness of our model. Specifically, firstly, the IPAKG
model and KTUP model both use the knowledge graph, but
our model achieves better performance. This is mainly
because our model uses the attention mechanism to model
the interactive relationship and dynamic evolution of the
user’s preferences, which makes the user’s preference repre-
sentation more accurate. In addition, we also add user behav-
ior information to model the user’s preference degree on the
certain item. Therefore, although our model and the KTUP
model are both based on knowledge base technology, the
model we proposed obtains better recommendation perfor-
mance. Secondly, IPAKG has better performance compared
to GRU4Rec and GRU4Rec+. One possible reason is that
these two methods are based on conversational models and
do not explicitly model the general preference information
of users. Thirdly, our proposed method achieves better per-
formance than SASRec and BERT4Rec which are based on
the attention mechanism. One of the main reasons is that

our model integrates the information of the knowledge
graph, through which the user’s representation space are fur-
ther expanded and the user’s implicit preferences are fully
exploited. Fourth, the above models obtain better experimen-
tal results on the Tmall dataset compared to the Amazon
electronics dataset. This is mainly because the user interac-
tion records of the Amazon electronics dataset are relatively
sparse, which affects the representation of the data.

In addition, the performance of GRU4Rec+ on the above
two datasets is significantly better than GRU4Rec. This is
because GRU4Rec+ not only captures the sequence relation-
ship in the user’s interaction sequence but also has a better
superior objective function. All the methods perform better
than the traditional BPR and FM methods. This is because
these two methods only model the user’s general preferences
and cannot model the user’s sequential and dynamic prefer-
ences, which makes the preference representation insuffi-
cient. Furthermore, the main reason that the BERT4Rec

Table 3: Performance comparison of difference recommendation methods.

Models
Amazon (electronics) Tmall

MRR HR@10 HR@20 NDCG@10 NDCG@20 MRR HR@10 HR@20 NDCG@10 NDCG@20

FM 0.0307 0.0473 0.0501 0.0387 0.0465 0.0865 0.1108 0.1193 0.0921 0.0976

BPR 0.0421 0.0787 0.0812 0.0589 0.0682 0.1123 0.1425 0.1634 0.1236 0.1398

GRU4Rec 0.0611 0.0923 0.1011 0.0724 0.0854 0.1522 0.1822 0.1903 0.1622 0.1701

GRU4Rec+ 0.0786 0.1087 0.1103 0.0822 0.0943 0.1632 0.1944 0.2011 0.1776 0.1804

SASRec 0.0903 0.1203 0.1298 0.0921 0.0987 0.1782 0.2101 0.2187 0.1856 0.1911

BERT4Rec 0.0976 0.1358 0.1398 0.1013 0.1127 0.1956 0.2217 0.2302 0.2014 0.2176

KTUP 0.1067 0.1396 0.1423 0.1201 0.1288 0.2189 0.2298 0.2354 0.2133 0.2199

IPAKG 0.1123 0.1487 0.1533 0.1286 0.1301 0.2234 0.2407 0.2501 0.2276 0.2315
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Figure 3: The effect of sequence length on results (Amazon electronics).

Table 4: Ablation study on two datasets.

Models
Amazon (electronics) Tmall

MRR HR@10 HR@20 NDCG@10 NDCG@20 MRR HR@10 HR@20 NDCG@10 NDCG@20

IPAKG-B-KG 0.0776 0.0989 0.1043 0.0824 0.0973 0.1612 0.1844 0.1911 0.1736 0.1802

IPAKG-KG 0.0813 0.1058 0.1298 0.0913 0.1027 0.1812 0.2001 0.2187 0.1826 0.1896

IPAKG-B 0.0967 0.1226 0.1401 0.1001 0.1138 0.2011 0.2298 0.2354 0.2119 0.2107

IPAKG 0.1123 0.1487 0.1533 0.1286 0.1301 0.2234 0.2407 0.2501 0.2276 0.2315
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model performs better than SASRec is that BERT4Rec can
jointly predict the target item based on the context informa-
tion on the left and right sides, so it can achieve better
performance.

4.4. Ablation Study. In order to verify the contribution of
each main module of our model to the overall performance,

we conduct an ablation study. We first remove the behavioral
activation module separately from the original model, which
means that we no longer consider the degree of preferences
on items implied by the user’s different behaviors, and we call
this modified model IPAKG-B. In order to verify the contri-
bution of the knowledge graph-embedding technology to the
model, we removed the knowledge graph-embedding model
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and replaced it with conventional embedding technology. In
this case, we did not consider the expansion information of
the user’s preferences and implicit preferences; we call this
modified model IPAKG-KG. Finally, we remove the knowl-
edge graph-embedding module and behavioral activation
module at the same time, which means that the remaining
model becomes a conventional sequential recommendation
model based on recurrent neural network and attention
mechanism. We call this modified model IPAKG-B-KG.
The experimental results of the ablation study are shown in
Table 4.

Based on the above experimental results, we have the fol-
lowing findings. First of all, when we removed the knowledge
graph-embedding module and behavior activation module,
the performance of the model is obvious decline, which
means that both the knowledge graph-embedding module
and the behavioral activation module play a significant role
on the performance of the model. Secondly, the user’s behav-
ior activation module has a smaller impact on the model per-
formance than the knowledge graph-embedding module.
This means that the user’s implicit preferences and expanded
preferences have a more important influence on the recom-
mendation. Thirdly, after removing the knowledge graph-
embedding module and behavior activation module, the
overall performance of the model is between GRU4Rec and
GRU4Rec+. This is because that these models have a rela-
tively similar structure, and thus, their performance is rela-
tively similar.

4.5. Analysis of Main Parameters

4.5.1. The Effect of Sequence Length on Experimental Results.
In order to study the impact of different interaction lengths
on the recommendation performance, we conduct experi-
ments on two datasets. Figures 3 and 4 report the results of
different sequence lengths on the performance of each model.
It can be seen from the experimental results that for the Ama-
zon electronics dataset, each model has better performance
when the sequence length is about 40, and for the Tmall data-
set, each model performs better when the sequence length is
about 60. This means that the optimal sequence length
depends on the characteristics of the dataset. When the
length of the sequence is too short, the model only capture
the user’s recent preferences, and when the length of the
sequence is too long, certain noise data may be introduced,
both of which are not conducive to the performance of the
model.

4.5.2. The Impact of Embedding Dimensions on Results.
Figure 5 shows the impact of different embedding dimen-
sions on the recommendation performance. The hidden
dimension d varies from 32 to 256, while the other optimal
hyperparameters remain unchanged. The most obvious
observation from these subgraphs is that the performance
of each model does not increase as the dimension increases.
Larger hidden dimensions do not necessarily lead to better
model performance, especially for these datasets with sparse
data. This may be caused by overfitting. As can be seen from
the figure, the knowledge graph-based methods (that is,

KTUP and IPAKG) have relatively better performance than
other methods on the two datasets. For our proposed IPAKG
model, even if the hidden dimension is relatively small, our
model performance is relatively better than other models.

5. Conclusion

In this paper, we propose a novel sequential recommenda-
tion method called IPAKG based on knowledge graph for
next-item recommendation task. This method expands the
representation space of the item by introducing the knowl-
edge graph-embedding technology and fully exploits user’s
implicit preferences. Furthermore, the user’s sequential
behavior information is modeled through the behavioral acti-
vation unit, by which the degree of the user’s preferences on
certain items is fully quantified, which makes the user’s pref-
erence representation more accurate. The empirical results
demonstrate that our model can significantly outperform
the baseline models on two real-world datasets. In addition,
we conduct a detailed analysis on the IPAKG model to illus-
trate the effectiveness of our method. At present, our method
mainly considers the extended information of user interac-
tion items but does not model the information of similar
users. In the next step, we will consider using the knowledge
graph to further model the information of similar users to
further improve the performance of recommendation.
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Currently, human pose estimation (HPE) methods mainly rely on the design framework of Convolutional Neural Networks
(CNNs). These CNNs typically consist of high-to-low-resolution subnetworks (encoder) to learn semantic information and low-
to-high subnetworks (decoder) to raise the resolution for keypoint localization. Because too low-resolution feature maps in
encoder will inevitably lose some spatial information, which cannot be recovered in the upsampling stages, keeping high spatial
resolution features is critical for human pose estimation. On the other hand, due to scale variation of human body parts,
multiscale features are also very important for human pose estimation. In this paper, a novel backbone network is proposed
specifically for HPE, named High Spatial Resolution and Multiscale Networks (HSR-MSNet), which maintain high spatial
resolution features in deeper layers of the encoder and meanwhile construct multiscale features within one single residual block
via subgroup splitting and fusion of feature maps. Experiments show that our approach outperforms other state-of-the-art
methods with more accurate keypoint locations on COCO dataset.

1. Introduction

Human pose estimation (HPE) is one of the most fundamen-
tal tasks in computer vision—which is aimed at predicting the
locations of body joints from input images. Recently, the
human pose estimation methods based on Convolutional
Neural Networks (CNNs) have achieved a great breakthrough
[1–6], since CNNs have the powerful ability to learn rich con-
volutional feature representations [7]. For example, for single-
person pose estimation, the state-of-the-art models have
improved the performance from less than 50% PCKh@0.5 to
more than 90% PCKh@0.5 [8–12] on the MPII benchmark

[13]. However, multiperson pose estimation still faces two
main challenges:

(1) There may be occlusion between different people,
which will cause ambiguities of joints

(2) Some invisible joints are hard to be predicted

In order to solve these challenges, existing methods, such
as CPN [14] and SimpleBaseline [15], employ ResNet [16] as
the backbone to obtain feature maps with large downsam-
pling. However, too large downsampling will cause image
spatial information loss [17], leading to difficulties for joint
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context recovery. On the other hand, due to camera view
change or foreshortening, scales of different body parts may
still be inconsistent, even if training images are warped to
the same scale [9]. Therefore, scale variation of human body
parts is also one of the main challenges. Previous works [9,
10, 18] have shown that multiscale or pyramid features are
beneficial for solving the problems caused by scale changes.

In this paper, a novel backbone network is proposed spe-
cifically for HPE, named High Spatial Resolution and Multi-
scale Networks (HSR-MSNet). The network could maintain
high spatial resolution features in deeper layers while keeping
large receptive fields and construct multiscale features within
one single residual block by channel split and fusion. Exper-
iments on COCO keypoint detection dataset demonstrate the
effectiveness of HSR-MSNet. At the same time, the network
architecture of HSR-MSNet is very lightweight, which means
that it will be possible to implement functions similar to
MobileNet [19] on Internet-of-Things (IoT) devices.

2. Related Works

2.1. Single-Person Pose Estimation. DeepPose [5] is the first
human pose estimation method based on deep learning,
which treats the body joint as a CNN-based regression prob-
lem, and its backbone consists of a softmax classifier, five
convolution layers, and two fully connected layers. Subse-
quent methods mostly apply heatmaps that could character-
ize the probability of each keypoint at different locations for
pose estimation [20]. The accurate location of a keypoint is
further estimated by selecting the maximum value in the
aggregation heatmaps. Convolutional Pose Machine (CPM)
[21] is a multistage architecture where the belief maps and
image features generated in the previous stage are served as
input for the next stage [22]. For CPM, large receptive fields
are used to learn long-range spatial relationships and the gra-
dient vanishing problem is eliminated by using intermediate
supervision. The features of stacked hourglass network [23]
(Hourglass) are processed across all scales and consolidated
to best capture the various spatial relationships associated
with the body [23]. The above two models (CPM and Hour-
glass) achieve state-of-the-art performance, which all adopt
intermediate supervision to generate detailed heatmaps for
the joint locations.

2.2. Multiperson Pose Estimation. Multiperson pose estima-
tion is a more challenging problem than single-person pose
estimation for many computer vision applications. Due to
occlusion and complex background, it is difficult to obtain
accurate location results for multiperson pose estimation. A
common approach is bottom-up, which detects human joints
throughout the image region and then makes the groups of
joint candidates for each person. The main problem of the
bottom-up approach is to model the joint-to-individual asso-
ciations [24]. Cao et al. [25] proposed a novel model to detect
the 2D pose of several people in an image, which uses a non-
parametric representation (Part Affinity Fields (PAFs)) to
associate body parts with individuals in the given image.
The architecture is aimed at learning part positions and their

association jointly by two branches of the same sequential
prediction process.

Another pipeline to multiperson pose estimation is top-
down [14, 15, 26, 27], which first detects each person in the
image and then conducts single-person pose estimation for
each single person. This top-down approach is not suitable
when crowds are in close proximity, because it will result in
significant overlap between bounding box regions of people.
Fang et al. [27] proposed a novel regional multiperson pose
estimation (RMPE) framework, which applies SSD [28] or
Faster RCNN [29] to locate persons in an image and uses
Hourglass [23] to predict pose of each people. Wei et al.
[21] proposed the Cascaded Pyramid Network (CPN) for
multiperson pose estimation, which uses Mask RCNN [25]
to detect persons and then designs CPN to predict each per-
son’s pose.

2.2.1. High Spatial Resolution Features. Some state-of-the-art
human pose estimation architecture, such as Hourglass [23],
CPN [14], and SimpleBaseline [15], are shown in Figure 1.
These CNN-based methods are typically encoder-decoder
architecture, which consists of high-to-low resolution sub-
networks (encoder) to learn semantic information and low-
to-high subnetworks (decoder) to raise the resolution for
the keypoint locations. Hourglass stacks multiple encoder-
decoder subnetworks together to get progressively refined
heatmaps. The “RefineNet” of CPN plays the role to explore
the context information of “hard” keypoints to further
improve the performance. SimpleBaseline simply takes
ResNet as its backbone and adds additional deconvolution
layers to raise the resolution of feature maps to predict key-
point heatmaps.

Because too low-resolution feature maps in encoder will
inevitably lose some spatial information, which cannot be
recovered in the upsampling stages, keeping high spatial res-
olution features is critical to improve the performance of
human pose estimation.

In [30], DetNet maintains high spatial resolution in dee-
per layers to deal with the problem that large downsampling
factors may compromise the location capability. Sun et al.
[18] proposed the High-Resolution Net (HRNet) that con-
sists of parallel high-to-low resolution subnetworks with
multiscale feature fusion, which learns reliable high-
resolution features by maintaining high-resolution represen-
tations through the whole networks. The information is
exchanged repeatedly across multiresolution subnetworks,
each of which receives information from other parallel ones.

2.2.2. Multiscale Features.Multiscale features are very impor-
tant for pose estimation due to scale variation of human body
parts. Most existing methods [14, 29] represent the multi-
scale features in a layer-wise manner fusing different level
(scale) features together.

PyraNet proposed by Pishchulin et al. [8] and Res2Net
proposed by Gao et al. [31] both construct multiscale features
within one single residual block. By means of extending
residual block to multiscale pyramids, PyraNet [8] designs
Pyramid Residual Modules (PRMs) to enhance the invari-
ance in scales. Multiscale features are obtained by applying
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different subsampling on input features in a multibranch
residual block. Res2Net [31] represents multiscale features
at a granular level and increases the range of receptive fields
for each network layer. Specifically, Res2Net implements
multiscale features via splitting channels of feature maps
into subgroups and fusing these channel groups hierarchi-
cally. It has been proven that Res2Net can boost many
backbone networks in some vision tasks, including object
detection, semantic segmentation [32, 33], and salient
object detection [29].

3. Our Approach

Similar to the previous works [14, 15, 25], we adopt the top-
down pipeline for multiperson pose estimation, as illustrated
in Figure 2. The whole framework consists of two parts:
human detection and human pose estimation. First, a human
detector is used to find all persons in the input image and
generate a set of human bounding boxes. Then, a human
pose estimation approach is applied to predict the keypoints
for each single person by dealing with those human bound-
ing boxes.

3.1. Human Detection. The state-of-the-art object detection
method, YOLOv3 [34], is utilized for human detection. All
eighty categories from the COCO dataset [35] are utilized

to train YOLOv3, but only human bounding boxes are used
for our model. In the network of YOLOv3, 53 convolution
layers with some shortcut connections are used for image fea-
ture extraction and the size of feature map can be adjusted
through the convolution stride. Drawing on the idea of fea-
ture pyramid networks, YOLOv3 uses multiple scales to
detect objections with different sizes, the finer the grid cell,
the finer the object can be detected. In addition, the softmax
is replaced with logistic classifier; in this way, multilabel
object detection can be supported when detecting objects.
More detail about YOLOv3 could be found in [34].

3.2. Human Pose Estimation with High Spatial
Resolution Features

3.2.1. Motivation. Backbone networks play an important role
in human pose estimation because of their abilities to extract
effective features from the input images, which is critical for
classification and keypoint localization. ResNet [16], as a tra-
ditional backbone network, has been widely used [36] and
achieved outstanding performance in many state-of-art net-
works for human pose estimation such as SimpleBaseline
[15] and CPN [14]. Accordingly, ResNet has high efficiency
for image feature extraction. However, there still exist the fol-
lowing shortcomings when ResNet is used as the backbone
network for human pose estimation.

+ + + + L2 loss
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Deconvolution
module

Upsampling

Elem-sum+
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(a)

GlobalNet RefineNet
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Figure 1: Some state-of-the-art pose estimation architecture: (a) Hourglass; (b) CPN; (c) SimpleBaseline.
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(1) Poor accuracy of keypoint localization. There are five
stages in ResNet, and in each stage, the feature maps
are sampled down. Compared to the input image, the
feature maps have strides of 32 with strong semantic
information and have large valid receptive fields,
which bring a great performance in classification
task. However, the downsampling with 32 strides
may lead to the loss of local information and further
affect the accuracy of keypoint localization in human
pose estimation

(2) Invisibility of small joints. Another drawback of large
stride is the missing of small keypoints. For some
occluded joints which contain less information, the
spatial resolution of input image is greatly reduced
when the large stride feature maps are extracted

(3) Ambiguities. In the case of occlusion between multi-
ple persons, one human bounding box may contain
the keypoints of other persons. There exists the loss
of the context information while the input image is
converted into feature maps with large strides. It is
hard to distinguish which keypoints belong to the
right person without the context information

To solve these problems, inspired by DetNet [30], we
reserve the first four stages of ResNet and replace the fifth
stage with two new stages, as shown in Figure 3(b), named
as HSRNet (High Spatial Resolution Network). In these two
stages, the feature maps are no longer sampled down and
the valid receptive fields are expanded. Thus, we can not
only ensure the classification of each keypoint but also
reserve more semantic information of the feature maps,
which will be helpful to improve the accuracy of keypoint
localization.

3.2.2. Our Model for Keypoint Localization. A simple network
structure is adopted in our model, as shown in Figure 4(b).
Firstly, we use HSRNet as backbone network to generate
feature maps with semantic information. Then, a few
deconvolutional layers with batch normalization and ReLu
activation are applied to generate heatmaps from the low-
resolution feature maps. Finally, Mean Squared Error
(MSE) is used as the loss between the predicted heatmaps
and target heatmaps. The target heatmaps for keypoints
are generated by applying a Gaussian centered at the
ground-truth location of keypoints. Compared with Sim-
pleBaseline [15], HSRNet is adopted to replace the original
ResNet. Since the size of output feature maps of HSRNet
and ResNet is different, the deconvolutional layer is
reduced to keep the same size of feature map.

As shown in Figure 5(b), HSRNet is our backbone net-
work with two new stages based on the existing ResNet
[16]. As shown in Figure 6, in the two new stages, original
bottlenecks A and B are slightly altered into two new bottle-
necks C and D. Original3 × 3convolution layer is converted
into a convolution layer with dilation of 2. And the bottle-
neck C does not have a downsampling, which ensures that
the size of feature maps will not change during these two
new stages. Similar to ResNet, the stack method is applied,
and original bottlenecks A and B are replaced by bottlenecks
C and D, as shown in Figure 5. Since the fifth stage in ResNet
has a downsampling with a stride of 2, if only a new stage is
used, it will reduce the valid receptive field, leading to a neg-
ative effect for human pose estimation. Therefore, we utilize
two new stages to gain feature maps of higher spatial resolu-
tion, simultaneously without sacrificing valid receptive field.

3.3. Human Pose Estimation with Multiscale Features. Based
on Res2Net [31], we design a new multiscale module

Person detection Pose estimation

Figure 2: Top-down pipeline for multiperson pose estimation.
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Figure 3: Comparisons of different backbones used in human pose estimation: (a) ResNet backbone; (b) HSRNet backbone.

4 Wireless Communications and Mobile Computing



(MSNet) (as shown in Figure 7(b)) specifically and further
integrate it into HSRNet to learn multiscale features. Our
entire framework is named as HSR-MSNet.

The structure of Res2Net [31] is shown in Figure 7(a).
Res2Net uses hierarchical groups of 3 × 3 convolution filters
to extract multiscale features. Specifically, Res2Net

SimpleBaseline

1.2 loss

Concat

Deconvolution
module

(a)

Our modeld l

Concat

Deconvolution
module

1.2 loss

(b)

Figure 4: Illustration of network architecture for human pose estimation: (a) SimpleBaseline; (b) our model.
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Figure 5: Detailed structures of different bottlenecks: (a) original bottleneck with 1 × 1 Conv; (b) original bottleneck; (c) dilated bottleneck
with 1 × 1 Conv; (d) dilated bottleneck.
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implements multiscale features by splitting channels of fea-
ture maps into subgroups (3 groups as shown in
Figure 7(a)) and fuses these channel groups hierarchically.
Since we have retained the first four stages of ResNet,
Res2Net module can be easily integrated into the first four
stages of our network backbone. As shown in Figure 7(b),
we add a 3 × 3 convolution layer compared with Res2Net,
in order to increase the receptive fields. In addition, we use
multiple smaller scale 3 × 3 convolution layers to replace
the 3 × 3 convolution layer with stride 2. There are two
advantages in this network structure. Firstly, multiple smaller
3 × 3 convolution layers can learn more context information
of keypoints compared with one convolution layer with
stride 2, especially for small-scale persons. Since the output
feature maps of stage 4 are 16x strides with respect to input
image, the convolution layer with stride 2 will be more diffi-
cult to extract semantic features for small-scale persons in
detail. Secondly, the MSNet module can extract deep seman-

tic features in multiscale style, while keeping large receptive
fields. We denote the output feature maps of the 3 × 3 convo-
lutional layer ConvðÞ as yi, i ∈ f1, 2,⋯, ng, where n is the
total numbers of subgroups that the feature maps are split
into evenly. Then, yi could be expressed as

yi =
Conv xið Þ, i = 1,
Conv xi + yi−1ð Þ, 1 < i ≤ n,

(
ð1Þ

where xi denotes the results of input feature maps x after 1
× 1 convolution and split evenly.

Among the multiscale features, not all the features are
equally valid for human pose estimation. In order to balance
the relationship among channel features, we add a SE
(Squeeze-and-Excitation) block [37] before the residual con-
nections (Figure 7(b)), which can learn the importance of
each feature channel and promote important features while

••• •••

Stage 4 output
16x stride

Stage 5 output
32x stride

B A A

(a)

••• •••

Stage 4 output
16x stride

Stage 5 output
16x stride

Stage 6 output
16x stride

D DC C C C

(b)

Figure 6: Detailed structures of ResNet and HSRNet. A, B, C, and D are bottlenecks illustrated in Figure 5. HSRNet follows the same design as
ResNet before stage 4, while keeping spatial size after stage 6. (a) The fifth stage of ResNet; (b) two new stages of HSRNet.
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Figure 7: Comparison of two multiscale building blocks: (a) original Res2Net block; (b) our proposed MSNet.
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suppressing the less useful features for the current vision task.
As a result, the final formula of our MSNet module could be
written as

f = Re Lu x + K yð Þð Þ, ð2Þ

where y represents the concatenation of yi(i ∈ f1, 2,⋯, ng),
f represents the final output feature maps, ReLu is the
activation layer we used, and KðÞ represents the SE block
and 1 × 1 convolution layer.

4. Experiments

4.1. Datasets. We evaluate our model on popular MS COCO
benchmark [35]. There are more than 200K images and 250K
person instances labeled with keypoints in the COCO dataset
which contain train set, validation set, and test set. 150K per-
son instances are publicly available for training and valida-
tion. Our models are only trained on COCO train2017
dataset (includes 57K images and 150K person instances),
no extra data involved, and ablation studies are conducted
on the COCO val2017 dataset. Finally, we report the results
on COCO test-dev2017 set to make a fair comparison with
the public state-of-the-art methods.

4.2. Model Training and Inference.Our models are trained on
the NVIDIA Tesla P100 GPU using PyTorch and optimized
by Adam algorithm with a batch size of 32 for 140 epochs.
The learning rate is initialized as 0.0001 and decreased by a
factor of 0.1 at 90th and 120th epoch. The ground-truth
human box is made to a fixed aspect ratio, which is height
: width = 4 : 3 by extending the box in height or width. It is
then cropped from the image and resized to a fixed resolu-
tion. The default resolution is 256 × 192, which is the same
as the state-of-the-art methods [14, 15] for a fair comparison.
During the model training, we use a pretrainedmodel trained
on ImageNet classification task [1].

We test HSR-MSNet with 59, 110, and 161 layers, named
HSR-MSNet-59, HSR-MSNet-110, and HSR-MSNet-161,

respectively. HSR-MSNet-59 is derived from [18], which
can be download at https://github.com/guoruoqian/
DetNet_pytorch. For HSR-MSNet-110 and HSR-MSNet-
161, we adopt to initial the parameters of the first four stages
from ResNet pretrained models [16].

The standard COCO metrics [35] are used to evaluate
our approach, including AP (averaged precision), OKS
(object keypoint similarity) thresholds, AP50 and AP75 (AP
at different IoU (Intersection over Union) thresholds), APm
and APl (AP at different scales: middle and large), and AR
(average recall). The OKS plays the same role as the IoU in
object detection, which is calculated from the distance
between predicted keypoints and ground-truth keypoints
normalized by scale of the person.

4.3. Quantitative Results. The experiments with HSRNet and
HSR-MSNet are implemented to investigate the effectiveness
of keeping high spatial resolution features and multiscale fea-
tures for human pose estimation, respectively.

4.3.1. High Spatial Resolution Features. For the experiments
with HSRNet, a human detector is introduced with AP 56.4
on COCO val2017, and the performance of ResNet and
HSRNet with various options is listed in Table 1. Since the
feature maps of HSRNet have higher spatial resolution than
ResNet, two deconvolution layers are utilized to maintain
the same size of output heatmaps. Methods a, b, c, d, e, g,
h, i, j, and k with 256 × 192 input size eventually generate
64 × 48 heatmaps, and methods f and l with 384 × 288 input
size generate 96 × 72 heatmaps.

(1) Size-varied backbone. Methods a, b, and c and g, h,
and i compare the results of HSRNet and ResNet by
size-varied backbones, which illustrate that HSRNet
is better than ResNet by 0.4 AP at least in comparable
size of backbones. Similar to ResNet, the larger the
size of HSRNet backbone, the better the performance.
As can be seen from Table 1, AP increases 0.4 from

Table 1: Comparisons on the COCO val2017 dataset.

Method Backbone Input size Deconv. layers Deconv. kernel size AP

a ResNet-50 256 × 192 3 4 70.4

b ResNet-101 256 × 192 3 4 71.4

c ResNet-152 256 × 192 3 4 72.0

d ResNet-50 256 × 192 3 2 70.1

e ResNet-50 256x192 3 3 70.3

f ResNet-50 384 × 288 3 4 72.7

g HSRNet-59 256 × 192 2 4 71.4

h HSRNet-110 256 × 192 2 4 71.8

i HSRNet-161 256 × 192 2 4 72.6

j HSRNet-59 256 × 192 2 2 70.9

k HSRNet-59 256 × 192 2 3 71.2

l HSRNet-59 384 × 288 2 4 73.2
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HSRNet-59 to HSRNet-110 and 1.2 from HSRNet-59
to HSRNet-161

(2) Various kernel sizes of deconvolution layers.
Methods a, d, and e and j, i, and k prove that HSRNet
also outperforms ResNet by at least 0.8 AP with var-
ious kernel sizes of deconvolution layers. AP
increases 0.3 from kernel size 2 to 3 and 0.5 from ker-
nel size 2 to 4 in HSRNet-59

(3) Different sizes of input images. a and f and g and l
methods illustrate that the higher the resolution of
input images, the better the performance. In addition,
HSRNet improves 1 AP compared with ResNet

Since HSRNet has more parameters than ResNet in com-
parable size of backbone, it may be hard to demonstrate that
HSRNet structure is better than ResNet. However, it is worth
noting that AP of methods b and g are the same. The perfor-
mance is comparable between HSRNet-59 and ResNet-101,
which implies the ability of high spatial resolution to improve
the performance of human pose estimation significantly.

4.3.2. Multiscale Features. The experiments are implemented
with HSR-MSNet and compared with HSRNet to show the
importance of multiscale features for human pose estimation,
as shown in Table 2.

A human detector is adopted with AP 56.4 on COCO
val2017. Due to the fact that HSR-MSNet can extract seman-
tic features with multiscale and assign weights to these fea-
tures by the SE module, HSR-MSNet has a better
performance than HSRNet with the same parameters which
is improved by 0.1AP. Obviously, multiscale features play

an important role in human pose estimation, because it
requires an understanding of large-scale features for the clas-
sification of keypoints, as well as small-scale features for
localization of keypoints. SE block is also indispensable since
it can assign weights to different features and make the most
effective features prominent among others. The combination
of multiscale features and weight distribution can further
improve human pose estimation.

4.3.3. Comparisons with Other State-of-the-Art Methods. The
results of HSRNet and other state-of-the-art models includ-
ing Hourglass [23], CPN [14], and SimpleBaseline [15] on
the COCO val2017 dataset are shown in Table 3. For fair
comparison, a human detector provided by SimpleBaseline
is introduced with 56.4 AP, which is comparable to Hour-
glass and CPN with 55.3 AP.

Our method exceeds Hourglass by 4.5 AP in the same
input size of 256 × 192. Compared with CPN, our method
outperforms CPN without OHKM by more than 2.6 AP
and CPN with OHKM by 1.6 AP. Although our model is
based on SimpleBaseline, it has been proved in Table 1 that
our method performs better than SimpleBaseline. It is obvi-
ous that these performance gains are benefited from keeping
high spatial resolution in deeper layers of the backbone
encoder networks.

To gain a better performance, a human detector of 60.9
AP is applied to obtain human bounding boxes on COCO
test2017 dataset. For reference, CPN uses a human detector
with person detection AP of 62.9 on COCO minival split
dataset and SimpleBaseline uses a human detector of 60.9
AP on COCO std-dev split dataset. As shown in Table 4,
CPN uses the ResNet-Inception and SimpleBaseline uses

Table 2: Comparisons on the COCO val2017 dataset.

Method Backbone Input size Deconv. layers Deconv. kernel size AP

a HSRNet-59 256 × 192 2 4 71.4

b HSRNet-59 384 × 288 2 4 73.2

c HSR-MSNet-59 256 × 192 2 4 71.5

d HSR-MSNet-59 384 × 288 2 4 73.3

Table 3: Comparisons with Hourglass, CPN, and SimpleBaseline on the COCO val2017 dataset.

Method Backbone Input size OHKM AP

8-stage Hourglass — 256 × 192 N 66.9

8-stage Hourglass — 256 × 256 N 67.1

CPN ResNet-50 256 × 192 N 68.6

CPN ResNet-50 384 × 288 N 70.6

CPN ResNet-50 256 × 192 Y 69.4

CPN ResNet-50 384 × 288 Y 71.6

SimpleBaseline ResNet-50 256 × 192 N 70.4

SimpleBaseline ResNet-50 384 × 288 N 72.2

Ours HSRNet-59 256 × 192 N 71.4

Ours HSRNet-59 384 × 288 N 73.2
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ResNet-152 for human pose estimation. Our method only
utilized a small backbone but outperforms some state-of-
the-art models including G-RMI [38] and FAIR∗ [37] and
achieves a potential performance of 72.6 AP and 72.8 AP.

Since our model is based on SimpleBaseline, the changes
we made are very slight, which have a negligible impact on
the overall parameters of the model. In other words, com-
pared to SimpleBaseline, the computational complexity of
our model is almost the same.

4.4. Qualitative Comparisons. Some qualitative comparison
results on the COCO test2017 dataset are shown in
Figure 8. We compare our approach with SimpleBaseline
[15] and use comparable model to predict the keypoints for
fair comparison. SimpleBaseline utilizes ResNet-50 as
backbone, and our method is HSR-MSNet-59. As shown
in Figure 8, the first row contains some original images
of the COCO test2017 dataset, the second row is the

results predicted by SimpleBaseline [15], and the third
row is our results.

It is obvious that our method can better predict the
keypoints of partially occluded or small people by utilizing
higher resolution and multiscale feature maps. As the first
column of Figure 8 has shown, our method can perceive
and predict the keypoints more accurately for small peo-
ple. For complex backgrounds, the second column illus-
trates that our method can separate the person from the
background easily with high-resolution feature maps to
avoid misidentification. In addition, our method can accu-
rately predict the “hard” joints that are occluded or invis-
ible in the third and fourth columns of Figure 8. Especially
in the third column, HSR-MSNet makes it easier to detect
the left arm which is heavily occluded in this image and
gives a more accurate prediction. It is attributed to the
ability of HSR-MSNet to mine more context information
of “hard” joints.

Table 4: Comparison experiments on the COCO test2017 dataset. Results of compared methods are cited from [15].

Method Backbone Input size AP AP50 AP75 APm APl AR

G-RMI [38] ResNet-50 256 × 192 64.9 85.5 71.3 62.3 70.0 69.7

CPN ResNet-Inception 384 × 288 72.1 91.4 80.0 68.7 77.2 78.5

FAIR∗ [37] ResNeXt-101-FPN — 69.2 90.4 77.0 64.9 76.3 75.2

G-RMI∗ ResNet-152 384 × 288 71.0 87.9 77.7 69.0 75.2 70.6

oks∗ [37] — — 72.0 90.3 79.7 67.6 78.4 77.2

Bangbanggren∗ [37] ResNet-101 — 72.8 89.4 79.6 68.6 80.0 78.7

CPN∗ ResNet-Inception 384 × 288 73.0 91.7 80.9 69.5 78.1 79.0

SimpleBaseline ResNet-152 384 × 288 73.7 91.9 81.1 70.3 80.0 79.0

Ours HSRNet-59 384 × 288 72.6 91.2 79.9 69.0 78.9 77.8

Ours HSR-MSNet-59 384 × 288 72.8 91.2 80.5 69.6 79.0 78.3
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Figure 8: Qualitative comparisons on the COCO test2017 dataset.
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5. Conclusion

In this paper, a novel backbone network, named HSR-
MSNet, is proposed specifically for human pose estimation,
which maintains high spatial resolution features in deeper
layers of the encoder while still keeping large receptive fields.
We also design a building module to learn multiscale features
within one single residual block by splitting channels of
feature maps into subgroups and then fuse these channel
groups hierarchically. For multiperson pose estimation,
our model can learn efficient context information of
“hard” joints, due to partial occlusion or small scale of
persons. Experiments on the COCO keypoint detection
dataset show that our model outperforms other state-of-
the-art methods, such as Hourglass [23], CPN [14], and
SimpleBaseline [15] with respect to standard COCO met-
rics. At next steps, we will focus on evaluating our model
on other human datasets, such as MPII dataset, and then
further experiments on lightweight devices.
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Clinical named entity recognition (CNER) identifies entities from unstructured medical records and classifies them into predefined
categories. It is of great significance for follow-up clinical studies. Most of the existing CNERmethods fail to give enough thought to
Chinese radical-level characteristics and the specialty of the Chinese field. This paper proposes the Ra-RC model, which combines
radical features and a deep learning structure to fix this problem. A bidirectional encoder representation of transformer (RoBERTa)
is utilized to learn medical features thoroughly. Simultaneously, we use the bidirectional long short-term memory (BiLSTM)
network to extract radical-level information to capture the internal relevance of characteristics and stitch the eigenvectors
generated by RoBERTa. In addition, the relationship between labels is considered to obtain the optimal tag sequence by
applying conditional random field (CRF). The experimental results demonstrate that the proposed Ra-RC model achieves F1
score 93.26% and 82.87% on the CCKS2017 and CCKS2019 datasets, respectively.

1. Introduction

Named entity recognition (NER) refers to the extraction of
specific entities from unstructured texts, which plays a vital
role in subsequent tasks, such as constructing knowledge
graphs and personalized recommendation systems [1–3]. In
recent years, with the rapid development of medical informa-
tion technology, textual data of electronic medical records
(EMRs) keep on increasing. As a fundamental Chinese med-
ical information extraction task, named entity recognition of
Chinese clinical EMRs has attracted extensive attention [4].

NER of clinical EMRs relates to the automatic discovery
of all kinds of named entities closely associated with patients’
health from EMRs, such as disease, drugs, or symptoms.
Early researches in the CNER tasks mainly use lexicons-
based and rule-based approaches [5, 6]. And then, a lot of sta-
tistical models are used for CNER [7, 8]. With the substantial
increase in hardware computing power, the deep learning
method has been successfully applied to CNER. At present,
many research approaches have focused on exploring a
generic domain model for migration. Traditional bidirec-
tional long short-term memory networks [9, 10] and unsu-

pervised pretraining of language models [11–14] are widely
migrated to the CNER field. Both neural network algorithms
have accomplished state-of-art achievement on the regular
named recognition field. However, these models also have a
room for improvement. First, the generality of the LSTM net-
work leads to the model has no adequate capacity to extract
features, where the extracted features are limited by the cor-
rectness of the dataset annotation and the context informa-
tion. Second, the released versions of the pretraining model
are more suitable for the general Chinese entity extraction.
Both of them do not adapt to the characteristics of the
EMR dataset, which underperforms on the task of medical
entity extraction.

Moreover, the identification of Chinese clinical named
entity recognition has been problematic. Firstly, many clini-
cal named entities are multiword, and some of them are even
being very long. It is not easy to distinguish the word bound-
aries of medical multiword in Chinese. What is more, the
identical word and phrase can be divided into different kinds
of named entities, for example, stroke can be delegated a
modifier, and it can be additionally classified into particular
disease and disease class and so on [15]. In addition, some
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specific types of medical entities often have characteristics
different from the general ones, especially in the radical-
level characteristics of the entity. For instance, many charac-
ters of disease entities tend to have “疒” radicals, such as
“病,” and “痛.” In ancient Chinese characters, “月” is related
to human organs and flesh. Furthermore, many entities that
consist of body parts often have “月” radicals, such as “脏,”
“脑,” and “骨.” These radical-level characteristics also have
a significant reference value in determining labels, especially
in complex medical entities consisting of multiple categories,
such as the disease entity of “body parts and symptoms” for-
mat. However, this information has not been fully utilized by
the regular named entity recognition model.

To address these issues, we propose a Ra-RC model
which combines radical information with a deep learning
structure. Above all, we adopt BiLSTM to encode radical
characteristics. Simultaneously, RoBERTa is utilized to cap-
ture the characteristics of medical texts and generate charac-
teristic representations. After that, we concatenate radical
representations and characteristic representations and then
use CRF to get predictive label sequences. Our proposed
method has extensively evaluated its feasibility and utility
on the CCKS2017 dataset and CCKS2019 dataset.

The main contribution can be summarized as follows:

(1) Considering the particularity of the medical entity
and the underutilization of the radical-level informa-
tion, we use BiLSTM to extract the radical
characteristics

(2) Integrate radical-level information and deep learning
model to solve the poor extraction performance of
medical entities caused by migrating the general deep
learning model

(3) The experimental results show that the Ra-RC model
has a good performance on both datasets

2. Related Work

2.1. Clinical Named Entity Recognition.NER of EMRs has not
only crucial practical significance but also high academic
research value. Academics have done much research on it.
At present, there are a large number of researches on NER
in English clinical EMRs [16, 17]. For example, aiming at
the lack of enough annotated data, Yang et al. [18] and Peters
et al. [19] used transfer learning and semisupervised learning
to extract entities, which could significantly improve the per-
formance. There are many high-quality annotated data in the
field of English CNER, such as JNLPBA, BC2GM, and NCBI.
Due to the lack of high-quality EMRs and many nonstandard
abbreviations, the Chinese CNER domain NER task is diffi-
cult [20].

An end-to-end deep learning method can be used to
explore deeper features. The main network structure of this
method is BiLSTM combined with CRF [21]. Li et al. [22]
proposed a conditional random field algorithm that inte-
grated characters, speech, and dictionary features based on
establishing a medical dictionary. The experiments showed
that these features were conducive to improving the CNER

effect. Wang et al. [23] integrated dictionary features into
the BiLSTM-CRF, and the results showed that prior knowl-
edge helped improve the performance of the BiLSTM-CRF.
Liu et al. [24] compared the CRF model requiring manual
features with the LSTM-CRF without manual features and
found that the F1 score of the LSTM-CRF on the i2b2 2010,
2012, and 2014 corpora was better than that of CRF.

However, the above CNERmethods based on a deep neu-
ral network could not model the polysemy of words. That is,
they could not solve the problem of polysemy. Therefore,
Devlin et al. proposed a bidirectional encoder representation
from transformer pretrained language model (BERT), which
used bidirectional transformer encoders to capture potential
semantic relations and generated a pretrained language
model. Based on BERT, Liu et al. put forward the RoBERTa
model to enhance the performance of BERT. And then, Lan
et al.’s ALBERT model, a lightweight BERT model, was put
forward for using two strategies to reduce the size of BERT.
Dai et al. [25] compared the model performance after
Word2vec and BERT were fused with BiLSTM-CRF, and
the experiment showed that the model performance would
be better if BERT was fused with the traditional BiLSTM-
CRF model. However, these models failed to consider the
characteristics of medical datasets thoroughly, and the per-
formance on medical entity extraction was not highly
effective.

2.2. Radical-Level Information. The specialization of the
medical field leads to the particular linguistic structure of
medical texts. Many experts have investigated on this charac-
teristic. Peng et al. [26] put forward two types of Chinese
radical-level hierarchical embeddings, and experimental
results showed that radical-level semantics and sentiments
on the sentence-level classification of emotions were better
than char embeddings and word embeddings. A new deep
learning technology referred to as “Radical Embedding”
was proposed, and Shi et al. [27] conducted three experi-
ments to verify its effectiveness. The results showed that the
effect of radical embeddings was the same as competing
methods and sometimes even better. Yin et al. [28] proposed
BiLSTM-CRF based on radical features and used self-
attention to capture character dependence. A new strategy
was proposed to integrate dictionary information with char-
acteristic presentation from BERT, and the F1 value of this
method reached 91.60% and 89.56% on CCKS2017 and
CCKS2018, respectively. However, in the existing researches,
the information of radical has not been fully utilized.

3. Methods

3.1. Radical Characteristics. The Chinese electronic medical
record datasets are different from the other datasets. In the
CCKS2017 and CCKS2019 datasets, the frequency of
radical-level feature is shown in Figure 1.

As the introduction mentioned, the radical “月” is often
associated with the human organ, the radical “疒” is often
related with the disease, and the radical “口” frequently
appears in symptom entities. As shown in Figure 1, the Chi-
nese five elements “metal, wood, water, fire, and earth” are
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often included in medical entities. For example, “钅” corre-
lates with microelement and drug names such as “钙” and
“铁.” “木” is related to “查体” and “脑血栓” and the name
of the Chinese patent medicine. “氵” is associated with body
fluids (plasma, tissue fluid, and lymphatic fluid) and symp-
toms such as “渗” and “溶.” “火” has a relationship with
inflammation-related entities such as “病灶” and “骨髓炎.”
“土” relates to modification words of a body part such as
“壁” and “型.” These radical features play an essential role
in identifying medical entities [29].

The sources of the radicals include two parts: local dictio-
naries and Baidu Chinese dictionaries (https://hanyu.baidu
.com). The local dictionary is created by crawling the familiar
words of Xinhua Dictionary (http://xh.5156edu.com/). Thus,
it generates a dictionary of key-value pairs in the form of
“chars-radicals.”

3.2. Design of Architecture. The proposed Ra-RC framework
for the clinical named entity recognition task is shown in
Figure 2. The framework mainly includes BiLSTM for
radical-level representation, sequence modeling, and label
inference layer. We train RoBERTa on both datasets where
radical representations are extracting from BiLSTM. After
that, we concatenate the char representations and radical-
level representations and then feed them into CRF to decode.

3.2.1. BiLSTM for Radical-Level Representation. To make the
most of the radical information, it needs to be extracted by a
deep learning framework. From the perspective of theoretical
and practical effects, both BiLSTM and RoBERTa are more
suitable for feature extraction tasks, and RoBERTa enhances
the performance based on BERT to have better expression
ability. Therefore, this paper chooses these technologies to
get contextual semantic information.

Figure 3 shows an overview of the radical-BiLSTM
model. Formally, the inputs contain two parts: word embed-
ding and radical embedding. Firstly, each word finds its cor-
responding radicals using a mapping dictionary which was

constructed. Secondly, both words and radicals pass through
the same trainable matrix of the lookup layer. Afterward, for
the preliminary representations of radical messages, we con-
catenate both embeddings recorded as Xi, and then feed Xi
into the BiLSTM network to extract the feature.

As shown in Figure 3, the radical-level representation
Xi = ðx1, x2,⋯, xnÞ is taken as an input to the BiLSTM net-
work. The BiLSTM network has two kinds of LSTM cells

[30] that extract the feature in the forward (h
!
) and backward

(h
 
) directions. The ithcharacters HLi = ðhl1, hl2,⋯, hldÞ are

the output of hidden state in the backward direction, and
the HRi = ðhr1, hr2,⋯, hrdÞ is obtained after the forward
LSTM. Afterwards, we can get the complete output hidden
state Ci = ½ðHLi,HRiÞ� of each position i by concatenating
HLi and HRi. An LSTM cell is made up of three gates which
are used to select semantic information. The implement of
LSTM cell is

it = σ Wxixt + bii +Whiht−1 + bhið Þ, ð1Þ

f t = σ Wxf xt + bif +Whf ht−1 + bhf
� �

, ð2Þ

ot = σ Wxoxt + bio +Whoht−1 + bhoð Þ, ð3Þ
~ct = tanh Wxcxt + bic +Whcht−1 + bhcð Þ, ð4Þ

ct = f tct−1 + it~ct , ð5Þ
ht = ot tanh ctð Þ, ð6Þ

where σð·Þ denotes element-wise Sigmoid function and
tanh ð·Þ denotes hyperbolic tangent functions. w is a weight
matrix, and b is bias. it , Ot , and f t are called input gate, out-
put gate, and forget gate, respectively.

The output of the BiLSTM network is referred to as Ci,
and characteristic representations, which are called Pi, are
extracted from RoBERTa. The final representationsOi splice
Ci and Pi together.

3.2.2. Sequence Modeling. We use the famous architecture of
RoBERTa, which consists of the bidirectional transformer
encoder for feature extraction and sentence modeling. As
an autocoding language model, the model can introduce
noise data to reconstruct the original data. It randomly
selects some words to be predicted through the Mask lan-
guage model mechanism and shields them with the [MASK]
symbol. The training process is shown in Figure 4. Firstly,
input sentences are segmented and annotated according to
character level.

Secondly, the sentence is processed as a distributed repre-
sentation Y = ðY1, Y2,⋯, Yt ,⋯, YnÞ, consisting of token
embedding, segment embedding, and position embedding.
Yt indicates the input status of each character:

Yt = Y token emb + Y seg emb + Ypos emb: ð7Þ

The transformer encoder is the most core component of
the RoBERTa pretraining model, where multiheaded atten-
tion is the most critical module of the transformer unit.
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Figure 1: The occurrence frequency of each radical feature.
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The multiheaded attention mechanism is utilized to capture
character dependencies. The calculation of the single-head
attention mechanism is shown in equation (8).

headi = Attention YtW
Q
i , YtW

K
i , YtW

V
i

� �
: ð8Þ

whereWQ
i ,W

K
i , andW

V
i are the weight parameters for ith

calculation, respectively.
Then, the results of ith calculations are stitched together.

Moreover, we linearly transformed once more to obtain the
results of the multiheaded attention calculation. The specific
formula is shown in equation (9), where Wo is the weight
parameter.

MultiHead Q, K , Vð Þ = Concat head1, head2,⋯, headnð ÞWo:

ð9Þ

3.2.3. Label Inference Layer. Finally, we use a sequential CRF
[31] layer to infer the correct tag sequence. S = fw1,w2,w3,
⋯,wng represents the tag sequence, y = fy1, y2, y3,⋯, yng
score corresponding to the S = fw1,w2,w3,⋯,wng
sequence.

s S, yð Þ = 〠
n

i=1
Ei,yi + 〠

n+1

i=1
Tyi−1,yi , ð10Þ

where E is the emission matrix output by the RoBERTa
layer, and Ei,j represents the probability that the ith word is

classified into the jth label; T is the transition matrix, and
Ti−1,i refers to the score transferred from label i‐1 to i; and s
ðS, yÞ refers to the score of the label prediction sequence y
generated by the input sequence S.

In a given input sequence S, the CRF model is trained
using the maximized log-likelihood function. The formulas

Xinhua Dictionary

Baidu Mandarin CCKS2017
CCKS2019

Spider Radical_txt

Segment
Data preprocessing

split

One-hot 
encoding

RoBERTa-
24

BiLSTM

Concate
CRF

Word 
embedding

Radical 
representation

Characteristic 
representation

BiLSTM for radical-level representation

Sentence modeling

Label inference layer

Encode Decode

Figure 2: Ra-RC framework of CNER.

HR1

HL1

HR2

HL2

HR3

HL3

X1
Concate

X2 X3

Word Radical

Radical-
BiLSTM

C1 C2 C3

Final representation Oi

Char representation
Pi from RoBERT  

Concate

 

Figure 3: The model of radical-BiLSTM.

4 Wireless Communications and Mobile Computing



are shown in equations.

p y ∣ Sð Þ = es S,yð Þ

∑~y∈YX
es S,~yð Þ , ð11Þ

log p y ∣ Sð Þð Þ = s S, yð Þ − log 〠
~y∈YX

es S,~yð Þ
 !

: ð12Þ

The higher the sðS, yÞ score, the greater the probability.
Besides, Yx is the sequence of all the possible tags for a given
sentence S, and log ðpðy ∣ SÞÞ is the defined loss function.

In the decoding process, the Viterbi algorithm is used to
solve the CRF global optimal sequence label. The formula is
given below, where y ∗ is the sequence in which the score
function achieves the maximum value.

y∗ = arg max
~y∈YX

s X, ~yð Þ: ð13Þ

4. Experiments

4.1. Datasets. In this study, the CCKS2017 and CCKS2019
datasets are utilized to conduct experiments. The datasets
contain actual EMR data, and a professional medical team
manually annotated all EMR corpora. As we did not partici-
pate in the competition, the CCKS2017 dataset is incomplete.
The numbers of the various types of medical entities are
given in Figure 5.

The Beginning, Inside, Outside (BIO) sequence labeling
system, a standard labeling strategy in the NER field, is

adopted in this study. Note that “B” means the starting posi-
tion of the medical entity, “I” represents the middle position
of the medical entity, and “O” indicates that it is not a med-
ical entity, such as “B-X,” “I-X,” and “O”, where X represents
the type of medical entity.

4.2. Evaluation. In this experiment, accuracy (P), recall rate
(R), and F1 score are used as the comprehensive evaluation
indexes of NER. The specific formulas are shown as follows:

P = TP
TP + FP

× 100%, ð14Þ

R =
TP

TP + FN
× 100%, ð15Þ

F1 Measure =
2PR
P + R

× 100%, ð16Þ

where TP is the number of correctly identified medical
entities, FP is the number of unrelated medical entities iden-
tified, and FN is the number of unknown medical entities.

4.3. Environment. In this experiment, the NER model is
based on the TensorFlow framework. Besides, the hardware
and software environments are listed in Table 1.

4.4. Result and Discussion. In the experiment, the ratio of the
training set to the test set is 5 : 1. The relevant parameters are
set as follows: Radical embedding is initialized from a uni-
form distribution, where the embedding dim is set to 128.
The hidden size of BiLSTM is 128. Char embedding is initial-
ized via a pretrained model. The parameters of pretrained are
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E1
+

EA
+

EPOS

E2
+

EA
+

EPOS

E3
+

EA
+

EPOS

Token

Segment

Position

E4
+

EA

EPOS

E5
+
EB
+

EPOS

E6
+

EB
+

EPOS

E7
+
EB
+

EPOS

E9
+
EB
+

EPOS

E10
+
EB
+

EPOS

E11
+
EB
+

EPOS

Concat

Transformer encoder

Transformer encoder

Transformer Encoder

…

24 layer

Char representation Pi

Figure 4: The RoBERTa for sentence modelling.

5Wireless Communications and Mobile Computing



all default parameters. Adam optimization algorithm [32] is
adopted to optimize the model and the learning rate of 1E-5.

4.4.1. Compare Three Pretraining Models. To better integrate
with the radical-level information, three pretraining models
are trained and tested on the extraction of medical entities,
and then, the best one was selected as our baseline model.

As observed in Tables 2 and 3, RoBERTa has the best
effect of extracting entities. This reason is that RoBERTa
has more data, more steps, and a large batch than BERT.
Moreover, the RoBERTa-wwm-ext-large model has a 24-
tier transformer to get a more robust capability of feature
extraction.

4.4.2. Ablation Experiments. We take RoBERTa-CRF as the
baseline model, and the comparison after adding the radical
information is shown in Tables 4 and 5. RC stands for
RoBERTa-CRF, and Ra-RC means adding radical
information.

The extraction results of medical entities of CCKS2017
are shown in Table 4. The F1 values of the “Symptom”
and “Check” categories are the highest, which are “96.53”
and “96.36,” respectively. Nevertheless, the recognition
effect on “Treatment” is lacking, indicating that this type
of entity is difficult to recognize. According to Figure 1,
the sample size of this type of entity is small, accounting
for only 3.60%. Hence, the neural network does not have
enough samples to learn features, and the structure of
entities is like the “Disease” entity, which is prone to clas-
sification errors. For example, consider “输卵管结扎术”
and “输卵管结扎术后,” they belong to different entity
classes, where the former belongs to the “disease and diag-
nosis” entity class and the latter belongs to the “Treat-
ment” entity class. On the whole, we can observe that
our Ra-RC model based on radical-level information that
BiLSTM extracts achieves the best performance with the
F1 value of 93.26%, the precision of 94.14%, and the recall
of 92.39% on the CCKS2017 dataset. The F1 value of the
RA-RC is 1.2% higher than that of RC. In view of entity
categories, the F1 values of all categories are higher than
RC except for “Disease” and “Treatment.”
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Table 1: Experimental environment settings.

Item Environment

Operating system Ubuntu 18.04.5 LTS

CPU i7-8700 @3.20GHz

GPU NVIDIA GeForce RTX 2080Ti

Memory 31G

Python version 3.6

TensorFlow version TensorFlow1.13.0

Keras version 2.2.4
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At the same time, the extraction results of medical enti-
ties of CCKS2019 are shown in Table 5. It can be seen from
Table 5 that the Ra-RC model combining radical-level infor-
mation has an improvement of 1.9% in terms of F1 value
compared with the RC model, which is without radical-
level information on the CCSK2019 dataset. All types of enti-
ties have increased except for the “disease” entity. “Medicine”
has the best recognition performance of all entities where the
F1 score reaches 92.77%. However, the recognition effect on
the entity class of “Lab-Check” is insufficient, because some
entities of “lab-check” in which the composition is complex
often cause an error in boundary judgment. For instance,

these entities are always composed of “letters and other char-
acters,” such as “CEA,” “F/T,” “T–PSA,” and “CA125.”
Moreover, some image-check entities are made up of letters,
such as “OR” and “CT”. Due to the similarity of “image-
check” and “lab-check” structures, the model cannot analyze
the boundary between two kinds of entity classes.

In order to further compare the performance of RC and
RA-RC, we also calculate the F1 value, recall, and precision
of different methods, as shown in Figure 6. The RC (17)
and RA-RC (17) represent that experiments conducting on
the CCKS2017 dataset, RC (19) and RA-RC (19) are evalu-
ated on the CCKS2019 dataset. In Figure 6, the F1 score of
the Ra-RC model is higher than RC on both datasets.

4.4.3. Comparative Experiment with Existing Research Work.
In addition to the basic model described above, several
researchers have conducted CNER studies on both datasets.
For example, Li et al. [33] use a BiLSTM-CRF model com-
bined with specialized word embeddings for CNER tasks.
They use health domain datasets to create more prosperous
and robust word embeddings. In addition to this, external
health domain vocabulary is used to improve entity recogni-
tion results. Ouyang et al. [34] use the BiLSTM-CRF model
combining the n-gram algorithm to the CNER tasks. At the
same time, they introduce three types of external information
as inputs to the model. Qiu et al. [35] use Chinese characters
and dictionary features as input and then feed them into the

Table 2: Comparison of three pretraining models on CCKS2017.

Model Precision Recall F1 score

BERT+CRF 89.78 91.64 90.70

ALBERT+CRF 89.12 91.38 90.24

RoBERTa-wwm-ext+CRF 92.62 90.35 91.47

RoBERTa-wwm-ext-large+CRF 92.79 91.34 92.06

Table 3: Comparison of three pretraining models on CCKS2019.

Model Precision Recall F1 score

BERT+CRF 81.82 79.33 80.56

ALBERT+CRF 81.91 77.68 79.74

RoBERTa-wwm-ext+CRF 81.83 79.33 80.55

RoBERTa-wwm-ext-large+CRF 82.29 79.69 80.97

Table 4: Comparison of RC and Ra-RC on CCKS2017.

RC Ra-RC

Disease

P 90.29 89.44

R 89.76 89.17

F1 90.02 89.31

Symptoms

P 94.08 95.00

R 98.62 98.11

F1 96.30 96.53

Check

P 95.52 95.73

R 96.04 97.00

F1 95.78 96.36

Treatment

P 60.97 61.25

R 70.42 69.01

F1 65.35 64.90

Body

P 89.14 89.29

R 90.67 90.79

F1 89.90 90.03

Total

P 92.79 94.14

R 91.34 92.39

F1 92.06 93.26

Table 5: Comparison of RC and Ra-RC on CCKS2019.

RC Ra-RC

Image-check

P 78.48 81.23

R 84.09 85.71

F1 81.19 83.41

Operation

P 81.25 79.61

R 75.00 77.56

F1 78.00 78.57

Medicine

P 87.79 93.27

R 89.23 92.27

F1 88.50 92.77

Disease

P 80.02 78.74

R 78.59 79.00

F1 79.30 78.87

Lab-check

P 72.46 74.28

R 66.28 69.96

F1 69.23 72.06

Anatomical site

P 78.90 82.67

R 86.57 85.23

F1 82.55 83.93

Total

P 82.29 83.31

R 79.69 82.44

F1 80.97 82.87
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residual dilated convolutional neural network combined with
CRF to identify the entity. Tang et al. [36] propose a method
that combines language model and multihead attention.
Firstly, the sentence vectors are fed into BiGRU and the pre-
trained model. After that, this paper concatenates the output
of them. Moreover, the output is given to the block of BiGRU
andmultihead attention. Wang et al. [23] construct a medical
domain dictionary using relevant medical resources and then
integrate the dictionary features and word vectors into the
BiLSTM-CRF model to identify entities. Luo et al. [4] pro-
pose a CNER method that is based on ELMo and multitask
learning. The ELMo is trained by adding the stroke features
as input. Simultaneously, multitask learning is used to make
full use of existing data to improve the model’s performance.
Yin et al. [28] propose the AR-CCNER model. The radical

feature is extracted by the convolutional neural network
(CNN). At the same time, this paper uses BiLSTM-
attention to capture contextual features and the dependency
between characters.

The experimental results are shown in Table 6. However,
although all experiments are based on the CCKS2017 dataset,
our dataset may not be the same as those of above researchers
because we did not participate in the competition.

The results show that the Ra-RC achieves better precision
and F1 score on the CCKS2017 dataset. Li et al.’s [33] model
performs the worst because their approach is based on word
segmentation, which causes the model to fail to identify word
boundaries well. The latter is much larger than the former
compared to the character set and the word set. This means
that the corpus is not sufficient for the model to learn word
embedding information effectively. What is more, the results
show that the model of Yin et al. [25], which combines radi-
cal information and performs well on CCKS2017. The F1
score of the model has achieved 92.79%. This also proves that
the radical feature is helpful for entity extraction. Moreover,
they use self-attention to capture intercharacter dependen-
cies, enhancing the extraction ability of entity, and the F1
score of the model has achieved 93.00%. However, this
method is not compared with the pretraining model, which
is the mainstream model in the CNER field. We compare
the entity extraction effects of three pretraining models
(BERT/ALBERT/RoBERTa) on the CCKS2017 dataset and
combine them with another mainstream CNER technique
(BiLSTM) to improve performance. The results show that
pretraining the model helps to improve the performance of
the model.
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Figure 6: Evaluation results of RC and Ra-RC on the CCKS2017 and CCKS2019 datasets.

Table 6: Comparison of different methods on CCKS2017.

Method Precision Recall F1 score

Li et al. [33] — — 87.95

Ouyang et al. [34] — — 88.85

Qiu et al. [35] 90.63 92.02 91.32

Tang et al. [36] 88.60 94.25 91.34

Wang et al. [23] 90.83 91.64 91.24

Luo et al. [4] — — 91.75

Yin et al. [28] 92.30 93.28 92.79

Yin et al. [28] ∗ 92.27 93.73 93.00

Ours 94.14 92.39 93.26
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The comparison of the CCKS2019 dataset is shown in
Table 7. The experimental results show that the proposed
model is superior to the baseline model in P, R, and F1 values.
The F1 value of our model is slightly higher than the value of
the model that Liang et al. [37] proposed, which indicates
that the recognition ability of both is similar.

5. Conclusions

Aiming at the problem of insufficient medical entity extrac-
tion effect caused by the migration of the generic algorithm,
we propose the Ra-RC model, which combines radical infor-
mation extracted by BiLSTM with characteristic capturing by
the pretrained model. To achieve a better entity extraction
effect, we train three pretrained models for comparison. In
addition, we introduce the radical feature, which can be seen
as morphological information to enhance semantic informa-
tion. After that, we concatenate both vectors and then feed
them into CRF to get the corresponding label sequences.
The experimental results on both datasets show that the
Ra-RCmethod in this paper is superior to the baseline model.

A follow-up study will focus on how to distinguish enti-
ties more accurately with similar text structures. In addition,
we will use this method in the following tasks, such as medi-
cal relation extraction and medical knowledge graph
construction.
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Story generation, aiming to generate a story that people could understand easily, captures increasing researchers’ attention in recent
years. However, a good story usually requires interesting and emotional plots. Previous works only consider a specific or binary
emotion like positive or negative. In our work, we propose a Knowledge-Aware Generation framework under Controllable
CondItions (K-GuCCI). The model assigns a change line of psychological states to story characters, which makes the story
develop following the setting. Besides, we incorporate the knowledge graph into the model to facilitate the coherence of the
story. Moreover, we investigate a metric AGPS to evaluate the accuracy of generated stories’ psychological states. Experiments
exhibit that the proposed model improves over standard benchmarks, while also generating stories reliable and valid.

1. Introduction

Story generation has been an emerging theme in natural lan-
guage processing technologies [1–3]. Much of the research
has examined the coherence, rationality, and diversity of the
generated stories. Huang et al. and Song et al. [4, 5] and Luo
et al. [6] argued that assigning emotions in text generation
could enrich the texts and full of variety. From psychological
theories, Figure 1 shows the fine-grained psychological states
involved in an individual. Figure 1(a) displays the motiva-
tion of folks described by the two popular theories: the
“Hierarchy of Needs” of Maslow [7] on the left, and the
“Basic Motives” of Reiss [8] on the right. “Hierarchy of
Needs” proposed by Maslow use such terms as physiological
needs, stability, love/belonging, esteem, and spiritual growth
to describe the evolution of human motivation. There are
nineteen fine-grained categories that include a variety of
motives in Reiss, which is richer than that inMaslow. Plutchik
[9], also called the “Wheel of Emotions”, has eight motions
shown in Figure 1(b). Xu et al. [10] propose a novel model
called SoCP, which uses the theories to generate an emotional
story. Nevertheless, it still lacks richness and coherence.

Knowledge graph, known for better semantic under-
standing, is a key factor in the success of natural language

processing. External knowledge can be introduced to increase
the richness of the texts in story generation. Zhou et al. [11]
use a large-scale commonsense knowledge in neural conver-
sation generation with a Graph Attention approach, which
can better interpret the semantics of an entity from its neigh-
boring entities and relations.

Accordingly, we propose a model called K-GuCCI, which
leverages the knowledge graph to enhance the coherence of
story generation and psychological theories to enrich the
emotion of stories. Table 1 shows an example of a generated
story. Our proposed model under controllable conditions can
generate stories with multiple fine-grained psychological
states of multiple characters by assigning emotional change
lines to the characters in the story. We design a Character
Psychological State Controller (CPSC). Each time step in
the decoder selects a character who will be described at the
current time step and corresponding psychological state we
assigned manually from many characters in the story. The
selected character’s psychological state will then be
controlled and determined. For generating coherent stories
easily, we introduce the external knowledge that can facilitate
language understanding and generation. ConceptNet is a
commonsense semantic network that consists of triples with
head, relation, and tail, which can be represented as g = ðh,
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r, tÞ. The head and tail can be connected by their relation,
where we apply this method to build a bridge of story context
and next story sentence. Inspired by the Graph Attention
[11], we design a knowledge-enhanced method to represent
the knowledge triples. The method treats the knowledge
triples as a graph, from which we can better interpret the
semantics of an entity from its neighboring entities and rela-
tions. For the reason of the particularity of our model, the
evaluation metric of the accuracy of psychological state
control is investigated.

Our contributions are as follows:

(i) We develop three psychological theories as control-
lable conditions, which are used to describe charac-
ters in the stories

(ii) To enhance the semantic and richness of the story,
we introduce the external knowledge graph into
the generation model

(iii) We propose a model K-GuCCI, which utilizes
external knowledge to enhance story generation’s
coherence while ensuring the controllability of con-
ditions. We design a character psychological state
controller that achieves fine-grained psychological
state control of the characters in the story

(iv) We explore a novel evaluation metric for the accu-
racy rate of psychological state control

(v) The experimental results demonstrate superior
performance in various evaluating indicators and
can generate more vivid and coherent stories with
fine-grained psychological states of multiple charac-
ters. We also verify the effectiveness of the designed
modules

2. Related Work

2.1. Text Generation with External Knowledge. Introducing
external knowledge to natural language tasks is a trend in
recent several years. Semantic information can be enhanced
by external knowledge to help complete many works, partic-
ularly important in story generation. Chen et al. [12] utilize
external knowledge to enhance neural data-to-text models.
Relevant external knowledge can be attended by the model
to improve text generation. Wang et al. [13] introduce the
knowledge base question answering (KBQA) task into
dialogue generation, which facilitates the utterance under-
standing and factual knowledge selection. Zhou et al.
[11] first attempt to use large-scale commonsense knowl-
edge in conversation generation. They design a graph
attention mechanism in encoder and decoder, which
augments the semantic information and facilitates a better
generation. Guan et al. [14] focus on generating coherent
and reasonable story endings by using an incremental
encoding scheme. All of the above works show the effec-
tiveness of introducing external knowledge. In our work,
the proposed model K-GuCCI mainly focuses on the char-
acters’ psychological state.

Esteem

Physiological needs Food, rest

Spiritual
growth

Idealism,
independence,

curiosity, serenity,

Status,
approval, power,

competition, honor

Romance,
belonging, family,

social contact

Order, safety.
health, savings

Love/belonging

Stability

(a)

Anticipation

Anger Joy

Disgust
Trust

Sadness

Surprise

Fear

(b)

Figure 1: We take the psychological states consisting of Maslow, Reiss, and Pluchik three theories as our controllable conditions. The
pyramid in (a) shows the five categories of Maslow from the physiological to the spiritual level. The right ladder represents the Reiss
motives as a subset of Maslow. Plutchik’s wheel of emotions in (b) represents the eight basic dimensions of emotions.

Table 1: An example of our story generation. The input sentence is
the beginning of the story. “Jervis” and “girlfriend” are the
characters in the story. We have three psychological theories, like
“Plutchik,” “Maslow,” and “Reiss.” For Plutchik, each character
has an emotional change line assigned manually. The characters
will share identical motivations based on Maslow and Reiss. The
following table shows an example of the story.

Input Jervis has been single for a long time.

Characters Jervis, girlfriend

Plutchik
Jervis Sadness–anticipation–joy–joy–joy

Girlfriend None–none–joy–joy–joy

Maslow Love

Reiss Contact, romance

Story

Jervis has been single for a long time.

He wants to have a girlfriend.

One day he meets a nice girl at the grocery store.

They begin to date.

Jervis is happy that he is no longer single.
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2.2. Story Generation under Conditions. Story generation has
attracted much attention recently. Jain et al. [15] leverage a
sequence-to-sequence recurrent neural network architecture
to generate a coherent story from independent descriptions.
The standalone textual descriptions describing a scene or
event are converted to human-like coherent summaries.
Fan et al. [2] explore coarse-to-fine models that first generate
sequences of predicates and arguments conditioned upon the
prompt and then generate a story with placeholder entities.
Finally, the placeholders are replaced with specific references.
Fan et al. [1] propose a hierarchical model that can build
coherent and fluent passages of text about a topic. Yu et al.
[16] propose a multipass hierarchical CVAE generation
model, targeting to enhance the quality of the generated
story, including wording diversity and content consistency.
A lot of emotional text generation tasks have emerged in
recent years. Xing et al. [17] use a sequence-to-sequence
structure with topic information to produce exciting chatbots
responses with rich information. Ghosh et al. [18] generate
conversational text conditioned on affect categories, which
customize the degree of emotional content in generated sen-
tences through an additional design parameter. There are
also some generation tasks with emotion or sentiment [4,
19, 20]. They only use a specific or binary emotion like posi-
tive or negative to express emotion or sentiment. Unlike the
above works, we aim to generate a story with different char-
acters’ psychological states change, including multiple moti-
vations and emotions. We use [21] as our dataset that
composes of a five-sentence story. The characters’ motiva-
tions and emotions in the story will change with the develop-
ment of the story plot. Paul and Frank [22] also use the
dataset to do a sentiment classification task according to the
psychological state.

3. Methodology

Figure 2 shows an overview of the K-GuCCI model. The pro-
posed model can generate vivid and coherent stories under
controllable conditions. We assign the multiple fine-grained
psychological states of characters as controllable conditions.
We perform story generation using a Seq2Seq structure
[23] with external knowledge using graph attention method,
where BiLSTM [24] and LSTM [25] are used as encoder and
decoder, respectively. We design a Character Psychological
State Controller (CPSC) module to control each character’s
fine-grained psychological state.

3.1. Problem Formulation. Formally, the input is a text
sequence X = ðxs1,⋯, xsnÞ that is a begining of the story,
which consists of n words. We also take story context C
= ðxc1,⋯, xcmÞ consisting of m words as input to increase
the coherence of the story, which represents historical
story sentences of the input sentence X. We represent
the external knowledge as K = ð½h1, r1, t1�,⋯, ½hl, rl, tl�Þ,
where ½hl, rl, tl� is the triple consisting of head, relation,
and tail. Meanwhile, we quantify a psychological state
score of each character for three theories Plutchik,
Maslow, and Reiss: Spmr = ðS1p, S1m, S1rÞ,⋯, ðSjp, Sjm, SjrÞ,
where j is the characters’ number in the story. The output

target is another text sequence Y = ðy1,⋯, ykÞ that consists
of k words. The task is then formulated as calculating the
conditional probability PðY ∣ ½X, C�, PMR, KÞ, where PMR
represents the psychological state.

3.2. Character Psychological State Controller. The Character
Psychological State Controller is used to control which and
how much characters’ psychological state can be used to
describe the story. For psychological state, because it is
composed of multiple psychological states, we quantify the
psychological state so that it can be accepted by the model.

3.2.1. Psychological State Representation. We quantify a psy-
chological state as a PMR matrix that is used to describe
the fine-grained psychological state of characters in the story.
As shown in Figure 3, we just display Plutchik scores of each
character for the third sentence in the story, where the score
“0” denotes no current emotion. The higher the score, the
richer the current emotion. We normalize these scores and
then build a vector for each emotion or motivation. We set
the characters number as maximum n for processing differ-
ent characters in the stories. We concatenate them as multi-
ple characters score matrix, i.e., Plutchik score Sp, Maslow
score Sm, and Reiss score Sr . Then, a word vector matrix for
the three psychological states is randomly initialized as Vp,
Vm, and Vr , respectively. Figure 3 shows the Plutchik score
matrix Sp and word vector matrix Vp. For the Plutchik score
matrix Sp, we pad the matrix with less than the maximum
number of characters. Each row represents a character, and
each column represents a score for each emotion. For word
vector matrix Vp, each row expresses a representation of an
emotion. The word vector matrix will be multiplied by the
characters score matrix; then, the product will be mapped
into a low dimension space. We obtain the Plutchik matrix,
the Maslow matrix, and the Reiss matrix subsequently. The
formulation is as follows:

Pi =Wp Spi ×Vp
i

� �
+ bp, ð1Þ

Mi =Wm Smi ×Vm
ið Þ + bm, ð2Þ

Graph
attention

Decoder

CPSCPMR

Encoder

External
knowledge

Seq2Seq

yx, c

Figure 2: The architecture of K-GuCCI model. We introduce
external knowledge into the model that improves the richness of
the model. The PMR is a quantified psychological state matrix,
and the Character Psychological State Controller (CPSC) is
designed to generate the story following the setting psychological
states for characters.
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Ri =Wr S
r
i ×Vr

ið Þ + br , ð3Þ
where Wp, Wm, and Wr are the weight matrices. bp, bm, and
br indicate the biases, and i is the i-th character. The Plu-
tchick, Maslow, and Reiss matrices will be concatenated as
characters PMR matrix for the convenience of calculation:

PMRi =Wpmr Spmr
i ×Vpmr

i

� �
+ bpmr: ð4Þ

3.2.2. Controllable Psychological State. We control the multi-
ple characters’ psychological states by first selecting a charac-
ter who will be described at each decoder time step, and then,
the selected character’s psychological state will be controlled
using an attention method.

At each step t of decoder, we use a feed-forward layer to
compute a character gate vector gchar

t . The softmax activation
is used to calculate a probability distribution of characters in
the story; then, a one-hot mechanism picks up a character
with maximum probability ochart . We multiply the PMRi with
the ochart to obtain the character’s psychological states:

gchart = softmax Wg yt−1 ; ht−1 ; ct½ �� �
, ð5Þ

ochart = one‐hot gchart

� �
, ð6Þ

schart = ochart × PMRi, ð7Þ
where Wg is the weight matrix, yt−1 is the input word,
ht−1 is the decoder hidden state, and ct is the context

vector. After that, we calculate a psychological state vector
cPMR
t at step t which is taken as the final condition to con-
trol model generation.

et,i = VT
a tanh Was

char
t +UahPMR,i

� �
, ð8Þ

αt,i =
exp et,ið Þ

∑c
i=1exp et,ið Þ , ð9Þ

cPMR
t = 〠

c

i=1
αt,iPMRi, ð10Þ

whereWa andUa are theweightmatrices, t is the time step, i is
the i-th character, and c is the number of characters.

3.3. Knowledge-Enhanced Generation Model

3.3.1. Knowledge Encoding. In order to represent a word
more meaningful and a story more coherent, we use knowl-
edge aware representation and attention based on the context
to enhance the semantic expression in the encoder. We first
calculate a knowledge graph vector ckg which attends to the
triple of the words in the knowledge graph, and then a con-
text vector ccon to attend to the context information; both of
which are as the input with the sentence together. We get a
knowledge graph vector ckg by using graph attention [11].
The words in the sentences have their own knowledge repre-
sentation by triples. In this way, the words can be enriched by
their adjacent nodes and their relations. For a context vector
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0
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0
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0

4

0
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Gina wanted a unicorn folder like her friend Tami
She had never seen anything like it.
She had already been in trouble for talking while the teacher was.
So she decide to wait till the teacher was done teaching.
Once the teacher finished she asked Tami about the folder.

Figure 3: An example of constructing the PMRmatrix. We just attend to the third sentence in blue in the story. There are three characters in
this story. The table above shows the Plutchik score for each character in the dataset. The matrix in orange and in green displays the Plutchik
score matrix Sp and Plutchik word vector matrix Vp, respectively.
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ccon, we use attention [26] method, which reflects the relation
between the input sentence and its previous context.

h ið Þ = BiLSTM h i−1ð Þ, X ; C½ � ið Þ, c ið Þ
e

� �
, ð11Þ

where hðiÞ is the hidden state of the i-th sentence of the story.

cðiÞe is the concatenation of the knowledge graph vector cðiÞkg
and context vector cðiÞcon.

c ið Þ
e = c ið Þ

kg ; c
ið Þ
con

h i
, ð12Þ

where cðiÞcon is the context attention vector of i-th sentence. cðiÞkg
is the knowledge graph vector of the i-th sentence and is
formulated as follows:

e ið Þ
k = h ið ÞWkg xð Þ i−1ð Þ, ð13Þ

α
ið Þ
k =

exp e ið Þ
k

� �

∑c
i=1exp e ið Þ

k

� � , ð14Þ

c ið Þ
kg = 〠

k

i=1
α

ið Þ
k g xð Þ i−1ð Þ, ð15Þ

where gðxÞði−1Þ is the graph attention vector in [11]. The
whole story generation process will always be followed by
the knowledge graph vector and context vector, which is
the soul that keeps the story coherent.

3.3.2. Incorporating the Knowledge. We concatenate the last
time step word embedding vector eðyt−1Þ, PMR context

cPMR
t , knowledge graph vector ckgt , and attention context ct ,
which represent incorporating the external knowledge and
psychological state into the generation model. The LSTM
hidden state is updated as follows:

ht = LSTM e yt−1ð Þ ; cPMR
t ; ckgt ; ct

h i
, ht−1

� �
: ð16Þ

We minimize the negative log-likelihood objective func-
tion to generate expected sentences.

LNLL = −
1
N
〠
N

i=1
〠
T

t=1
logP y ið Þ

t ∣ y ið Þ
<t , X ið Þ, C ið Þ, PMR ið Þ, k ið Þ

� �
,

ð17Þ

where N is the story number in the dataset, and T is the time
step of the i-th generated sentence in the decoder. XðiÞ repre-
sents the i-th sentence in the dataset. Similarly, CðiÞ, PMRðiÞ,
and KðiÞ represent the i-th context, i-th PMRmatrix, and i-th
knowledge triples in the dataset, respectively.

4. Experiments

4.1. Dataset. The dataset in [21] is chosen as our story corpus,
consisting of 4 k five-sentence stories. The corpus contains
stories where each sentence is not only annotated but also
with characters and three psychological theories. Figure 4
displays the statistic of the psychological states. Plutchik’s
emotion appears more frequently than Maslow’s and Reiss’s
motivation. Particularly, “joy” and “participation” are most
in the Plutchik states. The Reiss categories are subcategories
of the Maslow categories. We use different methods to process
the dataset for Plutchik,Maslow, and Reiss. Three workers who
are employed by the original author annotate the original data.
Intuitively, the workers will have different viewpoints, so we
sum up the Plutchik scores and normalize them. Maslow
and Reiss have no repeated words; thus, we use a one-hot vec-
tor to represent them. We split the data as 80% for training
and 20% for testing. In the test phase, we input the story’s first
sentence and the normalized psychological states scores.
Table 2 statistics the character number in each story sentence.
They are most in the range 1-3, and the largest character num-
ber is 6. Thus, we set the character number as 3.

4.2. Baselines. We compare our model with representative
baselines to investigate the effectiveness of the K-GuCCI
model. The baselines are as follows:

Seq2Seq model introduced by Google in 2014 and has
encoder, decoder, and intermediate step as its main compo-
nents. The model can map input text with fixed length to
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Figure 4: The statistic of psychological states. “Anticipation” is the
most frequent state in Plutchick’s wheel of emotion, while
“belonging” is the least frequent state in the Reiss classification.

Table 2: The statistic of character number.

Character number Sentence number

1 11008

2 6547

3 1254

4 164

5 36

6 1
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output text with fixed length. It is widely used in text gener-
ation tasks. Our model is improved based on Seq2Seq. There-
fore, the Seq2Seq baseline can be used to compare to prove
our model’s effect on emotional controllability and fluency.

Inc-S2S is an incremental Seq2Seq model mentioned in
[3]. Different from the implementation in [3], we incorporate
the psychological states into the model. The story sentences
are generated according to the beginning of the story sen-
tence and context. Compared with the Inc-S2S model, the
effectiveness of the Character Psychological State Controller
can be proved.

Transformer [27] is a novel architecture that aims at
solving natural language processing tasks while handling
long-range dependencies with ease. Since the Transformer
model facilitates more parallelization during training, it
has led to the development of pretrained models such as
BERT [28], GPT-2 [29], and Transformer-xl [30], which
have been trained with huge general language datasets.

GPT-2 [29] shows an impressive ability to write coherent
and passionate essays. Its architecture is composed of the
decoder-only transformer and it can be trained on a massive
dataset. There are many works in natural language genera-
tion tasks that use GPT-2-based model.

SoCP [10] proposes a novel model called SoCP, which
can generate a story according to the characters’ psycho-
logical states. The model is most relative to us. Different
from that, our model introduces a knowledge graph to
enhance semantic information and promote the coherence
of the story.

4.3. Experimental Settings. Based on the above, we fix the
character number to three. If the character number is
smaller than three, use “none” as a character. The pretrained
glove 300 dimension vector is used as our word embedding
vector. We map the PMR matrix from a high dimension to
a 256 low dimension. We implement the encoder as a two-
layer bidirectional LSTM and the decoder as a one-layer
LSTM with a 256 hidden size. The batch size is 8, and 0.2
is the dropout [31]. The learning rate of Adam optimizer
[32] is initialed as 0.0003.

4.4. Evaluation Metrics. BLEU [33] is a metric to quantify the
effectiveness of generated text according to compare a candi-
date sentence of the text to one or more reference label sen-

tences. Although designed for translation, it is commonly
utilized for a suite of natural language processing tasks.

ROUGE, stands for Recall Oriented Understudy for Gist-
ing Evaluation, is a set of metrics used for evaluating the
automatic text summarization and machine translations.
The metrics basically compare the similarity between gener-
ated sentences and reference sentences.

METEOR is based on the harmonic mean of unigram
accuracy and recall, weighted higher than accuracy with
recall. In the more common BLEU metric, the metric will
correct some of the issues and also produce a strong
correlation with human judgement at the level of the
sentence or section.

In AGPS (Accuracy of Generated Psychological State), we
pretrain a classifier to evaluate the accuracy of the generated
psychological state. There are many approaches to train a
classifier [34–36]. We utilize bidirectional LSTM to pretrain
a classifier to classify the generated sentence like sentiment
classification. This demonstrates our model’s capacity to
convey emotions. The name of the character Char and the
sentence X as input are concatenated. In this fashion, several
training pairs with different outputs in similar sentences can
be obtained when different characters in a sentence have
various psychological states. The compact vector hclf can be
accessed by BiLSTM, and then, we utilize two feed-forward
layers to compact it into the output size.

hclf = BiLSTM Char ; X½ �ð Þ, ð18Þ

p =Wp Relu Wo hclf
� �

+ bo
� �� �

+ bp: ð19Þ

4.5. Result Analysis. We have the Seq2Seq framework, the
Inc-S2S, and Transformer as the baseline model. We use
automatic assessment metrics, including the proposed metric
AGPS, to compare our model with baseline models’ effective-
ness. The experiments can prove our components and dem-
onstrate the consistency in which the generated sentence
psychological states correspond with our previous collection.
All matrix’ scores in our model are the highest, as seen in
Table 3, which shows the effect of our built modules, and
the generated sentences are coherent.

We see that Seq2Seq has better results for BLEU,
ROUGE, and METEOR than the Transformer framework.

Table 3: Automatic evaluations of the proposed model and the baseline models. The context-merge and context-independent represent
different methods of encoder mentioned in [10]. The former is to encode the context and sentence together, while the latter encodes them
separately and then concatenates them.

Model
BLEU ROUGE

METEOR AGPS
B-1 B-2 B-3 B-4 R-1 R-2 R-l

Seq2Seq 0.202 0.049 0.016 0.007 0.122 0.014 0.117 0.062 0.654

Transformer 0.207 0.053 0.020 0.008 0.139 0.012 0.128 0.069 0.747

Inc-S2S 0.224 0.053 0.017 0.006 0.151 0.013 0.141 0.067 0.825

SoCP+context-merger 0.216 0.056 0.021 0.010 0.144 0.016 0.136 0.067 0.886

SoCP+context-independent 0.232 0.062 0.025 0.011 0.161 0.018 0.151 0.072 0.879

(Ours)K-GuCCI 0.242 0.070 0.029 0.014 0.169 0.022 0.160 0.077 0.914
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Figure 5: Continued.
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The reason may be that the Seq2Seq model is more appropri-
ate for short texts than Transformer. In addition, the
outcomes of our method are better than the SoCP with
context-merge method and context-independent method.
The effectiveness of external knowledge that can enrich the
generated stories is also reflected in this table. Our proposed
model, of all the ones, has the best efficiency. The training
speed of the Transformer, however, is much higher than that
of Seq2Seq. It reflects the benefit of the Transformer in train-
ing speed because of the parallelism of operation.

We design AGPS to assess whether the emotion of the
generated sentences is consistent with the settings. We intu-
itively assume that the score without input emotion will be
lower. The performance of Inc-s2s is between our model
and other models, which shows that our model performs effi-
ciently for our built components.

The result of the K-GuCCI model is better than that of
the SoCP model, which shows that the story can be enriched
by introducing knowledge.

4.6. Model Effect Analysis

4.6.1. The Effect of the Character Psychological State
Controller. We display the attention weight distribution to
demonstrate the relation between the generated sentences
and psychological states. As seen in Figure 5, the model
provides interpretability dependent on the character’s
psychological state controller. The brighter the square corre-
sponding to the two words while generating the next word is,
the stronger the relationship between them will be. Visualiza-
tion of the focus maps offers a proof of the model’s ability to
recognize which psychological state corresponds to the char-
acter. A word may have many different color squares, sug-
gesting that our component can read several characters’
psychological states automatically and can select the psycho-
logical states for the character automatically. The black
square suggests that no responsible psychological state is

reached because the feeling is not actually conveyed by all
words, such as “a” and “the”. The model correctly chooses
the elements from the psychological states in the examples
displayed. The first example focuses on the emotions of
Plutchik, such as “fear” and “anger,” while the second exam-
ple discusses Maslow and Reiss’s elements, such as “spiritual
growth” and “indep.” The term “hospital” is correlated with
the Plutchik in the third attention diagram, such as “fear,”
“surprise,” and “sadness,” implying that “hospital” is typi-
cally associated with a character’s negative emotion. In the
fourth attention diagram, the word “however” predicts a vital
turning point and negative outcomes that the character will
be failed in the exam, which is also compatible with the
“depression” and “anger” emotions.

4.6.2. The Effect of the External Knowledge. As seen in
Table 4, the evaluation matrix shows that the performance
of our model is better than other models. In addition, K-
GuCCI demonstrates the effect of external knowledge in
Table 4. For example, “necklace” is linked to “like it,” and
“losing his mind” is linked to “go to the hospital,”which illus-
trates that the generated stories are coherent and reasonable.
In the meantime, the conditions we set can control the stories
while the coherence of the story is assured. With our setting,
as we assigned the Plutchik emotional lines, the emotions of
the stories will shift.

4.7. Case Study

4.7.1. Comparison with Baseline Models. The examples of
stories generated by our model and the baseline models are
shown in Table 4. A coherent story can be constructed by
the psychological state condition we have given.

We see that it generates typically repetitive sentences by
the Seq2Seq model, and it cannot accept all the characters.
In Table 4, example 1 produced by the baseline model
describes only one character “Jane,” but can generate
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Figure 5: Visualization of our Character Psychological State Controller. The row in the figure is the fine-grained emotion and motivation of
the three psychological states, and the column represents the generated sentence. In the graph, the brighter the grid, the more attention there
is between rows and columns.
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“friends” by the K-GuCCI. In example 2, we see that with our
defined psychological state condition, the baseline model
cannot vary the story and even have incorrect feelings, but
our K-GuCCI model can match it correctly. The GPT-2
model is capable of generating rational phrases but has
several repetitions.

Overall, by manipulating the feelings of the characters,
our proposed model will generate good stories. There are
also some stories that are not coherent, so it is still a chal-
lenge for us.

4.7.2. Controllability. The examples in Table 5 show the con-
trollability of generated stories under different psychological
state conditions. The first example in Table 5 compares the
generated stories under various condition scores using an
identical Plutchik element. In specific, we set the Plutchik
“joy” with different scores in the first example. Some obvious

terms such as “great,” “excited,” or “really liked” are pro-
duced when the score sets 1. As the “joy” score gets lower
and lower, the terms produced get more and more negative.
When the score is set to 0, some negative terms, such as “ner-
vous” or “not good” are produced. The second example
shows the produced stories with various indicators from Plu-
tchik. We assign various Plutchik indicators to “surprise,”
“fear,” and “anger.” It produces several words, such as “was
surprised” or “shocked” when Plutchik is “surprise.” When
Plutchik is “fear,” the words “was afraid of” or “scared” are
formed. The term “angry” can be formed when Plutchik is
“anger.” In the third case, for the multiple Plutchik metrics,
separate scores are assigned. In the third case, in the pro-
duced stories, several emotions are portrayed.

The above examples demonstrate the controllability of
our model. On the other hand, in the examples mentioned
above, several incoherent stories tell us that although the

Table 4: Examples generated by the proposed model and the baseline models.

Jane bought a new necklace. The man next door seemed to be losing his mind.

Input

Characters: Jane, friends Characters: man

Plutchik: joy-joy-joy-joy-joy, none-none-joy-none-none Plutchik: fear-disgust-surprise-surprise-joy

Maslow: esteem, love Maslow: spiritual growth

Reiss: approval Reiss: status

Seq2Seq

She was running it. He was very happy to have a new job.

She was amazed by it. He was not sure where he was going.

She tried it. He was not sure where he was going.

She was thankful of Jane with it. He was not sure where to go.

Inc-S2S

She was not sure if she wanted to go to the store. He asked his credit hour he did not know how.

She was very happy. He asked his parents would help him some directions.

She was very happy. He tied the games and tied miles.

She was so happy that she had a good time. He was sad that he realized his card.

Transformer

She decided to do something about it. He yelled at him.

She did not have any money. He had to go to the hospital.

She decided to save money. He asked his girlfriend.

She decided to save up. She said yes right away.

GPT-2

“I’m not sure if I’m going to be able to wear it anymore,” she
said.

“I’m sorry, but I’mnot going to be able to go to the hospital,” he
said.

“I’m not sure if I’m going to be able to wear it anymore.” “I’m not going to be able to go to the hospital.”

She said she’s been looking for a way to get rid of the
necklace.

The man next door was also in shock.

“I’m not sure if I’m going to be able to wear it anymore,” she
said.

“I’m not going to be able to go to the hospital,” he said.

SoCP

She was excited to get a job. He was very angry and did not want to do.

Her friend was on the same. He was a detective man about the problem.

She was very happy. The man was not the wrong man.

She was happy to the best game. He was able to beat the ball and he was shot.

K-GuCCI

She was a great man. He was very angry and did not want to go to the hospital.

Her friend was very excited. He was very surprised; he was not very tall as he got to the man.

She really liked it. He was surprised by the organizers.

She was very excited. He was very excited to be nice.
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model performs well in emotion control, it still needs to be
improved in coherence.

5. Conclusion

Traditional story generation models can only generate stories
with one specific emotion and lack coherence. In this paper,
we propose a model called K-GuCCI, which can generate
more vivid and coherent stories under controllable condi-
tions. We take the three psychological state theories as our
controllable conditions and design a character psychological
state controller, which controls the psychological state of
multiple characters in the story. We introduce the external
knowledge graph to enhance the semantic and richness of
stories. In addition, we design an evaluation metric called
AGPS to evaluate the accuracy of the generated psychological
state. For future work, we will use an advanced pretrained
model to generate more coherent texts. In the field of wireless
communications and mobile computing, there are many

applications of the recommender system, such as [37–39],
and the Internet technology, such as [40–42]. We want to
use our method to recognize users’ emotions, generate
high-quality text, and serve more Internet applications.

Data Availability

The data that support the findings of this study are available
at https://uwnlp.github.io/storycommonsense/.
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