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1. Background

With the development of society and the changes in people’s
lifestyles, more chronic illnesses have become the world’s
biggest killers. According to the World Health Organization
(WHO), ischemic heart disease, stroke, chronic obstructive
lung disease, and lower respiratory infections have remained
the top killers during the past decade in both developed and
developing countries. Artificial intelligence (AI) has
emerged as a promising technology in healthcare with many
applications, including diagnosis, treatment, prevention,
and medical payment systems. Recently, a great number of
new information technologies have emerged to assist the
applications of AI in healthcare, such as big data and mobile
internet networks. $erefore, AI-based electronic (E)-
healthcare and medical (M)-healthcare solutions are aimed
at gaining information, processing it, and giving a well-
defined output to the end-user (the physician, the patient, or
the caregiver).

AI-based E-healthcare and M-healthcare have shown
significant potential to achieve the goals and demands of
medical treatment. Owing to the data-driven approach, AI
has brought a paradigm shift from information fields to
other applications, such as intelligent diagnosis and treat-
ment, intelligent payment, intelligent drug research and
development, and intelligent health management and di-
agnosis related groups. Consequently, many researchers in
the information and communication technology field are
focusing on AI for healthcare applications.

$e prime aim of this Special Issue is to bring together
researchers to report recent research in AI in healthcare and
exchange new ideas with innovative technologies and so-
lutions towards AI in E-healthcare and M-healthcare ap-
plications. $e proposed submissions and presentations
should be original and unpublished works.

$e Special Issue is composed of 11 outstanding con-
tributions. $e topics of these articles are mainly concerned
with AI technology for E-healthcare and M-healthcare. We
believe that these articles will play a role in inspiring our
readers.

2. Summaries of Accepted Articles

$e first article “An Improved Double Channel Long Short-
Term Memory Model for Medical Text” authored by
Shengbin Liang et al. presented an improved Double
Channel (DC) mechanism as a significant enhancement to
Long Short-Term Memory (LSTM) to solve the triage and
precise treatment of patients. $e experimental results have
shown that the DC-LSTM model proposed by the authors
has significantly superior accuracy and ROC compared with
the basic CNN-LSTM model.

$e second article is “Stroke Lesion Detection and
Analysis in MRI Images Based on Deep Learning” authored
by Shujun Zhang et al. In the article, three categories of deep
learning object detection networks including Faster R-CNN,
YOLOV3, and SSD were applied to implement automatic
lesion detection with the best precision of 89.77%.
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Meanwhile, statistical analysis of the locations, shapes of the
lesions, and possible related diseases was conducted with
valid conclusions. $e research contributed to the intelligent
assisted diagnosis and prevention and treatment of ischemic
stroke.

$e third article “Analysis on the Development Status of
Coal Mine Dust Disaster Prevention Technology in China”
authored by Hui Zhang et al. introduced the basic concepts,
generation, distribution, and hazards of coal mine dust and
analyzed the characteristics, applicable conditions, and use
effects of various dust control measures such as ventilation
dust removal and wet dust removal. $e authors proposed
specific prevention and control measures for related occu-
pational diseases and discussed the development trend of
dust prevention and control technology in the hope of
providing guidance and reference for coal mine dust pre-
vention and control.

$e fourth article “Predicting Mental Health Problems
with Automatic Identification of Metaphors” authored by
Nan Shi et al. proposed a method for automatically detecting
metaphors in texts to predict various mental health prob-
lems, specifically anxiety, depression, inferiority, sensitivity,
social phobias, and obsession. $ey performed experiments
on a composition dataset collected from second-language
students and on the eRisk2017 dataset collected from Social
Media. $e experimental results showed that the proposed
approach can help predict mental health problems in au-
thors of written texts, and the proposed algorithm performs
better than other state-of-the-art methods.

$e fifth article “Cross-Database Micro-Expression
Recognition Exploiting Intradomain Structure” authored
by Yanliang Zhang et al. overcame this problem by
exploiting the intradomain structure. Nonparametric
transfer features were learned through intradomain
alignment, while at the same time, a classifier was learned
through intradomain programming. In order to evaluate
the performance, a large number of cross-database ex-
periments were conducted in CASMEII and SMIC data-
bases. $e comparison of results showed that this method
can achieve a promising recognition accuracy and with
high computational efficiency.

$e sixth article “Efficient Algorithms for E-Healthcare
to Solve Multiobject Fuse Detection Problem,” authored by
Ijaz Ahmad et al., focused on the improved K-nearest
neighbor (MK-NN) algorithm for electronic medical care to
realize intelligent medical services and applications. $e
authors introduced modifications to improve the efficiency
of MK-NN, and a comparative analysis was performed to
determine the best fuse target detection algorithm based on
robustness, accuracy, and computational time. Experimental
results showed that the improved K-NN algorithm was the
best model in terms of robustness, accuracy, and compu-
tational time.

$e seventh article “ASC Performance Prediction for
Medical IoT Communication Networks,” authored by Fagen
Yin et al., investigated the secrecy performance of medical
IoT communication networks. To improve the secrecy
performance, the authors adopted a cooperative commu-
nication strategy. $e authors also used the average secrecy

capacity (ASC) as a metric, and the expressions are first
derived. $en, a secrecy performance intelligent prediction
algorithm was proposed. $e extensive simulations were
used to verify the proposed method. Compared with other
methods, the proposed algorithm realized a better prediction
precision.

$e eighth article is “Clinical Effects of Form-Based
Management of Forceps Delivery under Intelligent
Medical Model,” authored by Siming Xin et al. In the
article, patients with forceps delivery in Maternal and
Child Health Hospital Affiliated to Nanchang University
were divided into two groups: form-based patients from
January 1, 2019, to December 31, 2020, were selected as the
study group, while traditional protocol patients from
January 1, 2017, to December 31, 2018, were chosen as the
control group. $e conclusions were that form-based
management could help assess the security of forceps
delivery comprehensively, as it could not only improve the
success rate of the one-time forceps traction scheme but
also reduce the incidence of maternal and neonatal ad-
verse outcomes effectively.

$e ninth article “Service Migration Policy Optimization
considering User Mobility for E-Healthcare Applications,”
authored by Xuhui Zhao et al., proposed a service migration
solution based on migration zone and formulated service
migration cost with a comprehensive model that captures
the key challenges. $e authors also formulated a service
migration problem into Markov decision process to obtain
optimal service migration policies that decide where to
migrate in a limited area. $e authors proposed three al-
gorithms to resolve the optimization problem given by the
formulated model. $e results showed that the proposed
service migration approach reduces the total cost by up to 3
times compared to no migration and outperforms the
general solution in terms of the total expected reward.

$e tenth article “Zero-Watermarking Algorithm for
Medical Image Based on VGG19 Deep Convolution Neural
Network,” authored by Baoru Han et al., proposed a robust
zero-watermarking algorithm for medical images’ security
based on VGG19. $e proposed algorithm utilized Hermite
chaotic neural network to scramble the watermarking image
for secondary protection, which enhanced the security of the
algorithm. Compared with the existing related works, the
proposed algorithm was simple to implement and could
effectively resist local nonlinear geometric attacks, with good
robustness, security, and invisibility.

$e eleventh article is “A High-Sensitivity Method Based
on Advanced Optical Waveguide Technology to Detect
HBsAg,” authored by Pingping Xiao and Xiaoxiong Hu. A
novel method for the detection of the hepatitis B surface
antigen (HBsAg) at low concentrations, using the ultrahigh-
order guided mode acting as the probe excited by a sym-
metrical metal-cladding waveguide, was proposed in the
article. $e measurement results indicated that this new
method can precisely detect HBsAg at the concentrations in
the lower region of the clinical gray area (i.e., below 20 ng/
mL), the lower region of the current clinical gray area of
HBsAg (below 20 ng/ml) can be measured, and the reso-
lution can be reached (2 ng/mL).
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A novel method for the detection of the hepatitis B surface antigen (HBsAg) at low concentrations, using the ultrahigh-order
guidedmode acting as the probe excited by a symmetrical metal-cladding waveguide, is proposed.-emethod using the fact of the
minimum value of the absorption peaks is proportional to the concentration of the sample to be detected to realize the detection of
the hepatitis B virus at extremely low concentrations. It is realized that the low concentration of the HBsAgmeasurement relied on
the principle of the minimum value of the absorption peak and the concentration having a good linear relationship. -e
measurement results indicate that this new method can precisely detect HBsAg at the concentrations in the lower region of the
clinical gray area (i.e., below 20 ng/mL), the lower region of the current clinical gray area of HBsAg (below 20 ng/ml) can be
measured, and the resolution can be reached (2 ng/mL).

1. Introduction

It is well known that the infection of hepatitis B virus (HBV)
can cause acute and chronic hepatitis B and even can lead to
death of the person who got infected [1]. Patients with HBV
for a long time may progress to liver fibrosis, cirrhosis, liver
cancer, and a series of complications such as portal hy-
pertension syndrome and hepatic encephalopathy, which
seriously threaten their lives [2]. According to the incom-
plete statistics, all around the world, there are about two
billion people infected with HBV in their lives [3, 4], and
about 12% of them have developed chronic hepatitis B virus
infections. And there are about 650,000 people who lost their
lives because of liver failure, cirrhosis, and liver cancer
caused by HBV infection [5–7]. -e rate of the cirrhosis and
hepatocellular carcinoma (HCC) caused by HBV infection is
30% and 45%, respectively [8], and therefore, it is very
significant to develop methods that are able to precisely
detect the concentrations of HBV in human blood, for both
clinical medicine and our society.

Qualitative detection of HBsAg is the main basis for
hepatitis B patients in clinics. -e common detection
methods of HBsAg include colloidal gold immunochro-
matography assay (GICA) [9], enzyme-linked immuno-
sorbent assay (ELISA), chemiluminescence method (CLIA)
[10], and electrochemiluminescence immunoassay
(ECLIA) [11]. -ere are advantages and disadvantages for
the four main detection methods. At present, the most
widely used technology is the ELISA because of its high
sensitivity in the world. It is very simple, low cost, and
sensitive for the GICA. CLIA can be used to detect lower
concentration or microconcentration samples in the re-
action, but the detection is limited. ECLIA is a new label
immunoassay technology after radioimmunoassay, enzyme
immunoassay, and chemiluminescence immunoassay. -e
detection conditions are monopolized, the detection
equipment is expensive, and the clinical accessibility is
poor.

To improve the resolution of detection, an optical de-
tection technology, surface plasmon resonance (SPR)
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technology, is proposed by some researchers to detect the
concentrations of the matter contained in liquid samples.
-e SPR technology uses the resonance absorbance peak as
the probe excited at the interface of metal and nonmetal by
the interaction between laser and free electrons in metal and
has high detection sensitivities. -e SPR technology also has
the following outstanding advantages: no need of bulky
equipment, real-time detection, label-free measurement, and
little sample amount requirement [12]. Due to the out-
standing advantages of real-time detection and little sample
amount requirement, the SPR technology has been widely
used in the studies of interactions between biomolecules and
the combination dynamics between antibodies and antigens
[13]. Biacore is the most typical commercial instrument that
uses the SPR technology.

In our preliminary studies, we found that although the
SPR technology already has wide applications, its operation
principle has some issues or concerns. Firstly, the surface
plasma wave can only be transmitted at the interface be-
tween the metal and medium, and then the full width at half
maximum (FWHM) of the attenuation of the total reflection
absorption peak is large because metals absorb light in the
range of visible and near-infrared wavelengths. Secondly,
since the coupling angle of the prism coupling system of the
surface plasma wave is large, the prism coupling system has a
large effective refractive index. -ese two issues severely
limited the further improvement on the detection sensitivity
of the SPR sensor. Additionally, since the SPR technology
uses the evanescent field as the probe, the probing range is
only within a few hundred nanometers, which limits the
applications of the SPR technology only to the detection of
macromolecular samples. Although several new technolo-
gies, such as leaky optical waveguide (LW) [14], reverse
symmetry waveguide (RSW) [15], and long-range surface
plasma wave (LSPR) [16], have been developed, these newly
developed technologies made no breakthroughs in the op-
eration principle of the SPR technology, and like in the
existing SPR technology, in these newly developed tech-
nologies, the sample is still placed in the evanescent field
where the light field is weak. With the consideration of these
issues in the operation principle of the existing SPR tech-
nology, this paper proposes a new high-sensitivity detection
technology to detect HBsAg based on the symmetrical
metal-cladding waveguide technology.

2. Operation Principle

2.1. Detection Principle. A schematic diagram for the
structure of the sensor chip named symmetrical metal-
cladding waveguide (SMCW) is illustrated in Figure 1. From
bottom to top, the sensor chip consists of the substrate glass
(0.5mm), the thick metal (gold or silver) film (200 nm)
sputtered on one side, the gasket glass (0.5mm) with a
circular hole in the center, the upper glass (0.5mm), and the
thin metal (gold or silver) film (30 nm) sputtered on one
side.

-e attenuated total reflection spectrum shown in Fig-
ure 2 can be obtained when the incident angle of the incident
beam scans from 0 to 90° in the three-layer symmetrical
metal-cladding waveguide structure. Figure 2 shows one of
the absorption peaks of the attenuated total reflection
spectrum at a small incident angle.

According to Cao [17], the minimum of the absorption
peak of the attenuation total reflection in the structure of a
three-layer metal-cladding waveguide can be written as

Rmin∝ 1 −
4Im ΔβL

􏼐 􏼑
������

Im β0􏼐 􏼑

􏽱

+ Im ΔβL/
������

Im β0􏼐 􏼑

􏽱

􏼒 􏼓􏼔 􏼕
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (1)

where Im(β0) is the intrinsic loss determined by the ab-
sorption of the waveguide material and Im(ΔβL) is the
radiation loss determined by the thickness of the upper
metal film.

From equation (1), obviously, when Im(Δβ0) � Im
(ΔβL), i.e., when the intrinsic loss is equal to the radiation
loss, the minimum value of the attenuated total reflection
peak is equal to zero. When the sensor chip for the ex-
periments is prepared, the structural parameters of the
sensor chip are determined, and then the radiation loss of
the sensor chip is also determined. If there is a change in the
concentration of the ingredient to be detected in the sample,
the intrinsic loss will vary, and then the minimum of the
absorption peak of the attenuation total reflection will also
change. According to this principle, the detection of sample
concentration by measuring the minimum of the absorption
peak of the attenuation total reflection may be realized.

2.2. Sensitivity Analysis. -e basic structure of a three-layer
planar optical waveguide is shown in Figure 3.

-e TE mode distribution of the electric field in a three-
layer planar optical waveguide can be obtained as

Ey(x) � cos

A exp α0x( 􏼁, −∞<x< 0,

A cos κ1x − ϕ13( 􏼁

cos ϕ13
, 0< x< h,

A cos κ1h − ϕ13( 􏼁exp −α2(x − h)􏼂 􏼃

cos ϕ13
, h<x< +∞,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)
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where ϕ12 � tan− 1(α2/κ1), ϕ12 � tan− 1(α3/κ1),
α3 � (k0/

��������
N2

eff − n2
3

􏽱
), α2 � (k0/

��������
N2

eff − n2
2

􏽱
), and

k1 � (k0/
��������
n2
1 − N2

eff

􏽱
).

-e dispersion equation of the TE guided mode can be
easily derived from the boundary conditions as follows [18]:

κ1h � mπ + arctan
α3
κ1

􏼠 􏼡 + arctan
α2
κ1

􏼠 􏼡, m � 0, 1, 2, 3, . . . .

(3)

By differentiating both sides of equation (3), we can have

ΔNeff

Δn1
�

n1/Neff( 􏼁 · h + α3/ κ21 + α23􏼐 􏼑􏼐 􏼑 + α2/ κ21 + α22􏼐 􏼑􏼐 􏼑􏽨 􏽩

h + 1/α3( 􏼁 + 1/α2( 􏼁
.

(4)

-e power Pab that the TE mode carries (from a to b) in
the waveguide is obtained from

Pab �
β

2ωμ0
· 􏽚

b

a
Ey(x)􏽨 􏽩

2
dx, (5)

where μ0 is the vacuum permeability. -e region from a to b
can be on either the substrate or the core layer of the
waveguide:

P1

PTotal
�

h + α3/ κ21 + α23􏼐 􏼑􏼐 􏼑 + α2/ κ21 + α22􏼐 􏼑􏼐 􏼑􏽨 􏽩

h + 1/α3( 􏼁 + 1/α2( 􏼁
, (6)

where P1 is the optical power coupled into the sample and
PTotal is the total power input by the laser beam. -e de-
rivative of the effective refractive index of the guided mode
can be obtained as

dNeff

dn1
�

n1

Neff
·

P1

PTotal
, (7)

where n1 is the refractive index of the sample to be detected
and Neff is the effective refractive index of the resonant
mode.

Similarly, the derivative of the effective refractive index
of the TM mode can be obtained as

dNeff

dn1
�

n1

Neff
·

P1

PTotal
·
1 − δ
heg

, (8)

where
heg � h + (n2

3n
2
1α3/(n4

0κ
2
1 + n4

1α
2
3)) + (n2

1n
2
2α2/(n4

2κ
2
1 + n4

1α
2
2)).

-en, the uniform sensitivity formula S of an optical
waveguide sensor with the resonant mode can be written as

S �
dNeff

dn1
� η ·

n1

Neff
·

P1

PTotal
, (9)
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Figure 3: Schematic diagram of the three-layer waveguide.
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Figure 1: Schematic diagram to illustrate the structure of the symmetrical metal-cladding waveguide.
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where η is a physical quantity related to the polarization of
the laser and structure of the sensor, i.e., η � 1 for the TE
mode and η � ((1 − δ)/heg) for the TM mode.

Since (ni/Neff )≪ 1 and (Pi/PTotal)≪ 1 for the surface
plasmon resonance structure, it can be seen from equation
(9) that S≪ 1. However, for a sensor based on the three-layer
symmetrical metal-cladding waveguide structure, since the
analyte is located in the region of the oscillating field where
the light energy is very high, the incident laser light is almost
all coupled into the waveguide, i.e., Pi ≈ PTotal. Since the
incident angle θair is very small, the effective refractive index
Neff � κ0nair sin θair approaches to zero. According to
equation (9), in principle, the sensitivity S approaches to
infinity, and therefore, the sensitivity of this detection
method based on the three-layer symmetrical metal-clad-
ding waveguide structure is very high.

Simulations for the sensitivities of the SPR sensing
technology using the prism coupled technology, the LSPR
sensing technology using the prism coupled technology, and
the RSW sensing technology using prism coupled tech-
nology and SMCW sensing technology with free-space
coupling technology were conducted. -e parameters used
in the simulations and the results of these simulations for the
four sensing technologies are listed in Table 1 and shown in
Figure 4, respectively. -e simulation results indicate that
the sensitivity of the sensing technology proposed here using
the variation of the minimum value of the absorption peak
(Rmin) with the extinction coefficient of the sample and based
on the three-layer symmetrical metal-cladding waveguide
structure is at least two to three orders of magnitude higher
than those of the other three traditional optical sensing
technologies.

3. Sample Preparation

-e original, national, and quantitative standard sample of
HBsAg (NIBSC code: 00/880) was provided by the World
Health Organization. -e content of HBsAg in each bottle of
freeze-dried serum is 16ng, and the concentration is 160ng/mL
after adding 0.1mL sterile ultrapure deionized water into each
bottle. According to the dilution factor of the sample solution, a
total of seven standard experimental samples with different
concentrations besides pure distilled water were prepared.

Further sample preparation process is as follows:

(1) Add 100 μL of each of the seven standard experi-
mental samples with different concentrations of
HBsAg, respectively, to the seven same wells coated
with the hepatitis B surface antibody, shake well, and
then place the wells in an incubator of 37°C for about
1 hour.

(2) Add 50 μL of biotin-labeled capture antibody (sec-
ondary antibody) to each well, and then place the
wells in an incubator of 37°C for about 30 minutes.

(3) Use detergent to wash several times to wash away the
unbound capture antibody, and then add 50 μL of
horseradish peroxidase-labeled streptavidin to each
well, shake well, and place the wells in an incubator
of 37°C for 30 minutes.

(4) After washing, add 100 μL of the reaction substrate
o-phenylenediamine (OPD) to each well, shake well,
and then place the wells in an incubator of 37°C for
30 minutes.

(5) Terminate the reaction in each well by adding 100 μL
of acid, and then six orange-red liquids of different
shades of the color after the oxidation by OPD are
obtained. -e used experimental samples of various
specified concentrations and their corresponding
labels are listed in Table 2.

4. Experimental Measurement

4.1. Setup. -e schematic diagram of the experimental setup
used for the measurements is shown in Figure 5. -e model
number of the laser source used was MW-SL-532 whose
output laser has a center wavelength of 532 nm and has a
maximum output optical power of about 30mW. -e two
small holes (aperture 1 and aperture 2) were to ensure the
collimation of the laser line. -e polarization controller
(polarizer) was used to select the TM polarization state of the
laser. -e high-reflection mirror was used to change the
direction of the optical path to ensure that the incident light
from the laser hits the center spot of the sensor chip. -e
sensor chip was placed on the goniometer which was
connected to the two independently rotating parts con-
trolled by a stepping motor, the inside part and the outside
part, and the angular velocity of the outside part was twice of
that of the inside part.

-e photodetector (PD) used was a photoelectrical de-
tection tube manufactured by ALPHALAS Inc. in Germany
(model no. UPD-35-UVI), with a response wavelength range
of 350–1700 nm. In the photoelectrical detection tube, the
response signal is amplified by an analog signal amplifier,
and then the amplified analog signal is converted into a
digital signal by an analog digital signal conversion circuit.
-e final digital signal is input into the computer signal
acquisition module, the acquired digital signals are further
processed by self-programmed computer software, and then
the measurement results will display on its monitor. In the
experimental setup, the injection of the specimens into the
sensor chip was realized by an electric peristaltic sampler
with a low noise.

4.2. Measurement. At the beginning of the measurement,
the inner rotating part that held the sensor chip was
manually adjusted so that the incident point of the laser was
at the center spot of the sensor chip, and the incident angle of
the laser was about 2°. -e incident angle of the laser was
controlled by the computer program to scan in the range
between 2° and 60°. -e narrowest half-height full width and
the lowest ATR absorption peak on the computer screen was
selected to be the working peak. -en, the starting and
ending laser incident angles of the selected working peak
were set as the incident angle scanning range of the laser for
the measurements, and then the laser was scanned back and
forth within the set incident angle scanning range multiple
times to make sure this scanning can repeat well. Since the
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gap between the forward and backward screws will induce
errors in the measured experimental data, the laser was
scanned in the same one direction to acquire the experi-
mental data.

After all the moving parts are ensured in their stable
working conditions, sample A was slowly injected into the
sample chamber of the sensor chip by using an electric
peristaltic pump. After the solution of the sample fully
filled the sample chamber of the sensor chip, the peri-
staltic pump was shut off, and the solution of the sample in
the sample chamber was let to stabilize for several minutes

Table 1: Parameters used in the simulations for the four sensing technologies in the resonant mode.

Sensor SPR LSPR RSW SMCW
Prism (ε0) 3.24 3.24 3.24 1.0
Buffer layer (ε1, d1) 1.78, 1060 nm 1.0
Upper metal film (ε2, d2) −12 + i0.5, 50 nm −12 + i0.5, 15 nm −12 + i0.5, 50 nm −12 + i0.5, 39 nm
Upper glass (ε3, d3) 2.25, 0.5mm
Guide wave film (ε4, d4) 2.25, 1500 nm 1.78, 0.5mm (sample)
Bottom glass (ε5, d5) 2.25, 0.5mm
Bottom metal film (ε6, d6) −12 + i0.5, 200 nm
Sample (ε7) 1.78 1.78 1.78
Δk 10−4 10−4 10−4 10−6

Laser wavelength: λ � 488 nm; Δk: the change of the imaginary part of the refractive index of the sample.
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Figure 4: Variations of the ATR with the extinction coefficient for the four different sensing technologies. (a) SPR. (b) LSPR. (c) RSW.
(d) SMCW.

Table 2: -e specimens used in the experimental measurements
with various concentrations of HBsAg.

Label of the specimen Concentration (ng/mL)
A 0
B 20
C 40
D 60
E 80
F 100
G 120
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before the measurement started. Computer software was
then turned on to control the laser to scan in one direction
from the set starting to the set ending incident angles. -e
absorption peak acquired during each scan was stored as
the measurement data. To obtain more reliable experi-
mental data, during the measurements, the components in
the experimental setup were maintained stationary, and
the laser scanning was made sure to be just in one
direction.

-e sensor chip must be rinsed with sterile ultrapure
deionized water multiple times before it is used to measure
the next sample until all the seven samples aremeasured, and
the measurement process for each of the samples was a
repeat of the above process to measure sample A.

5. Results and Discussion

5.1.Results. Figure 6 shows the plot of theminimum value of
the absorption peak (Rmin) versus the concentration of the
HBsAg standard sample. -e lower right inset in Figure 6
shows all the measured curves of the attenuating total re-
flection absorption peak, and the upper left inset in Figure 6
is an enlarged view of the bottom peak portion of the
measured curves shown in the lower right inset in Figure 6.
-e plot showed a very good linear relation between mea-
sured Rmin and the concentration of HBsAg in the range of
the sample concentrations measured. It was also noticed that
the minimum value of the ATR absorption peak varied
about 0.05 with a variation of 20 ng/mL in the concentration
of the HBsAg sample. Due to the resolutions of the data
acquisition and computer display, the resolution of this
measurement method to differentiate the minimum value
(Rmin) of the ATR peak was not less than 0.004. Considering
the influences of other noises in the measurement process,
the sensitivity of this optical waveguide detection method
will not be lower than 2 ng/mL.

5.2. Discussions. -e plot shown in Figure 6 indicates that
the minimum value of the ATR absorption peak (Rmin) is not
absolutely equal to zero when the concentration of HBsAg is
zero. -e reason for this observation is that Im(β0) and
Im(ΔβL) of the optical waveguide are not absolutely equal
since the thickness of the upper coupling metal film layer is
not absolutely equal to the optimum thickness at the time of
the preparation of the sensor chip, but this will not have any
impact on the measurement accuracy of this detection
method.

We noticed that, in Figure 6, the attenuating total re-
flection absorption peaks of different samples were not only
shifted with each other in the vertical direction but also
slightly shifted in the horizontal direction. -ese horizontal
and vertical shifts of the attenuating total reflection ab-
sorption peaks were caused by the real and imaginary parts
of the refractive index of the sample, and then the horizontal
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Figure 5: Schematic diagram of the experimental setup used for the measurements.
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and vertical shifts of the attenuating total reflection ab-
sorption peaks were totally not related. -erefore, the
horizontal shifts of the attenuating total reflection absorp-
tion peaks will also not have any influence on the picked
measurement parameter Rmin of the proposed detection
method.

We also noticed that, in Figure 6, there were some
deviations of the experimental data from the theoretical
predictions. We believe these deviations of the experimental
data from the theoretical predictions were mainly related to
the following three factors:

(1) When the sensor chip was prepared, there existed
island structures on the surface of the upper metal
film, and then the uniformity of the thickness of the
upper metal film was not guaranteed.

(2) -e parallelism and half-width of the output laser of
the selected laser model exceeded the theoretical
expectations.

(3) -e operation temperature of the sensor chip in-
creased when irradiated by the laser, which caused an
inconsistent temperature environment for the sensor
chip before and during the experimental measure-
ment. We believe that this issue can be solved if the
working device with the sensor chip can be placed in
a high-precision incubator.

6. Conclusions

-eoretical and experimental results indicate that the lowest
resolution of the sensing technology introduced here, based
on the symmetrical metal-cladding waveguide configura-
tion, to detect HBsAg at low concentrations can reach 2 ng/
mL, which will be useful in the diagnosis and treatment of
hepatitis B patients. According to the detection principle of
this novel method, this method can be used to detect the
quantitative level of any substance as long as the substance
can be colored with chromogenic agents, such as hepatitis B
e antigen (HBeAg) and C-reactive protein (CRP). -e ap-
plication of optical detection technologies may provide a
new technical route for clinical detections.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon reasonable
request and with the permission of funders.

Conflicts of Interest

-e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

-is work was supported by the National Natural Science
Foundation of China (Grant nos. 11664043, 81660105, and

11764020), the Science and Technology Landing Project of the
Department of Education of Jiangxi Province (Grant no.
KJLD14089), the Provincial Natural Science Foundation of
Jiangxi (Grant nos. 20192BAB202005 and 20132BAB201048),
and the Science and Technology Project of the Department of
Education of Jiangxi Province (Grant no. GJJ190862).

References

[1] P. Li and B. A. Li, “-e clinical application of laboratory tests
and diagnosis for common chronic liver diseases Chinese,”
Journal of Laboratory Medicine, vol. 42, no. 3, pp. 151–154,
2019.

[2] X. Y. Zhang, C. Gu, and X. H. Sun, “Sequence analysis of the
HBV S protein in patients with chronic hepatitis B,” Chinese
Journal of Laboratory Medicine, vol. 42, no. 7, pp. 564–568,
2019.

[3] J. J. Ott, G. A. Stevens, J. Groeger, and S. T. Wiersma, “Global
epidemiology of hepatitis B virus infection: new estimates of
age-specific HBsAg seroprevalence and endemicity,” Vaccine,
vol. 30, no. 12, pp. 2212–2219, 2012.

[4] R. Lozano, M. Naghavi, K. Foreman et al., “Global and re-
gional mortality from 235 causes of death for 20 age groups in
1990 and 2010: a systematic analysis for the global burden of
disease study 2010,” Lancet, vol. 380, no. 9859, pp. 2095–128,
2012.

[5] X. Liang, S. Bi, W. Yang et al., “Epidemiological serosurvey of
hepatitis B in China-declining HBV prevalence due to hep-
atitis B vaccination,” Vaccine, vol. 27, no. 47, pp. 6550–6557,
2009.

[6] X. Liang, S. Bi, W. Yang et al., “Evaluation of the impact of
hepatitis B vaccination among children born during
1992–2005 in China,” &e Journal of Infectious Diseases,
vol. 200, no. 7, pp. 39–47, 2009.

[7] F. M. Lu and H. Zhuang, “Management of hepatitis B in
China,” Chinese Medical Journal, vol. 122, no. 1, pp. 3–4, 2009.

[8] S. T. Goldstein, F. Zhou, S. C. Hadler, B. P. Bell, E. E.Mast, and
H. S. Margolis, “A mathematical model to estimate global
hepatitis B disease burden and vaccination impact,” Inter-
national Journal of Epidemiology, vol. 34, no. 6, pp. 1329–1339,
2005.

[9] T. Allice, F. Cerutti, F. Pittaluga et al., “COBAS AmpliPrep-
COBAS TaqMan hepatitis B virus (HBV) test: a novel auto-
mated real-time PCR assay for quantification of HBV DNA in
plasma,” Journal of Clinical Microbiology, vol. 45, no. 3,
pp. 828–834, 2007.

[10] I. M. Mackay, K. E. Arden, and A. Nitsche, “Real-time PCR in
virology,” Nucleic Acids Research, vol. 30, no. 6,
pp. 1292–1305, 2002.

[11] X. Ding and K. L. Yang, “Development of an oligopeptide
functionalized surface plasmon resonance biosensor for
online detection of glyphosate,” Analytical Chemistry, vol. 85,
no. 12, pp. 5727–33, 2013.

[12] L. G. Carrascosa, A. Calle, and L. M. Lechuga, “Label-free
detection of DNA mutations by SPR: application to the early
detection of inherited breast cancer,” Analytical and Bio-
analytical Chemistry, vol. 393, no. 2, pp. 1733–1182, 2009.

[13] E. S. Iuliana and K. Lida, “Ultrasensitive DNA microarray
biosensing via in situ RNA transcription-based amplification
and nanoparticle-enhanced SPR imaging,” Journal of Amer-
ican chemical society, vol. 133, no. 12, pp. 4271–4243, 2011.

Journal of Healthcare Engineering 7



[14] M. Zourob and S. Mohr, “An integrated optical leaky
waveguide sensor with electrically induced concentration
system for the detection of bacteria,” Lab on Chip, vol. 5,
pp. 1360–1365, 2005.
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Aiming at the security issues in the storage and transmission of medical images in the medical information system, combined with
the special requirements of medical images for the protection of lesion areas, this paper proposes a robust zero-watermarking
algorithm for medical images’ security based on VGG19. First, the pretrained VGG19 is used to extract deep feature maps of
medical images, which are fused into the feature image. Second, the feature image is transformed by Fourier transform, and low-
frequency coefficients of the Fourier transform are selected to construct the feature matrix of the medical image. ,en, based on
the low-frequency part of the feature matrix of the medical image, the mean-perceptual hashing algorithm is used to achieve a set
of 64-bit binary perceptual hashing values, which can effectively resist local nonlinear geometric attacks. Finally, the algorithm
adopts a watermarking image after scrambling and the 64-bit binary perceptual hashing value to obtain robust zero-water-
marking. At the same time, the proposed algorithm utilizes Hermite chaotic neural network to scramble the watermarking image
for secondary protection, which enhances the security of the algorithm. Compared with the existing related works, the proposed
algorithm is simple to implement and can effectively resist local nonlinear geometric attacks, with good robustness, security,
and invisibility.

1. Introduction

With the construction of hospital normalization, digitization
is widely applied in the medical field [1]. Modern medical
equipment produces lots of digital medical images every day
[2, 3]. Owing to the rapid development of information
technology, intelligent medicine and remote diagnosis are
becoming more and more mature [4–6]. A large number of
medical images are often transmitted through the Internet
[7]. Unauthorized persons can easily obtain, store, use, and
tamper with medical images on the network [8]. In this
scene, sensitive information, such as patient information
recorded in medical images, is also easy to leak. With the
development of the medical information system, medical
image sharing and remote diagnosis technology are be-
coming more mature [9]. In the application of these tech-
niques, it becomesmore andmore urgent to protect patient’s
information, such as personal information in magnetic

resonance imaging (MRI) and other medical images, as well
as electronic medical record data from being leaked [10, 11].
,erefore, the problem of medical information security has
become an urgent problem.

Medical image watermarking can effectively solve the
above problem and provide safe and reliable protection for
medical information. Current information security of the
medical information system relies on the development of
modern information technology [12]. Traditional encryption
methods of cryptography have great limitations and high
risks. It is unable to identify the copyright of data at the
technical level, and it has been unable to adapt to the
changing information environment. Digital watermarking is
a kind of information security technology, which can be
applied to image integrity authentication and image copy-
right protection [13, 14]. Originally, digital watermarking
was used for copyright protection of digital multimedia on
the Internet. With the increasing demand for information
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security in the medical field, the invisibility and robustness
of digital watermarking are used to hide patient’s personal
information in the medical image to secure transmission on
the Internet. By means of digital watermarking, specific
identification information is embedded into carrier images,
so that the authenticity and integrity authentication of
medical images, Electronic Patient Record (EPR) hiding, and
copyright protection can be realized. ,erefore, medical
image watermarking has an extremely important application
value, which attracts continuous attention from researchers
[15, 16].

Medical image watermarking generally chooses different
watermarking algorithms according to invisibility, robust-
ness, and embedding capacity. ,e invisibility, robustness,
and capacity of watermarking restrict each other, but most of
the current medical image watermarking algorithms only
focus on one of them. Medical images are mostly single
channel gray images, and the details contained in the pixels
are very important. Any changes may cause distortion,
which will affect doctor’s diagnosis. However, the applica-
tion of traditional image watermarking to medical images
can easily cause the distortion of medical images, which may
lead to potential misdiagnosis. In order to reduce the in-
fluence of watermarking on the original information of the
medical image, it is very important to design amedical image
watermarking algorithm which is lossless to the original
image. Since the robust zero-watermarking adopts the way
of zero-embedding, the original medical image is not
modified. While realizing protection, the robust zero-
watermarking takes into account the robustness and ca-
pacity of the watermarking and will not destroy the integrity
of the medical image. ,erefore, it is very suitable for the
medical image [17–19].

Robust medical image zero-watermarking mainly fo-
cuses on the ability of the algorithm to resist various attacks,
that is, the algorithm can completely extract the zero-
watermarking information after various attacks [20–22].,e
geometric attack will change the position relationship be-
tween the attacked medical image and the original medical
image, resulting in serious out of synchronization between
zero-watermarking information and medical images, which
makes it is extremely difficult to extract zero-watermarking.
,erefore, the ability of the algorithm to resist geometric
attacks has become a research hotspot in the field of medical
image zero-watermarking [1, 12]. But these geometric at-
tacks mainly refer to global geometric transformation (ro-
tation, scaling, translation, etc.), which is a kind of linear
transformation. However, in practical applications, there is
usually another type of geometric attack, which belongs to
the local nonlinear geometric attack. At present, there are a
few watermarking algorithms that can resist local nonlinear
geometric attacks, which make almost all watermarking
algorithms invalid. Compared with the global geometric
attack, the local nonlinear geometric attack is more difficult
to implement.

To solve this problem, a zero-watermarking algorithm
based on VGG19 against local nonlinear geometric attacks is
proposed in this paper. In this algorithm, VGG19 can extract
complex high-level features using a deep structure with

powerful representation and learning ability. At the same
time, the network structure has good geometric invariance
and can extract image features with high and good ro-
bustness. ,e algorithm uses a perceptual hashing algorithm
based on deep features to construct zero-watermarking,
which has good robustness against local nonlinear geometric
attacks. Hermite chaotic neural network is used to scramble
the watermarking image for secondary protection, and it can
enhance the security of the algorithm. Experimental results
show that the proposed algorithm can effectively resist local
nonlinear geometric attacks and display the superior per-
formance of the proposed algorithm compared with other
watermarking algorithms.

2. The Fundamental Theory

2.1. Feature Extraction Based on VGGnet. VGGnet is a
representative type of deep convolutional neural network
(CNN), which is often used in feature extraction and transfer
learning [23]. ,e most widely used VGGnet is VGG19,
which consists of 19 hidden layers (16 convolution layers and
3 fully connected layers), as shown in Figure 1. VGG19 uses a
series of 3× 3 convolution kernels to extract image features
and expands the number of feature channels through
convolution layers. Let Wi and bi represent the weights and
bias of the ith convolution layer, the feature can be extracted
by

X
out
i � σ Wi ∗X

in
i + bi􏼐 􏼑, (1)

where Xout
i and Xin

i , respectively, denote the input and
output feature maps and σ(·) is the rectified linear unit
(ReLU). In each convolution layer, the stride is set to 1. To
avoid the explosion of calculation, VGG19 uses max pooling
layers to reduce the size of the feature maps.

In fully connected layers, each node of the given layer is
connected with all nodes of its previous layers, which can
map the distributed feature representation to the sample
label space by

Y � FC3 FC2 FC1 P X
out
16􏼐 􏼑􏼐 􏼑􏼐 􏼑􏼐 􏼑, (2)

where FC(·) denotes the operation of the fully connected
layer and P(·) refers to the max pooling operation.

At the end of VGG19, a softmax layer produces the
classification result of the image:

Yj �
e

zj

􏽐
C
c�1 e

zc
, (3)

where Yj is the probability of the jth node and zj and C,
respectively, denote the output of jth node and the number
of the classification.

Compared with other types of CNNs, VGG19 improves
the depth of the network and adopts the alternate structure
of many convolution layers and nonlinear activation layers,
which is beneficial to extract accurate features. In this work,
different from image classification tasks, we just use the
convolution layers and max pooling layers from the pre-
trained VGG19 as the preprocessing method to extract deep
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feature maps from medical images. Unlike other medical
zero-watermarking algorithms, our method can extract
abstract high-level features from medical images to improve
the antigeometric attack ability of zero-watermarking.

2.2. Discrete Fourier Transform. Discrete Fourier transform
plays an important role in the development of signal analysis
and processing. Because of its definite physical meaning,
discrete Fourier transform is widely used in many fields of
signal analysis and processing.

2.2.1. One-Dimensional Discrete Fourier Transform. Let
f(x) denote a time domain function of x, where x repre-
sents a time domain variable and u is a frequency domain
variable. When f(x) reaches the Dirichlet condition, the

discrete Fourier transform is formula (4) and the inverse
transform is formula (5), where F(u) is a frequency domain
function:

F(u) � 􏽘
N− 1

x�0
f(x)e

− (j2πux/N)
, u � 0, 1, . . . , N − 1, (4)

f(x) �
1
N

􏽘

N− 1

u�0
F(u)e

(j2πux/N)
, x � 0, 1, . . . , N − 1. (5)

2.2.2. Two-Dimensional Discrete Fourier Transform. For a
given image with the size of M × N, when it satisfies the
Dirichlet condition, the two-dimensional discrete Fourier
positive transform is

F(u, v) � 􏽘
M− 1

x�0
􏽘

N− 1

y�0
f(x, y)e

− j(2π/M)xu
e

− j(2π/N)yv
, u � 0, 1, . . . , M − 1; v � 0, 1, . . . , N − 1. (6)

Its inverse transformation formula is

f(x, y) �
1

MN
􏽘

M− 1

u�0
􏽘

N− 1

v�0
F(u, v)e

j(2π/M)xu
e

j(2π/N)yv
, x � 0, 1, . . . , M − 1; y � 0, 1, . . . , N − 1, (7)

where x and y are the values in the space domain and u and v

are the values in the frequency domain.
Two-dimensional discrete Fourier transform transforms

an image from the space domain to the frequency domain,
which has a clear physical meaning. ,e frequency of an
image is an index that characterizes the intensity of the gray
level change in the image and is the gradient of the gray level
in the plane space. After the Fourier transform, the changes
in the flat area of the image are represented by low-frequency
coefficients, and the details of the image are represented by
high-frequency coefficients. Figure 2 shows the result of the
Fourier transform of a medical image.

After the two-dimensional discrete Fourier transform,
the transform coefficient matrix of the image shows that if
the origin of the transform matrix is set at the center, the
spectral energy is concentrated near the center of the short
transform coefficient matrix. If the origin of the two-di-
mensional discrete Fourier transform matrix is set in the
upper left corner, the energy of the image will be concen-
trated in the four corners of the coefficient matrix. ,is is

determined by the nature of the two-dimensional discrete
Fourier transform itself. It also shows that the image energy
is generally concentrated in the low-frequency area. ,is
determines that the two-dimensional discrete Fourier
transform is very suitable for image processing. In this paper,
a two-dimensional discrete Fourier transform is used to
transform the features of the medical image into the Fourier
domain to construct zero-watermarking.

2.3. Perceptual Hashing Algorithm. Perceptual hashing is
considered as a one-way mapping from the multimedia data
set to the perceptual content hashing value; that is, a short
digital digest uniquely represents multimedia data with the
same perceptual content. ,is digital digest is called per-
ceptual hashing value, so the mapping process is also called
the process of hash value generation.

Image perceptual hashing is usually called image digital
fingerprint or image digital digest. It can map the image to a
group of hash sequences, which greatly reduces the storage of
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Figure 1: ,e structure of the VGG19 network.
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the digital image and brings great convenience to image
management and maintenance. It has become a research
hotspot in the field of multimedia signal processing and se-
curity. Perceptual feature extraction is the core of the per-
ceptual hashing algorithm. ,e effectiveness and reliability of
perceptual feature extraction will directly affect the uniqueness
and robustness of the perceptual hashing sequence.

Amean-perceptual hashing algorithm is proposed in this
paper. ,e mean-perceptual hashing algorithm uses the
mean value of the elements of the medical image feature
matrix to generate a hashing sequence. ,e construction of
the feature image is realized by VGG19 and image fusion.
Figure 3 describes the flowchart of the mean-perceptual
hashing algorithm.

2.4. Hermite Chaotic Neural Network. In this work, a new
Hermite chaotic neural network is used to scramble the
watermarking image [24]. ,e structure of the network is
shown in Figure 4, whose topology is m × n × 1.

,e hidden layer neuron input is

Oj � wjx, j � 0, 1, 2, . . . , n − 1, (8)

where wj is the weight between the input layer and hidden
layer and cj is the weight between the hidden layer and
output layer. ,e hidden layer neuron output is

Hj Oj􏼐 􏼑, j � 0, 1, 2, . . . , n − 1, (9)

where Hj( ), j � 0, 1, 2, . . . , n − 1 represents Hermite or-
thogonal polynomial terms. ,e Hermite orthogonal poly-
nomial formula is as follows:

H0(x) � 1,

H1(x) � 2x,

Hk+1(x) � 2xHk(x) − 2kHk− 1(x), k � 1, 2, . . . , x ∈ (− ∞,∞).

⎧⎪⎪⎨

⎪⎪⎩

(10)

,e output of the Hermite chaotic neural network is

y � 􏽘
n− 1

j�0
cjHj Oj􏼐 􏼑, (11)

where (Tt, dt), t� 1, 2, . . ., l is the training sample set and l is
the number of training samples. Hermite chaotic neural
network input is Tt � (x1t, x2t, . . . , xmt), and its desired
output is dt. ,e backpropagation (BP) algorithm is used to
train the network.

,e weights of the network are trained according to the
following formula:

et � dt − yt,

E �
1
2

􏽘

l

t�1
e
2
t ,

Δcj � − η
zE

zcj

,

Δwij � − η
zE

zwij

,

(12)

where t � 1, 2, . . . , l, i � 1, 2, . . . , m, j � 1, 2, . . . , n.
,e chaotic sequence produced by the logistic chaotic

function is used as a sample set. ,e logistic chaotic function
is as follows:

x(n + 1) � μx(n)(1 − x(n)), (13)

where 3.5699456≤ u≤ 4, x∈ (0, 1).
In this work, we set μ � 3.8, l � 1000, E � 10− 12,

η � 0.03, n � 3, and the maximum number of training to
1500 epochs. ,e training process of the Hermite chaotic
neural network is shown in Figure 5. When the number of
training times is 260, the error is 9.5169e− 13, which has
reached the expected error. When the initial value of the
Hermite chaotic neural network is 0.66, the chaotic sequence
generated by the network is shown in Figure 6. ,e chaotic
sequence is used to scramble the watermarking image. ,e

(a) (b)

Figure 2: Discrete Fourier transform of the medical image. (a) Original medical image. (b) Medical images in the Fourier domain.
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number of the chaotic sequence is determined by the size of
the watermarking image.

3. Zero-Watermarking Embedding and
Extraction Algorithm

3.1. Embedding Algorithm. Choosing an image with a specific
meaning, our algorithm uses it as the original watermarking

image in the experiment. It is recorded as W(i, j) � w(i,{

j) | w(i, j) � 0, 1; 1≤ i≤M1, 1≤ j≤M2}. ,e gray value of
the original watermarking image is represented as w(i, j). ,e
original medical image is recorded as F(i, j) � f(i, j)|f(i,􏼈

j) ∈ R, 1; 1≤ i≤N1, 1≤ j≤N2}. Here, the pixel gray value of
the original medical image is represented by f(i, j). For the
convenience of calculation, let M1 � M2 � 64, N1 � N2.
Figure 7 shows the watermarking embedding procedure.

(1) Hermite chaotic neural network is used to scramble
the position of pixels in the original watermarking
image W(i, j) to get the scrambled watermarking
image BW(i, j).

(2) ,e pretrained VGG19 is used to extract the deep
feature maps FM(k, l, p) of the original medical
image F(i, j):

F(i, j)⟶ VGG19⟶ FM(k, l, p), (14)

where 1≤ k≤ 8, 1≤ l≤ 8, and 1≤ p≤ 512.
(3) ,e deep feature maps FM(k, l, p) are fused to

generate feature image FI(k, l):

FI(k, l) � 􏽘
512

p�1
FM(k, l, p). (15)

(4) Two-dimensional discrete Fourier transform is used
to transform the feature image FI(k, l), and the
transform coefficients FIF(k, l) are obtained to
construct the feature matrix of medical image
FIM(k, l):

FIF(k, l) � 2 D − DFT(FI(k, l)),

FIF(k, l)⟶ FIM(k, l).
(16)

(5) ,e hashing sequence of medical image feature
matrix FIM(k, l) is extracted by the mean-perceptual
hashing algorithm to generate 64-bit binary hashing
sequence PH(q):

PH(q) � mHash(FIM(k, l)), (17)

where 1≤ q≤ 64.
(6) ,e 64-bit binary hashing sequence PH(q) is XORed

with the scrambled watermarking image BW(i, j).
And, the watermarking extraction key Key(i, j) is
generated to extract the watermarking image:

Key(i, j) � PH(q)⊕BW(i, j), (18)

where 1≤ q≤ 64, 1≤ i≤ 64, and 1≤ j≤ 64.,e watermarking
extraction key Key(i, j) can be saved in a third party for later
watermarking extraction.
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3.2. Extraction Algorithm. ,e medical image to be tested is
recorded as F′(i, j) � f′(i, j) | f′(i, j) ∈ R, 1; 1≤ i≤N1,􏼈

1≤ j≤N2}. ,e extraction algorithm is similar to the em-
bedding algorithm, and the specific steps are as follows.
Figure 8 shows watermarking extraction procedure.

(1) ,e pretrained VGG19 is used to extract the deep
feature maps FM′(k, l, p) of the medical image to be
tested F′(i, j):

F′(i, j)⟶ VGG19⟶ FM′(k, l, p), (19)

where 1≤ k≤ 8, 1≤ l≤ 8, 1≤p≤ 512.
(2) ,e deep feature maps FM′(k, l, p) are fused to

generate feature image FI′(k, l):

FI′(k, l) � 􏽘
512

p�1
FM′(k, l, p). (20)

(3) Two-dimensional discrete Fourier transform is used
to transform the feature image FI′(k, l), and the
transform coefficients FIF′(k, l) are obtained to
construct the feature matrix of medical image
FIM′(k, l):

FIF′(k, l) � 2 D − DFT FI′(k, l)( 􏼁,

FIF′(k, l)⟶ FIM′(k, l).
(21)

(4) ,e hashing sequence of medical image feature
matrix FIM′(k, l) is extracted by the mean-percep-
tual hashing algorithm to generate 64-bit binary
hashing sequence PH′(q):

PH′(q) � mHash FIM′(k, l)( 􏼁, (22)

where 1≤ q≤ 64.
(5) ,e 64-bit binary hashing sequence PH′(q) is XORed

with the watermarking extraction key Key(i, j) to
extract the watermarking image BW′(i, j) from the
medical image to be tested F′(i, j):

BW′(i, j) � PH′(q)⊕Key(i, j), (23)
where 1≤ q≤ 64, 1≤ i≤ 64, 1≤ j≤ 64.

(6) ,e Hermite chaotic neural network is used to in-
versely scramble the extracted watermarking image
BW′(i, j) to obtain the restored watermarking image
W′(i, j).

(7) ,e normalized correlation coefficient (NC) is used
to detect the restored watermarking image W′(i, j)

obtained from the medical image to be tested F′(i, j).
,e normalized csrrelation coefficient formula is
shown in the following formula:

NC �
􏽐

M1
i�1 􏽐

M2
j�1 w(i, j)W′(i, j)

􏽐
M1
i�1 􏽐

M2
j�1 w(i, j)w(i, j)

. (24)

By comparing the NC value between the original
watermarking image W(i, j) and the restored watermarking
image W′(i, j), the restored watermarking image W′(i, j)

obtained from the medical image to be tested is evaluated.
,e larger the NC value, the greater the correlation between
the original watermarking image W(i, j) and the restored
watermarking image W′(i, j).

,e peak signal-to-noise ratio (PSNR) was used to
evaluate the quality of the medical image to be tested. ,e
PSNR formula is as follows:

PSNR � 10lg
MAX2

MSE
,

MSE �
1

N1 × N2
􏽘

N2

i�1
􏽘

N1

j�1
F(i, j) − F′(i, j)􏼂 􏼃

2
,

(25)

where MAX is the maximum gray value of the image pixel
and MSE is the mean square error between the original
image and the test image.

4. Experiment and Analysis

In this work, several experiments are conducted by applying
local nonlinear geometric attacks to investigate the per-
formance and effectiveness of the proposed zero-water-
marking algorithm. Five original medical images of different
parts of the human body produced by different medical

Original image

VGG 19 Image
fusion
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transform

Mean-preceptual
hash

......0001101
101010.......

Watermarking
image

The scrambled
watermarking image

Watermarking
extraction key

Hermite chaotic
neural network

scrambling

XOR

Figure 7: Watermarking embedding procedure.
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equipment are used to test the effectiveness of the proposed
zero-watermarking algorithm. ,e original medical images
with the size of 128×128 are shown in Figure 9. ,e original
64× 64 watermarking image and the scrambled water-
marking image are shown in Figure 10.

,e following experiments test the ability of the
watermarking algorithm to resist local nonlinear geometric
attacks. For the convenience and repeatability of the ex-
periment, we use the filter function of Adobe Photoshop
software to implement the following common local dis-
tortion attacks. ,ere are four types of local distortion at-
tacks: ripple distortion attack, extrusion distortion attack,
spherical distortion attack, and rotation distortion attack.

4.1. Ripple Distortion Attack. Ripple distortion attack is a
common local nonlinear geometric attack, which transforms
the coordinates of image pixels according to different
functions. Table 1 shows the experimental results under the
ripple distortion attack when the distortion quantity in-
creases from 150% to 750%. Table 2 gives the restored
watermarking images with the smallest NC value and their
corresponding test medical image. ,e restored water-
marking images can be clearly identified from Table 2, which
shows that the proposed algorithm is very effective against
ripple distortion attack.

4.2. Extrusion Distortion Attack. For extrusion distortion
attack, distortion quantity is varied between 10% and 90%
for simulation. ,e experimental results are shown in Ta-
ble 3. All NC values are greater than 0.74. In Table 4, it is
obvious that the restored watermarking image is very clear.
,e experimental results show that the proposed water-
marking algorithm has good robustness against extrusion
distortion attacks.

4.3. SphericalDistortionAttack. ,en, we test the robustness
of the proposed method on image spherical distortion. ,e
test medical images were attacked by spherical distortions of
10%, 30%, 50%, 70%, and 90% in turn. Experimental results
are listed in Table 5. It can be observed from Table 5 that
most of the NC values are close to 1.0. ,e restored

watermarking image in Table 6 further proves that the
proposed algorithm has excellent performance under the
spherical distortion attack.

4.4. Rotation Distortion Attack. We also evaluate the ro-
bustness of the proposed algorithm under rotation dis-
tortion attack. Table 7 shows that when the distortion
quantity increases, the NC value and the PSNR values
gradually decrease. As can be seen from Table 8, even if the
NC value is 0.5621, the watermark image can still be
accurately extracted. ,ese results demonstrate that the
proposed algorithm has better robustness against the
rotation distortion attack.

,e above experimental results indicate that the proposed
algorithm has strong capability against all the four types of
local distortion attacks. Because it is a local nonlinear attack,
the NC value does not necessarily decrease with the increase
of the distortion quantity, and the change of the NC value is
not the same as the change of the PSNR value.

5. Algorithm Comparison

In this section, the proposed algorithm is compared with two
representative medical image watermarking algorithms. ,e
details of these three algorithms are shown in Table 9. ,ese
three algorithms are robust medical image watermarking al-
gorithms. Every robust watermarking algorithm can resist all
kinds of attacks with good robustness and security and can
solve all kinds of information security problems of the medical
image. ,e proposed algorithm and [25, 26] are zero-water-
marking algorithms. ,eir watermarking is based on the im-
portant features of themedical image rather thanmodifying the
content of the medical image. ,ey are easy to implement, fast
to embed and extract, and have the advantages of small amount
of computation and high speed. ,erefore, the proposed al-
gorithm and [25, 26] are very suitable for medical images. In
these algorithms, DWT, DCT, and DFT are all linear trans-
formations. However, VGG19 is a multilayer perceptron
specially designed for image recognition. Its feature extraction
is essentially a nonlinear transformation.

In order to further analyze the performance of the
proposed algorithm, the algorithm [25, 26] has also carried

Test image
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out local nonlinear geometric attack experiments under the
same conditions. ,eir results are compared with the ex-
perimental results of the proposed algorithm.

,e comparison of the algorithms under four types of
local nonlinear geometric attacks is shown in Figure 11.
As the blue bar of Figure 11(a) shows, it is obvious that the

(a) (b) (c) (d) (e)

Figure 9: ,e original medical images.

(a) (b)

Figure 10: ,e watermarking images. (a) ,e original watermarking image. (b) ,e scrambled watermarking image.

Table 1: Experimental results under ripple distortion attack.

Distortion quantity (%) 150 300 450 600 750

Medical image A PSNR (dB) 12.7889 11.9036 11.5765 11.2648 11.0596
NC 0.87595 0.81021 0.81021 0.81106 0.74818

Medical image B PSNR (dB) 16.6378 12.8092 12.8092 11.7588 11.0855
NC 0.87595 0.87595 0.87595 0.68929 0.75075

Medical image C PSNR (dB) 21.8267 17.8745 15.8378 14.6473 13.8828
NC 0.81363 0.74989 0.81163 0.65842 0.59668

Medical image D PSNR (dB) 21.3456 17.7586 16.1687 14.8927 14.0789
NC 0.87509 0.87138 0.81021 0.81392 0.81392

Medical image E PSNR (dB) 28.1822 25.2023 23.3165 21.9457 20.5296
NC 0.87823 0.75104 0.68987 0.68872 0.68872

Table 2: ,e images under ripple distortion attack.

Medical image A Medical image B Medical image C Medical image D Medical image E
,e smallest NC value 0.74818 0.68929 0.59668 0.81021 0.68872

,e restored watermarking image

Medical image to be tested
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Table 3: Experimental results under extrusion distortion attack.

Distortion quantity (%) 10 30 50 70 90

Medical image A PSNR (dB) 13.0494 11.4873 10.6621 10.2615 9.9121
NC 1.0 1.0 1.0 0.9354 0.9354

Medical image B PSNR (dB) 21.7239 16.4862 14.1855 12.7081 11.6212
NC 1.0 0.84222 0.7815 0.81049 0.81278

Medical image C PSNR (dB) 26.561 19.8342 17.1758 15.695 14.9073
NC 0.93826 0.93826 0.74818 0.74818 0.81163

Medical image D PSNR (dB) 24.4511 18.0799 15.8822 14.692 14.0065
NC 0.93626 0.81021 0.78076 0.78076 0.87395

Medical image E PSNR (dB) 32.0185 26.229 23.5813 21.8296 20.504
NC 0.9394 0.9394 0.9394 0.87566 0.87766

Table 4: ,e images under extrusion distortion attack.

Medical image A Medical image B Medical image C Medical image D Medical image E
,e smallest NC value 0.9354 0.7815 0.74818 0.78076 0.87566

,e restored watermarking image

Medical image to be tested

Table 5: Experimental results under spherical distortion attack.

Distortion quantity (%) 10 30 50 70 90

Medical image A PSNR (dB) 12.8585 11.4917 11.1459 11.3035 11.3435
NC 1.0 1.0 0.87166 0.87166 0.87166

Medical image B PSNR (dB) 18.4985 14.4427 13.0098 11.7524 10.5874
NC 0.93654 0.87366 0.81221 0.81221 0.74704

Medical image C PSNR (dB) 27.259 19.872 16.6028 14.5081 13.0453
NC 0.93512 1.0 1.0 1.0 0.93997

Medical image D PSNR (dB) 23.9151 17.1131 14.5852 13.2542 12.4597
NC 1 1 1 1 0.93769

Medical image E PSNR (dB) 30.64 25.4487 22.91 20.9156 19.2908
NC 0.9394 1 1 0.81763 0.62984

Table 6: ,e images under spherical distortion attack.

Medical image A Medical image B Medical image C Medical image D Medical image E
,e smallest NC value 0.87166 0.74704 0.93512 0.93769 0.62984

,e restored watermarking image

Medical image to be tested
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Table 7: Experimental results under rotation distortion attack.

Distortion quantity (%) 10 30 50 70 90

Medical image A PSNR (dB) 13.8738 13.2751 12.8138 12.5202 12.2938
NC 1.0 1.0 1.0 1.0 0.94054

Medical image B PSNR (dB) 21.5541 16.336 14.1869 12.7102 11.5936
NC 0.93883 0.81049 0.87509 0.62698 0.62927

Medical image C PSNR (dB) 23.2593 16.2611 14.4212 13.6166 13.1196
NC 0.93626 0.93626 0.93626 0.93626 0.5621

Medical image D PSNR (dB) 23.6471 17.9937 16.1955 15.1909 14.7219
NC 0.94054 0.94054 0.90682 0.90682 0.90682

Medical image E PSNR (dB) 32.9927 27.8346 25.4521 23.7641 22.4491
NC 0.9394 0.9394 0.87823 0.87823 0.8182

Table 8: ,e images under rotation distortion attack.

Medical image A Medical image B Medical image C Medical image D Medical image E
,e smallest NC value 0.94054 0.62698 0.5621 0.90682 0.8182

,e restored watermarking image

Medical image to be tested

Table 9: Comparison between the proposed algorithm and other algorithms.

Algorithms Objective Method Medical image content Transform used
Algorithm [25] Medical image security Zero-watermarking No change DWT-DFT
Algorithm [26] Medical image security Zero-watermarking No change DCT
,e proposed algorithm Medical image security Zero-watermarking No change VGG19-DFT
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Figure 11: Continued.
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ability of the proposed algorithm to resist ripple distortion
attack is better than the other two algorithms [25, 26]. ,e
comparison of the experimental results of the extrusion
distortion attack is shown in Figure 11(b). Figure 11(b)
shows that, with the increase of extrusion distortion
quantity, the NC value of the algorithm is close to 1, which
is obviously higher than that of the other two algorithms
[25, 26]. Especially when the extrusion distortion quantity
is more than 70%, the difference of NC value is more
significant. Figure 11(c) shows the comparison under the
spherical distortion attack. ,e NC values of the proposed
algorithms are all greater than 0.87. ,is proves that the
proposed algorithm is more resistant to the spherical
distortion attack. It can be observed from Figure 11(d)
that the three algorithms can effectively resist the rotation
distortion attack, but the proposed algorithm has a
stronger ability.

With the above comparison and analysis of the four local
nonlinear geometric attacks, the proposed algorithm is
obviously stronger than the other two algorithms in resisting
local nonlinear geometric attacks. ,erefore, the proposed
algorithm has good robustness and can well resist local
nonlinear geometric attacks.

6. Conclusions

In recent years, the medical image watermarking algorithm
against geometric attacks has been a hot and difficult topic in
the research of robust watermarking technology. In this
paper, a zero-watermarking algorithm based on VGG19 is
designed to resist local nonlinear geometric attacks. VGG19
is used to extract deep features of the medical image, and
two-dimensional discrete Fourier transform and mean-
perceptual hashing algorithm are used to generate zero-
watermarking. ,e design process of the algorithm com-
bines the concepts of deep convolution neural network,
Fourier transform, perceptual hashing, cryptography, and
zero-watermarking, which solves the problem of water-
marking resisting local nonlinear geometric attacks. At the
same time, the scrambling of the watermarking image

ensures the security of the algorithm. It has high practical
value for medical information protection.
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Mobile edge computing (MEC) is an emerging technology that provides cloud services at the edge of network to enable latency-
critical and resource-intensive E-healthcare applications. User mobility is common in MEC. User mobility can result in an
interruption of ongoing edge services and a dramatic drop in quality of service. Service migration has a great potential to address
the issues and brings inevitable cost for the system. In this paper, we propose a service migration solution based onmigration zone
and formulate service migration cost with a comprehensive model that captures the key challenges. +en, we formulate service
migration problem into Markov decision process to obtain optimal service migration policies that decide where to migrate in a
limited area. We propose three algorithms to resolve the optimization problem given by the formulated model. Finally, we
demonstrate the performance of our proposed algorithms by carrying out extensive experiments. We show that the proposed
service migration approach reduces the total cost by up to 3 times compared to nomigration and outperforms the general solution
in terms of the total expected reward.

1. Introduction

With the development of Internet of +ings, E-healthcare
applications are emerging and gaining popularity. +ese
E-healthcare applications require low latency and intensive
resource (computation or storage resource). However, IoT
terminals (sensors or vehicles) have limited resources (low
processing speed, small storage capacity, and limited battery
life), which is insufficient to complete these applications. To
mitigate this limitation, mobile edge computing (MEC) is
envisioned as a promising paradigm by providing cloud
service at the edge of network [1, 2]. By leveraging cloud
service deployed near mobile terminals, the latency of IoT
applications can be significantly guaranteed and the quality
of experience of mobile user can be greatly improved.
Suppose a patient travelling in a vehicle needs monitoring
the health parameters continuously such as blood pressure
and pulse rate, which are collected by IoT devices and the
raw health data are sent to the edge service site through
the client E-healthcare application. +e edge site processes
the data based on the predeployed E-healthcare application

and sends the processed result to the client application.+us,
MEC is assumed a key enabling technology for realizing the
E-healthcare visions.

User mobility is common inMEC systems.+e edge sites
often place cloud resources on the edge access devices such
as base stations (BSs) in cellular system and access points
(AP) in Wi-Fi. Network virtualization allows heterogeneous
networks to coexist on a shared infrastructure, and, hence, it
can be considered as a solution for the heterogeneity inMEC
[3, 4]. On the other hand, user mobility can result in in-
terruption of ongoing edge services and dramatic drop in
QoS, and service migration (SM) has a great potential to
address the issues [5, 6]. SM policy should be made such that
whether and where to migrate the ongoing edge services as
an arbitrary user moves outside the service area of the as-
sociated edge cloud site, which involves multiple challenges:
first, a user may connect to one edge cloud in one time slot
and switch to another in the next. Consequently, commu-
nication resources (bandwidth) and computing resources
(virtual machine size) may be reconfigured in each time slot,
which incur reconfiguration cost due to heterogeneity in
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edge cloud. Second, it is hard to predict how each user will
move over time in some scenarios, especially in vehicle
networks. Under the circumstances with no assumption
about user mobility, migration policy still needs to be made
in order to ensure service continuity. +ird, from the per-
spective of communication resources, it is most advanta-
geous to migrate the cloud service to the location closest to
the user; however, from the perspective of computing re-
sources, this approach has been demonstrated to be inad-
equate due to the dynamic workloads of the network [7–9].

Despite the extensive existing research on mobility-induced
service migration in the edge cloud context in general, fine
grained and random mobility features are not considered
[5, 8–10], andmost of themoften assume prior knowledge about
usermobility [11–14]. In addition,migration policy design in the
research only considers whether andwhere tomigrate. And edge
cloud service is always migrated to the cloud server closest to the
user. When mobile users have multiple access edge clouds,
where to migrate should be considered extensively in terms of
fine-grained mobility. +e transmission cost and migration cost
have been well considered in the existing research; nevertheless,
none of them considers the influence of user mobility on
reconfiguration induced by service migration.

Based on the above observations, we study the user-mo-
bility-driven optimization of the resource usage, reconfigura-
tion, and migration altogether in edge clouds without mobility
model assumption. We use the MDP framework to study
service migration jointly considering user mobility and het-
erogeneity in edge clouds. We make three contributions:

(1) Our formulation captures multiple types of impor-
tant costs. +e first is resource usage cost associated
with service location depending on resource price
strategy for the MEC system. +e second is the
reconfiguration cost accounts for changes in re-
sources. Network reconfiguration in virtualization
incurs a cost for the system by remapping a subset of
virtual nodes or links to better align the allocation of
resources to current network conditions. +e third is
migration time cost for guaranteeing quality of
service. We pursue the optimization of the total cost
while serving each user’s workload from the per-
spective of edge cloud operator.

(2) We provide a mathematical framework to design
optimal service migration policies that decide where
to migrate without assumption of user mobility in a
limited area. We formulate service migration
problem into Markov decision process (MDP). We
propose Service Migration algorithm based on Value
Iteration (SMVI), In-place Value Iteration (SMIVI),
and Policy Iteration (SMPI) to resolve the optimi-
zation problem given by the above cost model.

(3) We demonstrate the performance of our proposed
algorithms by carrying out extensive experiments.
We compare the proposed policy with several
baseline strategies that include no migration, mi-
gration without considering reconfiguration cost. It
is shown that the proposed approach offers

significant gains over those baseline approaches. +e
results show that, up to 3 times compared to no
migration, up to 5% reduction on the total cost can
be achieved compared to the approaches typically
employed in edge clouds.

+e remainder of the paper is organized as follows. In the
next section, we review some related service migration inMEC
and their problems. In Section 3, we describe the systemmodel
and the basic assumptions considered in this paper. +en, we
formulate the problem of designing an optimal service mi-
gration policy as MDP. We detail the proposed algorithm in
Section 4. To validate the proposed study, we provide nu-
merical experiments under various settings in Section 5. Fi-
nally, we draw the conclusions in Section 6.

2. Related Work

Induced-mobility service migration has been paid much
attention inMEC system.+e related research work contains
optimization of migration policy and execution of
migration.

2.1. Optimization of Migration Policies. Migration can bring
benefits and incur computation and communication resource
overheads. +erefore, the decision on whether and where to
migrate depends on many aspects, such as user mobility, the
number of simultaneous migrations, resource availability at
heterogeneous edge clouds, and so on, which is a sophisticated
optimization problem. +e study in [8] aimed to optimize
service migration policy aiming at avoiding the migration if the
stable delay is acceptable.+ey assumed that a required end-to-
end latency threshold is known in advance.Meanwhile, they do
not consider the workloads of destination edge cloud as well as
their reconfiguration costs for the service. +e study in [9]
proposed a service migration policy to decide the services that
are run on the mobile edge nodes to be migrated.+is problem
is solved by a Lyapunov-based approach. +e optimal mi-
gration strategy is obtained in closed form, and an online
algorithm outputs the number of service replicas (how many)
and where these services are to be migrated prior to the
handover execution. +e proposed mathematical models are
based on simple assumptions and thus cannot cope with
complex mobility condition and user context information.+e
authors of [5, 11, 12] studied service migration design under
the one-dimensional and two-dimensional mobility model,
and the study in [11] proposed stochastic frameworks for
dynamic workload migration based on the Lyapunov opti-
mization technique. And references [5, 12] also did not con-
sider the reconfiguration costs for the service, which cannot be
directly used in heterogeneity in edge cloud network. Although
the study in [11] considered the reconfiguration cost in the
problem formulation, it is only assumed that the reconfigu-
ration cost is the function of distance. However, the parameter
in the formulation was not easy to determine in practice. In
addition, all of them either require statistics information or
model on user mobility.
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+e realization of cloud service depends on virtualiza-
tion technology represented by virtual machine (VM). +e
authors of [15] proposed strategies to find suitable band-
width and precopy iteration count to optimize different
performance metrics of VM migration over a WAN. +e
formulated models were to optimize network resource
consumption, migration duration. And a strategy was
proposed to determine appropriate themigration bandwidth
and number of precopy iterations, and it performed nu-
merical experiments with large number of migration re-
quests. +e authors of [16] studied the problem of optimal
VM placement and migration to minimize resource usage
and power consumption in a data centre. +e formulated
problem was optimized as a joint multiple objective function
and solved by leveraging the framework of convex opti-
mization. A multilevel join VM placement and migration
algorithms provided an approximate optimal solution.
However, the above work considered the centralized cloud
environment instead of edge clouds. In the edge cloud
environment, mobile terminals are diversified, and the
mobility of different mobile terminals is more complex and
has a certain degree of randomness.

Our model captures multiple types of important costs.
+e first is transmission cost, depending on service location.
Edge cloud is usually collocated with an access point (AP, a
cellular base station, or a Wi-Fi access point); therefore,
different cloud resources may have different prices con-
trolled by resources price strategy for the MEC system [17].
+e second is the reconfiguration cost accounts for changes
in resources. Although network virtualization is considered
as the most promising approach to realize heterogeneous
networks to coexist on a shared infrastructure, network
reconfiguration in virtualization incurs a cost for the system
by remapping a subset of virtual nodes or links to better align
the allocation of resources to current network conditions
[18]. +is reconfiguration cost cannot be neglected to im-
prove the total net gain for the edge cloud service provider
[3]. +e third is migration time cost. Specifically, the factors
affecting VM migration time are the memory size, the
number of concurrent VM on destination server, and the
available network bandwidth [19]. Without any knowledge
on user mobility, our algorithm makes optimal migration
decisions while guaranteeing system reward.

2.2. Execution of Migration. Execution of migration focuses
on how to efficiently execute live migration in a practical
MEC system. +e framework proposed in [20] aimed at
smooth migration of all or only a required portion of an
ongoing IP service between a data centre and user equip-
ment. +e service migration and continuity were supported
by replacing IP addressing with service identification. Recent
efforts toward the implementation of service migration in
MEC environments have focused on VMmigration [21–25].
+e study in [21] proposed a technique that initiates the
migration of VMs between heterogeneous cloud environ-
ments. +e author demonstrates heterogeneous VM mi-
gration between various cloud platforms built on different
architectures. +e study in [22] presented a three-layer

framework for migrating active service applications that are
encapsulated either in VMs or in containers. It aims at
maintaining relatively low service downtime and overall
migration time. Especially, the framework applied to both
virtual machines and containers. +e authors of [23] pro-
posed Follow Me Fog, a framework supporting a new
seamless handover timing scheme among different com-
putation access points by designing a job premigration
mechanism. +e authors of [24] proposed remote loading
and redirection to accelerate the service migration. By
tracing historic access patterns, the proposed method first
generates a loading request list that locates the core codes in
the image file of service applications for booting. +e study
in [25] gave an overview of VM migration and discussed
both its benefits and challenges, the studies regarding linking
VM migration to user mobility are summarized as well, and
further optimizations on live VM migration were listed in
the paper. In conclusion, the above research provides a solid
research foundation for the implementation of service mi-
gration strategy proposed in this paper.

3. Model Formulation

Considering the scenario as shown in Figure 1, an edge
server contains one or more physical machines hosting
several VMs, covering the mobile users in proximity. +ese
edge servers are interconnected with each other via different
kinds of network connections supported by network vir-
tualization reconfiguration [3, 18].

Note that we use edge server or edge cloud site as a
general term. In our system model, there are N edge servers
that are virtualized and managed by a SM Management
Entity (SMME). +e edge cloud pointed by red or green
arrows denotes the available access edge clouds, and the
black one-way arrow indicated the ambulance moved from
the current position to another position.

Migration policy is triggered whenever an ambulance is
in its migration zone in an access point, as shown in Figure 2.
SMME should decide which edge cloud to migrate when
mobile users have multiple access edge clouds. In this work,
this zone is determined based on a fixed distance to the AP or
dynamic distances based on the user’s speed and VM size.
We assume that the ambulance moves around in a limited
area in the city.

We utilize access point A and MEC-A as the source edge
site and access point B and MEC-B as the destination edge
site. Handover management entity (HME) is used to im-
plement handover policy and handover procedure. +e
whole mechanism of service migration can be described as
follows, which is shown in Figure 3.

Step 1: a patient travelling in a vehicle accesses the
E-healthcare application hosted by MEC-A.
Step 2: the access point A sends the position infor-
mation of the related vehicle to the handover man-
agement entity.
Step 3: when the vehicle enters the migration zone of an
access point, the HME implements handover
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procedure and informs the SMME to make a decision
about service migration.
Step 4: the SMME implements service migration policy
by our proposed approach, the result of implementing
our algorithm is supposed as MEC-B, and then the

SMME informs the MEC-A to implement service
migration procedure.
Step 5: the service migration is implemented between
MEC-A and MEC-C.
Step 6: the vehicle enters the coverage of access point B.
Step 7: the E-healthcare application service is resumed
in the MEC-B.
Step 8: the service migration is completed.
Step 9: all the resources are released including band-
width, storage, and computation resources hosted by
MEC-A and MEC-B.

In the following sections, we describe our model for each
component in an edge cloud system; then, we formulate the
service migration problem.

3.1. Edge Cloud System. We consider an edge cloud system
(e.g., N � 5 × 5) where a vehicle accesses a cloud-based
service hosted on the MECs. +e set of possible edge cloud
locations is given by l � (i, j), l ∈ L, where L is assumed to
be finite. An edge cloud is defined as a pool of virtualized
computing resources, which is usually collocated with a
cellular base station, a Wi-Fi access point, or Mobile
Cloudlets. +e maximum workload of an edge cloud l is

Remote cloud

WIFI

Base station

Edge cloud

Remote cloud

Figure 1: A case of service migration in mobile edge computing. +e edge cloud pointed by red or green arrows denotes the available access
edge clouds, and the black one-way arrow indicates that the ambulance moved from the current position to another.

North

South

East

Migration
zone 

West

Figure 2: Migration zone.
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defined as ci,j. +ese edge servers are interconnected with
each other. +e network bandwidth between two edge
clouds l and l′ is given by B(l, l′). +e number of concurrent
running workloads of all the edge clouds is denoted by the
set W � wij􏽮 􏽯, ∀(i, j) ∈ L.

3.2. Mobile Terminals’ Mobility and Migration. We assume
an ambulance u (also called mobile terminal) with IoT
devices move around in the limited area that is shown as
grids in Figure 2. In a certain time slot, the ambulance
connects to an edge cloud l ∈ L that covers the vicinity of
the ambulance and accesses the E-healthcare application
service, incurring an allocated bandwidth xu and the
number of CPU processing cycles mu, and the corre-
sponding virtual machine state data size is denoted by du.
When the ambulance leaves the limited coverage of the
current edge cloud, the corresponding cloud service can
be migrated to one of the available neighbour edge clouds
for the purpose of cloud service continuity. As shown in
Figure 4, the cloud service at the edge of the grid can
migrate to the surrounding two neighbour clouds, while
the cloud service at other locations plotted by red line can
be migrated to the surrounding four neighbours. For
example, edge cloud services in the location of edge cloud

(0, 0) can be migrated to (0, 1) or (1, 0). As another
example, services in the edge cloud (2, 2) can be migrated
to (1, 2), (3, 2), (2, 1), or (2, 3). SM management entity
should decide which edge cloud to migrate as an ambu-
lance moves around in the limited area.

3.3. Costs. We consider three aspects of costs in the edge
cloud system: the edge cloud usage cost, the migration cost,
and the reconfiguration cost. +ese costs are able to rep-
resent the most prominent expenditure from the perspective
of the cloud operator.

3.3.1. Resource Usage Cost. In this paper, we assume that the
resource usage cost refers to bandwidth incurring by data
transmission and computation resources usage incurring by
task processing, which can be expressed as

Costusa � al ∗x
t

+ bl ∗
m

t

100
, (1)

where t
x denotes the bandwidth at current location l at time

slot t, xt < λu and al denotes the unit cost of bandwidth
resource at location l. mt measures the number of CPU
processing cycles at time slot t. bl represents the cost of using
100MHz CPU.

Vehicles Access 
point-A MEC-A Access 

point MEC-B

Vehicles Access 
point-A MEC-A MEC-BAccess 

point-B

(5) Service migration is implemented 
between MEC-A and MEC-B

(6) The vehicle enters into the access point B

(9) All the resources are released including bandwidth,
storage and computation resources hosted by MEC-A and MEC-B

Handover 
management 

entity

SM 
management 

entity

Handover 
management 

entity

SM 
management 

entity

(4) The SMME implements service migration policy and informs the MEC-A to implement service migration

(8) The service migration is completed

(7) The E-healthcare application service is resumed in the MEC-B

(3) When the vehicle enters into the migration zone of an access 
point, the HME implements handover procedure and inform the SMME

(2) The access point A sends the position information
related to the vehicle to the handover management entityt

(1) A patient travelling in a vehicle accesses the
E-healthcare application hosted by MEC-A

Figure 3: +e whole mechanism of service migration.
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3.3.2. Reconfiguration Cost. As an ambulance move around
in the limited area, the SMME may migrate the workload
from source edge cloud to destination edge cloud decided by
migration policy, which results in adapting the amount of
resources allocated in destination edge cloud. Such adap-
tation depends on the number of reallocated virtual links
and nodes, which would incur some inevitable cost for
preparing the resources. +e reconfiguration cost of allo-
cating 100MHz CPU and 1Mbps bandwidth is denoted by
pl for edge cloud l; the reconfiguration cost is calculated as

Cos trec � pl x
t

− x
t− 1

􏼐 􏼑 +
m

t
− m

t− 1
􏼐 􏼑

100
⎡⎣ ⎤⎦. (2)

3.3.3. Migration Cost. +is cost represents the delay when
wemigrate the workload from one edge cloud to another due
to data movement. Specifically, the major factors impacting
VM migration time are the memory size, memory dirtying
rate of the VM to be migrated, and the available network
bandwidth, as well as the number of concurrent running VM
at the destination server [16]. For simplicity, we approxi-
mately calculate the migration time as

Costmig � d
t
u ∗

wl′

Bl,l′
, (3)

where dt
u denotes the virtual machine’s data size at time slot

t, wl′ denotes the number of concurrent running VM in
destination cloud l′, and Bl,l′ denotes network bandwidth
between edge cloud l and l′.

3.4. Problem Formulation. By combining the essential
models above, we formulate the migration policy as MDP. In
order to obtain the optimal policy, it is necessary to identify
the actions, state, and reward functions in our mathematical
model, which is given in the following sections.

3.4.1. System State. Let St denote the system state at time t,
defined by (lt, ot), where lt is the locations set of cloud
service at time t, and ot denotes the workloads at the current
location lt, where ot � (xt

u, mt
u, dt

u). Consequently, the state
vector can be described as St � (lt, ot). Here, lt � (i, j), for
∀i<N, j<N.

3.4.2. System Action. In the system, the SMME decides
where to migrate the edge cloud service when a vehicle
moves around in the limited area. It is not optimal to
migrate the service to a location that is farther away from
the user, as one would intuitively expect. +erefore, we
assume that when the vehicle is in the migration zone in
the current edge cloud, the corresponding cloud service
can be migrated to one of the available neighbour edge
clouds. +e current action is represented by a, a ∈ A,
A � 0, 1, 2, 3{ }, where 0 represents migration to the north,
1 represents migration to the south, 2 represents mi-
gration to the west, and 3 represents migration to the
east.

3.4.3. Reward Function. Our goal is to design a policy that
uses the E-healthcare application’s workload (bandwidth, or
CPU consumption) and service location as input, and the
policy continuously decides where to migrate the workload
for each vehicle as it moves, such that the total cost is
minimized over time. Note that the reward function in MDP
is the maximum value; we set three mapping variables
Cos tusa′ , Cos tmig′ , and Cos trec′ , corresponding to the three
original variables. +erefore, the reward function is the
weighted sum of the resource usage cost, migration cost, and
reconfiguration cost, as given by

C
t

� α∗ Cos tusa′ + β∗ Cos trec′ + χ ∗ Cos tmig′ , (4)

where α, β, and χ are the weights of the three types of cost,
respectively. Cos tusa

′ , Cos tmig′ , Cos trec′ denotes the cor-
responding cost after being normalized, and min () and
max () are minimum and maximum functions of a
variable.

Cos tusa′ � 1 −
cos tusa − min cos tusa( 􏼁

max cos tusa( 􏼁 − min cos tusa( 􏼁
,

Cos trec′ � 1 −
cos trec − min cos trec( 􏼁

max cos trec( 􏼁 − min cos trec( 􏼁
,

Cos tmig′ � 1 −
cos tmig − min cos tmig􏼐 􏼑

max cos tmig􏼐 􏼑 − min cos tmig􏼐 􏼑
.

(5)

Take expectation with respect to service migration costs
in each epoch over the randomized network states St and the
actions At induced by a given control policy π. +is action
causes the system to transition to a new intermediate state
St+1 � (lt+1, ot+1). +e expected long-term reward of the
MEC conditioned on an initial network state S1 can be
expressed as

V(S, π) � Eπ (1 − c) 􏽘
∞

t�1
(c)

t−1
C

t
|S

1
� S⎡⎣ ⎤⎦, (6)

where c ∈ [0, 1) is the discount factor and (c)t−1 denotes the
discount factor to the (t− 1)-th power. +e objective of the
MEC system is to design an optimal control policy π∗ that
maximizes V(S, π), for any given initial network state S,
which can be formally formulated as

(0, 0) (0, 1) (0, 2) (0, 3) (0, 4)

(1, 0) (1, 1) (1, 2) (1, 3) (1, 4)

(2, 0) (2, 1) (2, 2) (2, 3) (2, 4)

(3, 0) (3, 1) (3, 2) (3, 3) (3, 4)

(4, 0) (4, 1) (4, 2) (4, 3) (4, 4)

Figure 4: Mobile terminals move around in a limited area.
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π∗ � arg
π

maxV(S, π). (7)

We denote V(S) � V(S, π∗) as the optimal state-value
function.

4. Solving the Optimal Control Policy

Note that standard approaches of solving for the optimal
policy of anMDP include value iteration and policy iteration
[26]. To derive the service migration policy, we propose
SMVI and SMPI algorithm, respectively. +e details can be
described as follows.

+e SMPI algorithm (Algorithm 1) contains two parts:
policy evaluation (Algorithm 2) and policy improvement
(Algorithm 3). Firstly, the V-function and the policy are
initialized randomly. +en, for the current policy, the value
function of the state s under the policy is estimated by the
algorithm of iterative policy evaluation, and a new strategy is
obtained by greedy policy improvement. +e above proce-
dure is looped until the policy remains unchanged. +e
pseudo codes of the algorithms are as follows:

In order to find the optimal strategy, the SMVI algorithm
(Algorithm 4) uses the Bellman optimal equation to iterate.
However, there is no explicit strategy in the update process,
so the value function in the iteration process may not
correspond to any strategy. Additionally, we propose service
migration algorithm based on the In-place Value Iterative
(SMIVI); the difference between the in-place value iterative
method and the general value iterative method is asyn-
chronous update in the algorithm. +at is to say, the V
update is directly performed during the update process. +e
marked line with 16 in Algorithm 4 is replaced by sentenceV
[i, j]� np.max (qs), which generate the SMIVI algorithm.
+e pseudo code of SMVI algorithm is as follows:

4.1. Evaluation. +e number of actions in MDP formulated
by service migration problem is four, because the edge cloud
service can only be migrated to the four available neighbour
edge clouds. +e variable N_action is assumed as a constant
in all the algorithms. +erefore, the execution time of all the
algorithms depends on the execution times implemented by
the body code of “for” loop, the time complexity of Algo-
rithm 1, Algorithm 2, Algorithm 3, Algorithm 4 are O(n),
O(n2), O(n), O(n2), respectively.

We validate the performance of the proposed service
migration algorithm based MDP in Python. We use
PyCharm as the Python integrated development environ-
ment. All the experiments are implemented on a computer
with Intel Core i5-4200U CPU 2.3GHz and 4096MB RAM.
We conduct extensive experiments and report the experi-
mental results in this section. In addition to the proposed
algorithm, other schemes are taken as the performance
reference for comparison on the same topology with the
same parameter setting, which are described as follows.

4.1.1. No Migration. No matter how the vehicle moves, the
system will not take the migration action.

4.1.2. Other Schemes [5, 12]. +e migration policy does not
consider the reconfiguration cost.

All the measurements were performed on a computer
equipped with Intel Core i5-6500 CPU (3.2GHz) and 8.0GB
RAM.

5. Experimental Settings

We consider an edge cloud system deployed with 25 edge
clouds, as shown in the grid of Figure 2; the allocated
bandwidth at different locations follows uniform distri-
butions over (4, 100). +e available network bandwidth
between the source and destination edge servers was
between 20 and 100 MBps. +e number of concurrent
running VM in each edge cloud server follows random
distribution over (1, 25). +e VM size was between
800MB and 1700MB [27]. +e reconfiguration price
varies among different edge clouds. We generate the
reconfiguration prices following a Gauss distribution
with the mean 20-euro and the standard deviation 5-euro.
We categorize all the edge clouds into three clusters, each
of which is subscribed to one of three bandwidth prices
provided by Internet providers. +e average prices are
2.49 euro/Mbps, 4.86 euro/Mbps, and 1.25 euro/Mbps,
respectively [28].

5.1. <e Optimal Migration Policy under Different Scenarios.
As mentioned before α, β, and ω denote the weights of the three
types of cost, respectively. +ree parameter settings are
envisioned:

(1) α � 0.8, β � 0.1, and χ � 0.1 which represents a
high resource usage cost compared to migration
cost and reconfigure cost if a service migration is
launched.

(2) α � 0.1, β � 0.8, and χ � 0.1 which represents a high
migration time cost compared to resource usage cost
and reconfigure cost if a service migration is launched.

(3) α � 0.1, β � 0.1, and χ � 0.8 which represents a
reconfiguration cost compared to resource usage cost
and migration cost if a service migration is launched.

Figures 5–7 illustrate the optimal policy constructions
for the three above-mentioned settings. Arrows in the
figure indicate the optimal migration direction. For in-
stance, when α � 0.1, β � 0.1, χ � 0.8, the optimal policy
recommends service in the location (0, 0) migrating to the
east-(0, 1). However, when α � 0.1, β � 0.8, χ � 0.1, the
optimal policy recommends the same service migrating to
the south-(1, 0). +is is because reconfiguration cost in-
curring by migration to the location (0, 1) is greater than
that of location (1, 0). +e optimal policy recommends
migration to the south for increasing total reward. Note
that the weight parameters have a great impact on the
optimal policy construction, since migration to different
location incurs different migration cost and reconfigura-
tion cost. +is difference is not negligible in comparison to
the achieved gain when migrating a service.
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(1) env�Env ()//Environment Initialization: MDP mode state s, action a, and reward r
(2) initialize random policy
(3) for (i� 1, i++ , i<max_iter)
(4) V� value_evaluate (policy, env, max_step, tol)//evaluate the random policy
(5) policy� policy_improvement (env, V)//improve the policy
(6) mean_values.append (np.mean (V))//store mean value of the policy
(7) run_times.append (time.time ()-st)//store run time
(8) if last_V is not None and np.sum (np.abs (V-last_V))< tol:
(9) break
(10) last_V�V//the value function update is small enough, it will stop.

End for
(11) return V, mean_values, policy, run_times# return state value, mean value, the optimal policy and run time

ALGORITHM 1: SMPI (policy, env, max_step� 100, tol� 1e-6).

(1) initialization V
(2) for i in range (max_step):
(3) new_V�V.copy ()
(4) for all s in S: # for every state, update the value fuction
(5) qs� np.zeros ((N_ACTIONS), dtype� np.float32)//Initialize value fuction
(6) for a in range (N_ACTIONS): //store the Q value for each action
(7) n_s� env.P [s, a]
(8) r� env.R [s, a]
(9) n_V�V [n_s [0], n_s [1]]
(10) qs [a]� r+ gamma ∗ n_V
(11) new_V [s]�np.sum (qs ∗ policy [i, j])
(12) End for
(13) End for
(14) if np.sum (np.abs (V-new_V))< tol:
(15) break
(16) V� new_V
(17) End for
(18) return V

ALGORITHM 2: Value_evaluate (policy, env, max_step� 100, tol� 1e-6).

(1) Initialize policy
(2) for all s in S:
(3) Initialize qs
(4) for a in range (N_ACTIONS):
(5) n_s� env.P [s, a]
(6) r� env.R [s, a]
(7) qs [a]� r+ gamma ∗ V [n_s [0], n_s [1]]
(8) p� (np.abs (qs− np.max (qs))< 1e-6) # greedy strategy
(9) p� np.array (p, dtype� np.float32)/np.sum (p) #convert to float type and normalization
(10) policy [i, j]� p
(11) return policy

ALGORITHM 3: Policy_improvement (env, V).
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5.2. Impact of Weights of the <ree Costs on the Expected
Reward. We report also in Figure 8 the impact of the pa-
rameter’s weights of the three costs on the total expected
reward by varying its value in three cases:

Case 1: α takes a fixed value 0.1, β progressively in-
creases from 0.1 to 0.8, and χ progressively decreases
from 0.8 to 0.1

Case 2: β takes a fixed value 0.1, α progressively in-
creases from 0.1 to 0.8, and χ progressively decreases
from 0.8 to 0.1
Case 3: χ takes a fixed value 0.1, α progressively in-
creases from 0.1 to 0.8, and β progressively decreases
from 0.8 to 0.1

It is notable that the maximum reward that each algorithm
can achieve may be different when parameters take different
values; i.e., the maximum expected reward over α � 0.1,
β � 0.1, χ � 0.8 is 9.012, which is the same as parameter settings
over α � 0.8, β � 0.1, χ � 0.1. However, the maximum ex-
pected reward over α � 0.1, β � 0.8, χ � 0.1 can only reach 6.8,
which is smaller than that of the other two parameter settings.

We observe that when α takes a fixed value 0.1, the
expected system reward progressively decreases. +is is
because reconfiguration cost and migration cost dominate
more system cost. While χ takes a fixed value 0.1, the ex-
pected system reward progressively increases.+is is because
increment of weights of resource usage cost can bring more
reward under our system context parameter settings. It is

(0, 0) (0, 1) (0, 2) (0, 3) (0, 4)

(1, 0) (1, 1) (1, 2) (1, 3) (1, 4)

(2, 0) (2, 1) (2, 2) (2, 3) (2, 4)

(3, 0) (3, 1) (3, 2) (3, 3) (3, 4)

(4, 0) (4, 1) (4, 2) (4, 3) (4, 4)

Figure 7: +e optimal policy constructed by SMPI algorithm over
α � 0.8, and β � 0.1, χ � 0.1.

(0, 0) (0, 1) (0, 2) (0, 3) (0, 4)

(1, 0) (1, 1) (1, 2) (1, 3) (1, 4)

(2, 0) (2, 1) (2, 2) (2, 3) (2, 4)

(3, 0) (3, 1) (3, 2) (3, 3) (3, 4)

(4, 0) (4, 1) (4, 2) (4, 3) (4, 4)

Figure 6: +e optimal policy constructed by SMPI over α � 0.1,
β � 0.8, and χ � 0.1.

(0, 0) (0, 1) (0, 2) (0, 3) (0, 4)

(1, 0) (1, 1) (1, 2) (1, 3) (1, 4)

(2, 0) (2, 1) (2, 2) (2, 3) (2, 4)

(3, 0) (3, 1) (3, 2) (3, 3) (3, 4)

(4, 0) (4, 1) (4, 2) (4, 3) (4, 4)

Figure 5: +e optimal policy constructed by SMPI over α � 0.1,
β � 0.1, and χ � 0.8.

(1) env�Env ()//Environment Initialization: MDP mode: state s, action a, and reward r
(2) Initialized V
(3) for (i� 1, i++ , i<max_iter)
(4) new_V�V.copy ()
(5) update_steps� 0
(6) for all s in S
(7) Initialize value function V
(8) for a in range (N_ACTIONS):
(9) n_s� env.P [s, a]
(10) r� env.R [s, a]
(11) qs [a]� r+ gamma ∗ V [n_s [0], n_s [1]]
(12) update_steps +� 1
(13) new_V [i, j]� np.max (qs)# update value function base on Bellman’s equation
(14) mean_values.append (np.mean (V))#store the mean value
(15) run_times.append (time.time ()-st)#strore the run time
(16) if np.sum (np.abs (V-new_V))< tol:
(17) break
(18) V� new_V
(19) return V, mean_values, run_times

ALGORITHM 4: SMVI (max_iter� 100, max_step� 100, tol� 1e-6).
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notable that with the increase of α, the expected reward of
our algorithm declines slightly at the beginning and then
increases to a stable level when β takes a fixed value 0.1. And
the expected reward over α � 0.1, β � 0.1, χ � 0.8 can reach
the maximum value 9.012.

5.3. Comparison of the Convergence Speed of Different
Algorithms. In this section, we compare the convergence speed
of different algorithms. Here are two settings to be considered.

5.3.1. Total Expected Reward versus the Number of Iteration
Update Steps. From Figures 9–11, we observe that our al-
gorithm performs in a similar way under different parameter

settings. We can see that when update step takes the same
value, the convergence speed of policy iteration algorithm is the
fastest and value iteration is the slowest. +is is because value
iteration finds the optimal policy from the Bellman’s equation
iteratively, which may require many iterations before con-
verging to the optimal result. Policy iteration generally requires
a smaller number of iterations. Moreover, SMPI finds the exact
values of the discounted sum cost for the policy resulting from
the previous iteration. SMPI converges at about 7 iterations,
while SMVI and SMIVI converge until almost 40 iterations and
maintain steady performance thereafter.

5.3.2. Total Expected Reward versus Update Time. As shown
in Figures 12 and 13, when update time takes the same value,
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Figure 11: +e expected reward over α � 0.8, β � 0.1, and χ � 0.1.
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Figure 10: +e expected reward over α � 0.1, β � 0.8, and χ � 0.1.
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Figure 9: +e expected reward over α � 0.1, β � 0.1, and χ � 0.8.
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Figure 8: +e impact of the parameter’s weights of the three costs
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the convergence speed of SMIVI is faster than other algo-
rithms, and SMPI is the slowest (SMVI and SMIVI algo-
rithm converge until almost 0.02 seconds while SMPI
algorithm converges at about 5 seconds). +is is because
SMPI algorithm uses greedy method to improve policy,
while the greedy policy improvement generates a lower
efficiency.

5.4. Performance Comparison with Other Migration Policies.
In this section, we compare the Proposed Migration Policy
considering three costs (PMP) with two benchmarkmethods
in the experiments: the migration strategy only considers
Resource Usage cost and Migration Cost strategy (RUMC)
[3, 10] and no migration. All the experiments are

implemented under the parameter settings with α � 0.8,
β � 0.1, χ � 0.1.

It must be noted that the factors considered by different
algorithms are not the same, it is difficult to compare di-
rectly. For the policy that considers only the communication
cost and the migration cost, we first make the corresponding
migration decision through the flow of the policy itself and
then calculate the reward of this action in the current state
according to the function defined in this paper. From the
results shown by Figures 14–16, we can see that our PMP
implemented by all the three algorithms (SMPI, SMVI, and
SMIVI) performs better than RUMC and nomigration.+at
is because RUMC always choosees the destination location
that generates the minimum transmission cost and migra-
tion cost, while PMP may select one of the four neighbours
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Figure 15: +e results of implementing SMVI.
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Figure 14: +e results of implementing SMPI.
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edge servers as destination considering the reconfiguration
cost at the destination location. Compared to no migration,
PMP can increase reward by three times. Compared to
RUMC, PMP can increase reward by 5%.

6. Conclusion

In this paper, we design a service migration policy considering
mobile terminal’s mobility and heterogeneity in edge cloud
systems. Our formulation captures general cost models in-
volving transmission cost, migration cost, and reconfiguration
cost. We provide a mathematical framework to design optimal
service migration policies that decide where to migrate without
assumption of mobile terminal’s mobility model in a limited
area; namely, the policy triggers service migration each time a
mobile terminal enters migration zone. We formulate service
migration problem into MDP. Value iteration and policy it-
eration algorithms are used to resolve the optimization
problem given by the formulized model. +e SMME can
optimally decide where a service needs to be migrated. +e
performance of the main algorithms is demonstrated by ex-
tensive experiments.+e results show that the proposed service
migration mechanism always achieves the maximum expected
reward compared to two other policies. +e proposed method
is suitable for the service migration in limited area. For the
large-scale networked MEC systems, the huge state space will
lead to the performance degradation of the algorithms. In the
future work, we will study live migration method and per-
formance under large-scale networked MEC systems.
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Background. Forceps delivery is one of the most important measures to facilitate vaginal delivery. It can reduce the rate of first cesarean
delivery. Frustratingly, adversematernal and neonatal outcomes associated with forceps delivery have been frequently reported in recent
years..ere are twomajor reasons: one is that the abilities of doctors andmidwives in forceps delivery vary fromhospital to hospital and
the other one is lack of regulations in the management of forceps delivery. In order to improve the success rate of forceps delivery and
reduce the incidence of maternal and neonatal complications, we applied form-based management to forceps delivery under an
intelligent medical model..e aim of this work is to explore the clinical effects of form-basedmanagement of forceps delivery.Methods.
Patients with forceps delivery in Maternal and Child Health Hospital Affiliated to Nanchang University were divided into two groups:
form-based patients from January 1, 2019, to December 31, 2020, were selected as the study group, while traditional protocol patients
from January 1, 2017, to December 31, 2018, were chosen as the control group..en, we compared the maternal and neonatal outcomes
of these two groups.Results..erewere significant differences in thematernal and neonatal adverse outcomes such as rate of postpartum
hemorrhage, degree of perineal laceration, and incidence of neonatal facial skin abrasions between the two groups, whereas differences in
the incidence of asphyxia and intracranial hemorrhage were not significant. Conclusions. Form-based management could help us assess
the security of forceps delivery comprehensively, as it could not only improve the success rate of the one-time forceps traction scheme
but also reduce the incidence of maternal and neonatal adverse outcomes effectively.

1. Introduction

During the information era, medical and health field was
gradually moving towards informationization and intellec-
tualization. .e intelligent medicine was a cross-discipline
on the integration of life science and information tech-
nology, and it was a new stage of information construction in
the healthcare field. By using information management,
patients’ clinical data could be fully recorded and tell us
more about the situation of patients, which could help us to
design effective treatments.

Under the environment of high cesarean section rate, we
have the responsibility to promote vaginal birth and reduce
primary cesarean birth rate [1, 2]. In order to obtain this
goal, we need to put intelligent medicine into our daily

medical works for reducing the morbidity of perinatal
pregnant women and newborns..rough this way, we could
reduce the evaluation errors caused by differences in clinical
experience and other factors, so as to reduce the incidence of
perinatal pregnant women and newborns [3]. In recent
years, intelligent medicine has been widely used in prenatal
fetal heart monitoring [4, 5], vaginal trial delivery model
prediction after cesarean section [6], prediction model of
vaginal birth after cesarean, and premature delivery [7]. It
also has been used in postpartum hemorrhage prediction
[8, 9]. During the time, it has achieved fairly good results in
vaginal midwifery training [10].

Vaginal forceps delivery, one of the surgical vaginal
methods, could resolve cephalic dystocia effectively, for ex-
ample, maternal exhaustion, maternal cardiac disease and
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a need to avoid pushing in the second stage of labor, prolonged
second stage of labor, and nonreassuring fetal heart rate patterns
in the second stage of labor [11]. Under these conditions,
forceps delivery could be accomplished more safely and quickly
than cesarean..erefore, the skill of forceps delivery was one of
the most important clinical skills required for obstetricians and
midwives [12]. Of course, forceps delivery not only requires the
above skill but also needs accurate judgment and systematic
evaluation of the patient’s condition in advance. In recent
decades, severe laceration of the birth canal, postpartum
hemorrhage, and neonatal injury caused by forceps delivery
have been constantly reported [13, 14]. Our hospital began the
construction of an intelligent hospital in 2018 and has suc-
cessively introduced information systems such as integrated
platform, HIS, LIS, and HRP. Relying on these information
platforms, we were able to implement form-based management
of forceps delivery since January 1, 2019. In order to explore the
effectiveness of form-based management of forceps delivery in
improving the success rate of forceps delivery and reducing the
incidence of adverse maternal and fetal outcomes, we were
reviewing and analyzing the maternal and infant outcomes of
patients with forceps delivery in our hospital during the period
from January 1, 2017, to December 31, 2020.

2. Materials and Methods

2.1. Study Population. .is retrospective cohort study was
conducted at the Maternal and Child Health Hospital Affil-
iated to Nanchang University..e study population consisted
of pregnant women who underwent forceps delivery from
January 1, 2017, to December 31, 2020. Cases with forceps
delivery managed by form-based management from January
1, 2019, to December 31, 2020, were established as the study
group, and cases with forceps delivery managed by traditional
protocol from January 1, 2017, to December 31, 2018, were
established as the control group..e inclusion criteria were as
follows: single full-term fetus, fetal position being cephalic
position, indications for forceps delivery being prolonged
second stage of labor or suspicion of immediate fetal distress
or maternal complications, and low forceps with Kielland or
Simpson forceps. .e position of the fetal head in low forceps
was that the lowest point of fetal cranial mass was located at or
below +3 cm but it did not reach the pelvic floor. .e ex-
clusion criteria were huge babies and scarred uterus..e labor
process in this study adopted new labor process standards
[15]. Eligible women were identified from the hospital data
management system, and all study participants were informed
of the risks associated with forceps delivery and signed an
informed consent form before undergoing forceps delivery.

2.2. Clinical Data Collection. Our hospital has introduced
a medical record information system and medical record
management system. Information between these two sys-
tems was completely interoperable. All medical records in
this study were retrieved through the medical record
management system. .e retrieval strategy was: low forceps
delivery as the procedure code, procedure time of January 1,
2019, to December 31, 2020, for the study group and January

1, 2017, to December 31, 2018, for the control group, the
discharge code was singleton live birth..e delivery data was
entered into the hospital data management system imme-
diately after delivery by the midwives responsible for the
ongoing care of the woman. Maternal data included age,
height, weight, gravidity, parity, gestational age, indication
of forceps delivery, instrument used, estimated blood loss,
and degree of perineal laceration. Newborn data included
birth weight, Apgar scores, umbilical artery blood pH value,
intracranial hemorrhage, and facial skin injury.

3. Form-Based Forceps Delivery
Management Program

From January 1, 2019, to December 31, 2020, we used form-
based management of vaginal forceps delivery including
a delivery room safe delivery verification form (Table 1) and
a forceps delivery verification form (Table 2), which was
verified by senior physicians, resident physicians, and
midwives to systematically standardize forceps operations
with the following steps. In particular, the senior doctors and
midwives who were allowed to participate in this study
should have the following qualifications: senior doctors
should have intermediate or above titles, have at least 2 years
of work experience in the delivery room, have passed the
hospital assessment, and have been authorized the forceps
midwifery technique while midwives were senior aided birth
attendants with no less than 5-year midwifery experience.

3.1. Preoperative Verification. Prior to forceps imple-
mentation, residents reported to the senior physician about
the progress of delivery, previous history, the ultrasound
results in details, and the current dilemma. .en, the senior
physician checked the delivery safety checklist (Table 1) and
performed an abdominal examination to reestimate the fetal
size and fetal lie, then clarified the fetal station, fetal head
descent, and the clinical adequacy of the maternal pelvis by
vaginal examination. A discussion was taken among the
senior physician, residents, and midwives to determine
whether the forceps assisted delivery was reasonable or not,
and then an appropriate type of forceps would be selected as
a result. .e selection criteria of forceps were as following:
Simpson forceps were selected when the fetal position was
the anterior occipital position or nonoccipital position
turned into anterior occipital position by hand, whereas
Kielland forceps were selected when the fetal position was
transverse and hand rotation fails. .en, the first part of the
forceps delivery checklist (Table 2) would be completed.

3.2. Preoperative Preparation. After the verification work is
finished, the senior physician would tell the pregnant
woman and her guardian the necessity and risks of forceps
delivery and then indicate them to sign an informed consent
form. Meanwhile, the residents and midwives completed the
preparation of the midwifery kit, forceps, and neonatal
asphyxia resuscitation equipment and completed the second
part of the forceps assisted delivery verification form
(Table 2).
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Table 1: .e delivery room safe delivery verification form.
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Table 2: .e forceps delivery verification form.
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3.3. Intraoperative Verification. To ensure bladder empty
and adequate analgesia, if necessary, a lateral perineal
incision would be recommended. .e senior physician
should reconfirm the fetal position that was occipi-
toanterior by vaginal examination. If it was posterior or
transverse occipital, Sb should transfer them into ante-
rior by manually rotating the fetal head between con-
tractions. Once the rotation failed, Kielland forceps were
used to rotate the fetal head into an occipitoanterior
position.

3.3.1. Operations of Kielland Forceps. Placing forceps on
both sides of the fetal head by the one-handed forceps
method, then the operator clamped forceps after confirming
no soft tissues of the birth canal were clamped. After
reconfirming the correct position of the forceps, the operator
took a standing position, with the index and middle fingers
placed on the two shoulders of the forceps, and then pulled
the forceps along the pelvic axis. In the first place, the di-
rection of downward and outward traction was at an angle of
30 degrees below the horizontal plane. As the fetal head was
gradually delivered, the handle of the forceps was slowly
lifted. When the fetal head was exposed, the direction of
traction was changed to horizontal, and the forceps were
removed when the fetal head was pulled to the crown. .e
midwife continued to assist in the delivery of the fetal head
and carcass.

3.3.2. Operations of Simpson Forceps. Doctor’s posture and
the traction direction of Simpson forceps were the same as
Kielland forceps, while the difference was that in an oper-
ation of Simpson forceps when the vaginal opening exposed
the forehead of the fetus, the handle of the forceps was
gradually lifted up to help the fetal head stretch up. When
the mandible of the fetus could be touched, the forceps
would be removed, and the midwife continued to deliver the
fetal head and carcass.

3.4. Postoperative Verification. Once the baby was born,
a neonatologist would conduct a careful physical exami-
nation. .e examination included heart rate, respiration,
muscle tension, body reflexes, skin color, facial indentation
or abrasion, scalp hematoma, clavicle fracture, and organ
dysplasia and then performed Apgar scores. At the same
time, the umbilical artery was taken for blood gas analysis to
comprehensively evaluate the condition of the newborn.
Assessment criteria for neonatal asphyxia: (1) mild asphyxia:
Apgar score 1min≤ 7, or 5min≤ 7, with umbilical artery
blood pH< 7.2, and (2) severe asphyxia: Apgar score
1min≤ 3 or 5min≤ 5, with umbilical artery blood pH< 7.0
[16]. .e birth canal was examined by obstetricians and
midwives; if there was a laceration of the birth canal, it
needed to be sutured. In addition, as forceps midwifery was
one of the high-risk factors of postpartum hemorrhage, we
gave parturient prophylactic drug treatment to promote
uterine contraction immediately after shoulder delivery. If
postpartum hemorrhage occurred, the cause of the

hemorrhage should be identified quickly, then therapeutic
drugs, surgical hemostasis, and even blood products in-
fusion had to be carried out.

4. Traditional Management Scheme of
Forceps Delivery

Before implementation of forceps, the delivery process and
related auxiliary examination should be checked by the
senior physician. After learning fetal head station, fetal
position, auricle direction by vaginal examination, the senior
physician decided whether it is necessary to carry out forceps
delivery or not. Once forceps delivery was decided, the
senior physician implemented or instructed residents to
perform forceps delivery. .e operations of forceps were the
same as the study group.

5. Observed Indicators

We evaluated the clinical effects of form-based forceps
management by the following indicators: success rate of
primary forceps traction, rate of perineal laceration, post-
partum hemorrhage, neonatal asphyxia, intracranial hem-
orrhage, and facial skin injury.

6. Statistical Analysis

.e sociodemographic characteristics and delivery-related
data of the subjects were collected from the electronic case
system. We analyzed the skewness and kurtosis of the
patients’ clinical data. Normally distributed data such as
age, gestational age, and body mass index (BMI) were
expressed as mean ± standard deviation, nonnormally
distributed data such as gravidity and parity times were
expressed as median and interquartile spacing, and qual-
itative information was expressed as composition ratio. We
used an independent sample t-test to analyze the potential
statistical differences of age, gestational age, and BMI; used
Mann–Whitney U test to analyze the statistical differences
of gravidity, parity times, perineal laceration, and neonatal
asphyxia; and used the chi-square test to compare the
composition ratio between the two groups. .e P value was
two-sided and the result was considered significantly dif-
ferent at P< 0.05. All the above-mentioned analyses were
carried out with SPSS software.

7. Results

7.1. Clinical Characteristics. During the period from January
1, 2017, to December 31, 2018, the number of forceps de-
liveries in our hospital was 626, while the number of cu-
mulative deliveries and vaginal deliveries was 44,601 and
24,593, respectively. From January 1, 2019, to December 31,
2020, there were 634 forceps deliveries, 42,409 total de-
liveries and 23,398 vaginal deliveries. .e details are shown
in Table 3. Summary statistics of clinical data of the two
study groups are shown in Table 4, indicating little statistical
difference between the two groups.
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7.2.MaternalOutcomes. .e success rate of forceps delivery
was 100% in both groups. All of the pregnant women in the
study group had successful one-time traction, while three
patients in the control group had failed in their first traction.
.e main reason for failure was inaccurate forceps place-
ment due to fetal position error, and we had second-time
successful traction after repositioning forceps. Comparing
the success rate of disposable forceps traction between the
two groups, it was found that the success rate of the study
group was slightly higher than that of the control group,
although the differences were not obvious. .e rates of
postpartum hemorrhage, second-degree perineal laceration,
and third-degree perineal laceration in the study group were
16.09%, 11.99%, and 0.32%, while those in the control group
were 24.92%, 18.85%, and 0.48%. It was found that the rate of
postpartum hemorrhage and the degree of perineal lacer-
ation in the study group were significantly lower than those
in the control group (Table 5).

7.3. Neonatal Outcomes. .ere were 634 newborns in the
study group, of which 7 had mild asphyxia and no severe
asphyxia. .ere were 626 newborns in the control group,
including 13 cases of mild asphyxia and 1 case of severe
asphyxia due to intracranial hemorrhage. .ere was no
significant difference in neonatal asphyxia between the two
groups. In the control group, one newborn had intracranial
hemorrhage. It was a case of a second traction after repo-
sitioning the forceps due to incorrect judgment of fetal
position, and the possible cause of intracranial hemorrhage
was considered to be excessive compression of the fetal head.
In addition, the incidence of facial skin injury was 3.94% in
the study group, which was significantly lower than that in
the control group (Table 6).

8. Discussion

Since 1996, with the improvement of cesarean delivery
techniques and the enhancement of pregnant women’s
awareness of safe delivery, the rate of cesarean section has
increased in both developed and developing countries, far
exceeding the alert level of the cesarean delivery rate set by

the World Health Organization [17, 18]. However, the ce-
sarean section was not as safe as that we thought. In 2007,
a study from Canada showed that the risk of serious ma-
ternal illness was three times higher in patients who had
a cesarean section than in those who had a vaginal delivery
[19]. In the last 2 years, a number of studies had shown that
unnecessary cesarean sections increased maternal and
neonatal risks, even if it might increase maternal mortality
[15, 20]. In short, we believed that vaginal delivery was the
safer and more cost-effective way of delivery.

During the second stage of labor, when vaginal delivery
became difficult, forceps delivery was an important measure
to solve cephalic dystocia. Studies had shown that low
forceps or export forceps performed by experienced and
trained doctors in the second stage of labor might safely
reduce risks of cesarean delivery and that vaginal surgical
delivery should be considered a safe and acceptable alter-
native to cesarean delivery [12, 15, 21, 22]. However, forceps
delivery is highly required for obstetricians and midwifery; if
performed improperly, it might cause serious birth canal
injuries, postpartum hemorrhage, neonatal birth injuries,
and other complications. All of the complications would do
great harm to the mother and the infant. .erefore, we
needed to try to avoid complications.

In 2016, our hospital improved the traction method of
Kielland forceps which was consistent with the previously
described method. We found that the improved method
could reduce the complications of forceps delivery to some
extent, but because these technical improvements relied
more on the experience of operating physician, and a study
showed that the probability of error in judgment of fetal
position and parameters was 50%–80% for residents and
36%–80% for attending physicians [23]; therefore, the results
we achieved were not significant. Subsequently, we carefully
analyzed cases of forceps delivery that had serious com-
plications before January 1, 2019, and we found the main
causes of these complications were incomplete preoperative
assessment and improper operation, while the underlying
cause was the lack of standardized management of forceps
delivery.

.e workload of the medical staff in the delivery room
was heavy. In order to remind the medical staff to pay

Table 4: Descriptive statistics of basic information of study population.

Features Study group (n� 634) Control group (n� 626) P value Method
Age (years) 29.33± 5.22 28.40± 5.72 0.697 Independent sample t
Gestational age (days) 273.29± 16.01 270.00± 15.03 0.149 Independent sample t
Gravidity (times) 2.00 (1.00–3.00) 3.00 (1.50–5.00) 0.28 Mann–Whitney
Parity (times) 0.50 (0.00–1.00) 0.50 (0.00–1.50) 0.71 Mann–Whitney
BMI (kg/m2) 25.79± 3.36 25.74± 2.03 0.973 Independent sample t
Data are presented as mean± standard deviation or median (interquartile spacing). BMI: body mass index.

Table 3: .e status of vaginal deliveries and forceps deliveries during the last 4 years.

01/01/2017–31/12/2018 01/01/2019–31/12/2020 P value Method
Total deliveries (case) 44601 42409
Vaginal deliveries (case/rate) 24593 (55.14%) 23398 (55.17%) 0.924 Pearson
Forceps deliveries (case/rate) 626 (2.55%) 634 (2.71%) 0.261 Pearson
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attention to the surgical risk of each forceps delivery, we
have changed our traditional forceps delivery protocol and
have been using a form-based forceps delivery management
protocol since 2019. We established a delivery safety
checklist and a forceps delivery checklist. .e forceps de-
livery checklist was described in detail according to four
parts: preoperative verification, preoperative preparation,
intraoperative operation, and postoperative examination.
Specific verification requirements were put forward from
aspects of prerequisites of forceps midwifery, communica-
tion, personnel and facility preparation, key points of op-
eration, examination of postoperative maternal and fetal
complications, and so forth. At the same time, senior
physicians, residents, and midwives were required to par-
ticipate in and independently verify the key steps in the
process. In this way, we could avoid not only the omission of
preparations by medical staff due to fatigue, negligence, and
emergency but also incorrect operations due to inexperience
and so forth. In addition, we also emphasized the post-
operative verification of maternal and infant complications,
identified the causes of complications timely, and correct
errors early..rough this way, we could improve the forceps
delivery continuously.

After carefully checked by senior doctors, residents, and
midwives before the forceps delivery, the fetal positions of all
fetuses among 634 patients in the study group were accu-
rately judged and the traction was successful at one time.
While verification of fetus in the control group only relied on
senior doctors, there were three failed tractions at one time
due to errors in judging the fetal position, caused by neg-
ligence, fatigue, or tension of senior doctors. Also, the in-
cidence of perineal lacerations, postpartum hemorrhage, and
neonatal facial skin damage were significantly lower than
those of the control group based on no difference in neonatal
asphyxia. All of these fully demonstrated that the form-based
management of forceps delivery could strengthen co-
operation between doctors and midwives, help medical staff
comprehensively, and accurately evaluate the necessity and
operating conditions of the forceps delivery, aimed to avoid
errors in forceps operation and reduce complications of

mother and neonates. At the same time, it might not delay
the delivery of high-risk newborns. .erefore, form-based
management of forceps delivery was beneficial to obstetric
forceps management.

9. Conclusions

In this paper, we found that the form-based forceps delivery
management could improve the success rate of the one-time
forceps traction scheme and reduce the maternal rate of
postpartum hemorrhage and risk of perineal laceration
under the intelligent medical model. In the context of
promoting vaginal delivery and reducing the rate of first
cesarean delivery, we need to improve the skill level of
obstetric medical staff in forceps delivery and strengthen the
management of forceps delivery in the department and
homogenize the forceps delivery.
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Table 5: Maternal outcomes of study population.

Study group (n� 634) Control group (n� 626) P value Method
Successful one-time traction (case/rate) 634 (100%) 623 (99.52%) 0.122 Fisher’s exact
Postpartum hemorrhage (case/rate) 102 (16.09%) 156 (24.92%) <0.001 Pearson
Perineal laceration
Second degree (case/rate) 76 (11.99%) 118 (18.85%) 0.001 Mann–Whitney.ird degree (case/rate) 2 (0.32%) 3 (0.48%)

Table 6: Newborn outcomes of study population.

Study group (n� 634) Control group (n� 626) P value Method
Neonatal asphyxia
Mild asphyxia (case/rate) 7 (1.10%) 13 (2.08%) 0.116 Mann–WhitneySevere asphyxia (case/rate) 0 (0) 1 (0.16%)
Intracranial hemorrhage (case/rate) 0 (0) 1 (0.16%) 0.497 Fisher’s exact
Facial skin injury (case/rate) 25 (3.94%) 82 (13.10%) <0.001 Pearson
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Wearable devices are gradually entering themedical health field. Medical Internet of*ings (IoT) has been widely used in all walks
of medical health. With the complexity of medical health application scenarios, the medical IoT communication networks face
complex environments. *e secure communication issue is very important for medical IoTcommunication networks. *is paper
investigates the secrecy performance of medical IoT communication networks. To improve the secrecy performance, we adopt a
cooperative communication strategy. We also use the average secrecy capacity (ASC) as a metric, and the expressions are first
derived.*en, a secrecy performance intelligent prediction algorithm is proposed.*e extensive simulations are used to verify the
proposed method. Compared with other methods, the proposed algorithm realizes a better prediction precision.

1. Introduction

With explosive growth of medical health applications, the
fifth-generation (5G) mobile communication has been
widely used in medical Internet of *ings (IoT) networks
[1, 2]. Different 5G applications [3–5] widely appear in
medical IoT communication networks, which can provide
quick and convenient user experience and services [6].
However, due to the medical user mobility, the secure
communication issue of medical IoT networks is facing
many challenges [7].

For medical IoTcommunication networks, physical layer
security is becoming more and more important [8]. With an
eavesdropper, the authors [9] investigated the impact of
antenna correlation. In [10], the authors developed a code
scrambling scheme and analyzed secrecy performance.
Considering the physical layer security, Yan et al. [11]
studied the resource allocation problem for the cognitive
relay networks. In [12], the authors proposed an optimal
power allocation to achieve the secure transmission. Con-
sidering the cooperative jamming, Lu et al. [13] proposed a
secure transmission scheme.

However, analyzing and predicting mobile secrecy
performance are very difficult. Recently, machine learning
techniques are applied in 5G wireless communications
[14, 15]. In pattern classification, classifying the binary data
was realized by the support vector machine (SVM) model in
[16]. *e extreme learning machine (ELM) model was
proposed to detect anomaly states in [17]. In [18], the general
regression (GR) model predicted the video transmission
quality.

To date, no existing studies have considered the secrecy
performance prediction of AF relaying medical IoT com-
munication networks. As a consequence, we summarize the
main contributions as follows:

(1) *e secrecy performance is analyzed with AF re-
laying scheme. *en, we use the average secrecy
capacity (ASC) to evaluate secrecy performance and
derive the exact expressions.

(2) To realize real-time analysis of ASC, we propose an
ASC prediction algorithm based on the BP network.
ELM, SVM, and GR methods are examined and
compared with the proposed method.
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(3) We verify the derived ASC results under different
conditions. Compared with different methods, the
proposed algorithm realizes a better prediction
precision and a lower time complexity.

2. The Medical IoT Communication
Network Model

In Figure 1, the medical IoTcommunication networks have a
mobile source (MS), mobile eavesdropper (ME), mobile
destination (MD), and mobile relay (MR). WSR, WRD, and
WRE are the relative geometrical gains of MS⟶ MR, MR
⟶ MD, and MR⟶ ME links, respectively.

Transmission power is E, which is allocated by K. 2-
Rayleigh distribution can express the channel coefficient h [19].

Firstly, MR receives the signal rSR as [20]

rSR �
�������
WSRKE

􏽰
hSRx + nSR, (1)

where nSR is Gaussian noise.
In the second time slot, AF is used at MR. MD and ME

receive the signals rRki, k∈{D, E}, as

rRk �
���
ckE

􏽰
hSRhRkx + nRk. (2)

*e received SNRcSRki is given as

cSRk �
cSRcRk

1 + cSR + cRk

, (3)

where

cSR � WSRK hSR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
c, (4)

cRk � (1 − K)WRk hRk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
c, (5)

cSR � WSRKc. (6)

cSRk is hard to calculate exactly. We approximate cSRki as
[21]

cSRAk �
cSRcRk

1 + cSR + cRk

, (7)

cRk � (1 − K)WRkc. (8)

With the help of [22], the PDF and CDF of cSRAk are as
follows:

fcSRAk
(r) �

1
r

G
4,0
0,4

r

χk

|1, 1, 1, 1−􏼢 􏼣, (9)

FcSRAk
(r) � G

4,1
1,5

r

χk

|1, 1, 1, 1, 01􏼢 􏼣, (10)

where

χk �
cSRcRk

1 + cSR + cRk

. (11)

*e instantaneous secrecy capacity is given as [23]

C � max ln 1 + cSRA D( 􏼁 − ln 1 + cSRAE( 􏼁, 0􏼈 􏼉. (12)

3. Average Secrecy Capacity

*e ASC is derived as

C � 􏽚
∞

0
􏽚
∞

0
C cSRA D, cSRAE( 􏼁f cSRA D, cSRAE( 􏼁dcSRA DdcSRAE � A1 + A2 − A3. (13)

A1 is given as

A1 � 􏽚
∞

0

1
cSRA D

G
1,2
2,2 cSRA D|1, 01,1􏼐 􏼑G

4,0
0,4

cSRA D

χD

|1, 1, 1, 1−􏼢 􏼣G
4,1
1,5

cSRA D

χE

|1, 1, 1, 1, 01􏼢 􏼣dcSRA D

� G
2,1: 4,0: 4,1
2,2: 0,4: 1,5

0, 1

0, 0

−

1, 1, 1, 1

1

1, 1, 1, 1, 0
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(14)
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Figure 1: System model.
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We obtain the A2 as

A2 � 􏽚
∞

0
G
1,2
2,2 cSRAE|1, 01,1􏼐 􏼑

1
cSRAE

G
4,0
0,4

cSRAE

χE
|1, 1, 1, 1−􏼢 􏼣G

4,1
1,5

cSRAE

χD
|1, 1, 1, 1, 01􏼢 􏼣dcSRAE

� G
2,1: 4,0: 4,1
2,2: 0,4: 1,5

0, 1

0, 0
|

−

1, 1, 1, 1
|

1

1, 1, 1, 1, 0
|
1
χE

,
1
χD

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(15)

We obtain the A3 as

A3 � 􏽚
∞

0

1
cSRAE

G
1,2
2,2 cSRAE|1, 01,1􏼐 􏼑G

4,0
0,4

cSRAE

χE

|1, 1, 1, 1−􏼢 􏼣dcSRAE � G
6,1
2,6

1
χE

|1, 1, 1, 1, 0, 00,1􏼢 􏼣. (16)
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Next, we use the derived ASC expressions to set up the
data sets and design the BP prediction model.

4. Secrecy Performance Prediction Method

4.1. Data Sets. Ti �(Xi, yi). Xi is given as

Xi � xi1, xi2, . . . , xi5( 􏼁. (17)

Xi includes 5 indicators, which are WSR, WRD, WRE, K,
and c.*e ASC performance is the output yi. By using (13), it
can obtain the corresponding yi.

4.2.NetworkStructure. Figure 2 shows the BP structure [24].

4.3. Metrics. Two metrics are MSE and AE. For PP testing
data, they are given as

MSE �
􏽐

PP
z�1 d

z
− y

z
( 􏼁

2

PP
, (18)

AE � d
z

− y
z

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (19)

Table 1: Simulation parameters.

Parameter Value
m 1, 2, 3
K 0.4
WSR 5 dB
WRE 5 dB
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Figure 4: Prediction of BP.
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Figure 10: Prediction of GR.
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Figure 8: Prediction of SVM.
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5. Simulation Analysis

Here, E� 1, and μ�WRD/WRE (in decibels).
For different channels, we evaluate the ASC performance

withc � 10 dB in Figure 3. *e parameters are given in Ta-
ble 1.*e following observations can be made: (1) increasing
μ improves the ASC performance; (2) the 2-Rayleigh model
can obtain the best ASC performance among the three
channels.

In Figures 4–13, we consider SVM, ELM, GR, and RBF
[25] methods to compare with the BP network. Table 2 gives
the simulation parameters. *e MSE and AE of BP are
0.000232889 and 0.04324, which are the lowest MSE and AE
in the five methods. *is is because BP has the ability to
adapt to the time-varying characteristics and enhance the
global stability. It has more computing power than other
four methods and can be used to solve the rapid optimi-
zation problem.

6. Conclusion

An AF relaying scheme was used to improve the ASC
performance of medical IoT communication networks in
this paper. *e ASC expressions were derived. Furthermore,
we proposed an intelligent prediction algorithm based on
the BP network.*e simulation results show that (1) as the u
increases, the system’s ASC performance becomes better and
(2) compared with SVM, ELM, GR, and RBF methods, the
proposed BP algorithm can obtain a better MSE and AE.
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Object detection plays a vital role in the fields of computer vision, machine learning, and artificial intelligence applications (such as
FUSE-AI (E-healthcare MRI scan), face detection, people counting, and vehicle detection) to identify good and defective food
products. In the field of artificial intelligence, target detection has been at its peak, but when it comes to detecting multiple targets
in a single image or video file, there are indeed challenges. ,is article focuses on the improved K-nearest neighbor (MK-NN)
algorithm for electronic medical care to realize intelligent medical services and applications. We introduced modifications to
improve the efficiency of MK-NN, and a comparative analysis was performed to determine the best fuse target detection algorithm
based on robustness, accuracy, and computational time. ,e comparative analysis is performed using four algorithms, namely,
MK-NN, traditional K-NN, convolutional neural network, and backpropagation. Experimental results show that the improved
K-NN algorithm is the best model in terms of robustness, accuracy, and computational time.

1. Introduction

E-healthcare is a broad term consisting of improvements in
medical services detected by digital technology. In
E-healthcare, there are various diseases including diabetes,
cancer, and stroke, as well as machine learning systems for
diagnosing these diseases and integrating AI and so forth.
Recently, deep learning classifiers have had excellent target
detection performance in various electronic healthcare ap-
plications such as diagnosis of heart disease based on heart
image, detection of cancer, and various EEG data sets

classification including chest X-ray, diabetic retinopathy,
and skin cancer. FUSE-AI, a startup company based in
Hamburg, has developed a system that can detect and
classify tumors in MRI scans. Hamburg has developed the
FUSE-AI system, which can classify tumors based on MRI
scans using machine learning classifiers.

Object detection is an artificial intelligence technology
related to image processing and computer vision, which can
detect various objects (vehicles, buildings, and people) in
specific categories in digital videos and images. In-depth
study of object detection areas includes pedestrian detection,
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face detection, and traffic signal detection [1–7]. Use cases
ranging from personal safety to work efficiency subdivide
object detection into a wide range of areas [8–13].

Although huge innovations are taking place in the field
of healthcare, many problems must still be solved, especially
heterogeneous data fusion, mobile data transmission, and
analysis. Facial recognition is a form of face detection that
can be used as a high security measure that allows only
certain people to enter, such as highly sensitive areas in
government buildings. Many applications of multitarget
detection and classification exist, such as face detection [14],
people counting [15], vehicle detection [16], and identifi-
cation of good and bad food [17].

,e combination of image processing and artificial
neural network is a huge combination that can be used
endlessly for various purposes. In the past few years, a lot of
work has been done in these two fields. ,erefore, this
technology has become the focus of any artificial intelligence
company, and it is also very necessary for the governments
of many countries/regions in the world [18]. In addition,
researchers are also focusing on the modernization of other
scientific fields such as artificial intelligence and information
technology [19–31].

Object detection methods are usually divided into two
methods, machine learning and deep learning. Machine
learning methods include support vector machine (SVM)
classification strategies and deep learning classification
methods used by various neural networks such as con-
volutional neural networks (CNN), neural backpropagation
networks (or backscatter communication networks), and
K-nearest neighbor network (KNN) [32]. ,e object de-
tection model can be divided into two parts, extraction
function and classification [33–35].

In the visualization of objects, feature extraction needs to
extract various visual features to provide a reliable repre-
sentation [18, 33, 34, 36, 37]. In fact, these features represent
similarities with the human brain and complex cells [12]. It is
difficult to find a powerful feature extractor to extract all the
features of an object and construct it manually. However, in
classification, the classifier distinguishes the target object
from other representative features or categories for visual
recognition. Generally, support vector machine (SVM) [38],
deformable part-based model (DPM) [39], and AdaBoost
[40] are good classifiers.

,is article compares three different neural networks to
conduct CNN, BP, and K-NN experiments to find out which
is the best in fusion detection and can also evaluate training
and output time and preprocessing time. Most of the re-
searches in the field of target detection and surveillance in
wireless sensor networks (WSN) focus on single or multiple
target detection. However, there are few studies aimed at
monitoring and detecting fuse objects. ,e purpose of this
research is to design a robust algorithm to effectively classify
fuse objects in a single image. First, preprocess the data and
prepare it for each algorithm, because each algorithm uses
the data differently, especially the backpropagation network.
,en train the neural network to correctly classify each fuse.
We used deep learning in our research work.

,e following are the key contributions of this work:

(i) We apply the new method by adding robust
neighbor to the training samples to modify the
K-NN model.

(ii) A comparison study is accomplished by using
modified K-NN with classical K-NN, B-PN, and
CNN models based on accuracy and time com-
plexity in E-healthcare object (fuse) detection. Our
study proved that, compared with other models, the
modified K-NN model has higher accuracy and less
time complexity.

(iii) We propose using the modified K-NN model for
future research in E-healthcare object detection
applications.

,e rest of this article is structured as follows. Section 2
introduces related work. Section 3 introduces the method-
ology. Section 4 introduces the modified K-nearest neighbor
(M-KNN) algorithm. Section 5 discusses the experimental
results, and Section 6 discusses the comparison results.
Finally, Section 7 summarizes the paper and provides
prospects for future research work.

2. Related Work

2.1. CNN. CNN is an artificial neural network with similar
architectures to ordinary neural networks [41]. CNNs have
three sections of architectures, input neurons, learnable
weights, and biases. CNN has been widely applied in the area
of handwritten character recognition. CNN is an artificial
neural network with an architecture similar to ordinary
neural networks [41]. CNN has a three-part structure,
namely, input neurons, learnable weights, and deviations,
and is widely used in the field of handwritten character
recognition [42–46] and face recognition [47]. ,e explicit
assumption that the image is input is made by the CNN
architecture, which allows us to encode certain attributes
into the architecture. Make the forwarding function more
effective and greatly reduce the number of network pa-
rameters. ,e general structure has special benefits for using
neural networks to solve different problems. CNN has a clear
biological structure; the early work of Hubel and Wiesel is
based on the ANN model of cat’s visual cortex application
[42, 45, 48].

CNN has been successfully applied tomany classification
applications such as traffic signal detection to detect various
traffic signals. CNN uses supervised learning algorithms, so
it can predict better classification results. ,e CNN archi-
tecture is shown in Figure 1.

2.2. BP. Backpropagation neural network (BPN) is a neural
network used as a neural forwarding network [49–51]. ,e
BP algorithm has a multilayer architecture mapping, which
can transmit information between the forwarding and
output layers. ,erein, it transmits the signal through the
hidden layer and adjusts the weight based on the delta rule
between the actual output of the ANN and the predicted
output, thereby minimizing the error rate. Any nonlinear
function with arbitrary precision can usually be
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approximated by a hidden BPN layer [52]. For predicting
complex nonlinear systems, this feature makes BPN famous.
BP algorithm is a classification model with two gradient
descent methods and mean square error. When the mini-
mum error is reached, the square number and connection
weight will be adjusted. In the process of BP algorithm, the
input signal is provided to the network first, and then the
sample training process is carried out. ,en calculate the
gradient of the error signal value [53].

,e architecture of BPN consists of two parts called
forward propagation (or output layer) and backpropagation
(or error signal). In forward propagation, the input layer is
propagated to the input signal and forwarded to the hidden
layer through the output layer. ,e weight and offset values
remain constant throughout the process. ,e next layer is
affected by the operation signal. If the predicted output layer
and the output layer do not match, the operation signal will
shift to the backpropagation of the error signal. On the other
hand, backpropagation is defined as the difference between
the expected output value and the actual output layer value.
,e weight and offset value will be constantly changed and
added to reduce the difference between the actual output
layer value and the predicted output layer value. In this step,
the error signal is propagated and used as the input signal.
,e BP architecture is shown in Figures 2 and 3, respectively.

2.3. K-NN. In object detection, the K-NN algorithm has been
successfully used for classification and regression, which is an
unassisted method. In the K-NN algorithm, the input depends
on the value of K� 0 and K� n in the training process room.
Due to its high accuracy and simplicity and being easy to
understand and easy to implement, the K-NN algorithm has
been successfully used in many data analysis applications,
including pattern recognition databases, information retrieval,
and machine learning [54, 55]. ,erefore, this is why the top
ten algorithms for data mining in recent decades have been
K-NN algorithms [56]. ,is algorithm is used for data pro-
cessing, data classification, and clustering. D. Vijayalaksmi
applies the K-NN algorithm to the classification and clustering
of diabetes in the medical application of diabetes. Based on the
accuracy and purity of the sample, the solution was compared
between the K-NN and K-means methods. ,e implementa-
tion results of these models show that the K-NN solution is

more effective and reliable than K-means. Satheesh and Patel’s
dynamic K-NN is proposed as a data classifier, combined with
the principle of object-oriented programming [57]. ,is
question is classified in a single consolidated form during the
training phase. Compared with traditional K-NN, it imple-
ments and classifies solutions more effectively. ,e K-NN
architecture is shown in Figure 4.

All object detection methods must consider the inherent
uncertainty of the size, position, and structure of the target in
the natural scene image. Viola Jones detector [58], histogram
of oriented gradients (HOD) detector [34], and deformable
part-based model (DPM) [59] are just some traditional
methods of object detection in the natural image scenes.

,ese methods mainly rely on manually extracted object
features to determine the parameters of the algorithm.However,
due to the rapid development of deep learning in recent years,
many object detection methods based on this advanced tech-
nology have been developed [60]. By properly training their
network architecture, these methods have proven that they can
accurately locate object regions in natural image scenes. ,e
object detection method based on R-CNN, the object detection
method based on SSD, and the object detection method based
on YOLO are three types of object detection methods.

Researchers have proposed a variety of target detection
algorithms. For example, an algorithm based on multiscale
deformable CNN is proposed in [61]. ,e authors compare
and study mainstream object detection algorithms to solve
the problems faced by current methods. ,is study con-
firmed results that are comparable to or better than the
latest methods. Deep convolutional networks usually are
used to obtain multiscale features and solve geometric
transformations by integrating deformable convolutional
structures. ,ese networks fuse multiscale features through
sampling to introduce the final object recognition and
region regression.

In [62], the authors introduced another object detection
through flowing and fusion. ,e authors propose an end-to-
end deep neural network (DNN) and flow fuse tracker (FFT)
tracking technology, which solves two methods of tracking
problems, such as target fusion and target flow. To be more
precise, the FlowTracker DNN module obtains an unlimited
number of target directional motions from the pixel-level
optical flow in the target stream. On the other hand, the
FuseTracker DNN module refines and tracks the target
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Figure 1: CNN architecture.

Journal of Healthcare Engineering 3



proposed by FlowTracker and integrates frame-by-frame
object detection in target fusion, instead of trusting one of
the two incorrect sources of target recommendations. Be-
cause FlowTracker can detect complex target motion pat-
terns, FuseTracker can improve and integrate the targets in
FlowTracker and the detector.

3. ANN Models Evaluation Methodology

In this section, three different neural networks are evaluated
for CNN, BP, and K-NN experiments to find which is better
in fusion detection and to determine training time, execu-
tion time, or preprocessing time. ,e processing process of
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GI based on
meteorology data

 Wn
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outputX1
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Figure 4: Typical K-NN architecture.
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some networks is not simple, requiring a lot of preprocessing
to adjust our data and then put it on the network. ,e whole
process is shown in Figure 5. ,e data is preprocessed first,
and then the demand for the network is evaluated, because
each network can be processed differently in different ways.
For example, the input signal required by CNN may be
simple and straightforward, but processing BP may not be
the case.

With the latest developments in computer vision models
that focus on deep learning, object detection applications are
easier to create than ever. In addition to significant per-
formance improvements, these methods also utilize massive
image data sets to reduce the need for large data sets. ,e
current method focuses on a complete end-to-end pipeline
and allows real-time use, so performance has been greatly
improved. If you prepare the data in vector form, provide the
same data set for each network and start the training process.
After the training is completed, give the network a record
from themain vector data set, and let the network predict the
performance. First check the single fuse detection, and if the
result is good, provide the entire test data set to the network
to predict the fuse and the empty fuse slot, and allow the
network difference between the two items. Finally, evaluate
the accuracy and timing of each network.

,e following describes in detail the experimental
process from preprocessing to output detection for fuse
detection.

3.1. Preprocessing. In the preprocessing process of fuse
target detection, it is important to understand the basis of the
specific neural network which our experiment can effectively
perform. In this study, the overall results of these three
models are evaluated for the first time based on 126 images
of a small data set. It contains a fuse artifact and an empty
fuse slot. ,ere are several methods of detecting objects. ,e
experiment tested three models of CNN, BP, and K-NN [9].
,ere are more models that can also be tested, but these
three models were selected for the research work because
these models have been widely used in many major appli-
cations around the world. In order to deal with these models
first, the processing steps must be divided into the following
questions.

Training the model with more and more images and
determining the best accuracy is a difficult task. As the
number of images increases from 500 to 1,000, the accuracy
and time complexity of the model also increase. ,e model
takes some time to load the data set. As a result, training time
will increase. To balance the two, we use 500 images to train
the model.

(1) Good data set of images: in order to train any neural
network model, good experimental results require a
large number of images to provide the model. ,e
“good number” has no specific number, only the
model can be trained and tested, and the number of
images continues to increase until the model pro-
duces more reliable results and fewer errors. But
increasing the number of images is not free. If the
computer is not powerful enough, it will cost us more

training time. ,erefore, the collection of image data
sets is a difficult task.

(2) Basic knowledge of each model: it is necessary to
understand the basic knowledge of each model,
because this will allow us to choose which model is
themost effective to complete our work, thus spending
relatively less training time and better performance.
,e size of the image needs to be adjusted, and usually
the entire size of a single image or the entire data set
needs to be changed, so it is very important to have
basic knowledge of image processing; and, as men-
tioned above, each network takes data as input in a
different format or size, in order to understand the
internal data of the image and how to use it.

Before continuing to compare results, you must have
basic knowledge of how neural networks work, especially
how convolutional neural networks and deep neural net-
works work and how to train these levels. What are acti-
vation and loss functions? How do they work and how to get
different results for different functions? Another important
parameter in a neural network is the learning rate, which
directly affects the model learning process in any neural
network. During training, the average learning rate and the
average failure rate should be opposite to each other. For
example, if the loss is less than 0.05 and the learning rate is
close to 1, it is assumed that the model is well trained and the
training process can be stopped.

3.2. Data Set (Input Data). ,e fuse object data comes from
the Natural Science Foundation of Jilin Province. ,is data
set includes 3000 images of fuses. In order to train a custom
model, the experiment needs to prepare the data set of the
required target and in some cases also needs to prepare other
classes and categories, so that the network can easily identify
the required target and nontarget objects. Each network
requires different forms and sizes of data to be fed into the
network first. It is necessary to understand how this par-
ticular network works, and then do some data preprocessing
and prepare for the network.

Usually, the problem of object detection related to the X
problem is raised. ,ere is no need to implement the model.
,e important view is how many images are needed in the
training phase. Each type of representative image must have a
large number (e.g., >100 and possibly >1000). ,e special
context is required for the image perspective in pattern rec-
ognition. In traffic signal detection, it will be required to meet
the image requirements under each condition, such as camera
conditions and different weather conditions. ,e training
process may be affected by these contexts, causing the model
to fail to train correctly, if we have a small amount of data.

,e following is a fuse board containing at least 39 fuse
objects, as shown in Figure 6; the fuse board extracted fuse
objects from different images and prepared our small data
set, which mixed an empty fuse slot.

First, extract each fuse object, convert it to grayscale, and
then adjust it to 200× 200 in a small image to save training
time.
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3.3. Training Process. Training a neural network is usually
simple, but sometimes it can be tricky, which can take a lot of
time to find and solve difficult problems. For example, in
machine learning and neural networks, it is really difficult
to figure out why the learning rate is not so high and why
the loss is not so low. At this stage, check the entire circle
from the beginning to find the parameters that may cause
the problem. ,ese are three different python fuse de-
tection algorithms. ,e training phase should include the
following:

(i) Preparing images

(ii) Extracting images
(iii) Resize and grayscale
(iv) Feeding network with images
(v) Start training and monitor the learning rate

3.4.ActualTraining. If the image is ready, the actual training
and monitoring will be carried out in the next stage of target
detection. In this process, the algorithm needs enough data
to train the model. ,e best training phase requires more
epochs and secret layers. ,e learning rate must be selected
to improve the accuracy of the model. If adjustment is re-
quired, a very low value must be activated.

4. Modified K-Nearest Neighbour (M-
KNN) Algorithm

,is section contains the concept of weight features and
makes an excellent improvement on distance measurement
by adding suggested process weight features. ,e workflow
of the proposed method is shown below. ,e idea of pro-
posing the proposed method is to assign appropriate labels
of K data training points to the instance. ,e first point of
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starting MKNN adds a strong neighbor to the training and
calculation of the sample. ,en define the value after
assigning the weights. Figure 7 shows the pseudocode of the
K-NN modified algorithm. Validation error rate and
training error rate are two parameters, and their values are
between k� 1 and k� 7. If we increase the value of k� 1 to
k� 7, the error rate and verification error decrease, so we use
k� 7 to get the best results.

5. Experimental Results

,is section introduces the experimental methods used to
detect fuses, how to develop the data set, and how to
transform the data before feeding it to each network and
then discusses the training process and finally see the results.
,e training process is gradually repeated in CNN, BP, and
KNN to detect objects. In addition, it also explains how the
training process is carried out, how much time is spent on
each network, and the percentage of the fuse recognition
rate, which means whether the network is a fuse or an empty
fuse slot determined by the percentage.

5.1. Classification of K-Nearest Neighbour Network.
MK-NN is a very-easy-to-implement and simple architec-
ture. It determines the closest K neighbor based on the
minimum distance between the query text and the training
sample. After collecting K-nearest neighbors, most of these
K-nearest neighbors will be used to predict problem events.
,e classifier MK-NN performs the two following steps.
First, the entire computational data set is run between each
training observation. ,en, in the training data, name the K
point closest to the range. Note that K is usually an odd
number to prevent this from happening. Second, estimate
the conditional likelihood of each category, that is, the score
of the AAmidpoint with the category name (note that I (x) is
an indicator function; when the statement xx is true, its value
is 1; otherwise it is 0). Finally, our input xx is assigned to the
most probable class. Another way to look at K-NN is to treat
it as a measure of the decision boundary (i.e., the boundary
of two or more categories) and then divide the data into
training, testing, and verification, as shown in Table 1.

(1) Training process (K-NN): before starting training,
the process needs to have various K values to see the
value of K at which the network performs well. For
each value of K, train the model and return the
accuracy results, as shown in Table 2. If K� 1, the
accuracy is as high as 98%, while, for K� 7 and K� 9,
it remains at 90% and so on, as shown in Table 3.
It is difficult to find the value of k in MK-NN. A
smaller value means that noise will have a greater
impact on efficiency, while a higher value will make it
computationally expensive. If the number of cate-
gories is 2, the data scientist will usually choose an
odd number, and another easy way to choose k is to
set k� sqrt (n).,e nearest neighbor algorithm uses a
very basic classification method. When comparing
with the new example, look at the training data to
find the k training example that is the closest to the

new example. ,ereafter, the most common class
tags (in these K training examples) are assigned to
test cases. ,erefore, Ki is just the number of
“voting” neighbors of the test example class. If k� 1,
the test example has the label as the closest example
in the training set. If k� 3, it will check whether there
are three closest categories in the label and will assign
the most common label (i.e., at least twice) and so on
to get larger Ks.

(2) Preparing data (MK-NN): preparing data for MK-
NN is the same as the two networks listed above, but
the only difference is that MK-NN obtains data in a
two-dimensional (2D) array format. For CNN, the
data needs a tensor format, which can have a larger
size, including color scheme parameters. But MK-
NN will get the data in (sample number, dimen-
sion) format. ,is is why once the data size
changes, the process needs to take additional steps
to convert the entire training and test data set to
this format.

(3) Predictions (MK-NN): if the training process for
MK-NN has been completed, the process needs to
verify the network data set and determine how many
accurate predictions the network makes. ,e sample
results of Y prediction are shown in Table 4. ,e
following prediction shows a perfect fit with the test
results. ,e first value array shows the test results,
and the second value array shows the values expected
by the model.

(4) Complete predictions on test data set (MK-NN): we
evaluate the entire data set on the web and view the
overall results. If the model is wrong, or if it is
uncertain at a certain stage whether the model is the
desired target, the vertical line will reflect the
trustworthiness of the model. ,e following is the
result of the complete test data set shown in Figure 8.
,e predictions of the test data set are perfect, and
none of the predictions are lower than 98%. Overall,
the model works well, and there is no single expected
result with a confidence level of less than 98%.

,e accuracy is tp� (tp + FP) ratio, where the
number of true positives is tp and the number of false
positives is fp. ,e ability of the classifier to intui-
tively not mark negative samples as positive is what
we called accuracy. Recall the ratio of tp� (tp + fn),
where the true positive number is tp and the wrong
negative number is fn. Intuitively, recall is the ability
of the classifier to identify all positive samples. ,e
F1 score can be defined as the weighted average of
precision and recall, where the highest score of F1 is
1, and the worst is 0. ,e relative accuracy and recall
rate of the F1 grades are comparable.,e formula for
F1 score is as follows: F1� 2 (precision
recall)� (precision + recall).

(5) Precision and recall (K-NN): the precision and recall
results based on the above perfect results are listed in
Table 5.
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5.2. Classification of Convolutional Neural Network. CNN is
the simplest network to implement all image processing
models. ,erefore, CNN is always the programmer’s first
choice in terms of basic object recognition. In the process of
preprocessing, training, and displaying the results, when a
simple item is found, there are fewer problems with the K
value. Each process will be discussed in more detail below.
For the size of the output tensor (image) of the regular layer,
O is the size or width of the output image. I represents
entering the size or width of the image. K is the kernel size or
width used in the traditional layer. N is kernel number.
S is stride of the convolution operation. P is padding.,e size
of the output image (O) is determined by

O �
1 − K + 2px

2

S
+ 1. (1)

Table 1: Training test and validation split.

Training data points Training data labels Validation data points Test data labels
90 90 10 10

Table 2: Predicted labels.

True label Predicted label Predicted items Detected class
0 1􏼂 􏼃 0.0087723 0.991227􏼂 􏼃 0.0 1.0 Not target
0 1􏼂 􏼃 9.99775e − 01 2.244791e − 04􏼂 􏼃 1.0 0.0 Target
0 1􏼂 􏼃 9.99931e − 01 6.88999e − 05􏼂 􏼃 1.0 0.0 Target
0 1􏼂 􏼃 9.998918e − 01 1.081199e − 04􏼂 􏼃 1.0 0.0 Target
0 1􏼂 􏼃 9.991754e − 01 8.245995e − 04􏼂 􏼃 1.0 0.0 Target

Table 3: Training process (K-NN).

K-value Accuracy
K� 1 Accuracy� 98%
K� 1 Achieved highest accuracy of 98% on validation data
K� 3 Accuracy� 98%
K� 1 Achieved highest accuracy of 98% on validation data
K� 5 Accuracy� 98%
K� 1 Achieved highest accuracy of 98% on validation data
K� 7 Accuracy� 98%
K� 1 Achieved highest accuracy of 98% on validation data

Table 4: Predictions accuracy on test data (K-NN).

Test data set
items

Correctly
predicted

Incorrectly
predicted Accuracy (%)

26 25 1 98

Data

JPG

Testing samples

Add robust neighbor
to training samples

Start (M K-NN)

Initialization, define K

Compute between the input samples and training
samples

Sort the distance

Take K nearest
neighbor

Apply simple majority

End

Figure 7: Proposed work model (modified K-NN).
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,e number of channels in the output image is equal to
the number of cores.

,e input image is 227× 227× 3, and the 96 kernels in
the first convolutional layer are 11× 11× 3. ,e path is 4 and
the padding is 0. ,erefore, the ratio of the output image is
just after the first convolutional layer.

O �
277 − 11 + 2x

0

44
+ 1 � 55. (2)

So, the output image size is 55× 55× 96 (one channel for
each kernel).

(1) Preparing data set (CNN): in this step, prepare a
common data set for all models, because you will not
be able to compare our results because you want to
change the size of the data set or image. First, delete
each fuse object from the key image, and then save it
to the data set.,e next step is to resize it to 200× 200
in the small image, and then convert the RGB to
grayscale to save training time, as shown in Figure 9.
First load the data set and build the marker. But,
before creating these systems, we need to create labels
first.
A sample of the image vector is shown in Figure 10.
Next, make a paste image; for example, from the first
image to 104 images, the target object must be

marked as 0 or 1 or as needed. Mark the remaining
images from 104 to 126 as 1 or 0 as untargeted
images. Select the first group of images as 0; the
remaining images must be labeled as 1. ,ere is a
simple data division and a clear boundary between
the target object and no target object. ,e division of
the training test is 20% of the data used for testing
and 80% of the data used for preparation. Figure 11
shows the pseudocode of the modified K-NN.
Once the data set preparation process is completed
using data tags, the data and labels will be changed to
change where the fuse objects are located and the
order in which no data set objects are merged. It has
greater significance to the network and contributes to
stronger andmore effective preparations.,ismethod
will repeat these steps to ensure that each of our
models remain straight so that the results can be easily
matched. Finally, the data set is divided into training
data set and test data set. ,e training data set will be
provided to the network for training purposes, and the
test data set will be provided to the network to verify
the quality of the data on the network.

5.3. Training Process (CNN). ,e provided data can be used
during the training process to train and execute the model
using the fit () function. Before the training process, we should
understand the number of layers required to enable this feature,
as shown in Figure 12. ,en compile and call the function.

On the other hand, the accuracy value should be equal to
1, and the error value should be changed to 0. During the
training process, failure and accuracy must be reversed. ,e
same is true for the lack of legitimacy and accuracy of

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse) Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 50% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Fuse 51% (fuse)

Not fuse 56% (not fuse)

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Predicted

Figure 8: Complete predictions on test data set (BP).

Table 5: Precision and recall.

Label Precision Recall F1-source Support
0 1.00 1.00 1.00 3
1 1.00 1.00 1.00 23
Av/total 1.00 1.00 1.00 26
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verification. As long as the loss is reduced during the training
phase, the checkpoint/weight will be stored as CNN.hdf5.
Next time use these weights to prevent the lengthy training
phase and start using the new weights saved locally to make
predictions on our artifacts.

5.4. Predictions (CNN). If the CNN training is complete,
provide the test data set to the network and determine how
many accurate predictions the network has made. An
example prediction screen is shown in Table 2. ,e fol-
lowing table shows the real label 0 1􏼂 􏼃, for example, the
predicted label 0.008 0.991􏼂 􏼃 and the predicted object
0 1􏼂 􏼃, and finally shows the detected category [not target].

Repeat this process for each item in the test data set and
evaluate the results as shown below. As shown in Table 2,

the time used for each period/prediction should be 1.23
seconds.

5.5. Complete Predictions on the Test Data Set (CNN). If a
prediction is made through a single image test, then it is time
to test the entire data set on the network and see the overall
results. If the model is wrong, or it is uncertain whether the
model is the desired goal at a certain stage, the vertical line will
reflect the trustworthiness of the model. For example, if the
model determines that 96% is the required target, the first bar
will be almost complete, and the second bar will be almost
invisible in the forecast chart. However, if the model predicts
that the object accounts for 51% of the appropriate object, the
height of the two bars will be almost the same.,e following is
the result of the complete test data set shown in Figure 13.,e

Output_lable: = MKNN (train_set, test_sample)
Begin

For i: = 1 to train_size
Validity of i-th sample;

End for;
Output_label: = Weighted_KNN (Validity, test_sample);

Return Output_label;
End.

Figure 11: Pseudocode (modified K-NN).

RGB Grayscale (200 × 200)

Figure 9: Preparing data for CNN.

Image vector sample

Array ([[ [[0.9098039], [0.9098039], [0.9098039], ......
[0.9372549], [0.94509804], and [0.94509804]]
[[0.9098039], [0.9098039], [0.9098039].....]

]])

Figure 10: Image vectors and labels.

32 channels

Input image
(200 × 200)

3 × 3 conv
+ relu +

stride (1)
2 × 2
max
pool

3 × 3
conv

32 channels 64 channels Activation
(relu)

B-norm

Flatten
Dense (128)

+ tanh

Dense (64)
+ relu

Dense (2)
+ softmax

Figure 12: Preparing for training and defining the network.
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prediction of the test data set is satisfactory because, on av-
erage, all artifacts required have a confidence level of more
than 96%.

5.6.AccuracyandLossCheck (CNN). Figures 14(a) and 14(b)
show the accuracy and failure of the test and training data
check.,e accuracy of the training data is almost 0.8, and the
accuracy of the test data is 0.9. Of course, the loss is initially
high and gradually decreases for training and test results. If
the number of periods increases and the size of the data set
increases, the results will of course be updated. Or at least
increase the number of periods to further improve efficiency.
In the training process, more data and more opportunities,
direct loss, and accuracy provide more conditions for the
model. In this way, the network can learn and create more
spaces between the target and the nontarget.

5.7. Classification of Backpropagation Network.
Backpropagation may be the second choice of most python
programmers, because python does not have a built-in
framework or library to implement it easily. However, py-
thon scripts must be run to implement the backpropagation
model. In other words, BP is not a simple network. Most of
the steps taken are the same as CNN’s image preparation,
training process, and evaluation process. ,e difference is
that the size of the input node during the network feed is
200× 200 to accommodate the input size data of each image.
,e key steps taken to train the network are as follows. ,e
overall BP equation for this problem is given as follows:

δLj
�

zC

za
Lj
σ′ Z

Lj
􏼐 􏼑,

δ1 � w
1

+ 1􏼐 􏼑Tδ1 + 1􏼐 􏼑
∗
σ′ Z

1
􏼐 􏼑,

zC

zb
1j

� z
1j

,

zC

zw
1jk

� a
1− 1

k
z1j

,

(3)

where k represents overall nodes in the layers above node j,
dj is the expected output of node j, and yj is the actual output.
In addition, w is the weight between the inputs, and δL is the
only data required to calculate the weight gradient of layer L,
and then we can calculate the previous zL− 1 layer and
replicate it recursively, and σ is the error term of node j.

(1) Preparing data (BP): just like preparing data for
CNN, the same measures are taken to prepare data
for BP network. Take the same data set and the same
dimensions; nothing has changed.,e division of the
training test is 20% of the data used for testing and
80% of the data used for preparation. First, you need
to extract each fuse object from the main photo and
save it to our data set. ,e next step is to resize it to a
small image of 200× 200. ,erein, we convert RGB
to grayscale to save training time.
If the command is executed, python will display the
progress of the training process. Each epoch will
show the learning rate and the elapsed time (in

Fuse 99% (fuse)

Fuse 97% (fuse)

Fuse 97% (fuse)

Fuse 100% (fuse)

Fuse 99% (fuse) Fuse 96% (fuse) Fuse 96% (fuse)

Fuse 96% (fuse)Fuse 99% (fuse)

Fuse 92% (fuse)

Fuse 99% (fuse)

Fuse 96% (fuse) Fuse 96% (fuse)

Fuse 99% (fuse)

Not fuse 75% (not fuse)

Predicted

Predicted

Predicted

Predicted

Predicted Predicted

Predicted

Predicted

Predicted

Predicted Predicted

Predicted

Predicted

Predicted

Predicted

Figure 13: Complete predictions on the test data set (CNN).
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seconds). ,e BP network must automatically
change the learning rate in each period because it
must fit the input vector and output, and then
measure the error. Based on the error, the learning
rate will be adjusted and the network will be tested in
the next period. ,e training phase is shown in
Table 6.

(2) Predictions (BP): if the training process is completed,
BP will use the network test data set to test howmany
accurate predictions the network produces. ,e re-
sults of the predicted samples are shown in Table 7.
,e following prediction shows that these two ob-
jects are not fusion objects, and the rest are fuse
objects on the network.

(3) Complete predictions on test data set (BP): once the
identification of a single image test is completed, it is
now possible to test the entire data set on the net-
work and view the overall results. If the model is
wrong, or at a certain stage it is uncertain whether
the model is the desired goal, the vertical line will
reflect the trustworthiness of the model. For ex-
ample, if the model determines that 96% is the re-
quired target, the first bar will be almost complete,
and the second bar will be almost invisible in the
forecast chart. However, if the model predicts that
the object accounts for 51% of the appropriate object,
the height of the two bars will be almost the same.
,e entire result of the test data set is shown in
Figure 8. ,e prediction on the test data set is good
because the confidence of all necessary items is not
too high, and the average is only slightly higher than
51%.

(4) MSE and learning rate (BP): Figures 15(a) and 15(b)
show the relationship between MSE (mean square
error), learning rate, and accuracy of training results.
When the learning rate is maintained at 0.5, the MSE

decreases rapidly and then becomes unstable but still
remains high and low. In addition, since no single
object is detected, the accuracy is 0%. When the
learning rate drops to 0.01, the MSE drops rapidly
and remains consistent throughout the rest of the
period. At the same time, because the model can
detect target and nontarget objects at the same time,

Table 6: Sample epochs from training (BP).

Epoch Learning rate Elapse time
1/60 0.000683 207.932893
3/60 0.000676 213.214195
7/60 0.000669 218.458495
10/60 0.000662 223.785800
13/60 0.000656 229.071102
16/60 0.000649 234.325403
18/60 0.000643 239.591704
20/60 0.000636 244.842004
25/60 0.000630 250.073303
30/60 0.000624 255.384607

Table 7: Predictions on the test data set.

True
label Predicted label Predicted

items
Detected
class

1 0􏼂 􏼃 0.50812526 0.49187474􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50812513 0.49187487􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50812734 0.49187266􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 h0.50801862 0.49198138􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50801227 0.49198773􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50800363 0.49199637􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50801598 0.49198402􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.5080938 0.4919062􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.44388368 0.55611632􏼂 􏼃 0.0 1.0􏼂 􏼃 Not fuse
1 0􏼂 􏼃 0.50800662 0.49199338􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
1 0􏼂 􏼃 0.50801372 0.49198628􏼂 􏼃 1.0 0.0􏼂 􏼃 Fuse
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Figure 14: (a) Accuracy of the model. (b) Loss of the model.
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the accuracy is increased to 98%. ,e accuracy of the
training data is almost 0.61, and the test data is about
0.51. Initially, of course, for both the training and the
test results, the loss is very high and gradually de-
creases, but, by increasing the number of periods, the
performance will be further improved.

6. Results and Discussion

Based on the above data, it is not difficult to conclude that
K-NN has the best model among the three models.
According to training time, prediction time, and prediction
accuracy, KNN performed well and provided a result of
98%. As you can see, each model in the table below has
several parameters. ,e first is whether the model needs to
preprocess the image, and the second parameter is the
training time, which is one of the most important pa-
rameters in neural network training. ,e third key pa-
rameter is estimated time. ,is parameter is very
important for real-time systems, because the prediction
must be made in real time, so delayed prediction may cause

a big problem; and combine all the parameters in the final
parameters with the percentage accuracy. ,erefore,
looking at all the data below, it is easy to assume that the
performance of K-NN is very effective and that the pre-
dicted result is much higher than the planned perfor-
mance. In addition, from an application point of view,
processing time, memory, and resource requirements play
a key role in selecting a classifier, and K-NN can provide
results comparable to results that are computationally
inexpensive and easy to classify.

For the computationally demanding CNN and BP,
when selecting a classifier, applications where processing
time and resource requirements are key considerations
should also consider hardware capabilities. Table 8 and
Figure 16 show the overall comparative analysis of these
three models. ,roughout the research process, we came
to the conclusion that, compared with traditional K-NN,
CNN, and BP, in terms of accuracy (%), time complexity
(min), and processing high dimensionality, perfor-
mance-based modified K-NN is a more effective model
data set.
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Figure 15: (a) MSE versus L-Rate� 0.5. (b) MSE versus L-Rate� 0.01.
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7. Conclusion

,is paper proposes an improved K-NN (MK-NN) model to
improve object detection in E-healthcare applications. We
analyzed the proposed MK-NN model through CNN, BP,
and traditional K-NN models to find out which model is
effective after multiple training and testing rounds. Our
analysis results show that, based on the key parameters of the
network, training time, prediction time, and prediction
accuracy, MK-NN is the best model among the four models.
MK-NN performs well in training time and prediction time
(20 seconds, 20 minutes) and provides 98% accuracy. Future
research should discover and incorporate the proposed
Model Architects (MK-NN) model and compare the per-
formance in other computer vision applications. Similarly,
an interesting implementation is to use multilayer output to
fully connect the layers to increase the vector size of the
function to improve performance.
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Micro-expressions are unconscious, faint, short-lived expressions that appear on the faces. It can make people’s understanding of
psychological state and emotion more accurate. ,erefore, micro-expression recognition is particularly important in psycho-
therapy and clinical diagnosis, which has been widely studied by researchers for the past decades. In practical applications, the
micro-expression recognition samples used in training and testing are from different databases, which causes the feature dis-
tribution between the training and testing samples to be different to a large extent, resulting in a drastic decrease in the per-
formance of the traditional micro-expression recognition methods. However, most of the existing cross-database micro-
expression recognition methods require a large number of model selection or hyperparameter tuning to select better results from
them, which consumes a large amount of time and labor costs. In this paper, we overcome this problem by exploiting the
intradomain structure. Nonparametric transfer features are learned through intradomain alignment, while at the same time, a
classifier is learned through intradomain programming. In order to evaluate the performance, a large number of cross-database
experiments were conducted in CASMEII and SMIC databases. ,e comparison of results shows that this method can achieve a
promising recognition accuracy and with high computational efficiency.

1. Introduction

Micro-expression is a spontaneous expression that is associated
with self-defense mechanisms that occur when a person at-
tempts to conceal an internal emotion and can neither be faked
nor suppressed [1]. A spontaneous facial expression was first
identified by Haggard and Isaacs [2] in 1966. In 1969, Ekman
and Friesen [3] found that a depressed patient who smiled a lot
had occasional frames of very painful expressions during re-
peated viewing of a conversation. ,e researchers call these
quick, unconscious, spontaneous facial movements that people
make when they experience strong emotions micro-expres-
sions. ,erefore, micro-expressions have a lot of potential
utilization value for emotion recognition tasks, e.g., clinical
diagnosis [4], marital relationship prediction [5], communi-
cation negotiation [6], and teaching assessment [7, 8].

It has been found that micro-expression, a unique and
common tiny facial movement that lasts for a very short

time, is usually only 1/25 to 1/5 second [9]. Since it is almost
hard to detect and recognition with the naked eye, it is
necessary to carry out automatic recognition of micro-ex-
pressions by computer. So far, although the micro-expres-
sion recognition experiments done by the researchers have
achieved some results, the micro-expression samples for
training and testing come from the same database. In many
practical applications, in fact, the micro-expression recog-
nition samples for training (source) and testing (target)
come from different databases. Due to the differences in
race, gender, age, camera equipment, and recording envi-
ronment between the two databases, the original consistency
of feature distribution in traditional micro-expression rec-
ognition was seriously damaged, resulting in most micro-
expression recognition methods being unsatisfactory. Pre-
viously, the recognition of cross-database micro-expression
related to it has been widely followed by most researchers,
and many relevant and effective methods have been
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proposed. Selective transfer machine (STM) [10, 11], a new
method, is discovered by using the target sample to study a
group of weights of the source sample and pick the most
appropriate parameter values λ, ε, β, etc., where the weighted
source sample has the same or similar distribution of fea-
tures as the target sample. In the work [12], a dictionary is
jointly learned through samples from source domain and
target domain, balancing the parameters using the trade-offs
and optimizing the model, so that the source and target
domains have the same or similar feature distribution.
Zheng and Zhou [13] and Zheng and Zhou [14] discovered a
transformed subspace learning framework to handle cross-
pose and cross-database cases in facial expression recog-
nition and selected the optimal solution by adjusting pa-
rameters. To address the challenge of cross-database micro-
expression recognition (CDMER), Zong et al. [15] first
proposed the use of domain adaptive methods and intro-
duced some new methods such as the domain regeneration
framework and target sample regenerator. ,e experiment
yielded good results but still needs to tune the individual
parameters. Li et al. proposed target-adapted least-squares
regression (TALSR) to learn the regression coefficient matrix
based on the source domain data information and optimize
TALSR to fit the target micro-expression database by
weighing parameters λ1, λ2, and λ3 [16]. Although some
existing methods are effective for the task of cross-database
micro-expression recognition, it is worth noting that most of
them require parameter tuning as well as model selection.
Some adaptive adjusting algorithms can be used for
implementing the parameter tuning and model selection
such as the recursive algorithms [17–25] and the iterative
algorithms [26–32]. However, due to the inability to de-
termine the best model and its optimal hyperparameters, it
usually takes a lot of labor cost to use parameter grid search
method or cross-validation strategy to search. In addition,
such selection is somewhat subjective and often performs
radially very differently on different datasets. Applying it to
real situations remains a challenge. ,erefore, how to find a
more efficient way to carry out this work is particularly
important.

In this paper, we propose the Intradomain Structure
Domain Adaptation (IDSDA) method to solve this
problem. Nonparametric transfer features are learned by
aligning the source and target domain subspaces, and
then, a classifier is learned through intradomain pro-
gramming to predict the sample labels of the target do-
main, without model selection and hyperparameter
tuning. For one thing, this method saves time and labor
costs. For another, it improves the recognition accuracy
and practicality of CDMER.

In general, this paper contains the following main
contributions:

(1) IDSDA is proposed to carry out cross-database
micro-expression recognition. IDSDA mainly
learns nonparametric transfer features through
intradomain alignment and a classifier through
intradomain programming, which is simple to
operate and enhances practicability

(2) Different from the current popular CDMER, this
method does not require model selection and
hyperparameter tuning, saving labor cost and greatly
shortening experiment time

(3) We have conducted extensive CDMER experiments,
and the experimental results prove that our method
has advantages in micro-expression recognition, and
the recognition accuracy is improved

,e rest of this paper is arranged as follows. Section 2
reviews the work about unsupervised domain adaptation
and state-of-the-art CDMER. In Section 3, we describe the
Intradomain Structure Domain Adaptation (IDSDA) for
CDMER in detail. For better evaluation of this method,
extensive experiments and analyses on SMIC and CASMEII
are shown in Section 4. At last, the conclusion and the future
planning of this paper are drawn in Section 5.

In addition, a large number of symbols are used in this
paper. For clarity, we show the frequently used notations and
corresponding descriptions in Table 1.

2. Related Work

Domain adaptation is actually a method of transfer learning.
,e principle of domain adaptation is a learning process in
which models acquired in the old domain are applied to the
new domain. Since the source domain has sufficient data
information, it usually uses all the data to fully learn the
internal structure of the data. ,erefore, how to effectively
reduce the distribution difference between the source do-
main and target domain is the essence of domain adaptation.
Jing et al. [33] proposed Adaptive Component Embedding
(ACE), for resolving large domain discrepancies. In the work
of [34], Maximum Density Divergence was proposed to
minimize the interdomain divergence and maximize the
intradomain density. In [35], Heterogeneous Domain Ad-
aptation (HAD) method is found, which optimizes both
feature discrepancy and distribution discrepancy in a uni-
form objective function. In addition, Li et al. [36] discovered
a new method, Locality Preserving Joint Transfer, which
considers the knowledge transfer between the feature and
sample level. In this way, the distribution divergence be-
tween the two domains is reduced, while preserving the
neighborhood relationship of samples and making it robust
to outliers. Similar to the domain adaptive classification,
according to whether the target domain has the label in-
formation or not, cross-database micro-expression recog-
nition is usually divided into unsupervised and
semisupervised categories. ,e former can only use the
source domain's sample label information for training, while
the latter can combine some existing label information of the
target domain with the known sample information of the
source domain, so the information of the latter is sufficient.
Obviously, the former has more practical applications than
the latter, so this paper focuses on unsupervised cross-da-
tabase MER.

For unsupervised cross-database MER, although
methods such as domain regeneration in the original label
space (DRLS) and domain regeneration in the original
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feature space with unchanged target domain (DRFS-T) have
achieved good results by Zong et al. [15], they all require
hyperparameter tuning. Taking the DRFS-T method as an
example. Firstly, a regenerator Z(·) is learned, which is able
to regenerate the source and target domain samples. ,en,
the classifier (SVM) can be trained according to the data
information in the source domain, and the target domain
sample class can be predicted based on the classifier. But the
constraints of the regenerator are as follows.

First, the regenerated target domain samples remain
unchanged in the feature space:

min
Z

Xt − Z Xt( 􏼁
����

����
2
F
. (1)

Χt ∈ Rd×nt and Χs ∈ Rd×ns are the target domain and
source domain micro-expression samples, and nt and ns are
the number of target and source domain samples. Besides, d

represents the dimension of the feature vector.
Second, the regenerated source domain and target do-

main samples have the same feature distribution:

min
Z
Χt − Z Χt( 􏼁

����
����
2
F

+ λfZ Xs, Xt( 􏼁. (2)

For the purpose of regulating the balance of the two
terms in the objective function of DRFS-T, the trade-off
parameter λ is introduced, while fZ(Χs,Χt) is the regular
term.

,en, Zong et al. [15] exploited the characteristics of
regenerative Hilbert space and its MMD distance and finally
optimized them as

min
H∈R ns+nt( )×d

Χt − H
T
Kt

����
����
2
F

+ λ
1
ns

H
T
Ks1s −

1
nt

H
T
Kt1t

��������

��������

2

2
+ μ‖H‖1.

(3)

1s and 1t are column vectors with dimensions ns and nt,
respectively. In addition, Ks and Kt are the kernel matrices
of the source and target domain samples. ‖H‖1 is the L1
parametric constraint on the coefficient matrix H, where μ is
the sparsity trade-off parameter controlling H.

To sum up, DRFS-T involves hyperparameters λ and μ,
which requires huge time cost to pick the optimal result.
However, IDSDA can solve this problem well. ,e IDSDA
method mainly utilizes the subspace method for intra-
domain alignment followed by nonparameter intradomain
programming, so as to achieve the purpose of improving the
recognition accuracy of CDMER.

3. IDSDA for Cross-Database Micro-
Expression Recognition

3.1. Problem Definition. Domain adaptation is specifically
defined as follows: given a labeled source domain Ωs �

(xs
j, ys

j)􏽮 􏽯
ns

j�1and an unlabeled target domain Ωt � xt
i􏼈 􏼉

nt

i�1. xs
j

and xt
i are the samples in the source and target domains,

respectively, while ns and nt are the number of their samples.
It is assumed that the feature space, label space, and con-
ditional distribution are the same, i.e., Xs � Xt, Ys � Yt,
and Qs(ys|xs) � Qt(yt|xt), but the margin distribution is
different Ps(xs)≠Pt(xt). ,e core idea is to learn classifiers
usingΩs with sufficient information for predicting the labels
of the target domain.

As shown in Figure 1, Figure 1(a) indicates the different
covariance of the sample in source and target domains.
Figure 1(b) shows that while the target domain remains
unchanged, the feature correlations of the source domain are
removed. Figure 1(c) draws the correlations from the target
domain into the whitened source domain so that their source
and target distributions are aligned. Figures 1(a)–(c) are for
source and target domain distribution alignment.
Figure 1(d) depicts the performance of learning a classifier
on the source domain data by intradomain programming
using the intradomain structure. In the next section, we will
describe each step in turn.

3.2. Intradomain Alignment. ,e IDSDA learns nonpara-
metric transfer the feature through intradomain data
alignment, mainly by transforming the statistical features of
the data for alignment, thereby reducing the difference
between the training domain and testing domain. CORre-
lation ALignment (CORAL) [37] is one of the better

Table 1: Notations and corresponding descriptions.

Notations Descriptions
H Coefficient matrix
d ,e dimension of the feature vector
λ ,e trade-off parameter to balance objective function
μ ,e trade-off parameter to control the sparsity of the coefficient matrix
Xs ,e feature matrix of source domain micro-expression samples
Xt ,e feature matrix of target domain micro-expression samples
ns ,e number of source domain samples
nt ,e number of target domain samples
Q ,e whitened source domain features
As Regenerated source domain micro-expression samples features
At Regenerated target domain micro-expression samples features
M Probability annotation matrix
c ,e class of the label
lc ,e center of class c
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subspace alignment methods, it is computationally efficient,
and it does not include other parameters to adjust. Inspired
by this method, the intradomain alignment process for the
IDSDA method is as follows:

Q � Χs · cov Χs( 􏼁 + eye size Χs, 2( 􏼁( 􏼁( 􏼁
− 1/2

, (4)

where cov(·) is the covariance matrix. eye(size(Xs, 2)) and
eye(size(Xt, 2)) are identity matrices of the same size as Xs

and Xt. We can regard this step as whitening the source
domain; that is, the feature correlation is removed from the
source domain.

With the aim of reducing the interdomain differences,
the whitened source domain features need to be recolored
next [38]. Meanwhile, the target domain features are kept
unchanged.

A
s

� Q · cov Xs( 􏼁 + eye size Xt, 2( 􏼁( 􏼁( 􏼁
1/2

,

A
t

� Xt.
(5)

3.3. Intradomain Programming. ,is step in cross-database
micro-expression experiments aims to learn a transfer
classifier. Before learning the nonparametric transfer clas-
sifier, we first need to understand the probability annotation
matrix. Table 2 shows a probability annotation matrix M,
M ∈ RC×nt , and the elements of it satisfy the condition
0≤Mci ≤ 1. c denotes the class of the label while
c ∈ (1, 2, . . . , C). Mci is expressed as the annotation

probability that xt
i is of class c. Similar to the principle of

softmax classifier, the class corresponding to the highest
probability value for xt

i is the class to which it belongs. For
example, the highest probability value of 0.5 for xt

2 implies
that it belongs to C3.

If Dci represents the European distance from xt
i to the

center of class c of the source domain, and lcis used to
represent the center of class c, then the cost function is as
follows:

J � 􏽘

nt

i

􏽘

C

c

DciMci, (6)

I(ys
j � c) can be summarized as the indicator function, the

output is 1 when the input is correct, and 0 represents the
incorrect input.

lc �
1
Ω(c)

s

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
􏽘

ns

j

x
s
j · I y

s
j � c􏼐 􏼑,

Dci � x
t
i − lc

����
����
2
.

(7)

,e fact that Ys � Yt, with any label containing a
number of samples not less than 1. Under ideal conditions, if
xt

i does not belong to class c, then Mci is 0, and vice versa is 1.
So, we can denote it as

􏽘

nt

i

Mci ≥ 1, ∀c ∈ 1, . . . , C{ }. (8)

Source Target

Source domain samples :

Target domain samples :

(a)

Source domain samples :

Target domain samples :

(b)

Source domain samples :

Target domain samples :

(c)

Source domain samples :

Target domain samples :

(d)

Figure 1: IDSDA for cross-database MER. ,e flowchart of IDSDA is as follows. (a) Original features. (b) Whitening source.
(c) Regenerated source. (d) Intradomain programming.
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Since Mci is the probability that xt
i is the c th class label and

c ∈ 1, . . . , C{ }, Mci is bounded by the following condition:

􏽘

C

c

Mci � 1, ∀i ∈ 1, . . . , nt􏼈 􏼉. (9)

We need to minimize the cost function to optimize the
model in combination with equation (6), and with the
constraints of equations (9) and (8), the final learning goal
becomes

min J � 􏽘

nt

i

􏽘

C

c

DciMci,

s.t.
0≤Mci ≤ 1,

􏽘

C

c

Mci � 1, ∀i ∈ 1, . . . , nt􏼈 􏼉, 􏽘

nt

i

Mci ≥ 1, ∀c ∈ 1, . . . , C{ }.
⎧⎪⎨

⎪⎩

(10)

Linear programming is the solution to the problem of
maximizing or minimizing a linear objective function under
the constraints of a linear equation or inequality and is often
solved very efficiently by an open-source linear program-
ming package called PuLP (https://pypi.org/project/PuLP/1.
1/). We can use this method to obtain M.

Ultimately, the labels yt
i of the target domain can be

obtained by the softmax function.

y
t
i � argmax

u

Mui

􏽐
C
c Mci

for u ∈ 1, . . . , C{ }. (11)

4. Experiments

4.1.Micro-ExpressionDatabase. For further confirmation of
the reliability of the IDSDA in cross-database facial MER,
plenty of CDMER experiments will be conducted in this
chapter. We choose two widely used databases, CASMEII
and SMIC. ,e SMIC dataset [39, 40] was created by the
University of Oulu, Finland, using a 100 fps high-speed
video camera to record the subject who was required to look
at videos with large emotional swings while attempting to
conceal her/his emotions, and the recorder observed the
subjects' expressions without watching the videos. Under
this elicitation mechanism, 164 video sequences were ob-
tained from 16 individuals (10 men and 6 women), and the
obtained micro-expressions belonged to 3 categories (Pos-
itive, Surprised, and Negative). In order to study the micro-
expressions more deeply, 71 video sequences of micro-ex-
pressions were later recorded under normal vision (VIS) and
near-infrared (NIR) environments using cameras with a
frame rate of 25 fps. SMIC (VIS, HS, NIR) will be used as an
independent dataset in this experiment.

CASMEII [41], which was created by the Institute of
Psychology, Chinese Academy of Sciences, uses a similar
elicitation mechanism to ensure the reliability of the data. ,e
dataset consists of 247 video sequences of 26 individuals
recorded at 200 fps frame rate, and seven micro-expression

categories (Happy, Surprised, Disgusted, Depressed, Sad,
Scared, and Other) are included within the dataset. As we have
seen, the micro-expression categories in the databases CAS-
MEII and SMIC are quite different. In order to make the two
categories consistent, the categories in CASME II were selected
and relabeled. Specifically, the Happy sample of micro-ex-
pressions is tagged as Positive, and then, theOther categorywas
removed. ,e labels of the Surprised sample remained un-
changed, and finally, the Disgusted and Depressed samples
were relabeled as Negative. ,e details are shown in Table 3.

4.2. Experimental Setup. SMIC (VIS, HS, NIR) and CAS-
MEII were set as the four datasets for this cross-database. In
other words, when CASMEII is the source (target) domain
dataset, one of the datasets in the SMIC database is the target
(source) domain dataset. We can obtain 6 sets of cross-
database micro-expression experiments, namely, No.1 : C-H,
No.2 : C-N, No.3 : C-V, No.4 : H-C, No.5 : N-C, and No.6 : V-
C. It should be explained that C represents CASMEII, H
corresponds to SMIC (HS), N represents NIR, and V is
recorded as VIS in the SMIC database. For the four data sets,
LBP-TOP [42] descriptor is selected to operate feature ex-
traction. An 8× 8 grid was used to divide the micro-ex-
pression sequences, on three orthogonal planes, on the
premise that the neighborhood point P of the LBP operator
is 8, and the neighborhood radius R is set as 2.,en, all LBP-
TOP histograms in each block are connected in series to
form facial feature vectors.

With the purpose of proving that the IDSDA is superior,
a comparison with other domain adaptive methods that have
good performance in cross-database identification has been
chosen. ,ese methods include support vector machine
(SVM) [43], CORAL [37], geodesic flow kernel (GFK) [44],
and DRFS-T [15]. Parameter settings of all the above
methods in the experiment are shown as follows:

(1) For SVM, setC � 1 (linear), and use it as a traditional
method. ,e results of experiments conducted

Table 2: A probabilistic annotation matrix.

Categories
Sample

xt
1 xt

2 xt
3 . . . xt

nt

C1 0.2 0.1 0.5 · · · · · ·

C2 0.5 0.4 0.3 · · · · · ·

C3 0.3 0.5 0.2 · · · · · ·
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directly with SVM will be used as a baseline method
for comparison.

(2) DRFS-T involves two important parameters, i.e., λ
and μ. We search for the best values of these two
parameters in λ ∈ [0.01, 0.1, 1, 10, 100, 1000] and
μ ∈ [0.01: 0.01: 0.09, 0.1: 0.1: 1, 2: 10].

(3) For CORAL, we use the common SVM classifier and
set C � 1. To enrich the types of classifiers in the
experiments, 1NN is used in GFK and the optimal
dimensionality reduction is chosen in [20, 30].

4.3. Analysis of Experimental Results. Table 4 shows the
accuracy of the experimental results of the domain adaptive
methods covered in this paper. It is clear that the experi-
mental results of the IDSDA method were superior to other
methods in most of the experiments, and the results are
significantly improved. For example, in No.2 and No.3, the
maximum difference between the IDSDA method and other
DA methods can reach 23.94% and 26.76%. In addition, an
interesting phenomenon was found by observing the ex-
perimental results of all methods. Under the conditional
setting that the source domain samples were fromCASMEII,
the experimental results of SMIC (VIS) as the target domain
dataset were superior to those of SMIC (NIR) as the target
dataset (No.2 and No.3). Meanwhile, No. 6 micro-expres-
sion recognition accuracy is higher than No.5. As shown in
Section 4.1, SMIC (NIR) data set is shot by a near-infrared
camera, and SMIC (VIS) data set is shot under normal
vision. We found that the difference in image quality at both
source and target domains may cause this phenomenon.

,e exact value in No.5 and No.6 is lower than that in
No.2 and No.3, with a minimum difference of 17.33%. In
other words, the recognition accuracy of CASMEII as a
source domain database is higher than that as a target
domain database. ,e analysis may be caused by the im-
balance of sample categories. As shown in Table 3, the
proportions of the three micro-expression categories in the
CASMEII database used in this experiment are greatly
different, with negative emotions taking up the majority (91/
148), while the difference in the recognition rate between
No.1 and No.4 was only 2.5%, significantly less than 17.33%.
Carefully observed, it can be found that SMIC (HS)
dataset also accounts for a large proportion of negative
emotions. We found that they have the same database
composition, which further proves that similar data com-
position of source and target domains is helpful for DA
recognition. ,is further proves that category imbalance

may be the main factor affecting the recognition effect in
CASMEII and SMIC databases.

In addition, we also recorded the average running time
(training and testing) of the DA methods involved in the
paper in each group of experiments, the average precise
values of the six groups of experiments, and the required
parameters of each method in Table 5. ,e results show that
the IDSDAmethod outperforms the other methods in terms
of average accuracy (56.49%) while greatly reducing the
running time (58.09 s). In summary, this experiment
demonstrates the superiority of the IDSDAmethod in terms
of accuracy and efficiency.

5. Conclusion and Discussion

In this paper, we use the intradomain structure for CDMER.
,e intradomain alignment is first performed to learn the
nonparametric transfer features, while the classifier is later
learned through intradomain planning. It is simple to
operate as it does not require model picking and hyper-
parametric tuning. Extensive experiments are carried out on
CASMEII and SMIC databases, and by a comparative
analysis, there is a clear indication that the IDSDA is sig-
nificantly superior to other cutting-edge domain adaptive
methods when it comes to the comprehensive performance
and efficiency for the CDMER task.

Although the Intradomain Structure Domain Adapta-
tion (IDSDA) method has achieved good results in CDMER,
there are still some problems to be investigated. (1)
According to the experimental results, database category
imbalance is an important factor affecting cross-database
MER. Next, we need to focus on how to reduce the impact of
category imbalance. (2) ,e recognition effect is also
influenced by the difference of image quality between source
and target domain databases when the domain adaptive
method is dealing with cross-database micro-expression
recognition. We will be able to consider transforming the
database used in the experiment to the same image quality in
our future work. ,e proposed approaches in the paper can

Table 4: Experimental results of cross-database MER on CASMEII
and SMIC (HS, NIR, and VIS).

No. Task SVM GFK CORAL DRFS-T IDSDA
1 C–H 46.95 40.85 51.83 48.17 57.93
2 C–N 40.85 42.25 50.70 32.39 60.56
3 C–V 45.07 46.48 57.75 45.07 71.83
4 H–C 67.57 43.92 51.35 73.65 55.41
5 N–C 28.38 39.19 39.19 40.54 43.23
6 V–C 52.03 41.22 56.76 58.78 50.00
– AVG 46.81 42.32 51.26 49.77 56.49

Table 5: Parameters and runtime of each of the cross-database
micro-expression methods.

Methods CORAL GFK DRFS-T IDSDA
Parameter C d λ, μ None
Time (s) 70.58 115.36 >1400 58.09
AVG (%) 58.06 42.32 49.77 56.49

Table 3: Sample composition of the reconstituted CASMEII and
SMIC databases.

Database
Category CASMEII SMIC (HS) SMIC (NIR) SMIC (VIS)
Positive 32 51 23 23
Surprise 25 43 20 20
Negative 91 70 28 28
Total 148 164 71 71
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combine other methods and tools [45–53] to study the image
recognition and identification problems of different plants
and can be applied to other studies [54–62] in natural
sciences and social sciences.
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Mental health problems are prevalent and an important issue in medicine. However, clinical diagnosis of mental health problems
is costly, time-consuming, and often significantly delayed, which highlights the need for novel methods to identify them. Previous
psycholinguistic and psychiatry research has suggested that the use of metaphors in texts is linked to themental health status of the
authors. In this paper, we propose a method for automatically detecting metaphors in texts to predict various mental health
problems, specifically anxiety, depression, inferiority, sensitivity, social phobias, and obsession. We perform experiments on a
composition dataset collected from second-language students and on the eRisk2017 dataset collected from Social Media. +e
experimental results show that our approach can help predict mental health problems in authors of written texts, and our
algorithm performs better than other state-of-the-art methods. In addition, we report that the use of metaphors even in nonnative
languages can be indicative of various mental health problems.

1. Introduction

Mental health problems have become increasingly serious.
+ey not only endanger people’s physical and mental health,
but also affect the development of the country and society. +e
WHO survey (https://www.who.int/health-topics/mental-
health) shows that about 13% of people worldwide suffer
from mental disorder, which cost the global economy one
trillion dollars each year. Depression is one of the main causes
of disability. Suicide is the second leading cause of death among
children aged 15–29. About 20% of children and adolescents in
the world suffer from mental illness, and the highly educated
population also suffer from psychological distress which affects
their academic performance [1–3]. However, clinical diagnosis
of mental health problems is costly, time-consuming, and often
significantly delayed, which highlights the need for novel
methods to identify these conditions.

Metaphorical expressions are frequently used in human
language [4–7]. +ey involve both linguistic expression and
cognitive processes [8] and are an implicit way to convey
emotions [9–11]. Human emotions and mental state, which

are important for mental health, are frequently communi-
cated and expressed through metaphors. +is suggests that
the use of metaphorical expressions in texts may indicate
mental and cognitive status and so help in mental health
screening.

Psycholinguistic and psychiatry studies have indicated
that the use of metaphors in texts is linked to the mental
health illness of their authors [12–16]. For example, patients
with schizophrenia may metaphorically use the phrase “time
vessels” to refer to watches and “hand shoes” to refer to
gloves. In other words, the use of metaphor in individuals
with mental illness may differ from those without, which
could offer new opportunities to identify mental illness using
metaphors as a diagnostic indicator. Although it is not clear
what causes these deviations in metaphor production,
neuroscience research offers some clues. Scholars note that
some mental illnesses such as schizophrenia relate to dys-
function of the amygdala, which processes and regulates
emotion [17]. Other research suggests that metaphorical
texts are associated more with activation of the amygdala
than with areas relating to literal speech [18].
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With the development of artificial intelligence and
various data processing technologies [19–25], the efficiency
of modern medical diagnosis is constantly improving. As an
important part of artificial intelligence, natural language
processing is widely applied in mental health related issues
[26–28]. Shatte et al. [29] reviewed the application of ma-
chine learning in mental health: four main application areas,
including detection and diagnosis [30, 31]; prognosis,
treatment, and support; public health; research and clinical
management. +e most common mental health conditions
addressed include depression, schizophrenia, and Alz-
heimer’s disease. Prior work has shown the feasibility of
using NLP techniques with various features extracted from
text messages such as linguistic, demographic, and behav-
ioral features to predict mental illness such as depression
[32], suicidality [33], and posttraumatic stress disorder [34].
However, few studies have involved the application of
metaphor, a deep semantic feature, as a means of detecting
and predicting mental health problems. Along with the rapid
explosion of social media applications such as Twitter and
Facebook, there seems to be a significant increase in met-
aphorical texts on a variety of topics, including products,
services, public events, and tidbits of people’s lives. It seems
to be an important and promising challenge to leverage
metaphor features for supporting the identification and
prediction of mental health problems.

In this paper, we propose the use of automatically detected
metaphors in texts to predict various mental health problems
including anxiety, depression, inferiority, sensitivity, social
phobias, and obsession. We named our method Metaphor-
SentimentModel (MSM) and we performed experiments on a
compositional dataset we created from second-language
student essays and the eRisk2017 dataset collected from Social
Media. Our contributions are as follows.

(i) We propose a novel approach to identify several
mental health problems by using linguistic meta-
phors in texts as features. To the best of our
knowledge, we are the first to leverage metaphor
features for supporting the identification and pre-
diction of mental health problems.

(ii) +e experimental results show that our proposed
approach can help predict the mental health of
authors of written texts and our algorithm gives
fairly good performance, compared to state-of-the-
art methods.

(iii) +e work shows how semantic content, specifically
usage of metaphors in writings produced by indi-
viduals, can help in detection of six mental health
problems.+is seems to be a new result where usage
of metaphors even in nonnative languages can be
used as indicative of various mental health
problems.

(iv) We contribute to a novel, scarce, and valuable
dataset, which will be released publicly, consisting of
second-language speakers’ essays and data on au-
thors’ mental health problems obtained from a
psychological survey.

(v) Due to the scarcity of relevant work, exploring
features that influence mental health using com-
putational approaches can potentially help with
early detection and treatment of mental health and
related problems.

2. Related Work

2.1. Mental Health in NLP. NLP techniques have been ap-
plied to speculate on people’s mental health status, based on
written texts, such as those on Facebook, Twitter, etc., and
they can be used to obtain information on the user’s psy-
chological state directly and efficiently [35]. In recent years,
scholars have explored many different features of various
datasets to explore the mental health status that lies behind a
text. Nguyen et al. [36] used data from the foreign Live
Journal Post website to collect 38 k posts from the mental
illness community and 230 k posts from mentally healthy
communities for mental illness prediction. +ey tried var-
ious approaches, including linguistic inquiry and word
count (LIWC), which obtain features of language, social,
effective, cognitive, perceptual, biological, relativistic, per-
sonal attention, and oral, emotional feature (also based on
LIWC) and latest dirichlet allocation (LDA) topic models,
ultimately achieving 93% accuracy. Franco-Penya and
Sanchez [37] built a tree structure based on the n-grams
feature and combined other features and support vector
machine (SVM) learning methods to design classifiers to
detect mental health status in CLPsych2016 [38]. Cohan
et al. [39] comprehensively considered lexical features,
contextual features, textual data features, and textual topical
features on the same dataset, using SVM classifiers to
complete detection tasks. Ramiandrisoa et al. [40] tried a
variety of lexical features in another evaluation task on the
CLEF 2018 eRisk database [41], including bag of word
models, specific category words, and special word combi-
nations, and they converted text into vectors for classifi-
cation. Weerasinghe et al. [42] investigated language
patterns that differentiate individuals with mental illnesses
from a control group, including bag-of-words, word clusters,
part of speech n-gram features, and topic models to un-
derstand the machine learning model.

In addition to the use of text and other user charac-
teristics, the rise of deep learning has provided new ways to
detect mental illness through text. Benton et al. [43] modeled
multiple scenarios to predict different suicide risk levels and
built a multitasking learning framework (MTL) to meet the
needs of different tasks. Trotzek et al. [44] first converted text
into vectors and then completed classification task through a
convolutional neural network to predict the mental health
status of the user. Sekulic and Strube [45] applied a hier-
archical attention network and analyzed phrases relevant
with social media users’ mental status by inspecting the
model’s word-level attention weights. Multimodal thinking
is also applied in mental health research [46, 47].+ey used a
multimodal approach that consists of jointly analyzing text
and visual and audio data and their relation to mental health
more than text analysis.
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2.2. Datasets. As discussed above, metaphorical expressions
are associated with mental and cognitive status. Since a
metaphor involves cognitive processes, it may be feasible to
screen andmonitor mental and affective status no matter the
degree of fluency in the language. We thus assume that
metaphor is an important textual feature for mental health
detection among language users, including both native and
second-language speakers. We collected data from two
different sources to verify our assumptions and increase the
reliability of our experiments in this study of the relationship
between metaphor use and mental health status.

2.3. Student Composition and Mental Health. We collected
English composition data from English-proficient Chinese
college students who speak English as a second language. We
also collected mental health data from these students using a
psychological survey. First, we used online and offline
campus advertisements to recruit 164 college freshman
participants who passed the national college students’ En-
glish level 4 test in China, which means they are native
Chinese and fluent in English writing. Prior to participation,
all participants provided a consent form indicating their
willingness to take part in the study. Participants provided
their personal information via a questionnaire and then
wrote a composition with 500 English words or more within
a two-hour period. +e composition had two parts: de-
scribed their previous life experience and then presented
their future plans, including their ideal future lives, thoughts
on life, targets for their future lives, and plans to overcome
barriers. +e content gave us a deep understanding of their
psychological states [48], which is essential for the detection
of mental health problems.

After writing their composition, students were required
to complete a mental health questionnaire that assessed two
levels of mental health problems. +e first level involved is
serious mental health problems, mainly serious psychoses
such as hallucinations, suicidal behavior, and suicidal in-
clination. In our survey, only a few students had first-level
problems. +e second level involved common mental
problems, such as anxiety, depression, inferiority, sensitivity,
and social phobias. Mental problems were assessed on the
basis of the standard score for screening indexes. Specifically,
participants were assessed with mental health problems
when their scores on certain indexes exceeded typical results.
We excluded data from 8 students because we could not
match their mental problems with fuzzy indexes from their
mental health data. Effective mental health data for the
remaining 156 students is presented in Table 1. Meanwhile,
we extracted data from students without mental health
problems to use as controls for analyzing differences in
metaphor use with sentiment features in texts.

+e process of data collection lasted four months and
resulted in a total of 156 compositions with 130,044 words
from 156 students (aged 18–23 yrs, mean� 19.06 yrs,
SD� 0.19, males� 86, and females� 70), together with
mental health data obtained from the psychological ques-
tionnaire. +ese data were kept secure and stored with no
identifying factors, i.e., consent forms and questionnaires.

2.4. eRisk2017 Data. +e eRisk2017 task on early risk de-
tection of depression [49] provides a dataset containing
posting contents and comments from Reddit. +e task
identified 135 Reddit users with depression and 752 Reddit
users without depression through their posts and comments.
+e word quantity for each Reddit user varies from 10 to
2,000. +e dataset for each Reddit user contains individual
identification, writing data, text title, writing type, and
writing contents. Paper [50] details the construction of the
eRisk data. +ey first selected Reddit from multiple social
media and collected the post of depression diagnosis
through specific search (such as I was diagnosed with de-
pression). Posts are manually evaluated to identify users who
are really diagnosed with depression.+ey collected patients’
text records published on Reddit over a period of time. We
combined the contents for each Reddit user in chronological
order for the present study.

3. Methodology

Our work flow is shown in Figure 1. Metaphor is linked to
themental health problems as described above.We extracted
metaphors from texts and designed metaphor feature sets to
predict various mental health problems. Our method also
considered sentiment features in the sample texts as this
feature has been widely used in mental health research
[14, 44, 51, 52]. We applied metaphor and sentiment features
in ourMetaphor-Sentiment Model (MSM) to predict mental
health problem. +e feature extraction algorithm is briefly
summarized in algorithm 1, and more details will be in-
troduced below.

3.1. Metaphor Feature Extraction. For metaphor-based
features, we considered the following (Algorithm 1, Step 1):

(i) +e percentage of tokens tagged as metaphor by the
automatic metaphor identification method

(ii) +e probability of a sentence containing metaphor

We also considered the sentiment of metaphor expressed
in a sentence that is consistent with the sentence sentiment.
First, SentiStrength (http://sentistrength.wlv.ac.uk/) was
used to analyze the overall sentiment of a sentence. Sen-
tiStrength analysis yields two scores for sentiment strength:
negative (scores −1 to −5) and positive (scores 1 to 5). +e
sum of the two values is the overall sentiment score for the
sentence. A sentiment score of 0 is defined as neutral. Next,

Table 1: Mental health data of students.

Problem No. of students Problem No. of students
Anxiety 36 Sensitivity 49
Depression 36 Social phobia 44
Inferiority 29 Obsession 38
One problem 28 Two problems 21

+ree problems 21 Four
problems 10

Five problems 7 Six problems 7
N problems mean the students with n mental problems at the same time.
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we determined sentiment of metaphor using three specific
feature values (Algorithm 1, Step 3):

(i) +e number of metaphors with positive sentiment
(positive sentiment score)

(ii) +e number of metaphors with negative sentiment
(negative sentiment score)

(iii) +e average sentiment score for all metaphors

In our method, metaphors were identified automatically
using a technique that has shown the best performance for
token-level metaphor identification tasks to date [53]. +e
automatic metaphor identification system contains four
steps: (1) it trains word embeddings on a Wikipedia dump
based on Continuous Bag of Words (CBOW) and Skip-
Gram models to obtain input and output vectors for every
word; (2) it selects detected words to assess metaphoricity
and separates the detected words from a given sentence; (3)
it extracts all possible synonyms and direct hypernyms,
including their inflections, of the detected word from
WordNet, and it adds them to the candidate word set w,
which contains all possible senses of the detected word; and
(4) it selects the best fit word w∗, which represents the actual
sense of the detected word in the a given sentence, from the
candidate word set w, using the following formula:

w
∗

� argmax
k

SIM vk, vcontext( 􏼁, (1)

where k ∈w, vk is the input vector of the CBOW or Skip-
Gram entry for a candidate word k, and vcontext means the
average of all input vectors for context words. +e best fit
word has the highest cosine similarity with the context
words. Finally it computes the similarity value for the de-
tected word and the best fit word using output vectors to
measure the difference of sense between the detected word
and the context. +e detected word is labeled as meta-
phorical when the similarity value is less than the given
threshold. In practical applications we detected every con-
tent word in the sentence. +e detailed process is presented
in Algorithm 2.

We trained and tested the identification algorithm on a
metaphor dataset developed by Mohammad [10] that
contains 210 metaphorical sentences whose detected words
are annotated manually with at least 70% agreement. We
selected the same number of literal sentences from thou-
sands of literal sentences in the dataset. +e best metaphor
identification performance had a precision of 0.635, recall of
0.821, and F1 value of 0.716 with a threshold of 0.5, which
matches the identification performance reported by Mao
[53].

For evaluating the performance of the metaphor iden-
tification method with our dataset, we randomly selected ten
compositions from each of the seven groups that correspond
to six mental health problems and healthy control. In total,
seventy compositions were analyzed. +e metaphor iden-
tification performance using the student dataset had a
precision of 0.632, recall of 0.935, and F1 value of 0.754.

Figure 2 shows examples of metaphors detected by the
automatic metaphor identification method from the student
composition dataset (a-c) and eRisk2017 dataset (d-f ). +e
sentences match two words from different domains: for
example, a source word tagged as metaphorical, such as
broken, and a target word such as dream. However, this
token-level metaphor identification algorithm produces
some errors since it identifies a metaphor based on local
information around the detected word and cannot effec-
tively recognize fixed collocation. For example, in the phrase
I ultimately got up on my own, the algorithm mistakenly tags
the word own in on my own as metaphorical.

3.2. Sentiment Feature Extraction. +e sentiment feature set
included the average value of the five dimensions of all
words; the proportion of positive sentences, negative sen-
tences, and neutral sentences; the average emotional score of
the sentences, and the emotional fluctuation value of each
article, yielding ten specific features in total.

We used SentiStrength to obtain sentiment scores for
sentences in the texts as above, in order to calculate the
proportion of positive sentence, negative sentence, and
neutral sentence; the average sentiment score of the sen-
tences of article; the sentiment fluctuation score of each
article (Algorithm 1, Step 2).

+e average score of the sentences in each article was
calculated to determine the emotional value of the article
using the following formula:

E �
􏽐

n
i�1 Si

n
, (2)

where E represents the average sentiment value of the text, Si
represents the emotional score of the i th sentence, and n is
the number of the sentences in the text. And the fluctuation
score is obtained by subtracting the emotional scores of two
consecutive sentences in the article and taking the absolute
value.We used the average as its sentiment fluctuation value.
It is determined by the following formula:

F �
􏽐

n
i�2 Si − Si−1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

(n − 1)
, (3)

Metaphor feature
extraction

Sentiment feature
extraction

Metaphor-Sentiment
Model (MSM)

Metaphor analysisArticle Mental health
problems prediction

Figure 1: +e figure of our work flow.
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Input: +e target text.
Output: Metaphor-Sentiment feature set.

(1) Identifying the metaphoricity of each word in the text, count the frequency, and generate metaphorical statistical features
(2) Using Sentistrength to obtain the score of positive and negative emotions, and generate the statistical characteristics and sentiment

uctuation value on sentence level
(3) Determining the metaphorical words in the sentence by the sentiment information of the sentence to obtain the sentiment

characteristics of the metaphorical words
(4) Using SenticNet to get the word-level emotional scores of five dimensions, and calculating the average value to get the sentiment

features of the text
(5) Integrating the above characteristics, return Metaphor-Sentiment feature set

ALGORITHM 1: Framework of feature set generation for MSM.

Input: sentence; A dictionary that returns the corresponding word vector of key,Word2vec; A dictionary that returns the related
word set of key, WordNet.
Output: A list of the corresponding metaphority labels of words in sentence, labels.

(1) function TokenMetaphorIdentify (detected word; sentence)
(2) context� []; w∗ � 0
(3) w �WordNet [detected word]
(4) for each word ∈ sentence and word≠ detected_word do
(5) context� context ∪ word
(6) end for
(7) vcontext � average (Word2vec [context])
(8) for each k ∈w do
(9) if cosine(Word2vec[k], vcontext) ˃max_cosine then
(10) max_cosine� cosine(Word2vec[k], vcontext)
(11) w∗ � k
(12) end if
(13) end for
(14) metaphor_value� cosine (Word2vec [detected_word], Word2vec [w∗])
(15) if metaphor value< threshold then
(16) return True
(17) else
(18) return False
(19) end if
(20) end function
(21)
(22) function MetaphorIdentify (sentence)
(23) labels� []
(24) for each word ∈ sentence do
(25) label�TokenMetaphorIdentify (word; sentence)
(26) labels� labels ∪ label
(27) end for
(28) return labels
(29) end function

ALGORITHM 2: Metaphor identification algorithm.

A Broken

B “We were impressed by the flower sea” Sea

C Walk

D Devoured

E “The stroke clouded memories of his youth” Stroke

F “A skeleton walks into a bar” Skeleton

“He devoured this book”

“My dream was broken”

“He will walk into society eventually”

Figure 2: Metaphor examples identified by automatic metaphor identification method.
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where F represents the emotional fluctuation value of the
text.

Scores for the five dimensions (values of pleasantness,
attention, sensitivity, aptitude, and polarity) were obtained
using SenticNet (http://www.sentic.net) (Algorithm 1, Step
4). +e averages of the five dimensions of all words were
taken as an indicator of the article’s emotions. Averages were
calculated as this example for pleasantness values:

P �
􏽐

n
i�1 Wi

n
, (4)

where P represents the average for pleasantness values and
Wi represents the pleasantness value of the i th word. Av-
erages for attention values, sensitivity values, aptitude values,
and polarity values were computed similarly.

4. Metaphor Analysis

We analyzed metaphor use for six mental problems and
health control based on automatic identified result, including
examples of identified metaphors and statistical analysis.

Table 2 shows examples of the most frequently used
metaphors for each of seven mental health groups. In order
to demonstrate characteristics of each group, we excluded
the metaphorical words, which occurred with the most
frequency in all mental health groups, such as pay, top, and
limit. +e same metaphor word was often used in a different
way by those in the mentally healthy group compared to
those in mental health problem groups, as illustrated in the
following examples:

Ex1. Teachers always try their best to meet the re-
quirements of students.
Ex2. We always meet various difficulties on the way to
study.

+e sentence in the first example was taken from a
composition by a student in the healthy control group and
expresses a positive sentiment, while the second example was
taken from a composition by a student in depression group
and expresses a negative sentiment.

We study the emotion of text and effect of metaphor in
Student Composition data. +e statistical information is
shown in Table 3.

Avg. emotion denotes average score of emotion of all text
andmeta emotion is average emotional score of sentence with
metaphor. People in sensitivity group have highest emotional
score and that of obsession group is lowest. Meta emotion
overall is 0.05 lower than avg. emotion, which shows that, in
Student Composition Dataset, students are more likely to
express negative emotions and describe sad things through
metaphor, for example, sentences A and C in Figure 2.

Ex3. My dream was broken
Ex4. He will walk into society eventually

+e former expresses the lost mood of broken dream,
and the latter is used to show the helpless mood of growing
up and entering the society. Both of them apply metaphor to
express negative emotions.

To better understand the characteristics of metaphor use for
each mental problem, we labeled students as sick or not sick for
every particular mental problem and analyzed metaphor fea-
tures between the two groups.+e histograms in Figure 3 show
the situation of different metaphor features for each mental
health problem. We found that the probability of a sentence
containing metaphor was higher among students with inferi-
ority or social phobia than students without these mental
problems (t� 1.775, p< 0.1; t� 1.695, p< 0.1). Students with
social phobia were more inclined to use metaphors with
negative sentiments than students without social phobia
(t� 1.978, p< 0.05). Additionally, students with obsession had
significantly lower scores for average sentiment value of met-
aphor than students without obsession (t� −2.060, p< 0.05).
+emost distinguishing index of compositions by students with
mental health problems was the probability of sentence with
metaphor. Students with mental health problems had higher
eigenvalues for this variable than those in the healthy group.

5. Experiments

We compared the predictive performance of MSM and
baseline on the eRisk2017 dataset [49] and on the second-
language speaker essays dataset, and we evaluated the
metaphor feature with common text features used in
baseline. Each of the six mental health problems in the
second-language speaker dataset was subjected to a separate
bicategorization task. We planned to verify the effectiveness
of metaphorical features in the detection of various mental
health problems, and we used the sameMetaphor-Sentiment
feature set in each mental health problem prediction task.
Different model parameters will be obtained for different
mental problems to deal with metaphorical features.

We applied Synthetic Minority Oversampling Technique
(SMOTE) to alleviate the imbalance between positive and
negative samples on Student Composition dataset. SMOTE
algorithm analyzes samples of minority and produces new
samples to the dataset. +e specific process: (1) randomly
select a sample x from minority and calculate the Euclidean
distance between it and other samples in this category; (2)
randomly select a sample xn from the k nearest neighbors of
x calculated in the previous step; (3) according to the fol-
lowing formula, a new sample is constructed and added to
the minority sample set; (4) repeat the above steps until the
appropriate sample size is obtained.

xnew � x + rand(0, 1)∗ x − xn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (5)

5.1. Baseline. +e prediction method proposed by [44] was
chosen as a baseline since it showed the best performance in
eRisk2017 and eRisk2018. +ey applied two methods to the
eRisk2017 dataset to detect people suffering from depression.
One method involved logistic regression using features
extracted by four word frequency statistics tools—LIWC
(http://liwc.wpengine.com/), NRC Emotion Lexicon (http://
www.saifmohammad.com/WebPages/NRC-Emotion-Lexicon.
htm), Opinion Lexicon (http://www.cs.uic.edu/∼liub/FBS/
opinion-lexicon-English.rar), and VADER Sentiment
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Table 2: +e examples of frequent metaphors in each state of mind.

Mental problem Frequent metaphor Example sentence
Anxiousness Hit, present, join +e poor of property can’t hit me, but a boring life can
Depression Chase, clean, tough Maybe there will be many difficulties in the way I chase my dream
Inferiority Support, independent All these support his spirit of “learning insatiably”
Sensitivity Defeat, move, create I know in this process some trouble will defeat me
Social phobia Raise, affect, stop It is really a burden for a poor family to raise a child
Obsession Enter, guide, control When you enter the society, you probably have problem in finding a job
Healthy control Develop, pass, lead I want to develop a wonderful game

Table 3: +e statistical information of emotion in various mental states.

Mental state Anxiousness Depression Inferiority Sensitivity Social Phobia Obsession Healthy control Total
Avg. emotion 0.118 0.129 0.110 0.159 0.083 0.038 0.129 0.129
Meta emotion 0.047 0.100 0.066 0.118 0.033 0.036 0.079 0.079
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Figure 3: +e characteristic of metaphor usage of each mental illness. (a) +e probability of sentence with metaphor. (b) +e number of
positive metaphor. (c) +e number of negative metaphor. (d) +e average sentiment score of metaphor.
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Lexicon (http://www.nltk.org/_modules/nltk/sentiment/vader.
html).+ese tools scan the input text to calculate the frequency
of words in different categories, such as the normalized fre-
quency of positive words—words used for expressing positive
emotion. +e output statistics of word frequency can be
transferred into the classifier as text features. +e other was a
deep learning-based method that employed a convolutional
neural network (CNN). We reproduced both methods and
compared them with our method for the two datasets.

5.2. PredictionMethod. Weused ametaphor-based feature set
and a sentiment-based feature set to buildMetaphor-Sentiment
Model (MSM) for predicting mental health status. We com-
pared the performance of three common classifiers: logistic
regression, SVM, and neural network. +e neural network
produced the best results as the relationship between features
and mental health problems may be nonlinear. In order to
prevent the neural network model from overfitting in training
small-scale student dataset, we added L2 regularization,

dropout layer, and early-stop mechanism to the model.
Meanwhile, the number of layers and hidden layer nodes in the
network are determined by testing. 10-fold cross validation is
applied in experiment to ensure the performance of model.

+e neural network in this paper was built using Keras
(https://github.com/keras-team/keras), which is a four-
layer, fully connected neural network comprising one input
layer, two hidden layers, and one output layer.+e input layer
was the vector that combined the metaphorical features and
sentiment features extracted from the data. +e two hidden
layers had output dimensions of 100 and 50, respectively. +e
input layer and the two hidden layers used concatenated rec-
tified linear units (CReLU) for the activation function. We
added a dropout layer between twohidden layers with a dropout
rate of 0.4 to avoid overfitting.+eoutput layer used Softmax for
the activation function, which yielded a generalization of logic
functions and output vectors with two dimensions.

5.3. Experiment Performance. +e eRisk2017 dataset has
been divided into a training set and a test set [49]. We tested

Table 4: Prediction performance on the eRisk 2017 dataset.

Method Accuracy F1-score

Trotzek et al. CNN 0.88 0.59
LR 0.88 0.69

MSM
Sentiment 0.81 0.61
Metaphor 0.87 0.56

ALL 0.89 0.70
All: sentiment +metaphor.

Table 5: Accuracy of baseline and MSM on six mental illnesses’ prediction.

Method
Trotzek et al. MSM

CNN LR All Sent Meta
Anxiousness 0.75 0.71 0.82 0.61 0.71
Depression 0.73 0.69 0.75 0.63 0.70
Inferiority 0.78 0.72 0.80 0.80 0.85
Sensitivity 0.58 0.62 0.80 0.53 0.78
Social phobia 0.64 0.65 0.71 0.60 0.70
Obsession 0.68 0.74 0.78 0.72 0.75
Average 0.69 0.69 0.78 0.65 0.75
Sent: sentiment-based feature set; meta: metaphor-based feature set; all: sent +meta.

Table 6: F1-score of baseline and MSM on six mental illnesses’ prediction.

Method
Trotzek et al. MSM

CNN LR All Sent Meta
Anxiousness 0.57 0.65 0.64 0.51 0.54
Depression 0.50 0.64 0.67 0.51 0.58
Inferiority 0.46 0.63 0.62 0.51 0.71
Sensitivity 0.46 0.59 0.73 0.44 0.70
Social phobia 0.47 0.61 0.58 0.50 0.62
Obsession 0.42 0.69 0.66 0.50 0.59
Average 0.48 0.64 0.65 0.50 0.62
Sent: sentiment-based feature set; meta: metaphor-based feature set; all: sent +meta.
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MSM using either a sentiment-based feature set, a meta-
phor-based feature set, or both and compared the results
with those using the baseline method. +e results are shown
in Table 4. Our identification method outperformed the two
baseline methods in terms of both accuracy and F1-score. In
addition, the results indicate that metaphor-based feature
sets are helpful for detecting depression. +ese results
demonstrate the superiority of our prediction method
compared with established methods such as those used for
our baseline.

We used 10-fold cross validation to partition our
composition dataset collected from second-language stu-
dents to evaluate the prediction performance of MSM
compared to the baseline methods. +e results are shown in
Tables 5 and 6.

Table 5 compares the accuracy of the two baseline
methods with that of our method for the prediction of six
mental health problems. +e results show that MSM ob-
tained the highest accuracy, with an average accuracy for all
six mental health problems that was significantly higher than
baseline (Fisher’s exact test: p< 0.05), especially with regard
to the sensitivity prediction task (Fisher’s exact test:
p< 0.005). +e metaphor-based feature set played an im-
portant role in MSM and outperformed the sentiment-based
feature set for all mental health group prediction tasks. It
achieved the highest accuracy for predicting inferiority,
which corresponds to the significant difference in metaphor
use between students with inferiority and those without
inferiority, as discussed above.

Considering the unbalanced samples, we also computed
the F1-score for all mental health problem prediction tasks.
+e results are shown in Table 6. Overall, using all feature sets,
ourmethod showed the highest performance for prediction of
the six mental health problems in terms of the average F1-
score. +e improvement in F1-score was significant with
respect to students with sensitivity (Fisher’s exact test:
p< 0.05). +e logistic regression baseline method achieved

the same results as our method overall. +e metaphor-based
feature set from our method showed the highest F1-scores for
predicting inferiority and social phobia.

To further assess the effectiveness of metaphor feature
sets, we compared metaphor-based feature set and senti-
ment-based feature set with three common text features that
are extracted by LIWC, NRC Emotion Lexicon, and VADER
Sentiment Lexicon and used in the logistic regression
baseline method. +e line charts shown in Figure 4 present
the accuracy and F1-score performance of each feature
separately for prediction of the six mental health problems
using the neural network classifier. +e results show that
metaphor feature sets are more effective at predicting in-
feriority and sensitivity than other textual features and
equally effective at predicting other mental health problems.

6. Conclusions

To the best of our knowledge, we are the first to demonstrate
the prediction of six mental problems—anxiety, depression,
inferiority, sensitivity, social phobias, and obsession—using
automatically detected metaphors in texts. We used meta-
phor-based feature sets and sentiment-based feature sets to
predict these mental health problems using a compositional
dataset produced by second-language students and the
eRisk2017 dataset collected from Social Media. Our results
show that the proposed method can predict the mental
health status of authors of written texts, and our algorithm
performs well compared to other state-of-the-art methods.
We also analyzed differences in metaphor use among stu-
dents with various mental health problems and evaluated the
effectiveness of metaphor sets compared with other textual
features in predicting mental health status from a compo-
sitional dataset of second-language students.

Our work demonstrates the value of metaphorical textual
features for the prediction of mental health problems. +e
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Figure 4: Accuracy and F1-score of every feature separately on six mental illness prediction tasks.
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experiment results remind us of the importance of metaphor,
as a deep, complex, and cognitive feature for mental health
identification, which often focuses on shallow linguistic
features. Importantly, we show that metaphor is predictive
even for nonnative speakers of the language. We also con-
tribute to a novel, scarce, and valuable dataset, consisting of
second-language speakers’ essays and data on authors’ mental
health problems obtained from a psychological survey, which
we will release publicly.We hope this paper will stimulate new
ideas for the identification and prediction of mental health
status through analysis of text and lead to improvement of
automated methods for this purpose.
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In recent years, with the increasing level of mechanization, automation, and intelligence in mine mining, dust pollution in the
working environment of coal mines has become increasingly serious. Coal mine dust prevention is an important work related to
the life, health, and production safety of miners, and it is also one of the technical problems of mine safety in production. With the
continuous revision and improvement of China′s Occupational Disease Prevention and Control Law, coal mining enterprises
have generally strengthened the publicity, prevention, and control of occupational diseases among employees, and the control of
coal mine dust has been used as a means for enterprises to improve the production environment and strengthen the occupational
health of employees. Key work-based studies have shown that China’s coal mines have formed a theoretical system and technology
system of dust prevention and control. In the future, China’s coal mines will start from intelligent dust prevention, achieve high-
precision dust sensing-transmission-assessment and early warning, and develop a combined dust collector that integrates the
functions of atomization dust removal, miniaturization, dry and wet mixing, and large air suction capacity. ,e combined dust
collector realizes the efficient ventilation control and dust removal of the fine dust in wide-area complex spaces such as fully
mechanized mining face and fully mechanized mining face. At the same time, breakthroughs have been achieved in low-
permeability coal seams, such as strong hydraulic permeability-enhancing technology, intelligent dust-proof robots, and chemical
dust suppression. ,is article introduces the basic concepts, generation, distribution, and hazards of coal mine dust and analyzes
the characteristics, applicable conditions, and use effects of various dust control measures such as ventilation dust removal and wet
dust removal. Moreover, this article also proposes specific prevention and control measures for related occupational diseases and
discusses the development trend of dust prevention and control technology in the hope of providing guidance and reference for
coal mine dust prevention and control.

1. Introduction

Coal is China’s main energy source, accounting for more
than 60% of the primary energy. ,e status of this subject
energy will be difficult to change for a long time in the future.
More than 90% of coal production in China comes from
underground mining. Roadways are a necessary passage for
coal mines. According to statistics, the total length of
roadways newly excavated in coal mines in China each year
reaches 12,000 km [1, 2]. At present, China’s coal mine
production safety situation continues to improve and the
number of coal mine accidents dropped significantly, but the
coal industry has still a relatively high prevalence of

pneumoconiosis because, for a very long time, enterprises
attached importance to production safety, ignoring occu-
pational health work. As a result, relevant scientific research
investment is low, technological progress cannot match the
rapid increase in coal production, and the working envi-
ronment of coal mines cannot be effectively improved; es-
pecially, the dust concentration in coal mine workplaces has
been too high for a long time and the number of new cases of
pneumoconiosis has increased significantly [3]. For nearly
10 years, with the increasing level of intelligence, mecha-
nization, and automation of mines, the probability of ac-
cidents and disasters caused by factors such as gas, coal dust,
and fire has also increased. In particular, dust pollution in
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coal mines has severely affected the safety of enterprises and
threatened the occupational health of workers [4].
According to statistics, the proportion of floating dust
generated by various production links in coal mines is as
follows: ,e coal mining face accounts for 50%, the tun-
neling face accounts for 35%, the shotcrete operation point
accounts for 10%, and the coal loading and transportation
and unloading links account for 5% [5], of which the dust
production in coal mining, tunneling and bolting, and
shotcreting operations accounted for more than 95% of the
mine’s total dust production. According to on-site mea-
surements, without any dust prevention measures on the
fully mechanized mining face, when the shearer cutting and
frameshifting work together, the time-weighted total dust
mass concentration in the main work area of personnel can
reach 500∼850mg/m3, even if dust-proof measures are
taken, the harsh working environment of the working face
cannot be changed [6]. Literature [7] stated that in recent
years, anchor spraying operations have mainly adopted dry
spraying and wet spraying processes. Although the operation
is simple, the free silica content of the dust on the job site is
as high as 80%, and the time-weighted dust mass concen-
tration exceeds 200mg/m3. ,e above-mentioned dust
concentration also greatly exceeds the upper limit set by the
state [8]; the number of miners who have pneumoconiosis
risk is extremely high. At present, most scholars only
conduct research on a single coal mine dust prevention
technology, and there are few studies on comprehensive coal
mine dust prevention theory and technology systems.
,erefore, in order to reflect the latest research results,
promote the development of coal mine dust prevention and
control technology in China, and improve mine safety and
occupational health, this article analyzes the research status
of coal mine dust prevention in China, summarizes the
achievements of dust prevention theory and technology, and
proposes future development directions.

2. Pneumoconiosis Status of the Coal Industry

,e main occupational hazards in coal mines are dust, high
temperature, noise, and toxic and harmful gases. Among
them, the proportion of pneumoconiosis caused by dust is
the highest. Coal mine pneumoconiosis accounts for more
than 70% of coal mine occupational diseases, and it accounts
for more than 55% of China’s pneumoconiosis. Because dust
can cause harm to people’s health, the “Coal Mine Safety
Regulations” stipulates the maximum allowable concen-
tration of total dust and respirable dust in the workplace.,e
“Regulations on the Prevention of Occupational Hazards in
Coal Mine Workplaces” also specifically regulate the con-
centration of respirable dust in the workplace. Specific
criteria are listed in Tables 1 and 2:

,erefore, coal mine dust is the main occupational
hazard factor in coal mines. Over the past decade, though
China’s coal mine production safety situation continues to
improve, the coal mine pneumoconiosis reported cases was a
higher trend. As can be seen from Figure 1, China coal mine
accidents (excluding occupational diseases) in terms of the
number of deaths continued to decline since 2005 frommore

than 6,000 people to 316 people in 2019. On the contrary, the
reported cases of coal mine pneumoconiosis are gradually
increasing; especially since 2010, they have been rising
sharply, with more than 13,000 cases each year, with an
average of more than 14 thousand cases, which is about 2.7
times the average pneumoconiosis embodiment from 2005
to 2009 [9].

In addition to management reasons, the severe status of
coal mine pneumoconiosis is also caused by coal mine
enterprises and workers’ insufficient awareness of the se-
verity of dust hazards and insufficient attention to occu-
pational health. ,erefore, the promotion of new
technologies is severely constrained, which has led to the
coal industry’s pneumoconiosis be in serious condition.

3. The Harm of Coal Mine Dust to
Human Health

,e hazards of coal mine dust mainly include four aspects:

(1) ,e spontaneous combustion nature of coal dust and
the explosive nature of coal dust: coal dust explosion
hazard in coal mines is one of the most serious
disasters. Compared with gas explosions, coal dust
explosions have greater intensity and disaster range,
more destructiveness, and more serious conse-
quences [10]. ,e disaster of coal dust explosion in
China is very serious. According to statistics, from
the beginning of 2000 to the beginning of 2019, 16
coal dust accidents occurred nationwide, resulting in
more than 500 deaths.

(2) Coal dust causes pneumoconiosis. A portion of the
dust generated in the production process of coal
mines is eliminated through measures such as spray
dust reduction or ventilation and dust removal, and a
portion of the dust particles with smaller particle size
is flying and suspended in the production space. For
workers, due to the long contact with respirable dust,
respirable dust will slowly be deposited in the human
lung, for example, small bronchi or alveolar. Pro-
longed exposure to respiratory dust will produce a
series of physiological and pathological changes,
leading to lung tissue fibrosis disease [11], called coal
worker’s pneumoconiosis. In the coal industry,
pneumoconiosis is a common occupational disease.
Compared with “obvious” coal mine disasters such
as gas explosions, pneumoconiosis is more lethal, can
damage more groups, and has higher potential harm.
According to statistics, the number of deaths due to
pneumoconiosis each year is 6 times the number of
miners killed in mining disasters and other industrial
accidents [12]. According to statistics, since 2010,
China has reported an average of 28,000 new cases of
occupational diseases each year. As of the end of
2018, a total of 975,000 cases of occupational diseases
have been reported, of which 873,000 cases were
occupational pneumoconiosis cases, accounting for
about 90% of the total number of reported cases of
occupational diseases. From 2008 to 2018, the total
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number of new cases of pneumoconiosis nationwide
was 247,611, of which 125,418 were newly added to
coal mine pneumoconiosis, accounting for about
50.65% [13].

(3) ,e visibility of the workplace is reduced and work-
related injury accidents are increased.

(4) ,e wear of the rotating parts of the equipment is
accelerated and the working accuracy and life of the
equipment are reduced.

4. The Law of Coal Dust Dispersion
Pollution in China

4.1. Coal Dust Pollution at Fully Mechanized Mining Face.
Dust pollution in fully mechanized mining has always been
the focus of mine dust prevention and control. ,e research
methods for dust pollution in fully mechanized mining are
mainly divided into experiments and numerical simulations.
Guo et al. [14] established a mathematical model of dust
movement based on the theory of gas-solid two-phase flow.
According to the specific properties and measured data of a

fully mechanized mining face, the law of dust movement
generated by a fully mechanized mining face was clarified.
By constructing a two-stage mathematical model, Perret
et al. [15] simulated the dust distribution in the mine space
and studied the diffusion law of coal dust. Relevant scholars
have also used CFD (computational fluid dynamics) nu-
merical calculation methods to study the law of dust mi-
gration in fully mechanized mining faces. Seaman et al. [16]
used the LES large eddy method to simulate the gas motion
process and used the Euler-Lagrange method to numerically
simulated the spatial distribution of dust particles. Wang
et al. [17] used CFD methods to calculate and simulate the
airflow and dust flow characteristics in the mine and, based
on the results, proposed two possible dust control schemes
(Figures 2 and 3).

Sun et al. [18] used numerical simulation to study the
influence of wind flow turbulence on dust pollution and, at
the same time, proposed a partial spray closed dust control
technology, which improved the dust removal rate (Fig-
ure 4). Tan et al. [19] compared the measured dust mass
concentration distribution on-site with the simulated coal
cutting dust movement law on fully mechanized mining face

Table 2: Judgment standard for management limit of dust exposure concentration in coal mine workplace.

Type of dust ,e content of free SiO2 in dust (%) Maximum allowable concentration of respirable dust (mg/m3)

Coal dust ≤5 5.0
5∼10 2.5

Rock dust 10∼30 1.0
30∼50 0.5

Cement dust ≥50 0.2
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Figure 1: Comparison of the number of new pneumoconiosis and accident deaths in coal mines across the country in recent years.

Table 1: Dust concentration in workplace air standard.

,e content of free SiO2 in dust (%)
Maximum allowable concentration (mg/m3)

Total dust Breathable dust
<10 10 3.5
10∼50 2 1
50∼80 2 0.5
≥80 2 0.3
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and obtained several important factors that affect the dust
quality concentration on fully mechanized mining face,
mainly the wind speed of the working face, the speed of the
shearer drum, the speed of the scraper conveyor chain, and
the coal wall surface conditions. Yao et al. [20] conducted
numerical simulations on the airflow movement and coal
dust distribution law of fully mechanized mining face under
different ventilation conditions and obtained the dust re-
duction mechanism of upward ventilation and downward
ventilation and the optimal dust exhaust wind speed of large
inclination fully mechanized mining face.

In summary, domestic and foreign scholars have con-
ducted research on the law of dust pollution on fully
mechanized coal mining faces through experiments and
numerical simulations. According to the characteristics of
different dust sources on a fully mechanized mining face, a
mathematical model of airflow-dust particle DPM coupled

flow suitable for a fully mechanized mining face is estab-
lished, and the Euler-Lagrange method is used to describe
the turbulent diffusion of airborne dust. ,e CFD numerical
simulation of the dispersion process of the coal dust gen-
erated by the shearer cutting on the fully mechanized
working face, the coal dust generated by the moving frame,
and the coal dust carried by the ventilation is carried out.,e
results obtained have laid a scientific theoretical foundation
for dust prevention and control in a fully mechanized
mining face.

4.2. Coal Dust Pollution at Comprehensive Excavation Face.
,ere are many factors affecting the dust dispersion in the
comprehensive mechanized tunneling face, such as the
changeable position of dust production, and the complicated
technical process, and the researchers have conducted in-
depth and detailed research. Wen et al. [21] used a com-
bination of experiment and numerical simulation to study
the movement of wind and dust on the fully mechanized
excavation face. ,e research results show that there is a
corresponding relationship between the airflow streamline
and the dust trace, and the test and simulation results are
consistent with the field measurement. Wu et al. [22] an-
alyzed the dust generation mechanism of the fully mecha-
nized excavation face and used the Fluent software to
conduct a numerical simulation study on the dust distri-
bution and migration law of the working flour to obtain the
overall dust migration and distribution law.

5. The Theory of Coal Dust Wetting

Coal seam water injection and spray dust reduction are the
main measures to prevent and control dust on the mining
face, water injection into the coal seam to be mined through
boreholes, or fog field generated by high-pressure atom-
ization and canmoisten the coal (dust), thereby reducing the
floating coal produced during themining process.,erefore,
the wettability of pulverized coal is an important factor
affecting the dust reduction effect. For this reason, in order
to better understand the wettability of coal dust, it is first
necessary to analyze and study the solid-liquid relationship
between coal dust and water. In this regard, after a detailed
analysis of the surface wettability of ultrafine coal powder,
Abhishek Kumar et al. [23] found that with the degree of
deterioration, the surface hydrophobicity of ultrafine coal
powder after pulverization will continue to increase. Zhao
et al. [24] analyzed the characteristics of coal surface free
energy and themicroscopic mechanism of coal adsorption of
water based on the structural characteristics of coal mac-
romolecules and surface and concluded that coal adsorption
of water molecules is multilayer adsorption.,e first layer of
water absorption is mainly due to the hydrogen bonding
between coal and water molecules, while the adsorption of
other water molecular layers is caused by long-range forces
between molecules. Sergei et al. [25] analyzed the movement
process of water in the coal body when water was injected
into the coal seam, applied the theory of interface chemistry
to analyze the wetting process of water on the coal surface,
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summarized the conditions under which the coal body can
wet by itself, and the wetting mechanism of water on the coal
surface is preliminarily explained.

Kollipara et al. [26] studied their physical properties,
mineralogical properties, and wetting properties for differ-
ent dust samples. ,e fixed time wettability (trying to
simulate the wettability around the mining environment)
and absolute time wettability (assessing internal wetting
rate) are used to evaluate the wettability of dust, and it is
concluded that the fixed wettability of coal dust is 57% to
99%, the wettability of most mines is above 90%, and the
wettability in the middle of the coal seam is the worst. ,e
contact time between dust particles and water droplets is an
important factor in improving the wettability of coal dust.
,e results show that it takes more time for dust with larger
particles to be completely wetted. Arkhipov et al. [27]
proposed a new method for estimating the wettability of fine
coal particles on water droplets, which improved the ac-
curacy of particle wettability estimation.,e combination of
wet dust removal and chemical dust suppression, especially
anionic surfactants, has the most significant impact on coal
wettability. Li et al. [28] and others systematically analyzed
the physical properties of coal dust and its wetting behavior.
,e effects of different surfactants on the wettability of coal
dust were studied and compared with deionized water. ,e
research results show that the finer the particle size of the
coal, the more complex the microstructure of the coal, and
the worse the wettability of the coal. Among the three
different coal dust samples, the coal with a higher volatile
content has poorer wetting performance because the vola-
tiles are easier to release and a gas film is more likely to form
around the particles.

6. Theory of Dust Mist Condensation and Wet
Dust Removal

Due to the particularity of coal mine production conditions,
in addition to coal seamwater injection prewetting coal body
technology, dust mist-condensation and wet dust suppres-
sion technology is currently an effective measure generally
adopted in coal mining face in China. Zhou and Wang [29]
believed that the most obvious factor that affects the trap-
ping of dust particles by fog droplets is the droplet diameter.
,e small diameter of the droplets makes it easier to capture
dust particles. However, during the actual dust reduction
operation, if the diameter of the formed droplets is too small,
it will cause the droplets to evaporate too quickly and the
retention time is too short, which will affect the overall dust
collection efficiency. Lin et al. [30] studied the gas-liquid
ratio of single-phase nozzles and two-phase nozzles, as well
as the variation law between axial distance and radial dis-
tance. Zhou et al. [31] combined experiments and theoretical
analysis to study the spray parameters of the dust sup-
pression system and obtained the relationship between
pressure and other parameters. In order to correctly evaluate
the interaction between water droplets, dust, and flowing
airflow, Swansona and Langefeld [32] established a wind
tunnel to simulate underground operations under different
environmental conditions, evaluated the control conditions

and requirements of each dust source, and developed an
optimized dust source control and dust removal system.
Tessum and Raynor [33] used a pneumatic particle size
analyzer to measure the particle size and concentration of
the charge-separated particles and studied the dust collec-
tion performance of different types of surfactants on dif-
ferent coal dust particle sizes and charges. ,e above studies
have promoted the development of dust-mist-condensation
and wet-type dust reduction technology. However, the
current spray dust reduction measures in fully mechanized
mining face still have problems such as the lack of scien-
tificity in nozzle selection and layout and poor spray dust
reduction effects. In order to further improve the efficiency
of spray dust reduction, the current more advanced theories
are mainly to improve the dust mist-condensation mecha-
nism from a microscopic point of view by measuring the
droplet size, velocity, and concentration distribution of
different types of nozzles [34], formed a system of nozzle
atomization characteristics and microspray dust reduction
mechanism, and developed a new type of high-efficiency
single-water and Fengshui atomizing nozzles, which can be
made of copper, stainless steel, ceramics and other forms
(Figure 5).

7. Ventilation and Dust Removal in China

Ventilation and dust removal are to use the mine ventilation
system to dilute and discharge the dust in the mine air to
prevent excessive dust accumulation and concentration
exceeding the limit. Doing a good job of ventilation is an
important part of achieving a good dust-proof effect.
Ventilation and dust removal methods and measures for
tunneling working face are as follows:

(1) ,e most commonly used method is to use the local
ventilator ventilation method. ,is kind of ventila-
tion method has three types: press-in type, extraction
type, and mixed type, and mixed type is generally
used.

(2) Technology is used to control the dust-laden airflow
to diffuse outwards, such as wall air ducts and high-
pressure wind shielding.

(3) ,e long-pressure short-extraction dust removal
system is matched with the roadheader and dust
collector to comprehensively reduce dust.

(4) Take wind-guidingmeasures, set up wind barriers, or
use airflow sprayers to guide the wind to isolate dust.

Ventilation and dust removal methods and measures for
fully mechanized mining faces are as follows:

(1) Select the best ventilation parameters (the best dust
exhaust wind speed is 1.5∼4m/s) to ensure the effect
of ventilation and dust removal.

(2) Change the ventilation system or the direction of
airflow at the working face (W-type and E-type
ventilation systems are the best, and adopting the
direction of coal flow; that is, downward ventilation
can greatly reduce the concentration of working dust).
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(3) Install simple ventilation facilities to reduce air
leakage and ensure air supply. ,e main methods
include setting goaf air curtains, sidewalk air cur-
tains, and coal shearer dust curtains.

8. Wet Dust Removal in China

8.1. Wet Rock Drilling. Wet rock drilling technology is that
when a rock drill (or electric coal drill, bolter, drill truck,
etc.) is drilling, it sends pressure water to the bottom of the
borehole to moisturize, flush, and discharge the dust gen-
erated by the rotation of the drill bit. ,is technology can
effectively reduce the amount of dust produced, and the dust
reduction rate can reach about 90%.

8.2. Dust Reduction by Spray. Dust reduction by spray is the
spraying of water stream into fine water droplets under the
rotation and impact of sprayer (also called nozzle). At
present, the commonly used spray dust reduction tech-
nologies are as follows:

(1) ,e mining unit sprays mainly include internal and
external spray dust reduction, radial fog screen dust
reduction, high-pressure spray negative pressure
dust reduction, and dust-containing airflow control
dust reduction.

(2) Interrack spraying includes nozzles installed at the
front beam of the support, the front and back of the
racks, and the coal caving port to achieve simulta-
neous spraying and dust reduction when raising,
lowering, and moving the rack.

8.3. Sprinkle Water to Reduce Dust. Sprinkle water to reduce
dust is to wet the deposited coal dust with water so that the coal
dust can be condensed into larger particles that can adhere to
the surface of the coal and rock, ensuring that it is not easy to fly
during shipment. General sprinkling has a poor dust reduction
(low pressure) effect and large water consumption. At present,
a new technology of high-pressure sprinkling (water pressure
greater than 910 kPa) has emerged, which makes sprinkling
and dust reduction measures more perfect.

8.4. Water Cannon Mud. Water cannon mud is a plastic bag
filled with water to replace part of the cannon mud in the
blasthole. During blasting, water vaporization and dust con-
densation achieve the dust reduction effect, which can reduce
the dust concentration by 20% to 50%.

8.5. Coal SeamWater Injection. Coal seam water injection is
to inject pressurized water into the borehole under the action
of the water injection system to prewet the native coal dust in
the coal body and at the same timemake the entire coal body
surrounded by water, thereby playing the role of dust re-
duction and dust suppression. Coal seam water injection is
active and effective in reducing dust and has a continuous
dust prevention effect. At present, long-hole water injection
is widely used internationally.

9. Purifying Airflow

Purifying airflow is to install dust-catching facilities in the
working face or roadway to build a dust barrier to purify the
dust-laden air (airflow). At present, purified water curtain,
catching dust net, and wet dust removal device are com-
monly used.

(1) Purified water curtain: the full-face water curtain
formed by the water flow from multiple nozzles
installed on the top of the roadway and the working
face has the effect of purifying the inlet airflow and
reducing the dust concentration of the return air-
flow. At present, the purified water curtain has
specific forms such as microhole spray, nozzle spray,
fine water spray, and Feng Shui linkage spray. ,ere
are various control methods such as manual, pho-
toelectric, touch, and mechanical transmission. ,e
dust reduction rate of the water curtain can reach
70% to 95%.

(2) Catching dust net: install a net in the roadway that
can pass airflow and collect dust. It is generally used
in conjunction with water curtains and sprays.

(3) Wet dust removal device: the device removes dust by
a collision between dust particles and liquid droplets.
At present, China has wet dust collectors such as SCF
series dust collectors, KGC series tunneling machine
dust collectors, TC series tunneling machine dust
collectors, and MAD series airflow purifiers.

10. Airtight Dust Extraction

Airtight dust extraction is to use a dust cover to close the
local dust production point, and draw the dust-containing
air through the pipeline to the dust collector or dust collector
to filter, collect, purify and discharge. It is suitable for the
situation where water shortage or water cannot be used and
the dust source needs to be sealed, common dust-catching
aperture, and hole bottom catching dust in two ways. ,is
kind of dry dust-catching method has no water mist in the
workplace, the air is dry, and the compressed air con-
sumption is large.

11. Personal Protection

Personal protection refers to wearing dust-proof equipment
to filter and purify dusty air, so that workers can breathe
clean air. Individual dust-proof appliances mainly include
dust-proof caps, dust-proof masks, and dust-proof

Figure 5: Atomization effect of 4MPa pressure nozzle.
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respirators. With the advancement of science and tech-
nology, advanced protective equipment, such as self-priming
filter dust masks, power supply air filter dust masks (air
supply masks and airflow helmets), and compressed air
respirators, has been developed.

12. Prevention and Control Measures of Coal
Mine Dust and Related
Occupational Diseases

,rough the analysis of the causes of coal mine dust-related
occupational diseases, long-term, large-scale exposure and
inhalation of fine dust particles are the root causes of the
disease. For coal mine dust control and related occupational
disease prevention, measures should be taken from the
following aspects:

(1) Improve the awareness of occupational disease
prevention and control of enterprise managers and
increase relevant investment. First of all, coal mine
managers should raise their awareness of occupa-
tional disease prevention and control, clarify the
main responsibility of enterprises in the prevention
and control of occupational diseases, and establish a
people-oriented concept. Based on the principle of
observing regulations and caring for employees, we
earnestly implement the “Occupational Disease
Prevention and Control Law” and take concrete and
effective measures to reduce the generation of mine
dust and reduce the harm to personnel. In terms of
organization and management, a special mine dust
prevention management department should be
established, equipped with full-time dust prevention
technical personnel, and implement the “three si-
multaneous” occupational disease protection facili-
ties. Increase investment in mine dust prevention
and control, set up special funds, timely update mine
dust removal equipment, purchase dust masks, face
masks, and other labor protection products for
employees, and supervise employees to wear and use
them correctly.

(2) Improve the production process to reduce dust
generation. For coal shearers, roadheaders, crushers,
loading and unloading machinery, self-moving hy-
draulic supports, and other equipment, an automatic
spray device and a dust cover can be installed, and a
magnetized water device can be added to enhance
the water mist absorption and dust reduction ca-
pabilities. In the process of rock tunnel excavation,
wet drilling and wet rock drilling should be pro-
moted on the blasting working surface, and the dust
in the blasthole should be moistened and washed
with pressure water. At the same time, automatic
water curtain purification measures should be
adopted to achieve the purpose of dust reduction.
When the rock formation conditions are not suitable
for the wet drilling method, the dry drilling method
can be used with a dry dust catcher to catch dust.

(3) Improve mine ventilation and purify air flow. ,e
“Coal Mine Safety Regulations” stipulate that the
minimum wind speed during the excavation of rock
tunnels shall not be less than 0.15m/s. At this wind
speed, the mineral dust below 5 microns can be
suspended and mixed evenly with the air and dis-
charged with the wind flow. In order to better dilute
and discharge the coal dust, the wind speed can be
appropriately increased in the operation sites with
large dust production and high coal dust concen-
tration, but if the wind speed is too high, the dust
content in the air will increase. ,erefore, the “Coal
Mine Safety Regulations” stipulates that the maxi-
mum allowable wind speed at the coal mining face is
4m/s.

(4) Strengthen education and training to improve em-
ployees’ awareness of occupational disease preven-
tion. Most coal mine enterprises lack the awareness
of self-protection due to the poor overall quality of
their employees and lack of awareness of the dangers
of coal mine dust. ,ey often do not use labor
protection equipment and dust-proof facilities as
required at work. In this regard, the education and
training of coal mine employees should be
strengthened to make them fully aware of the haz-
ards of coal mine dust to human health so as to
increase their awareness of occupational disease
prevention and actively use dust removal equipment
as required.

13. Prospects of Research on Coal Mine Dust
Prevention in Cina

In recent years, with the increasing level of mechanization,
automation, and intelligent mining in China’s coal mines,
dust pollution in the operating environment has become
more and more serious, which has greatly affected mine
safety production and seriously threatened the occupational
health of miners. Scholars at home and abroad have actively
explored mine dust prevention and control and have
achieved many innovative results. However, different
mining areas in China’s coal mines have great differences in
coal seam conditions, mining methods, technical equipment
levels, and comprehensive management levels.,ere is still a
lot of room for improvement in the development of coal
mine dust prevention theory and technology. Based on this,
in the next period of time, the focus of coal mine dust
prevention research will be mainly in the following aspects:

(1) Develop high-precision, wide measuring range of
respirable dust sensor to achieve continuous online
monitoring of the mass concentration of respirable
dust and to the direction of miniaturization, long-
distance transmission, large-area coverage, and
continuous monitoring.

(2) ,rough the research on the “Set of Coal Mine Dust
Monitoring Technology,” the mass concentration,
toxicity, and other parameters of respirable dust are
collected and combined with the accumulated dust
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exposure time, dust physicochemical characteristics,
and other indicators, the existing research results of
pneumoconiosis are used to establish an early
warning indicator system and discrimination model
for pneumoconiosis. On this basis, according to the
pneumoconiosis danger circle theory and the
pneumoconiosis excess risk classification method,
prepare to establish a coal mine dust hazard warning
system to realize dust hazard warning, and promote
the optimization of dust prevention and control
measures, scientifically guide the monitoring and
management of dust prevention and
pneumoconiosis.

(3) Carry out research on high-pressure hydraulic anti-
reflection technology for low-permeability, hydro-
phobic, and difficult-to-inject coal seams, artificially
create cracks or fissures in the coal seam in advance,
and by adding a wetting agent, improve the wetta-
bility of the hydrophobic hard-to-water-injection
coal seam, thereby improving the water injection
effect of the hard-water-injection coal seam. Study
the coupling technology of gas drainage and coal
seam water injection so as to effectively suppress the
dust intensity during coal seam mining.

(4) Study the key technologies and equipment for the
treatment of respirable dust hazards in coal mines
and effectively reduce the mass concentration of
respirable dust. Research and promote the applica-
tion of monorail hoisting technology in fully
mechanized excavation face to realize the synchro-
nous movement of dust removal system and road-
header. Study the ventilation and dust removal
system for rock tunnel excavation.

(5) Research and development of coal mine dust
monitoring equipment remote online monitoring
system, improve the management capacity of the
downhole equipment.

14. Conclusions

(1) ,rough the research on the “Set of Coal Mine Dust
Monitoring Technology,” the mass concentration,
toxicity, and other parameters of respirable dust are
collected and combined with the accumulated dust
exposure time, dust physicochemical characteristics,
and other indicators, the existing research results of
pneumoconiosis are used to establish an early
warning indicator system and discrimination model
for pneumoconiosis. On this basis, according to the
pneumoconiosis danger circle theory and the
pneumoconiosis excess risk classification method,
prepare to establish a coal mine dust hazard warning
system to realize dust hazard warning, and promote
the optimization of dust prevention and control
measures, scientifically guide the monitoring and
management of dust prevention and
pneumoconiosis.

(2) Carry out research on high-pressure hydraulic an-
tireflection technology for low-permeability, hy-
drophobic, and difficult-to-inject coal seams,
artificially create cracks or fissures in the coal seam in
advance, and by adding a wetting agent, improve the
wettability of the hydrophobic hard-to-water-injec-
tion coal seam, thereby improving the water injec-
tion effect of the hard-water-injection coal seam.
Study the coupling technology of gas drainage and
coal seam water injection so as to effectively suppress
the dust intensity during coal seam mining.

(3) Study the key technologies and equipment for the
treatment of respirable dust hazards in coal mines
and effectively reduce the mass concentration of
respirable dust. Research and promote the applica-
tion of monorail hoisting technology in fully
mechanized excavation face to realize the synchro-
nous movement of dust removal system and road-
header. Study the ventilation and dust removal
system for rock tunnel excavation.

(4) Research and development of coal mine dust
monitoring equipment remote online monitoring
system improve the management capacity of the
downhole equipment.
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Stroke is a kind of cerebrovascular disease that heavily damages people’s life and health. .e quantitative analysis of brain MRI
images plays an important role in the diagnosis and treatment of stroke. Deep neural networks with massive data learning ability
supply a powerful tool for lesion detection. In order to study the property of the stroke lesions and complete intelligent automatic
detection, we collaborated with two authoritative hospitals and collected 5,668 brain MRI images of 300 ischemic stroke patients.
All the lesion regions in the images were accurately labeled by professional doctors to ensure the authority and effectiveness of the
data. .ree categories of deep learning object detection networks including Faster R-CNN, YOLOV3, and SSD are applied to
implement automatic lesion detection with the best precision of 89.77%. Meanwhile, statistical analysis of the locations, shapes of
the lesions, and possible related diseases is conducted with valid conclusions. .e research contributes to the intelligent assisted
diagnosis and prevention and treatment of ischemic stroke.

1. Introduction

As the second most deadly disease in the world, stroke has
always been one of the major causes which damage human
beings’ life and health. It is characterized by high morbidity,
disability rate, mortality rate, and recurrence rate and brings
a heavy burden to the society and the families of patients. At
present, the incidence of stroke shows a rapid increase in
low-income groups and younger groups [1]. With the in-
creasing importance of medical images in clinical diagnosis,
MRI has become an important basis for the diagnosis and
treatment of stroke, especially for ischemic stroke, which is
hardly distinguished from CT scans compared with hem-
orrhagic stroke.

Most hospitals all over the world still rely on doctors for
medical image diagnosis, which faces up the following
problems: (1) It costs much time and effort for radiologists
and doctors to examine theMRI images, and patients usually
need to wait for over 24 hours to get the imaging conclusion.
.is will probably delay the valuable best treatment hours of

stroke and reduce the recovery opportunity of patients. (2)
.e workload is too heavy. When the doctors get tired, sort
of misdiagnosis or missed diagnosis will occur and influence
patients’ treatment. .erefore, automatic and intelligent
computer-aided diagnosis of MRI has become a priority.

.e traditional machine learning (ML) method for
object detection or analysis requires image denoising, seg-
mentation, manual setting of features, combined with
classifiers for recognition. .e steps are cumbersome, time-
consuming, and laborious, with low accuracy and poor
diagnostic effect. Deep learning (DL) is a new research
direction in the field of machine learning, which is closer to
the original purpose of machine learning-artificial intelli-
gence. It can simulate the hierarchical structure of the
human brain, learn the inherent principles and presentation
levels of data samples, automatically extract eigenvalues, and
have a strong learning ability. In recent years, the practicality
of deep learning has greatly improved with the help of high-
performance GPU servers and massive datasets. Deep
learning technology represented by a convolutional neural
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network (CNN) automatically extracts characteristic values
from a large number of samples to obtain more advanced
abstract features for classification, detection, and segmen-
tation, making it possible for intelligent MRI interpretation.

In order to further study automatic diagnosis and pre-
vention of ischemic stroke, we cooperated with two local
Grade III A hospitals and collected 5,668 brain MRI images
and their clinical imaging reports from 300 cases, with all the
lesion areas accurately labeled by professional neurologists.
.ree kinds of object detection networks, Faster R-CNN,
YOLOv3, and SSD, were designed and implemented to carry
out automatic lesion detection on MRI images. Statistical
analysis of lesion locations, shapes of lesions, and distri-
butions of suspected diseases are carried out and reliable
conclusions are given. .e research can supply effective data
and methods for automatic diagnosis and prevention of
ischemic stroke, which is beneficial to people’s life and
health.

2. Related Work

2.1. Disease Recognition and Classification. .e medical
image lesion detection and auxiliary diagnosis system based
on deep learning can extract the advanced features of the
lesion in the medical image, and the combination with
clinical practice will greatly reduce the workload of doctors.
In the computer-based lesion detection methods, the
characteristics of body parts or organs are calculated and
examined through supervised learning methods or classical
image processing techniques (such as filtering and mathe-
matical morphology). Among them, the training data
samples used in the machine learning method based on
supervised learning need to be provided by professional
physicians with comprehensive pathological images and
manual annotation.

In the past few decades, deep learning technology has
developed rapidly and found wide applications in the
medical field. In particular, CNN has been applied to lesion
detection, with an accuracy improvement of 13–34% [2].
Sirinukunwattana et al. [3] used a spatially constrained
convolutional neural network (SC-CNN) to detect and
classify colorectal adenocarcinoma cells. It adopts the
neighboring ensemble predictor (NEP) method for clas-
sification and recognition, which can achieve higher ac-
curacy compared with the traditional feature classification
methods. Dou et al. [4] used 3D CNN to automatically
detect cerebral hemorrhage (CMBS) from MR images,
which can extract more representative advanced features.
Compared with 2D CNN and traditional manual feature
extraction, 3D CNN detection accuracy can be as high as
93.16%. Different types of CNN architectures have made
great success in diagnosing various diseases. .erefore, the
rapid development of deep learning has brought big
prospects in the field of medicine. Another important
application of deep learning in medical images is lesion
recognition. Deep learning can effectively mine useful
information from the training data and improve the ac-
curacy and speed of medical diagnosis. Kooi et al. [5] used
CNN to identify malignant breast lesions.

2.2. LesionDetectionNetworks. Lesions detection in medical
images belongs to a special kind of object detection task [2].
Before the formal involvement of deep learning in object
detection, the traditional detection methods are region se-
lection, feature extraction, classification, and regression,
which have two difficult problems to solve. Firstly, the
strategy of regional selection has a poor effect and high time
complexity. .e other is the poor robustness of feature
extraction by hand. With the fast development of deep
learning, object detection algorithms are mainly divided into
two factions, one-stage and two-stage.

.e two-stage method, represented by the RNN system,
solves the problem in two steps: (1) generating region
proposals and using CNN to extract features and (2) putting
them in the classifier to classify and correct the position..is
series of algorithms are inseparable from region proposal.
R-CNN systemmakes full use of the value of feature maps, in
which Faster R-CNN [6] and Mask R-CNN [7] are the good
representatives. Compared with the previous network,
Faster R-CNN not only improves the detection accuracy but
also improves the detection speed. It truly realizes the end-
to-end target detection framework and shows excellent
performance. Cai et al. [8] used one-stage lesion detection to
detect different lesions in CTimages. Yap et al. [9] pretrained
on the ImageNet dataset and used the prior information of
natural images for breast tumor detection. .erefore, this
paper first chooses Faster R-CNN as the lesion detection
network in brain MRI images of ischemic stroke.

.e one-stage method is represented by YOLO and SSD.
Regression is performed directly on the predicted target
object. Among them, YOLOv3 [10] introduces the FPN
structure, and its detection layer is integrated by three-level
feature layers. YOLOv3 focuses on solving the problem of
small object detection and achieves better performance. Liu
et al. [11] adopted simplified VGGNet and multiscale output
to SSD, making the network more robust for the processing
of target scale. SSD was also used for breast cancer lesion
detection and significantly got higher performance than
other similar algorithms [12]. .erefore, YOLOv3 and SSD
are also selected as two MRI lesion detection networks for
ischemic stroke in this paper.

In addition, utilizing multimodal images is also quite
common. Ben-Cohen et al. [13] used PET images to help
lesion detection in CT scans of the liver. Zhang et al. [14]
developed a strategy to detect breast masses from digital
tomosynthesis by fine-tuning the model pretrained on
mammography datasets. Zhao et al. [15] also used multi-
modal data for liver tumor detection.

2.3. Current Problems with Medical Data in Deep Learning.
.e current medical image data in deep learning mainly has
the following three problems:

(1) Available medical image datasets are in great de-
mand..e reason why deep learning has such strong
expressive ability is that many useful features are
extracted from massive data. If the dataset is rela-
tively small, the model learning is not sufficient, the
recognition accuracy might be very low.
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(2) .e resolution and dimension of medical images
need to be improved. At present, the medical images
are mainly 2D gray images, which is difficult to
distinguish between pulmonary vascular cross-sec-
tional and pulmonary nodules. In addition, medical
images are affected by the differences between de-
vices and patients, which brings difficulties to deep
learning.

(3) .e authoritative labeling of medical images is
lacking. Only if the images are marked by profes-
sional doctors, can the dataset be used. However,
doctors are busy with clinical work. .ey need to
spend extra time and effort to build valuable datasets.

For the above reasons, we are making effort to build a
special ischemic stroke MRI dataset.

3. Data Collection and Statistical Analysis

3.1. Data Collection and Preprocessing. In order to system-
atically and deeply study the pathological changes of is-
chemic stroke, our research team cooperated with two local
Grade III A hospitals including Qilu Hospital of Shandong
University (Qingdao) and Qingdao Municipal Hospital to
collect the brain MRI images of 300 ischemic stroke patients
and the corresponding clinical diagnosis reports. .e da-
tabase contained a total of 5,668 DWI sequence images.
Furthermore, all lesion images are accurately marked by
experienced neurologists.

Currently, there are two main storage formats for object
detection labels: VOC format and COCO format. .is
dataset uses the former format. Neurologists use the
LabelImg tool to label the lesions in the images and mark the
Bounding Box of the lesions. .e annotation is stored in an
xml file, which includes not only the width, height, and
channels of the images but also the coordinates and category
of the bounding boxes. .e entire database contains four
files, as shown in Table 1.

3.2.DataAnalysis andVisualization. .e images and reports
in the database are randomly selected from the clinical data
of ischemic stroke in the two hospitals from 2017 to 2019,
which can objectively reflect the comprehensive character-
istics of ischemic stroke. .e images and reports were
anonymized before being used by the researchers. .e
collected MRI data and reports are statistically analyzed and
visualized by Excel and Python for further exploring the
internal useful information about ischemic stroke. .e
process of data analysis is divided into tabulation and sta-
tistical analysis. .e purpose of tabulation is to summarize
important medical data of patients for easy browsing, query,
and storage. Statistical analysis on the MRI images and
clinical imaging reports includes the following five aspects:
(1) gender, (2) age, (3) possible related diseases, (4) lesion
location, and (5) lesion shape.

3.2.1. Gender. Figure 1 shows that the proportion of males
and females of the patients is about 9/8, reflecting that males

are more likely to suffer from ischemic stroke and should
take more precautions to keep their health. .e gender
characteristic of stroke in China is that the morbidity of men
is higher than women [1]. Men are more likely to suffer from
stroke than women [16]. A similar ratio has also appeared in
world-wide research of stroke [17]. .e above references
come to the same conclusion.

3.2.2. Age. .e second index is the age distribution of the
300 patients. .eir average age is 66.527, the minimum is 19,
the maximum is 92, and the standard deviation of age is
12.107. In addition, we also calculated the number of cases of
different age groups, as shown in Figure 2. Obviously, more
than 80% of the patients are older than 50 and the age section
between 60 and 70 has the biggest risk. .erefore, the elderly
need to bemore cautious about ischemic stroke..eir family
members should keep a good eye on them and help with
their cerebrovascular health.

3.2.3. Possible Related Diseases. We conducted data analysis
on clinical diagnosis or Conclusion and counted the five
most common diseases of stroke patients. .e result is
shown in Figure 3. Since the database is about ischemic
stroke, also known as cerebral infarction, the diagnosis result
of cerebral infarction is 100%. .e second-highest stroke
symptom is senile degeneration of the brain, accounting for
approximately 74%. Senile degeneration of the brain is a
kind of degenerative changes in the brain. Brain atrophy as a
type of senile degeneration of the brain is the most common
chronic disease in middle age and older age. .e high
proportion of senile degeneration of the brain indicates that
the elderly are more likely to suffer from stroke. .e third
place is sinusitis. Among all the 300 stroke patients, 169
patients have sinusitis, which is approximately 56%. Sinusitis
is a chronic inflammation of the sinuses. According to the
statistical results, we can see that the incidence of the disease
is very high. Ethmoiditis is also a kind of sinusitis.

3.2.4. Lesion Location. We also analyzed the vocabulary in
the MRI description, namely, Finding, and studied the high
incidence location and the shape of the lesion in stroke
patients. .e results of this data analysis will improve the
reliability of the prevention, diagnosis, and treatment of
ischemic stroke. Finding word segmentation is performed
through the Jieba library in natural language processing, and
the position and shape word frequency of the lesion are
calculated. .e Jieba library is an excellent third-party
Chinese word segmentation library in Python and is suitable
for word frequency statistics..e location distribution of the
lesion is displayed as a histogram, indicating high-risk areas,
as shown in Figure 4.

From Figure 4, we can see, the most vulnerable path-
ological areas are basal ganglia, frontal lobe, radiation crown,
pons, occipital lobe, parietal lobe, temporal lobe, and thal-
amus. Among them, the number of lesions in the basal
ganglia was the largest, with 61 cases, followed by the frontal
lobe with 46 cases..ere were 40 cases of radiation crown. In
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addition, more than 20 cases were pons, occipital lobe,
parietal lobe, and temporal lobe. .e greater the number of
lesions in a brain area, the higher the risk. From this point of

view, the basal ganglia, frontal lobe, radial coronal area,
pons, occipital lobe, parietal lobe, and temporal lobe are the
most common sites for cerebral infarction. .e thalamus
and cerebellar hemispheres also have the possibility of
stroke. .e locations of the brain in the high incidence areas
are shown in Figure 5.

3.2.5. Lesion Shape. .e fifth index is the statistics of the
shape of the lesion area. Among them, patchy accounts for
about 50% of the total lesion, as shown in Figure 6. Because
the shape of the lesion in the diagnosis report is affected by
the radiologists’ subjective factors, they may offer different
shape descriptions for the same lesion.

4. Experimental Results and Analysis

Based on the collected data, automatic lesion detection is
implemented using three categories of object detection
networks. .e experiment is deployed on Ubuntu16. 04
system..e server is equipped with NVIDIA GTX TITAN X

Table 1: .e composition of the entire database.

File name Description
DicomImages Brain MRI images of ischemic stroke patients (dicom format)
Annotations xml annotation files used for object detection
ImageSets Txt files of train set, test set, and validation set
Reports .e clinical diagnosis report of each patient, including finding and conclusion
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and the CPU is Intel Xeon E5-2620 v4. .e deep learning
framework is PyTorch.

4.1. Lesion Detection Network Design. In this paper, three
kinds of better-performing target detection networks (Faster
R-CNN, YOLOv3, and SSD) are applied to automatically

detect the lesions of ischemic stroke on the collected data.
Faster R-CNN may use VGG-16 or ResNet-101 for feature
extraction. .erefore, four object detection networks are
experimented overall.

.e Faster R-CNN algorithm uses a two-stage detection
architecture. First, the Region Proposal Network (RPN) is
used to generate the Region of Interest (ROI), and then the
generated ROI is classified and regressed. .e feature ex-
traction network uses the weights of the VGG-16 or ResNet-
101 models trained on ImageNet for initialization. .e
Faster R-CNN (VGG-16) network structure designed and
implemented in this paper is shown in Figure 7:

YOLOv3 uses the idea of regression to directly complete
object detection using a one-stage network. YOLOv3 brings
forth the network structure of DarkNet-53, which draws on
the residual idea of ResNet to make the model easier to
converge. At the same time, it utilizes multilayer feature
maps and does not use a pooling layer. In order to ensure the
efficiency of object detection, we used Tiny-DarkNet.
YOLOv3 makes multiscale prediction similarly to FPN,
replacing the Softmax function with the Logistic function to
process the category’s prediction score. Logistic classifiers
are independent of each other and can achieve multicategory
prediction.
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Based on the ideas of Faster R-CNN and YOLOv3, SSD
utilizes a fixed frame for region generation based on a one-
stage network and adopts multilayer feature information.
.e SSD algorithm also uses VGGNet for feature extraction.
On this basis, several convolutional layers are added, and
then a 3∗3 convolution kernel is called to predict on 6
feature layers with different sizes and depths to obtain the
classification. .e predicted value of regression of the
preselection box is then calculated, and the final result is got
with the network loss. .e difference of SSD from YOLOv3
is that the features of SSD are predicted separately from
shallow to deep layers, without depth fusion.

.e training parameters of the four object detection
networks used in our experiment are shown in Table 2.

4.2. Comparison and Analysis of the Detection Networks.
.e entire database is divided into a train set and a test set
according to the 4 :1 ratio. Since not all images contain
lesions, the amount of image data used for object detection is
less than 5,668. Totally, there are 1,137 images with lesion
labeling. .e train set includes 910 images and the test set
includes 227 images. Table 3 shows the quantized experi-
mental results.

From Table 3, it can be seen that the detection accuracy
(mAP) obtained by Faster R-CNN (VGG-16), Faster R-CNN
(ResNet-101), and YOLOv3 networks is similar, while SSD
performs the best. .is reflects SSD has the best learning
ability and adaptability to a variety of lesions of different
sizes, types, shapes, and gray levels. And the robustness of
the database annotation is also proved.

In addition, we further studied the changes in the ac-
curacy of YOLOv3 and SSD as the number of iterations
increases. When the number of YOLOv3 training iterations
was 2000, the obtained mAP was 60.1%; when it increased to
20,000, mAP also increased to 74.9%. When the number of
the SSD training iterations was 2,000, the mAP was 70.8%.
Similarly, when it increases to 20,000, the entire network
tends to stabilize, and the maximum mAP is 89.77%. It
shows that, as the number of iterations increases, the

detection accuracy of the network also increases. And the
SSD increment is larger.

4.3. Visualized Analysis of Lesion Detection Results. .e vi-
sualized lesion detection results obtained by the above
networks on the test set are shown in Figure 8. .e first row
is the original manual labeling ground truth, and the second
to fifth rows are lesion detections results from Faster R-CNN
(VGG-16), Faster R-CNN (ResNet-101), SSD, and YOLOv3,
respectively. Figures 8(a)–8(g) show different brain MRI
image layers. Figure 8 shows that the four detection net-
works can all perform well as to single clear lesion and large-
area lesions, in which SSD is still the best one. For example,
in column (g), the left bright line, although similar to a lesion
part observed from the gray scale with eyes, is not wrong
mistaken by the networks..is bright line is actually anMRI
machine scanning trace and easy to cause confusion even for
professional doctors. .e four networks have obtained ac-
curate detection results, which show the effectiveness of the
object detection algorithms on our database.

Figure 9 shows the detection results of the four
networks as to the more difficult lesions in the database.
Faster R-CNN (VGG-16) and Faster R-CNN (ResNet-
101) in Figures 9(a)–9(d) detect some normal regions as
lesions, leading to redundant inspections. Faster R-CNN
generates multiscale ROIs through RPN, which achieve
better results for small target detection and, on the other
hand, increase the risk of redundant inspections. In
column (e), the two Faster R-CNN networks generate
multiple small lesion regions compared with one entire
area in GT. .is is because some areas have multiple
adjacent lesions and it is difficult to separate these le-
sions. When data labeling is performed, the areas are
marked as one lesion. .e YOLOv3 network has fewer
parameters; thus, the test speed of YOLOv3 is the fastest,
reaching 30FPS. By combining the regression idea from
YOLO and the anchor mechanism from Faster R-CNN,
SSD regresses multiscale regional features and achieves
more accurate experimental results for lesions in the
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Figure 7: Network structure diagram of Faster R-CNN (VGG-16).
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Figure 8: Lesion detection results of each brain MRI image layer.

Table 2: Four networks training parameter settings.

Parameters Faster R-CNN (VGG-16) Faster R-CNN (ResNet-101) YOLOv3 SSD
Initial learning rate 0.001 0.001 0.0001 0.0001
Learning rate strategy Step Step Multistep Multistep
Batch size 16 16 32 16
Optimizer Adam Adam SGD SGD

Table 3: Comparison of four network performance.

Networks mAP_50 (%) FPS
Faster R-CNN (VGG-16) 76.04 7.5
Faster R-CNN (ResNet-101) 76.5 8.3
YOLOv3 74.9 30
SSD 89.77 27.5
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image. .erefore, SSD is more accurate for the detection
of ischemic stroke lesions, which also verifies the ef-
fectiveness of our database.

5. Conclusion

In order to further study the disease of ischemic stroke,
we collected image data from two local Grade III A
hospitals and completed professional labeling for after-
ward open research. Statistical analysis is carried out
aimed at five indexes and valuable findings and sugges-
tions are given for ischemic stroke precaution and
treatment. Deep learning methods including Faster
R-CNN, SSD, and YOLOv3 networks are conducted for
automatic lesion detection with a precision of 89.77%.

In future, we will continue to collect more data on is-
chemic stroke and hope to offer a better open research
platform. Meanwhile, we may also divide the dataset
according to different attributes. .e research can improve
the intelligence level of computer-aided diagnosis of stroke
and promote the development of the theory and practice of
artificial intelligence in the medical field.

Data Availability

.e database used to support the findings of this study is still
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/ere are a large number of symptom consultation texts in medical and healthcare Internet communities, and Chinese health
segmentation is more complex, which leads to the low accuracy of the existing algorithms for medical text classification. /e deep
learning model has advantages in extracting abstract features of text effectively. However, for a large number of samples of
complex text data, especially for words with ambiguous meanings in the field of Chinese medical diagnosis, the word-level neural
network model is insufficient. /erefore, in order to solve the triage and precise treatment of patients, we present an improved
Double Channel (DC) mechanism as a significant enhancement to Long Short-Term Memory (LSTM). In this DC mechanism,
two channels are used to receive word-level and char-level embedding, respectively, at the same time. Hybrid attention is proposed
to combine the current time output with the current time unit state and then using attention to calculate the weight. By calculating
the probability distribution of each timestep input data weight, the weight score is obtained, and then weighted summation is
performed. At last, the data input by each timestep is subjected to trade-off learning to improve the generalization ability of the
model learning. Moreover, we conduct an extensive performance evaluation on two different datasets: cMedQA and Senti-
ment140. /e experimental results show that the DC-LSTMmodel proposed in this paper has significantly superior accuracy and
ROC compared with the basic CNN-LSTM model.

1. Introduction

People consult medical experts online in healthcare com-
munities and ask for treatment plans through symptom
description or seek the recommended hospital and de-
partment. Using a deep learning algorithm to classify disease
symptom text can optimize the allocation of medical re-
sources and improve the efficiency of medical treatment.
Text categorization is a classic problem in the field of Natural
Language Processing (NLP). For an effective medical di-
agnosis, we proposed the idea of using an improved LSTM
model to implement medical consultation text classification.
/e commonly used classification methods include Näıve
Bayes [1], Support Vector Machine (SVM) [2], and Decision

Trees [3]. /ese classic machine learning classification al-
gorithms have achieved significant results in text classifi-
cation tasks. With the research and development of neural
networks and deep learning, Convolutional Neural Network
(CNN) and Recurrent Neural Network (RNN) have been
found to exhibit excellent performance in text classification
tasks. At the same time, some models of Chinese question
and answer in the medical field have been proposed. Jain and
Dodiya [4] have proposed a rule-based framework for the
medical question-answering system. Yin et al. [5] designed
an algorithm for clustering and similarity evaluation of
similar questions and answers for the problem of low effi-
ciency of online healthcare consultation. Feng et al. [6] used
CNNs to learn the representation of question and answer
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combination and further used it to calculate different
questions and candidates. Zhang et al. [7] proposed an end-
to-end word embedding multiscale CNNmodel for question
and answer matching in the medical field.

Our primary contribution is a new Double Channel
LSTM model, called DC-LSTM, and we add a hybrid at-
tention mechanism to LSTM, which can selectively learn
long sequences and make deep neural networks in each
batch of training. /is proposed model can learn different
forms of features, enhance model learning and expression
skills, and prevent overfitting./e experimental results show
that the DC-LSTM model can significantly improve the
accuracy compared with other CNN or RNN models.
Particularly in the medical diagnosis classification, using this
model can help people quickly choose the right outpatient
department for medical treatment and improve the effi-
ciency of outpatient service.

2. Related Work

CNN and RNN are two typical deep neural network
models. CNN is typically applied in image processing [8]
and speech recognition [9], while RNN is usually applied
in machine translation and text sequence problem [10]. At
the same time, some improved models have been derived.
/e LSTM proposed by Hochreiter and Schmidhuber in
1997 [11], which is based on the RNN-derived network
model, is suitable for processing and predicting important
tasks with relatively long intervals and delays in time
series.

2.1. CNNModel. CNN is a common deep learning network
architecture. Hubel and Wiesel are inspired by the natural
visual cognitive mechanism of biology. With the improve-
ment of data volume and computing power, CNN has be-
come a research hotspot in recent years. CNN consists of
convolution, activation, and pooling layer. Many researchers
have proposed some improved CNN models in text clas-
sification, such as fastText [12], textCNN [13], and Bi-LSTM
[14,15], which are very effective, but they still have some
problems such as generality and difficulty in extracting
specific context features.

2.2. Convolutional Layer. Convolution is the most basic
operation in CNN, each convolutional layer is composed of
several convolution units, and the parameters of each
convolution unit are optimized by a backpropagation al-
gorithm./e purpose of convolution operation is to extract
different features of input. More layers of network can
extract more complex features from low-level features it-
eratively. /e convolution kernel can scan the input fea-
tures according to a certain law and multiply the input
features by matrix elements in the receptive field and then
sum all the results and add the bias. /e formula used is as
shown in

Z
l+1

(i, j) � Z
l ⊗w

l
􏽨 􏽩(i, j) + b � 􏽘

Kl

k�1
􏽘

f

x�1
􏽘

f

y�1
Z

l
k

· s0i + x, s0j + y( 􏼁w
l+1
k (x, y)􏽨 􏽩 + b,

(i, j) ∈ 0, 1, . . . , Ll+1􏼈 􏼉,

Ll+1 �
Ll + 2p − f

s0
+ 1,

(1)

where b is the amount of deviation; zl and zl+1 represent the
input and output of the l + 1th convolution layer; Ll+1 is the
size of Zl+1; Z (i, j) is the corresponding feature matrix; f is
the size of convolution Kernel; s0 is the step size of con-
volution; and p is the padding number.

2.3. Pooling Layer. After the feature extraction of the con-
volutional layer, the output feature matrix is passed to the
pooling layer for further feature extraction and information
filtering. /e pooling layer contains a preset pooling func-
tion, which can use the features of its neighboring regions in
the feature matrix. /e statistics are replaced, and the
definition of pooling is as shown in

A
l
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􏽘

f

y�1
A

l
k s0i + x, s0j + y( 􏼁

p⎡⎢⎢⎣ ⎤⎥⎥⎦

1/p

, (2)

where s0 is the size of the pooling step and p is the parameter
that has been customized specifically. When p� 1, this is
called average pooling, and when k⟶∞, this is called
maximum pooling.

2.4. LSTMModel. LSTM is a special RNN structure that can
learn long-term dependencies. RNN can propagate histor-
ical information through chained neural network archi-
tecture. When processing sequential data, it looks at the
current input xt and the previous output of the hidden state
ht−1 for each time step. However, as the gap between the two-
time steps becomes larger, the traditional RNN that can
learn the long-term dependency characteristics becomes
more difficult. /e LSTM proposal addresses this long-term
dependency problem and has achieved significant good
performance in the statistical machine translation task of
Chen et al. [15], making LSTM a successful model. /e
structure of the LSTM model is shown in Figure 1.

/e LSTM architecture provides a series of repeating
modules for each time step in a standard RNN. /ese
modules are called cells. At each time step, the output of the
module is controlled by a set of gates in Rd as a function of
the old hidden state ht−1 and an input of the current time
step xt described as follows: forget the gate ft, input the gate it,
and output the gate ot. /ese gates together determine how
to update the current memory unit ct and the current hidden
state ht. We use d to represent the memory dimension in
LSTM, and all vectors in this architecture share the same
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dimension. /e LSTM conversion functions are defined as
follows:

it � σ Wi · ht−1, xt􏼂 􏼃 + bi( 􏼁,

ft � σ Wf · ht−1, xt􏼂 􏼃 + bf􏼐 􏼑,

qt � tanh Wq · ht−1, xt􏼂 􏼃 + bq􏼐 􏼑,

ot � σ Wo · ht−1, xt􏼂 􏼃 + bo( 􏼁,

ct � ft · ct−1 + it · qt,

ht � ot · tanh ct( 􏼁,

(3)

where σ is a logical sigmoid function whose output is [0, 1],
tanh represents a hyperbolic tangent function, and its output
is [−1, 1]. LSTM is specifically designed to learn time-series
data for long-term dependencies, so we chose LSTM on the
convolutional layer to learn this dependency in higher-level
feature sequences.

2.5. Word Embedding. Glove is also known as Global
Vectors for word representation [16]. It is a word repre-
sentation tool that is count-based and uses overall statistics.
A vector of real numbers is obtained that captures some
semantic properties between words, such as similarity and
analogy. We can calculate the semantic similarity between
two words by computing the vector, such as Euclidean
distance or cosine similarity.

Word2Vec is a three-layer neural network, which con-
sists of the input layer, the hidden layer, and the softmax
layer. /e training process is to train the central words and
context words by constructing a fake supervised task called
Fake Task. /e middle-hidden layer weight is used as a
trained word vector. According to the size of the input and
output data, it has two methods: Skip-Gram method and
CBOWmethod./e former method uses the central word as
input and uses the context word of the central word as the
label to be predicted for training. /e latter method is just
the opposite, using the context word as input. As the input
data, the context word is trained with the central word as the
output to be predicted. After the training is completed, the
output information is discarded, and the weight of the
middle layer is used as the trained word vector. /e
Word2Vecmodel solves the computational bottleneck in the
NNLM model. It can easily process tens of millions of text

data and can use variable-length sequences as input. With
this advantage, the neural network model can model more
complex contexts, and Word vectors can contain richer
semantic information.

3. Methodology

Traditional CNN and RNN networks often only use word-
level embedding, and the semantic features are limited.
/ese traditional models have a very limited capability,
especially for words that need to use context to determine
semantics. /erefore, it is necessary to expand channels and
use multilevel embedding to improve input characteristic
diversity. At the same time, the relative importance of each
word in the text is different for the modality expressed. Some
words contribute more to the modality, some words have
less contribution to the modality, and the emotions
expressed by each word are also prioritized. /erefore, in
order to solve the problem of not being able to selectively
learn the emotional characteristics of each word, we can add
hybrid attention after LSTM and make trade-offs for dif-
ferent words with different emotions, improve the learning
ability of LSTM model, and improve the special charac-
teristics of neural network learning./is creates the ability to
simultaneously improve generalization and prevent over-
fitting from occurring. /e model is divided into three parts
of CNN-LSTM, Double Channel, and hybrid attention, of
which Double Channel is the most important structure.

3.1. CNN-LSTM. In our work, we use both CNN and LSTM.
/e improved CNN structure in our model is similar to
ConvNets proposed by Zhang et al. [17] in 2015. /e
ConvNets consists of nine layers deep with six convolutional
layers and three fully connected layers. /e structure of the
ConvNets is shown in Figure 2.

On the other hand, RNNs have been widely exploited to
deal with variable-length sequence input. However, when
the length of the input sequence becomes longer, CNNs may
suffer from a gradient problem of disappearing or exploding,
which will make it more difficult to learn information from a
longer time context. LSTM is one of the popular variations of
RNN which is proposed to solve this problem. Its network
solves this problem by introducing a gate structure in each
LSTM unit. /e forgetting gate decides what information to
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Figure 1: Structure of LSTM.
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be discarded from a cell state and how many new inputs are
determined by the input gate. /e information is added to
the cell state, and the output gate determines what value to
be output based on the current state of the cell.

We introduce the Double Channel mechanism in the
CNN-LSTMmodel and input multiple levels of embeddings
at the same time to acquire multiple levels of features, in
order to solve the problem that the word-level and character-
level features cannot be extracted at the same time.

In this model, according to the embedding granularity
that is used, the structure is divided into Char-Channel and
Word-Channel. /e model structure is the same in each
channel, which is divided into two parts: CNN and LSTM
neural network. In the CNN part, the convolution result c is
calculated for the input sequence X and the convolution
kernel K,

c � conv(X, K) + b. (4)

For the above LSTM calculation process, in order to
simplify the formulation, it is unified as LSTM (x). For the
convolution neural network and long-term and short-term
memory neural network, there are two kinds of structures
that can be used: series and parallel. At present, the most
commonly used structure is series structure, but there is the
information loss phenomenon with this, because informa-
tion compression and loss will occur in the convolution
process. /e long-term and short-term memory neural
network also receives compressed information and loses
most of the time-series characteristics with the series
structure. It is unable to give full play to the advantages of
LSTM. To solve this problem, the parallel structure is chosen
over the series structure and the results are mosaic. At the
same time, the structure in each channel is recorded as

channel(x) � [conv(x)⊕ LSTM(x)]. (5)

From equation (5), we can get the basic description of
Char-Channel and Word-Channel. /eir input is corpus x,
and the output is Cout and Wout, respectively,

Cout � channelemb�Ve
(x), (6)

Wout � channelemb�Vg
(x). (7)

Ve and Vg in equations (6) and (7) are the word-level
embedding vectors trained and the char-level embedding

vector. We concatenate the results of the two channel
outputs as a hidden layer output,

h � cout ⊕wout􏼂 􏼃. (8)

/en, the result of the hidden layer is sent to the fully
connected layer, and then the softmax layer is used for
classification output,

􏽢y � softmax(dense(h)). (9)

/e Double Channel structure is as shown in Figure 3.

3.2. Hybrid Attention. /e weight score ω is an important
component of the dynamic adaptive weight, and its calcu-
lation method is as shown in equations (10) and (11):

ei � v
T
a tanh Wahi + b( 􏼁, (10)

hi �〈ht
′ : ct〉, (11)

where ht
′ is the LSTM output at time t, ct is the status in

LSTM at time t, h is the hidden layer output, wa is the
random initialization weight matrix, va is the random ini-
tialization vector, and b is the random initialized bias. Next,
the score ω is calculated as shown in

ω �
exp ei( 􏼁

􏽐
Tx

k�1 exp eik( 􏼁
, (12)

where x is the length of the sequence.
/e output vector ci weighted by the dynamic adaptive

weight, as shown in

ci � 􏽘

Tx

j�1
ω · hj. (13)

3.3. DC-LSTMOverview. In order to better obtain semantic
representation and extract text features, we have designed
DC-LSTM using the convolution layer through first em-
bedding the input text sequence, then obtaining the vector
representation of these sequences, and finally convolving the
sequence using the convolution layer./is model can extract
word-level semantic features and the pool, reduce the input
data and the output size, and also reduce the risk of
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Figure 2: Structure of ConvNets model.
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overfitting. /e data processed by the convolution layer is
sent to the LSTM layer, and the LSTM can analyze the timing
characteristics in the data. /is algorithm can extract some
information of context semantics, ignore secondary infor-
mation, and ensure the accuracy of classification tasks. /e
DC-LSTM model is shown in Figure 4.

4. Experiments

In order to verify the reliability of the model, a complete
contrast experiment was designed. /e two datasets of
cMedQA and Sentiment140 were used to compare the DC-
LSTM model and the basic CNN-LSTM model proposed in
this paper was used.

4.1. Datasets. To better validate the model’s effects, the
cMedQA medical diagnosis dataset and the Sentiment140
Twitter dataset are used for verification experiments. /e
cMedQA dataset is a Chinese text dataset with 792,099
medical consultations which include Andriatria, Internal
Medicine, OAGD, Oncology, Pediatric, and Surgical de-
partment. /e distribution of cMedQA is shown in Figure 5.
/e question-answering pairs have been preprocessed and
classified into different categories. Each pair of QA is
encoded as a series.

Meanwhile, to verify the model’s good generality, we also
select another dataset unrelated to medicine: Sentiment140.
Sentiment140 dataset is a tweeter sentiment analysis dataset
created and organized by three computer science students
from Stanford University, Alec Go, Richa Bhayani, and Lei
Huang, with 1.6 million training data and 498 test data.
/ese data are divided into negative, neutral, and positive
categories according to emotional polarity. /e detailed
description of these two datasets is shown in Table 1.

Some samples in cMedQA dataset are as shown in
Table 2.

As we can see from Table 2, the dataset includes three
main features, namely, department, title, and ask. Title and
ask indicate the consultant’s symptoms, while department is
the answer which indicates the department of treatment.
Title points out the core demands of consultants, while ask
further describes the content of demands, which puts for-
ward higher requirements for the ability of the model to
explain the context.

4.2. Evaluation. /e evaluation indicators use the accuracy
rate, precision rate, recall rate, and F1-score to measure the
performance of the model.

Define TP is True Positive, FP is False Positive, TN is
True Negative, FN is False Negative, and then

precision �
TP

TP + FP
,

recall �
TP

TP + FN
,

accuracy �
TP + TN

TP + FP + TN + FN
.

(14)

Accuracy refers to the proportion of correctly predicted
samples to all samples, precision refers to the proportion of
samples that are positively positive, recall refers to the
proportion of all positive samples that are correctly pre-
dicted, and F1-score refers to the harmonic average of
precision and recall.

4.3. Hyperparameter. It is well known that the quality of
hyperparameters will directly affect the training effect of the
model, so it is important to choose a series of optimal
hyperparameters. /e settings of the hyperparameters are
shown in Table 3.
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4.4. Experiment Results. /is section compares experiments
and uses our proposed improved model, DC-LSTM, to
compare it with CNN, LSTM, CNN-LSTM, and GRU
models. /e environment used in this paper is based on
Tensorflow [18] as the background of Keras as the devel-
opment verification environment, CUDA [19] as the GPU
acceleration environment, and cuDNN [20] as the numerical

computing environment of the deep neural network. /e
experimental results are shown in Table 4.

It can be seen from Table 4 that the DC-LSTM model
proposed in this paper is superior to other models such as
CNN, LSTM, CNN-LSTM, and GRU in terms of accuracy,
precision, recall, and F1-score on cMedQA dataset and
Sentiment140 dataset. /e model has good generalization
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MaxPool

MaxPool
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...
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LSTM
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Figure 4: DC-LSTM model.
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Figure 5: Data statistics of cMedQA.

Table 1: Overview of datasets.

Datasets Number of training sets Number of test sets Categories Features
cMedQA 792099 2500 6 3
Sentiment140 1600000 498 3 6
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ability, and the model not only performs well in medical field
but also performs better in other datasets. Figure 6 further
shows that the AUC value of DC-LSTM model on various

outpatient data of cMedQA is higher than 0.9, which is also
significantly higher than other models. In general, the im-
proved model DC-LSTM has been improved in many
evaluation indexes. /is is due to the introduction of a
multichannel mechanism, which can make full use of the
attention mechanism’s ability to calculate text weight and
also make use of the powerful temporal feature learning
ability of LSTM. In the channel, learning the semantic in-
formation carried by word vector and character vector can
learn more features and more fine-grained features.

5. Conclusions

In this paper, we find that the basic CNN-LSTM model
cannot perform differential learning when dealing with
complex long-sequence data. After analyzing the possible
causes, we propose an improved method, called DC-LSTM,
which incorporates multiplication by weights (w) according
to each time step of the sequence. /e upper bias calculates

Table 2: Some samples in cMedQA.

Department(Answer) Title Ask

心血管科
Cardiovascular
Department

高血压患者能吃党参吗?
Can hypertensive patients take

Codonopsis pilosa?

我有高血压这两天女婿来的时候给我拿了些党参泡水喝, 您好高血压
可以吃党参吗?

Hello, I am a hypertensive patient; my son-in-law gave me some Codonopsis
pilosa as a gift, can I make tea with Codonopsis pilosa?

消化科
Digestive System
Department

哪家医院能治胃反流
Which hospital can treat gastric

reflux?

烧心, 打隔, 咳嗽低烧, 以有4年多
Heartburn, interval, cough, and low fever, more than 4 years

Table 3: Hyperparameter.

Items Values
Word vector Baidu Baike word + char 300d
Batch size 256
Filter size 3/5/7
Feature map number 150
Activation function ReLU
LSTM output 128
Full connection layer output 200
Learning rate Adadelta
Dropout 0.25
Loss Binary crossentropy
Optimizer Adam

Table 4: /e results of the experiment.

Model Dataset Accuracy Precision Recall F1-score

CNN cMedQA 0.9570 0.8739 0.8803 0.8760
Sentiment140 0.8831 0.8189 0.8188 0.8188

LSTM cMedQA 0.9605 0.8857 0.8851 0.8852
Sentiment140 0.9083 0.8255 0.8267 0.8256

CNN-LSTM cMedQA 0.9615 0.8892 0.8898 0.8877
Sentiment140 0.9010 0.8272 0.8271 0.8271

GRU cMedQA 0.9611 0.8896 0.8795 0.8816
Sentiment140 0.9044 0.8533 0.8532 0.8532

DC-LSTM cMedQA 0.9729 0.9184 0.9183 0.9192
Sentiment140 0.9112 0.8703 0.8703 0.8703
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1

Andriatria IM OAGD Oncology Pediatric Surgical

CNN
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DC-LSTM

Figure 6: AUC value comparison of different models in cMedQA
outpatient data.
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the weight score, calculates the probability distribution of
the weight score, and adds the hybrid attention according to
the probability distribution. Experiments results have shown
that DC-LSTM can effectively distinguish the emotional
level of different words in sentences and assign different
learning weights to different words, so that it can learn the
sentiment features of each word in a differentiated way.

Data Availability

/e cMedQA data used to support the findings of this study
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have been deposited in the Kaggle website (https://www.
kaggle.com/kazanova/sentiment140).
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