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Distributed self-organization and self-management is an ideal way to achieve an autonomous and efficient operation of large-scale
remote sensing satellite swarm. A distributed task allocation method based on the improved contract network algorithm is
designed, orienting typical mission-level tasks. And the satellite swarm task allocation and planning model of potential target
searching, moving target tracking, and sensitive target feature confirmation is given. The model is composed of observation
requirement generation, observing area decomposition, and task allocation between different satellites. Simulation results
confirm that the improved contract network algorithm can optimally solve the problem of mission-level task allocation
autonomously in distributed swarm. This paper verifies that the self-organization method has the potential for engineering
applications with simple realization theory and high calculation efficiency.

1. Introduction

Space-based earth observing system is developing from a
small number of high-cost satellites to a large scale of
swarm-satellites [1], with continuous cost reduction of
satellite manufacture and launching. A satellite swarm refers
to a decentralized control system of satellites that consists of
multiple satellites with different orbit types, payloads,
onboard resources, and platform capabilities [2]. The swarm
members have to exchange information in accordance with
standard communication protocols. The observing tasks
are collected onboard or on the ground, exchanged through
intersatellites and satellite-ground communication link, and
finally executed by a group of satellites in the swarm.

The increasing number of satellites on orbit can enhance
the overall application capabilities of the swarm system [3],
while it also brings new obstacles in the operation of the
system, such as

(i) ground system’s operating difficulties caused by the
large number of satellites

(ii) satellites’ cooperation difficulties caused by the
complexity of information exchanging in a dynamic
environment

(iii) task allocation and planning difficulties caused by
the complexity of diverse mission-level tasks

Hence, mission-level task allocation of large-scale satel-
lite swarm remains to be researched. There are many
researches on multisatellite task planning and management
and on satellite data processing, and great progress has also
been made in engineering. Aiming at the issues of swarm
task allocation, the early research mainly focused on the cen-
tralized planning method on the ground. Considering multi-
satellite cooperation planning under emergency conditions,
Chuan et al. proposed a multisatellite cooperative planning
algorithm based on particle swarm optimization (PSO) algo-
rithm combined with a heuristic algorithm [4]. Yingwu et al.
proposed an evolutionary learning ant colony algorithm for
multisatellite task planning [5]. Chao et al. established a
multisatellite and multiobjective mission planning model
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for agile satellites and proposed a hybrid parallel algorithm
of generic and simulated annealing algorithm based on sim-
ilarity and aggregation [6, 7]. Xiaolu et al. proposed an adap-
tive large neighborhood search algorithm for coordinated
planning of multiple agile satellites [8]. Chuanqi et al. pro-
posed an algorithm based on the improved genetic algo-
rithm with elitist retention strategy that is used for mission
planning of small satellite constellation [9]. These methods
solved the task assignment issues of a constellation with
small number of satellites and improved the response ability
of satellite to unexpected observation tasks. But these studies
are still difficult to apply to large-scale, heterogeneous satel-
lite swarm.

To meet the requirements of heterogeneous satellite
swarm task planning, distributed allocation methods were
proposed. Huicheng et al. proposed a dynamic task allocation
method for agile satellite constellation based on multiagent
theory and introduced the contract network mechanism into
the algorithm process [10]. Yitao et al. further developed an
autonomous task planning method based on the bidding
mechanism [11]. Longjiang et al. established a distributed col-
laborative task allocation model for agile satellite constellation
[12]. The studies mentioned above improve the contract net-
work algorithm; proposed task interaction strategies such as
buying, selling, exchanging, and replacement; and improved
the efficiency of constellation task allocation. However, most
of the existing research does not model and simulate typical
task scenarios; hence, there is still a gap between practical engi-
neering applications.

Compared to a single-satellite task, swarm-oriented tasks
are more abstract, macroscopic, and complex, which can be
seen from potential target searching task, moving target
tracking task, and sensitive target feature confirmation task
[13–16]. The planning process of these mission-level tasks
is mainly manifested as the autonomous mission transfer-
ring, negotiation, and assignment process among satellites,
which can be defined as “self-organizing assignment of
swarm missions.” We further improve the distributed task
allocation method of swarm based on the contract network
algorithm, apply it to the complex task planning, and
explore the method in the task allocation efficiency and task
execution effect. The task allocation and planning are mainly
discussed, and there remains further works to be done for
engineering practice of remote sensing. For instance, image
processing in diverse weather conditions [17, 18].

This paper is divided into five sections. A description of
the remote sensing satellite swarm missions is given in Sec-
tion 2. The distributed self-organizing method based on
the improved contract network and the task allocation
models orienting three typical mission-level tasks are pre-
sented in Section 3. The numerical simulations that demon-
strate the feasibility of the designed method in three
scenarios are performed in Section 4. And Section 5 gives a
conclusion of the work.

2. Typical Mission-Level Task Description

For large-scale remote sensing satellite swarm, its structural
characteristics are heterogeneous, distributed, and self-

organized. The swarm (including its subgroups) can com-
plete tasks that a single satellite cannot, especially some
complex tasks.

Compared to a single satellite, the observation tasks
faced by the remote sensing satellite swarm are more macro-
scopic, requiring multiple types of satellites to execute in
time sequence, which can be defined as “mission-level” tasks.
The swarm can decompose and allocate mission-level tasks
as a whole, adjust tasks dynamically as the swarm status
evolves, and finally form a task sequence executed by multi-
ple satellites in an orderly manner in time. Three typical
mission-level tasks are discussed as follows:

(1) Potential target searching task

Potential target searching task is proposed to search for
certain targets in a specific area and find qualified targets
as quickly as possible or find as many targets as possible
within the specified time, as shown in Figure 1. The specific
imaging tasks are planned and executed according to the
strategy which based on the terrain, target characteristics,
and other information of the area.

(2) Moving target tracking task

The moving target tracking task is proposed to continu-
ously track the whole process of the movement of target
from the start point to the end point, to ensure that the tar-
get position is always within the observable range and to
prevent the target from being lost and restarting the target
searching task, as shown in Figure 2. Predict next position
range of the target from certain start position and then plan
and execute the follow-up observations. The satellite needs
to constantly adjust the parameters in the tracking process
according to the actual target position and the predicted
target position to ensure that the target is always in the
detectable area.

(3) Sensitive target task

A sensitive target task is proposed to obtain multidimen-
sional feature information of the target within a specific time
window to improve the accuracy of target recognition. The
constellation enables the target to be observed multiple times
by multiple types of payloads within a period of time,
through task planning and allocating, until observation ele-
ments of the target are all obtained, and its characteristic
attributes are confirmed with a high degree of certainty, as
shown in Figure 3. The task completion time is usually an
important constraint to ensure the effectiveness of the infor-
mation obtained. Moreover, the closer the imaging time of
multiple types of payloads is, the higher the time correlation
and the higher the value of the fusion image can get.

3. Distributed Task Self-Organizing Method of
Remote Sensing Swarm

3.1. Swarm Distributed Task Allocation Scheme Architecture.
From a principle point of view, the essence of swarm task
allocation is the process of gradual decomposition and
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mapping of observation requirements among requirement
space, task space, and execution space, as shown in Figure 4.
The swarm task planning system receives multisource and
multicategory observation requirements, forming a require-
ment space. The mission-level tasks can be classified into dif-
ferent types according to different kinds of targets, observation
purposes, and so on, mentioned in Section 2. The ground or
single satellite decomposes the requirements according to spe-
cific rules (target location, target acquisition period, observa-
tion elements, etc.) to generate tasks to be planned with
more specific requirements to form a task space. By perform-
ing the arrangement of tasks to be planned to the satellites in
space (that is, allocation and planning algorithms), the reason-

able allocation of multitasks to multisatellites is completed,
and the metatask sequence of each satellite is generated.

The distributed task negotiation mechanism is a core
mechanism for realizing the mapping of swarm tasks from
task space to execution space, and its foundation is the
theory of the multiagent system. The remote sensing satellite
in the swarm is a typical type of agent, which has the charac-
teristics of high autonomy, strong dynamic, and concurrent
behavior. Considering a centralized planner on the ground is
used to perform global planning, the search space will be
greatly expanded and difficult to solve. The distributed struc-
ture is a more ideal structure for agent organizations.

3.2. Intersatellite Task Allocation Algorithm Based on
Improved Contract Network. The distributed task allocation
method based on the improved contract network algorithm
is adopted to realize the optimal allocation of intersatellite
tasks, that is, to realize the mapping of swarm tasks from
task space to execution space.

After a certain master satellite is determined in a certain
event, for satellites with communication conditions between
the satellites, the master satellite can initiate the process of
intersatellite task negotiation and allocation and iteratively
complete task allocation according to the process of bidding,
bid evaluation, bid winning, and confirmation [19, 20]. For
different observation events, each satellite can act as themaster
satellite of a certain event, thereby initiating the negotiation
and allocation process. Therefore, a single satellite can serve
as both the master and slave at a specific moment.

The traditional contract network algorithm adopts the
method of “sales contract,” which has the limitation that the
distribution result is easy to fall into the local optimum, and
a single sales contract has insufficient processing capacity for
the complex dynamic environment. In order to reinforce the
solution processing capabilities of the contract network
algorithm, three contract interaction methods, namely, sales
contracts, exchange contracts, and replacement contracts, are
used for task allocation to achieve better application effects.
The negotiation of contract among swarm members is shown
in Figure 5, and the contract is proceeded by members is
shown in Figure 6.

(1) Contract sale

It is assumed that all tasks to be planned in the initial
state are executed by the master satellite Si in the process
of allocating tasks. Contract sale means that the master sat-
ellite Si assigns a task to be planned Ti

k to a slave satellite
Sj through negotiation, so as to achieve a higher overall effi-
ciency after allocation. The detailed steps are as follows:

(i) Step 1: the master satellite (auctioneer) Si announces
a task Ti

k from its task sequences to the market, using
intersatellite communication to broadcast a tender
invitation of the task

(ii) Step 2: after Sj received the auction information of

the task Ti
k, self-efficiency variance produced in task

execution can be calculated by

Sat 1
Sat 3

Sat 2

Target

Figure 1: Potential target searching task mode scheme.

Sat 1

Sat 3
Sat 2

Target

Target Target

Figure 2: Moving target tracking task mode scheme.

Sensitive Target

Figure 3: Sensitive target feature confirmation task mode scheme.
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ΔI+j Ti
k

� �
= I j Sj ∪ Ti

k

� �� �
− I j Sj

� � ð1Þ

(i) Step 3: a bidding intention is sent to the auctioneer Si
from Sj when ΔI+j ðTi

kÞ > 0

(ii) Step 4: after receiving the tender information, Si
starts calculating the change in overall efficiency Δ

Isalei,j ðTi
kÞ of the system after accepting the biding,

which can be obtained by

ΔIsalei,j Ti
k

� �
= ΔI+j Ti

k

� � ð2Þ

(i) Step 5: the contract is signed and the task is transmitted
to Sj for execution, if Sj can maximize the overall effi-

ciency (has the greatest variation value ΔIsalei,j ðTi
kÞmax)

(2) Contract exchange

Contract exchange means that after the slave satellite Sj
gets a task to be planned Ti

k; it replaces its original task T j
l

to be executed and gives T j
l to the master satellite Si for exe-

cution, so as to obtain a higher overall efficiency. The
detailed steps are as follows:

Requirement space

Task Space
Req i Req 2 Req 1……

t1ps t 1pe
t2ps t2pe

lt1

…… ……

S1

S2

Si

Execution Space

Figure 4: Swarm task allocation process model diagram.
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(i) Step 1: contract exchange starts when Sj cannot pro-
pose a valid bidding intention, after receiving the
bidding announcement of task Ti

k from Si

(ii) Step 2: Si proposes to exchange its task T j
l with task

Ti
k, meanwhile, calculates the self-efficiency variance

produced in task exchange by

ΔIswapj Ti
k, T

j
l

� �
= I j Sj ∪ Ti

k

� �� �
\ T j

l

n o
− I j Sj

� � ð3Þ

(i) Step 3: obtain the variance of self-efficiency and over-
all efficiency by the following equations after the
exchange is realized, if Si accepts the tender:

Master satellite
agent

Slave satellite
agent 1

Slave satellite
agent 2

Slave satellite
agent n

Bidding

Bi
dd

in
g 

pr
oc

es
s Bidding

Su
bm

it a
 te

nder Submit a tender
Con

firm
ati

on
 of

 w
inning b

id

Con
tra

ct 
co

nfirm
ati

on

Infor
mati

on
 ex

ch
an

gin
g

In
fo

rm
at

io
n 

ex
ch

an
gi

ng Confirmation of losing bid

Confirmation

Information exchanging

Figure 5: Task negotiation and allocation process based on contract net algorithm.

Slave satellite N

Slave satellite 2

Ground operation terminal

Master satellite

Observation
requirement

decomposition

Bidding of
observation task 

Completing
observation 

task? 

Bid evaluation of
observation task 

Slave satellite 1

Single satellite 
task planning

Task can be 
executed?

Evaluating efficiency, 
submitting a tender

Abandon 
submitting a 

tender

Win bidding
execute task

Requirement
generation Requirement

Observation
task ending 

Task allocation 
status Task execution status

Y

N

No

Yes

Mission level
requirement

Figure 6: Swarm collaborative task allocation and planning process.
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ΔIswapi Ti
k, T

j
l

� �
= Ii Si ∪ T j

l

n o� �
− Ii Sið Þ,

ΔIswapi,j Ti
k, T

j
l

� �
= ΔIswapi Ti

k, T
j
l

� �
+ ΔIswapj Ti

k, T
j
l

� �

ð4Þ

(i) Step 4: the contract exchange is established if ΔIswapi,j

ðTi
k, T

j
l Þ > 0, and the overall efficiency can be maxi-

mized among all bids in this round

(3) Contract replacement

Contract replacement means that after the slave satellite
Sj gets a task to be planned Ti

k, it replaces its original task to

be executed T j
l and directly obtains a higher overall effi-

ciency; the slave satellite Sj can initiate a negotiated alloca-
tion mechanism and allocate this task to other slave
satellites such as Sk for execution, thereby further increasing
the overall revenue. The detailed steps are as follows:

(i) Step 1: contract replacement is only selected when Sj
cannot propose a contract of sale, and the proposed
contract of exchange is not accepted

(ii) Step 2: the variance of self-efficiency and overall effi-
ciency after replacement is calculated by

ΔIreplacej Ti
k, T

j
l

� �
= I j Sj ∪ Ti

k

� �� ��
\ T j

l

n o
− I j Sj

� �
,

ΔIreplacei,j Ti
k, T

j
l

� �
= ΔIreplacej Ti

k, T
j
l

� � ð5Þ

(i) Step 3: the contract replacement is established if

ΔIreplacei,j ðTi
k, T

j
l Þ > 0, and the overall efficiency can

be maximized among all bids in this round

Using this algorithm framework, a mission-level task
collaborative allocation and planning process is designed,
including potential target searching, moving target tracking,
and sensitive target feature confirmation. The contract net-
work allocation part of the three types of algorithm pro-
cesses is exactly the same. The difference lies in the
observation requirement generation and the observation
task decomposition part, that is, the task-level observation
requirement is generated according to specific rules for the
task to be planned.

3.3. Fundamental Algorithms in Task Allocation Model

3.3.1. Constraint Model. There are various constraints in
multisatellite task allocation, and setting constraints reason-
ably can reduce the solution complexity with high model

practicability. The variable notations are divided into satel-
lite space and task space which are integrated in Table 1.

Assume tasks is Ti ∈ T , 0 < i <NT (NT is the number of
tasks to be planned in the collection), satellite Sj ∈ S, 0 < i <
NS (NS is the number of satellites in allocation system), the
constrains in two aspect is as follows:

(1) Satellite part

(i) Resource constraint: the real-time Sj energy needs to
be higher than the minimum allowable energy ES−min
during complete task collection TSj process, and
lower than nominal energy ES−max; the amount of
data should not exceed storage

ES−min < ESj < ES−max,

GSj < GS−max
ð6Þ

(ii) Attitude range constraint: satellite attitude in anytime
Ati must be within the possible attitude of the satellite
and meet the requirement of incidence angle:

Atij j ≤ Atj j ð7Þ

(iii) Attitude maneuvering time constraint: Figure 7 is the
schematic diagram of attitude maneuver between
neighbor tasks. The attitude maneuver must not
exceed the maneuverable limit between tasks, during
Sj complete task collection TSj process:

tAcð Þii−1 ≥ tAc−minð Þii−1, i − 1 > 0,

tAcð Þi+1i ≥ tAc−minð Þi+1i ,
ð8Þ

where ðtAcÞii−1 is the maneuvering time from task Ti−1
Sj to

Ti
SjandtAc−minis the maneuvering time correspond to maxi-

mum maneuvering power between neighbor tasks

(iv) Camera working time constraint: the time for Sj to
complete task collection TSj must not exceed the
limit imaging time

〠
NT

i=1
Δti ≤ tw−max ⋅ no, ð9Þ

where Δti is the imaging time for task Ti and no denotes
the number of orbits which the task collection TSj distribute
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(2) Task part

(i) Time constraint: the image task for Sj to Ti must be
scheduled during the expected imaging time period
and in the visible time collection Wij. Playback activ-
ities should occur in the available playback part and
does not precede the imaging action

elth i = est, let½ �,
seti ⊂Wij, seti ⊂ elti,

sehti ⊂Wij′ , shti ≤ sti

ð10Þ

(ii) Imaging request constraint: the satellite payload type
needs to match the image type and the resolution
requirements of the task

H = h, F ≥ f ð11Þ

(iii) Task revisit constraint: except multiple revisits
request, the execution of tasks is unique

TSj ∩ TSl =∅ ð12Þ

(iv) Solar altitude angle constraint: a typical optical task
specifies the sun elevation angle γ range of the imag-
ing to guarantee image quality

γ > γmin ð13Þ

3.3.2. Task Allocation Purpose. The multisatellite Earth
observation mission planning process should meet the
imaging constraints mentioned in Section 3.3.1; meanwhile,
different planning schemes may be generated from different

Table 1: Variable names and representation notations.

Satellite part Task part

Variable name
Representation

notation
Variable name

Representation
notation

The collection of satellites S = S1, S2,⋯, SNS

� �
The collection of tasks to be planned T = T1, T2,⋯, TNT

� �
The collection of sorted tasks TS = T1

S , T
2
S ,⋯, Tn

S

� �
Geographic information llah i

Image type of payload H Priority level ω

Image spatial resolution F The collection of visible time periods W = sw, ew½ �f g

Energy E The earliest start and the latest end of imaging
moment

est, let

The amount of stored data G Scheduled imaging periods seth i = st, et½ �
Attitude maneuverability Ac Scheduled playback period sehth i = sht, eht½ �
Attitude range At Image type requirements h

Maximum imaging duration for one
orbit

tw−max Image resolution requirements f

Replay period collection W ′ = Ws′,We′
h in o

Minimum solar altitude angle γmin

Ti–1 Ti Ti+1S1

eti–1 etisti sti+1

t

Aeti Asti+1Aeti–1 Asti

sti–1 eti+1

Figure 7: Attitude adjust between neighbor tasks.

7International Journal of Aerospace Engineering



optimization angles, and the optimization target is usually
given by the ground station. In order to simplify the solution
complexity and highlight the task benefits in the dynamic
environment, this work take the overall task efficiency
of the system as the optimization goal of the algorithm
as follows:

max 〠
NS

j=1
〠
nj
′

i=1

1
ωi

, ð14Þ

where ωi is the priority of task Ti in I, which reflects the
task importance, and n′ is the number of payload task after
planning the dynamic task T. The state of dynamic tasks
changes rapidly over time, and the earlier the imaging, the
greater the probability of high yield, so the yield probability
function PðrtiÞ is introduced.

rti = eti − est,

P rtið Þ = 1 −
rti

let − est
=

let − eti
let − est

,
ð15Þ

where rti is the task respond time, which reflects the
response system speed to the task. The online earnings indica-
tor after the introduction of PðrtiÞ is as follows:

I : max 〠
NS

j=1
〠
nj
′

i=1

1
ωi

⋅
let − eti
let − est

� 	
: ð16Þ

3.3.3. Optimization Model in Moving Target Allocation
Method. Moving target online task planning problems can
be seen as a type of online decision-making problem with
real-time rolling updates of tasks, which need to be considered
from the stage and the whole. The optimization is as follows:

(1) Overall purpose: in a fixed period of time, the higher
the observation frequency of a moving target, the
smaller the probability of tracking lost, and the
higher the theoretical observation efficiency. There-
fore, for the whole process of observation, the overall
optimization goal is best time resolution RT

I : minRT⟶min ~ p,

RT =
1

n − 1
〠
n−1

i=1
eti+1 − etið Þ, 0 < i ≤ n,

ð17Þ

where n is the subtask executing times and ~ p is the dis-
appearance probability

(2) Single subtask stage objective: since the moving tar-
get has the highest priority, the observational benefit
of the moving target subtask Ti is expressed as the
best system’s response speed rt to the subtask

I ′ : min rt⟶minAi ⟶maxpi,

rt = eti − esti, 0 < i ≤ n,
ð18Þ

where I ′ is the response of the overall goal in the subtask
stage; the earlier the subtask time corresponds to the smaller
the target potential area Ai, the greater the target discovering

Table 3: Remote sensor simulation parameters.

Remote sensor parameters
Parameter
settings

SAR incidence angle 10° ~60°

γmin 20°

Optical remote sensor width/spatial resolution 100 km/15m

SAR remote sensor width/spatial resolution 130 km/20m

Hyperspectral remote sensor width/spatial
resolution

50 km/20m

Hyperspectral remote sensor spectral resolution 10 nm

A B

C D

L

S

Vt

Vs

Figure 8: Observation model of swarm potential target search
mission.

Table 2: Main initial orbital elements of the satellite in simulation.

UTC time: 2018-06-01 10:30:00
Orbital plane number 1 2 3 4

Satellite number 1~ 6 7~ 12 13~18 19~24
Semi-major axis (km) 7024.0 7124.0 7174.0 7224.0

RAAN (°) 256.5 346.5 166.5 76.5

True anomaly (°) {0.0, 60.0, 120.0, 180.0, 240.0, 300.0}
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probability pi. At the same time, the task is guaranteed to be
executed as early as possible in the allocation process of each
subtask, which will help reduce the time interval between
tasks and is beneficial for improving the time resolution of
the task, I ′ ∝ I.

3.3.4. Optimization Model in Sensitive Target Allocation
Method. Sensitive target task planning problems can be seen
as an allocation problem combined with a specified time
period and resource type. Besides the constraints given in
Section 3.1, since the sensitive target must be observed mul-
tiple types of remote sensors fhg, the absence of an image
type will let the task being unable to execute, the constraint
is expressed as follows, where n denotes the total number
of task performed for each type of satellite:

s:t: hf g = ∪
n

i=1
Hi: ð19Þ

Time correlation needs to be considered during multi-
type image fusion, and the more similar the multisatellite
imaging time, the higher the time correlation of the plan,
and the higher the fusion images yield. Thus, the total execu-
tion efficiency for sensitive targets can be defined as the time
similarity degree R of various images as follows:

R =max d Ti, T j

� �
, i, j ≤ n, i ≠ j,

d Ti, T j

� �
=

sti + eti
2

−
stj + etj

2










,

ð20Þ

where d denotes the time period of any two different
types of satellite missions, which is defined as the absolute
value of the difference between the two imaging times due
to the short execution time of the point target. R is the max-
imum of d, which represents the maximum time interval in
times of imaging. Therefore, the smaller the R, the higher the
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(b) Searching scheme with return strips

Figure 9: Different search strategies scheme.
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image correlation degree is. Thus, the goal of the sensitive
target task planning is the highest time correlation, and the
purpose of the planning is to select a satellite with a similar
imaging time for observation.

I =min R =min d Ti, T j

� �
: ð21Þ

4. Simulation of Self-Organizing and
Assignment Process of Mission-Level Tasks

4.1. Simulation Environment. The simulation experiments
are carried out on a computer with 4G RAM. The designed
satellite swarm earth observation system in this simulation
includes 24 satellites: 4 orbital planes, and each orbital plane
is distributed with 6 satellites, their orbital parameters are
included in Table 2. Satellites are numbered as 6 ×O − 5 ∼
6 ×O (1~24), O is the orbital plane number. The even-
numbered satellites carry SAR payloads, and the odd-
numbered satellites carry optical payloads, with a ratio of
1 : 1. In Section 4.4, 8 satellites (6 ×O − 2, 6 ×O − 4) are
replaced with hyperspectral payload. The initial orbital
elements and remote sensor simulation parameters are
shown in Tables 2 and 3.

4.2. Simulation of Task Allocation Process for Swarm
Potential Target Searching. For the potential target searching
task, a brief observation task model can be established, as
shown in Figure 8. Suppose the area of concern is S, the
satellite push-broom imaging direction length is L, the
push-broom speed is Vs, and the maximum possible target
moving speed is Vt . Considering that different types of
satellites have different working modes, the push-broom
direction of the satellite may be the direction shown in the
figure or its reverse. At the same time, some satellites have
agile imaging capabilities, that is, images of multiple strips
can be acquired in one orbit, depending on the agile mobility
of the satellite and the strip length L.

Since the initial position of the target in the area is
unknown and the movement is unknown, the area must be
searched in a full-coverage manner. But just covering the
entire area is not enough. Since the coverage process is com-
pleted by multi-satellites, there is discontinuity. Between two

observations, the target may move from an uncovered area
to a covered area, causing the search to fail.

In response to the above problems, after the master
satellite completes the strip segmentation and launches the
task bidding, it needs to constantly repropose the time-
constrained observation task requirements based on the
completed coverage area and the worst estimation of the tar-
get motion, and the covered area entered need to be covered
again. For example, as shown in Figure 9, assuming that the
initial task bidding starts from the leftmost strip in the fig-
ure, the worst movement of the target is to move to the left.
Therefore, the stripe range of the next bidding task should be
considered to have a certain overlap with the previous one.

This self-organizing target search process is tested by
simulation. Assuming that the target area has a length of
300 km in the east-west direction and 300 km in the north-
south direction, several agile satellites are distributed in
orbit, and there are different imaging directions. Assuming

120.0 °E 122.5 °E 125.0 °E  127.5 °E

 27.5 °N

 30.0 °N

 32.5 °N

 35.0 °N

Start point

Figure 12: Ship’s 24-hour trajectory setting.

Target
position 1 

Task 1

Task 2
Task 3

Task 4

Task 5

Target
position 2 

Target
position 3 

Target
position 4 

Target 
position 5

Figure 11: Observation model of swarm moving target tracking task.
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that the satellite has strong agility, it can complete 3 strips in
one pass. At the same time, there are many satellites. After
one satellite completes the imaging task, the next satellite
can be immediately scheduled for imaging. Compare and
analyze the effectiveness of two strategies: stripe equiparti-
tion search and stripe return search. The stripe equipartition
search is shown in Figure 9(a), and the target area is divided
into several stripes according to the satellite imaging width;
the stripe return search is shown in Figure 9(b), and after
the imaging is completed on the previous satellite, the next
satellite is completely adjacent to the covered area at its
push-broom starting point, and a horizontal search speed
is added during the push-broom to form a certain overlap
with the covered area.

This article assumes that the push-broom speed is 6 km/s,
and the lateral search speed is 0.12km/s. A large number of
simulations are performed by randomly generating target
positions to obtain the discovery probability of targets with
different moving speeds, as shown in Figure 10.

It can be seen in Figure 10 that with the increase of target
speed, the search strategy of stripe equalization reduces the
probability of target discovery rapidly, while the stripe return
search strategy can better maintain the ability to find the target.
Combining the estimation of the target speed in orbit, by
adjusting the return speed, the target can be fully discovered.

4.3. Simulation of Task Assignment Process for Moving
Target Tracking. For moving target tracking tasks, limited
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Figure 13: Simulation result of ship’s 24-hour voyage tracking process.
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by the orbiting of satellites, it can only be achieved through
intermittent, high-frequency imaging of different satellites.
During each imaging time, what the satellite knows is only
the potential area of the moving target. The potential area
will become larger as the observation interval increases and
is also affected by geographic conditions. These factors need
to be considered when the master satellite is planning to
track and imaging missions in orbit.

After the swarm receives the task of tracking and observ-
ing the moving target, the master satellite analyzes the poten-
tial area of the moving target and completes task assignment
and planning through intersatellite negotiation. According to
the task execution result, the recursive trajectory is used to pre-
dict the potential location range of the target, and new obser-
vation tasks are planned and assigned until the tracking task
ends. The observation model of swarmmoving target tracking
task is represented in Figure 11.

Select the moving target as the ship for simulation test.
Assuming that the maximum speed of the ship is 50 km/h,
the swarm is configured with 4 orbital planes, and 6 satellites
are distributed on each orbital plane, respectively, carrying
visible optical or SAR payloads. The ship is found to be
active in the sea at (27.4N, 122.4E) at 10:30:00 in the morn-
ing. Figure 12 contains the trajectory of the target 24 hours
later.

After the tracking task is placed, the master satellite
plans and initiates the tracking task. The simulation result
of the tracking process is represented in Figure 13.

The task assignment and execution results of each satel-
lite are in Figure 14.

The simulation results in Figure 14 show that imaging
tasks are generated and auctioned 100 times; of which 97
tasks are executed with a potential area radius of 25 km;
there are no satellite bids for the 3 tasks, and the potential
area radius is expanded to 50 km. The cooperation of 24 sat-
ellites can complete a continuous day’s tracking task, and the
imaging quality is high.

The simulation analyzes the swarm of different scales
and configurations and the continuous tracking ability of
the target. Taking the moving target as above, under the
same simulation conditions, adjust the number of orbital
surfaces and the number of satellites on the orbital surface,
and perform continuous tracking time simulation. The
result is shown in Figure 15.

It can be seen in Figure 15 that when the number of
orbital surfaces and the number of satellites is small, contin-
uous tracking and observation throughout the day cannot be
achieved. When the number of orbital surfaces is not less
than 4, the average orbiting satellite is not less than 6, and
at least 3 SAR satellites are included, continuous tracking
and observation can be achieved throughout the day.

4.4. Simulation of Task Assignment for Sensitive Target
Feature Confirmation. After the sensitive target is discovered
by ground or earth observing system, it is uploaded to the
swarm, and it is expected that the target characteristics can
be identified and confirmed through the arrangement of
serialized payload imaging tasks. For example, suppose that
three types of payloads of A, B, and C are required to detect

and image the target in sequence, and the constraint condi-
tion is that the time interval between the three imaging oper-
ations is as short as possible to obtain the observation
information of the target at the same time. Therefore, the
task bidding process of the sensitive target feature confirma-
tion task is multilayered and comprehensively optimized.

Multilayer, in accordance with the order of load types,
the first layer of the A load is first tendered to form multiple
bidding results. After that, in accordance with the principle
of the closest time to the first-tier results, the bidding obtains
the second-tier bidding results for the B-type load and forms
several groups of team bidding results with directions. After
analogy, the third-tier bidding result for the C-type load is
obtained. Finally, the master satellite will evaluate the
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effectiveness of all team bidding results. The evaluation
criteria are the shortest task response time and the shortest
team imaging process time. After three times of bidding,
the bid-link result is represented in Figure 16.

The arrows in Figure 16 represent the bidding direction,
and the marked numbers are time costs between the bidding
plan and the directing plan. There are 5 complete bid link
paths for this sensitive task. Using the bid evaluation
method, iterate these paths from the third-tier back to select
the optimal path 15⟶ 23⟶ 16, which represented as the
dotted line.

100-point targets are randomly generated on the map as
sensitive targets, and 100 sets of experiments are performed,
as shown in Figure 17. It is assumed that the designated bid-
ding order of the target is visible light, hyperspectral, and
SAR, and the team imaging time interval R is defined as
the time interval between the first imaging and the last imag-

ing, which represents the worst correlation of different types
of images.

It can be seen from the Figure 18 that 5 targets are
located in umbra during the planning period, and there is
no visible optical satellite bidding, and the mission is directly
abandoned. Therefore, the mission completion rate is 95%.
Three targets are approaching the umbra during the plan-
ning period, and also affected by the scheduled high-level
tasks, so that the team imaging time interval R is relatively
large. The team imaging time interval R of most targets is
below 1800s, with an average of 788.5 s. It can be concluded
that, under suitable observation conditions, different targets
can find a team of satellites within a closed imaging time
through multisatellite negotiation to perform sequence
observation tasks.

5. Conclusion

Large-scale swarm is the development trend of space-based
earth observation system in the future. For swarm,
mission-level task self-organization and collaboration tech-
niques are important research topics, including potential tar-
get searching, moving target tracking, and target feature
confirmation. This paper adopts the distributed task alloca-
tion method based on the improved contract network algo-
rithm to realize the optimal allocation of inter-satellite
tasks, that is, the mapping of swarm tasks from task space
to execution space. Based on this, a mission-level task swarm
coordination task allocation and planning process is
designed, including some algorithms for the generation of
observation requirements and the decomposition of obser-
vation tasks for different task types, as well as a common
contract network allocation algorithm. Simulations are
carried out on typical mission scenarios, focusing on the per-
formance of different methods of potential target searching
strategies, the effectiveness of tracking moving targets of dif-
ferent swarm scales, and the ability of multisatellite team
bidding to complete sensitive target feature observation
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tasks. Results verify that the improved contract network
algorithm can solve the problem of optimizing the assign-
ment of swarm mission-level observation tasks well and
has potential in engineering application.
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This paper presents a trajectory optimization algorithm for super-synchronous-transfer-orbit (SSTO) large launch systems by
convex optimization. The payload of SSTO launch systems is typically a geostationary equatorial orbit (GEO) satellite, and the
time and position of orbital injection are constrained, which is quite different from the case of general satellites. In this paper,
the optimal control problem of SSTO large launch systems is formulated considering the terminal constraints including orbital
elements and the time-position equation. To improve the computational performance of the algorithm, the terminal orbital
element constraints are expressed in the perifocal coordinate system with second-order equations. And then, several
convexification techniques and their modified strategies are applied to transform the original trajectory optimization problem
into a series of convex optimization problems, which can be solved iteratively with high accuracy and computational efficiency.
Considering the time-position constraint of the payload, the flight time updater design method is proposed to correct the error
of time during the flight, which lays solid foundation for the subsequent flight phase, guaranteeing that the GEO satellite
settles into the required position. Finally, simulation results indicate the high efficiency and accuracy and strong robustness of
the proposed algorithm in different special situations including engine failure and time delay. The algorithm proposed in this
paper has great development potential and application prospect in onboard trajectory optimization of SSTO launch missions
and similar situations.

1. Introduction

Geostationary equatorial orbit (GEO) is a special circular
earth orbit, in which satellites remain relatively stationary
with the earth, and the ground stations do not have to track
the satellites [1]. The GEO attitude is 35786 kilometers,
where the visible portion of the earth’s surface is very large.
Because of these meaningful properties, the satellites for
communication, global weather, radio, etc. are always placed
in GEO [1]. However, in order to avoid interference with
other satellites in GEO, and achieve predetermined func-
tions, the satellites should stay above the predetermined
point on the earth’s equator. In other words, the time and
position of orbital injection for GEO satellites are strictly
constrained, which is different from the case of general satel-

lites [2, 3]. Because of the high attitude of the GEO, the scale
of the launch system is always very large, and the special sit-
uations such as engine failure of large launch systems should
be considered.

In general, there are three flight phases from the satellite
launching to the satellite settling into the GEO. Firstly, the
launch system put the satellite and upper stage into a low
earth orbit (LEO), which is a circular orbit locating
200 km~400 km away from the surface of the earth. After
that, the launch system will park in the LEO for a few
minutes before turning on the engine of the upper stage
and sending the satellite into a geostationary transfer orbit
(GTO). GTO is a highly eccentric orbit, of which the perigee
is near the parking LEO, and the apogee is near the GEO.
Finally, the satellites transfer into the target GEO. In this
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paper, super-synchronous-transfer-orbit (SSTO) [4] is
adopted to transfer the satellites from LEO to GEO instead
of GTO. SSTO has a higher apogee and eccentricity, and
the speed increment required by transferring from SSTO to
GEO is greater than that required by transferring from
GTO to GEO, which is beneficial for saving the propellant
in the process of transferring orbit plane to GEO. The mis-
sion of launch systems for GEO satellites is to put the pay-
load into the predetermined SSTO accurately, during
which the guidance algorithm plays an important role.

As for the ascent phase of launch systems, the iterative
guidance method has been widely and successfully used in
the past few decades [5, 6]. However, for most rocket
engines, the thrust magnitude is uncontrollable, and the time
and position of orbital injection cannot be constrained based
on the iterative guidance method. When the deviation of the
flight time is large, the iterative guidance method cannot
correct the error, which will cause more propellant
consumption for orbit transfer, or even lead to the failure
of settling into the predetermined point of GEO.

In recent years, with the development of computational
technologies, the online trajectory optimization method
has been developed rapidly, which provides new ideas for
solving the optimal guidance and control problems in aero-
space applications [7]. Various optimization theories and
algorithms have been developed for online or onboard tra-
jectory optimization of different vehicles [8]. There are three
important performance indexes for online trajectory algo-
rithms: accuracy, computational efficiency, and robustness
[7]. For guidance algorithms, accuracy is certainly the most
important index. Considering the limited onboard comput-
ing resources, the computation amount and memory occu-
pation of the algorithm should be reduced. The algorithm
should also be robust enough to handle the deviation or
other situations when the real trajectory is quite different
from the nominal one.

Among the trajectory optimization algorithms developed
in recent years, including indirect methods and direct
methods [9–14], convex optimization algorithms have great
advantages in onboard aerospace applications because the
convex optimization problem can be solved in polynomial
time with no need for initial guesses supplied by the user
[15]. However, most of the original trajectory optimization
problems are infinite and nonconvex, which cannot be
solved by convex optimization methods directly [16]. Thus,
the convexification techniques for trajectory optimization
problems are widely studied. In general, lossless convexifica-
tion and successive convexification are two effective
methods to convexify the nonconvex term of the trajectory
optimization problem. Lossless convexification was pro-
posed to solve general optimal control problems [17–19].
For aerospace applications, lossless relaxation and convexifi-
cation are always applied to convexify the thrust magnitude
constraints [20]. Lossless convexification has been success-
fully applied to solve the optimization problem of landing
vehicles [21], launch vehicles [20], missiles [22], etc. Succes-
sive convexification has a broader range of applications.
With successive linearization, all the nonlinear and noncon-
vex terms can be converted into linear ones based on a

known solution, which is very simple and of practical signif-
icance [16]. On this basis, the original optimization problem
can be transformed into a series of convex optimization sub-
problems, which can be solved iteratively until the solution
converges. The convex optimization has been successfully
and widely applied to launch vehicles [23], unmanned aerial
vehicles [24], hypersonic glide vehicles [25], etc. [26–30].

To solve the trajectory optimization problem of SSTO
launch systems accurately and rapidly, a convex-optimization-
based algorithm is applied in this work. In general, the terminal
constraints of launch missions are expressed as six orbital ele-
ments [1], including the semimajor axis, eccentricity, inclina-
tion, longitude of the ascending node, argument perigee, and
true anomaly. However, the calculating formulas of these ele-
ments are very complex and strongly nonlinear, which nega-
tively affects the computational efficiency and convergence of
the algorithm during the iteration. To improve the computa-
tional performance, the trajectory optimization problem, the
terminal constraints are given in the perifocal coordinate sys-
tem. The perifocal coordinate system is defined in the target
orbital plane based on the geometric feature of the elliptical
orbit, and the terminal constraints of orbital elements can be
formulated simply as linear or second-order equations. After
that, several convexification techniques are applied to transform
the original trajectory optimization problem into a series of
second-order cone programming (SOCP) problems, which
can be solved by the primal-dual interior-point method
(IPM). IPM is a typical and widely used algorithm for SOCP.
For any given initial guess and accuracy, a globally optimal solu-
tion can be found by IPM within the predetermined upper
bound of iteration times on condition that the feasible solution
exists [10]. To ensure the problem can be solved by IPM, the
flip-Radau pseudospectral discretization method is adopted to
convert the continuous and infinite problem into a finite one,
and the thrust magnitude constraint is relaxed based on lossless
convexification. Other nonconvexity of the problem is handled
by successive convexification. The main procedure of succes-
sive convexification is described as follows: linearize the non-
linear part of the solution obtained by the initial guess or the
previous iteration and then solve the linearized (convexified)
problem iteratively. If the initial guess is not accurate, the solu-
tion cannot be found at the beginning of the iteration. To
avoid this, the relaxation method is applied [31], but the com-
putational efficiency declines seriously with the additional
relaxation variables. In this paper, the successive convexifica-
tion is modified to improve both the robustness and computa-
tional efficiency of the algorithm. Considering the accuracy of
linearization and equality constraints, the parameters of opti-
mization and relaxation variables are changed or removed
adaptively with the convergence of the solution during the
iteration. In this way, the trajectory optimization problem
can be solved based on convex optimization with satisfactory
computational performance.

Another research focus of this paper is the terminal time
and position constraints. As for the GEO satellites, the posi-
tion of the subastral point is stationary and strictly con-
strained. In general, the low-thrust stage is often applied to
transfer the satellite from SSTO to GTO [32], and the ability
of the stage to correct the deviation is weak. Therefore, the
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launch mission of SSTO must ensure that the satellite arrives
at the point of orbit transfer at a predetermined time, which
lays the foundation for orbit transfer and the subsequent on-
orbit missions. In other words, the trajectory optimization
algorithm should concentrate on the orbital elements and
the time/position of orbital injection. In this paper, the ter-
minal constraint of the orbital injection point is formulated
as a function of time and eccentric anomaly equivalently.
However, as the thrust magnitude of a rocket engine is
uncontrollable, it is difficult to constrain the time and posi-
tion of orbital injection during the flight from LEO to SSTO.
To this end, the flight time of parking in the LEO updater
design algorithm is studied in this paper. With the adjust-
ment of the time parking in LEO, the time-position of
orbital injection can meet the requirement. The algorithm
proposed in this paper has strong robustness and can solve
the online trajectory optimization problem even under par-
tial engine failure or launch time delay.

This paper is organized as follows. In Section 2, the tra-
jectory optimization problem of SSTO launch systems is for-
mulated. In Section 3, the original trajectory optimization
problem is transformed into SOCP subproblems by several
modified convexification techniques. In Section 4, the flight
time of parking in the LEO updater design algorithm is stud-
ied. In Section 5, simulation is carried out to compare the
proposed optimization method with the traditional optimi-
zation method under different conditions. In Section 6, some
conclusions are given.

2. Problem Formulation

Firstly, we formulate the dimensionless equations of motion
of SSTO launch systems in the Earth Center Inertial Coordi-
nate System [1] as follows:

_r = V ,

_V = −
1
rk k3 r +

1
mg0

u,

_m = −
uk k

g0Isp
⋅

ffiffiffiffiffiffiffi
R0
g0

,
s ð1Þ

where r and V∈R3 are the dimensionless inertial position
and velocity vectors, respectively; m is the mass of the sys-
tem. u is the thrust vector and also represents the attitude
angle of the system. g0 is the gravitational acceleration mag-
nitude on the surface of the Earth. Isp is the specific impulse
of the engine. The distance is normalized by the radius of the
Earth at the equator R0, the time by

ffiffiffiffiffiffiffiffiffiffiffi
R0/g0

p
, and the veloc-

ity by
ffiffiffiffiffiffiffiffiffiffi
R0g0

p
[33].

When the payload is boosted into an LEO, the rocket
engine turns off and the thrust magnitude T = 0. After a
few minutes of unpowered flight, the rocket engine of the
upper stage turns on, and the payload is boosted into an
SSTO. For SSTO launch systems, the thrust magnitude of a
rocket engine T is uncontrollable, and the magnitude of
the thrust vector is constrained:

uk k = T: ð2Þ

Considering the strict constraints of the terminal position
and velocity in the noninertial coordinate system for GEO
satellites, the terminal constraints for SSTO launch systems
are also important. Traditionally, the terminal constraints of
launch systems are expressed as orbital elements: the semima-
jor axis, eccentricity, inclination, longitude of the ascending
node, argument perigee, and true anomaly ½a, e, i,Ω, ω, f �
[1]. As for GEO satellite launch missions, the position of the
subastral point is strictly constrained; so, the time and position
of the SSTO injection also need to be considered. In other
words, the payload should settle into the nominal SSTO, and
the position as a function of time should be the same as the
nominal one.

For convenience, the terminal constraints of SSTO launch
systems can be expressed in the perifocal coordinate system
[34]. O is the center of the earth, the 4-axis Xp points towards
the perigee, and the Z-axis Zp is parallel to the normal of the
orbital plane (along the positive direction of the normal).
The Y-axis Yp completes the right-hand coordinate system.
And then the terminal constraints of SSTO launch systems
can be expressed in the perifocal coordinate system as follows:

Considering the accuracy of the semimajor axis, eccen-
tricity, inclination, longitude of the ascending node, and
argument perigee, the following five terminal equality
constraints must be satisfied:

rf x + c
� �2

a2
+
r2f y
b2

− 1 = 0,

r f x + c
� �

V f x

a2
+

rf yV f y

a2 1 − e2ð Þ = 0,

rf xV f y − r f yV f x − h = 0,
r f z = 0,
V f z = 0,

ð3Þ

where b is the semiminor axis and b2 = a2ð1 − e2Þ; c is the
distance from the center of earth to the center of ellipse orbit
and c = ae. h =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
að1 − e2Þp

is the required magnitude of
angular momentum. The subscript “f ” represents the final
value of the parameters.

In addition, the system must settle into SSTO at a certain
time and position. As an equivalent transformation, the time
and position of injection should satisfy the following condition:

As shown in Figure 1, t1 and r1 are the expected time
and position of injection, and t f and rf are the actual time
and position of injection. Δt is the unpowered flight time
from r1 to r f . ϕ is the eccentric anomaly. If Δt satisfies, then

Δt = t f − t1: ð4Þ

The payload can be considered to settle into SSTO at the
expected time and position equivalently. According to the
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Kepler’s equation, Δt can be calculated by

Δt =Me ϕf r f
� �h i

−Me ϕ1 r1ð Þ½ �, ð5Þ

where Me is the flight time starting at the apogee, which can
be calculated as a function of eccentric anomaly ϕ [1]:

Me = ϕ − e sin ϕ: ð6Þ

And eccentric anomaly ϕ can be calculated simply in the
perifocal coordinate system as follows:

ϕ =
arccos

rxf + c

a
rxf ≥ 0,

2π − arccos
rxf + c

a
rxf < 0:

8>><
>>:

ð7Þ

Considering Eqs. (4) and (7), the error of time Et can be
defined as

Et = t1 − t f + ϕf − ϕ1 + e sin ϕ1 − e sin ϕf

� �
: ð8Þ

In conclusion, the terminal constraints of SSTO launch
systems are Eqs. (3)–(8). As for most launch systems,
because the thrust magnitude is uncontrollable, only five ter-
minal constraints can be guaranteed; so, the time and posi-
tion of the injection are uncontrollable. In Section 4, the
strategy to decrease the error of time Et is proposed in detail.

Considering the following mission of orbit transfer, the
trajectory optimization problem of SSTO launch systems is
defined as an optimal control problem to achieve the mini-

mum fuel consumption:

min J = −m tf
� �

, ð9Þ

subject to

Eq: 1ð Þ, Eq: 2ð Þ, Eq: 3ð Þ, Eq: 8ð Þ mf ≥mdry, ð10Þ

x t0ð Þ = x0, ð11Þ
where the variable x = ½r, V �, mdry, is the dry mass of the
launch system. Equation Eq. (11) is inertial constraints. It is
obvious that the original trajectory optimization problem
(Eqs. (9) and (11)) is nonconvex. In the next section, the tra-
jectory optimization problem is transformed into a series of
SOCP subproblems, which can be solved directly by the
primal-dual interior point method rapidly with good accuracy.

3. Convexification

In this section, the original trajectory optimization in Section 2
is transformed into a series of discrete SOCP subproblems by
pseudospectral discretization, lossless convexification, and
successive convexification. For better computational effi-
ciency, a second-order correction algorithm and an improved
relaxationmethod for successive convexification are proposed.

3.1. Pseudospectral Discretization and Lossless Convexification.
To meet the requirement of the convex optimization method,
the continuous infinite dynamical constraints are always
converted into a finite set of equality constraints by discretiza-
tion. Considering the accuracy of the terminal constraints in
different phases, the flip-Radau pseudospectral discretization
method, by which the collocation points discreted within the

Figure 1: Time-position constraint of SSTO.
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domain ð−1, 1�, is adopted in this paper:

〠
N

j=0
Dijx τj

� �
−
t f − t0
2 f x τj

� �� �
= 0, i = 1,⋯,Nð Þ, ð12Þ

where D is the flip-Radau pseudospectral differentiation
matrix [35], f is the right side of the differential dynamic equa-
tions Eq. (1), and τi, ði = 1,⋯,NÞ is the collocation points
within the domain ð−1, 1�. N is the number of collocation
points. x is state variables including r, V , and m.

On the other hand, the constraint of the thrust magni-
tude in Eq. (2) is a nonconvex equality constraint. For
launch systems, the most commonly used method to handle
the nonconvexity of the thrust magnitude constraint is feasi-
ble domain relaxation. The feasible domain can be relaxed
from a spherical-shell region to a solid sphere, and the
relaxed constraint of the thrust magnitude is

uk k ≤ T: ð13Þ

The relaxed optimization problem has the same optimal
solution as the original one, which means the transformation
is equivalent, and the convexification technique is called
lossless convexification [17–19]. The equivalence of the
transformation can be proved based on optimal control the-
ory. The detailed proof can be found in [20].

After discretization and lossless convexification, the
original trajectory optimization problem formulated in Sec-
tion 2 can be expressed as

min J = −m tf
� �

, ð14Þ

subject to

Eq: 3ð Þ, Eq: 8ð Þ, ð15Þ

x t0ð Þ = x0,
uk k ≤ T ,

〠
N

j=0
Dijx τj

� �
−
t f − t0
2 f x τj

� �� �
= 0, i = 1,⋯,Nð Þ:

ð16Þ

The equality constraints of terminal conditions and dis-
cretized dynamical equations are still nonlinear (nonaffine),
which is not suitable for the SCOP-based method. This
problem can be handled by successive convexification in
the next subsection.

3.2. Improved Successive Convexification. By linearization
and the successive solution procedure, successive convexifi-
cation has been successfully applied to converting the non-
linear equality constraints into affine ones. It is a popular
and simple technique to handle the residual nonconvexity
of the optimization problem in Section 4.1. In this paper,
the nonlinear equality constraints Eq. (12) and the terminal
constraints Eq. (3) are linearized repeatedly at the previous
iteration with a known solution. For convenience, all nonlin-
ear equality constraints are expressed as gð�xÞ, and they can
be linearized by first-order Taylor series expansion [16]:

g �xk
� �

+∇g �xk
� �

Δ�x = 0, ð17Þ

where �x = ½x, u, t f �.
Considering the accuracy of linearization, the update

variable Δx in Eq. (21) is added as a penalty term in the per-
formance index function. And the convex optimization
problem is formulated as COP1:

min J = −m tf
� �

+ αx Δ�xk k, ð18Þ

subject to

g �xk
� �

+∇g �xk
� �

Δ�x = 0, ð19Þ

x t0ð Þ = x0,
u + Δuk k ≤ T ,

ð20Þ

where αx is the penalty coefficient of kΔ�xk.
In this way, the trajectory optimization problem of the

SSTO launch system is converted into a series of SOCP sub-
problems, which can be solved by IPM iteratively. COP1 has
10N + 1 optimal variables, including r, V ,m, u at every dis-
crete point. It should be noted that the error of time Et is
ignored in this section because it is hard to control the posi-
tion and time of the injection when the thrust magnitude is

Figure 2: Trajectory optimization algorithm.
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uncontrollable. The terminal constraint Et is considered in
Section 4.

However, because of the error of the initial guess, the
feasible solution considering the strict constraint Eq. (17)
may not exist at the beginning of the iteration, even if the
solution to the original problem can be found. This phenom-
enon is called “artificial infeasibility,” and the detailed anal-
ysis can be found in [31]. This problem is solved by
relaxation and the penalty strategy. Firstly, the constraint
Eq. (17) is replaced by

g �xk
� �

+∇g �xk
� �

Δ�x = ξg, ð21Þ

where ξg is the relaxation variable for equality constraints.

The dimension of ξg is the same as the number of equality
constraints.

And the relaxation variable is added as a penalty term in
the performance index function. The relaxed convex optimi-
zation problem is called COP2:

min J = −m tf
� �

+ αg ξg
		 		 + αx Δ�xk k, ð22Þ

subject to

g �xk
� �

+∇g �xk
� �

Δ�x = 0, ð23Þ

x t0ð Þ = x0,
u + Δuk k ≤ T ,

ð24Þ

where αg is the penalty coefficient of kξgk.
In the performance index function of COP2, there are

two intercoupling penalty coefficients αg and αx. The accu-
racy of the equality constraints increases as αg increases
and αx decreases, and at the same time, the accuracy of lin-
earization decreases. However, if the error of linearization is
too large, the high accuracy of the equality constraints
becomes insignificance. The error of linearization Ex can
be defined as

Exj =
gj �x

k + Δ�xk
� �

− ξgj

			 			
gj �x

k + Δ�xk
� �			 			  j = 1, 2,⋯, p, ð25Þ

where p is the number of equality constraints, Exj ∈ ½0, 1�. If
kExk is larger than εE1, the accuracy of linearization is unac-
ceptable, the penalty coefficient αx needs to be increased ,and
the solution of this iteration should be given up. If kExk is
smaller than εE2, αg can be increased to improve the accu-
racy of equality constraints and the rate of convergence.

By comparing COP2 with COP1, it can be found that
considering the relaxation variable ξg, the number of opti-
mal variables increases to 17N + 6. It is well known that as
the number of optimal variables grows, the computational
time of the optimization problem grows exponentially. That
is, the computational efficiency of COP2 is much worse than
that of COP1. Actually, when the accuracy of equality con-
straints reaches a certain degree εg1, artificial infeasibility
will not happen, and the relaxation variable and penalty
terms in the performance index can be ignored.

Table 1: Parameters of the launch system.

Initial mass, t 35.38

Dry mass, t 16.00

Exhaust velocity, m/s 4340

Thrust magnitude, N 208320

Table 2: Parameters of the mission.

Initial condition

Vx0, m/s -4841.51

Vy0, m/s -5032.27

Vz0, m/s -3439.57

X0, m -4.994e+06

Y0, m 4.185e+06

Z0, m 9.065e+05

Flight time in LEO, s 1000

Orbital injection

Semimajor axis, m 40478140

Eccentricity 0.837489

Attitude of the perigee, km 200

Attitude of the apogee, km 68000

Inclination, deg 27.59

Longitude of ascending node, deg 335.41

Argument perigee, deg 226.49

True anomaly, deg 33.54

Nominal time of injection, s 1410

Initialization Calculate Et Calculate Et

Update tLEO

End

Et ≤ 𝜀t

Y

N

t1
LEO = t0

LEO + 10

Figure 3: Flight time in LEO updater design.
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In conclusion, considering both accuracy and computa-
tional efficiency of the algorithm, the trajectory optimization
problem can be solved iteratively by the following steps (as
shown in Figure 2):

(1) Initialization: input the initial variables including �x0

,αg,αx, εE1, εE2, and εg1, the permitted range of pen-
alty coefficients ½αg min, αg max� and ½αx min, αx max�,
and the accuracy requirement εg

(2) Set k = 0
(3) Solve the problem COP2 by IPM, obtain the optimal

solution Δ�x, and calculate Ex by Eq. (25)

(4) If kExk > εE1, set αx =max fαx × 2, αx maxg, αg =
min fαg ÷ 2, αg ming and give up the solution Δ�x.

Otherwise, update the optimal variable �xk+1 = �xk +
Δ�x and set k = k + 1

(5) If kExk < εE2, set αg =max fαg × 2, αg maxg and αx
=min fαx ÷ 2, αx ming. If kξgjk < εg1, j = 1, 2,⋯, p,
ignore the relaxation variable ξgj and the corre-
sponding penalty term

(6) If kξgjk < εg1, solve the problem COP1 iteratively.
Otherwise, return to step 3

(7) Check the convergence condition:

g �xk + Δ�x
� �			 			 < εg: ð26Þ

If Eq. (26) is satisfied, the trajectory optimization prob-
lem is solved, and the optimal solution is �xk + Δ�x.

In this way, the trajectory optimization problem is solved
without considering the error of time Et in Eq. (8). In the
next section, to ensure the injection accuracy of GEO satel-
lites, the flight time in LEO for launch systems is calculated
to meet the accuracy requirement of Et .

4. Flight Time Updater Design

As for the launch mission of GEO satellites, the systems
always settle into a circular LEO, and then, SSTO is used
to transfer satellites from LEO to GEO. Between these two
flight phases, the launch systems have a few minutes of
unpowered flight, and then the rocket engine turns on to set-
tle the payload into SSTO. In Section 3, the trajectory opti-
mization algorithm is proposed, but the error of time Et is
ignored. In this section, the strategy of LEO flight time upda-
ter design is proposed, and the terminal constraint Et in Eq.
(8) is considered.

By the analysis of the trajectory optimization problem of
SSTO launch systems in Section 3, when an initial condition
xðt0Þ is given, the error of time Et can be calculated by Eq.
(8) based on the optimal solution. In other words, the error
of time Et can be treated as a function of the initial condition
xðt0Þ. As for the unpowered flight phase in LEO, the initial
condition of the powered phase from LEO to SSTO xðt0Þ
can be easily calculated when the orbital elements of LEO
are given. When the LEO is circular and the radius of the
orbit is aLEO, the initial true anomaly is f0,the flight time in
LEO is tLEO, and the true anomaly at tLEO is
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f LEO = f0 + tLEO

ffiffiffiffiffiffiffiffiffi
μ

a3LEO

r
, ð27Þ

where μ is the gravitational parameter of the Earth.
And then the initial condition xðt0Þ can be easily calcu-

lated in the perifocal coordinate system as follows:

rx t0ð Þ = a3LEO cos f LEO,
ry t0ð Þ = a3LEO sin f LEO,

rz t0ð Þ = 0,

Vx t0ð Þ =
ffiffiffiffiffiffiffiffiffi
μ

aLEO

r
cos f LEO,

Vy t0ð Þ =
ffiffiffiffiffiffiffiffiffi
μ

aLEO

r
sin f LEO,

Vz t0ð Þ = 0:

ð28Þ

It should be noted that all variables in Eqs. (27) and (28)
are dimensional to facilitate understanding, which is differ-
ent from that in Section 3. When they are given as the initial
condition of the trajectory optimization problem, all vari-
ables must be nondimensional.

Based on Eqs. (27) and (28), and the trajectory optimiza-
tion algorithm in Section 3, the error of time Et can be cal-
culated when the flight time in LEO tLEO is given. And
tLEO can be calculated iteratively by the Newton method to
solve the equation:

Et tLEOð Þ = 0: ð29Þ

However, Et is calculated based on a complex optimiza-
tion procedure, and the partial derivative ∂Et/∂tLEO is hard
to calculate accurately by the numerical method when Δ
tLEO is too small. So, a modified Newton method is given,
and the detailed calculation procedure is as follows (as
shown in Figure 3):

(1) According to the nominal trajectory, initialize the
flight time in LEO t0LEO. Set k = 0

(2) Calculate the initial condition xðt0Þ by Eqs.(27) and
(28) and solve the trajectory optimization problem
by the algorithm proposed in Section 3, and then
the error of time E0

t can be calculated by Eq.(8) based
on the optimal solution

(3) Set t1LEO = t0LEO + 10, k = 1

(4) Calculate Ek
t in the same way as step 2

(5) If kEk
t k ≤ εt (εt is the accuracy requirement of Et), the

flight time in LEO is tLEO = tkLEO; else, go to step 6

(6) Update tLEO by
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Figure 9: Curve of thrust magnitude.

Table 3: Comparison of simulation results.

Convex optimization NLP

Flight time in LEO, s 942.2 942.3

Flight time from LEO to SSTO, s 527.8 527.6

CPU time, s 2.23 38.34
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tk+1LEO = tkLEO −
Ek
t tkLEO − tk−1LEO
� �
Ek
t − Ek−1

t

: ð30Þ

(7) Set k = k + 1, and go to step 4

5. Simulation and Analysis

In this section, simulation experiments are carried out by
taking the whole flight from LEO to SSTO. To verify the
robustness of the algorithm proposed in this paper, two
kinds of special conditions are considered:
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(1) One of the four engines breaks down and cannot
work, which means the thrust magnitude and the
rate of mass flow both decrease by 25%

(2) Flight time delay caused by a fault in the previous
flight phase, such as the launch delay, system fault,
and flight deviation

In this paper, the convex optimization problems are
solved by the MOSEK software [36], and the simulation
results are compared with the solutions obtained by a tradi-
tional optimization method, which employs the hp-adaptive
Radau pseudospectral method and the general NLP methods
[31]. All numerical simulations in this paper are performed
on a laptop with Intel Core i7 CPU 2.80GHz.

Parameters of the SSTO launch system are listed in
Table 1. Parameters of the initial condition and target orbit
(SSTO) are listed in Table 2. The variables contained in this
section’s figures and tables are with respect to the Earth Cen-
tered Inertial Coordinate System.

5.1. Engine Failure. In this subsection, we assume that the
thrust magnitude and the rate of mass flow both decrease
by 25% at the same time. The number of the collocation
points is N = 50, the penalty parameter is αg = αx = 1000,

and the permitted range of penalty coefficients is αg min =
αx min = 100, αg max = αx max = 10000. εE1 = 0:5, εE2 = 0:05,
εg1 = 10−3, and the accuracy requirements εg = 10−7, εt = 0:1.

As shown in Figures 4–9 and Table 3, the optimal solu-
tions to the trajectory optimization problem obtained by
both methods are very similar, and they are quite different
from the nominal trajectory because of the failure of the
engine. In other words, the algorithm proposed in this paper
can solve the trajectory optimization problem without good
initial guesses in case of engine failures. Moreover, the accu-
racy and optimality of the optimal solution are proved by
comparison with the traditional optimization method. In
Figure 9, the constraint of the thrust magnitude is active
during the whole flight, which demonstrates the validity of
the lossless convexification in Section 3.1. As shown in
Table 3, the average CPU time is 2.23 s for the algorithm
presented in Section 3.2, which is only 5.8% of the average
CPU time for the traditional method. It takes 7 iterations
and 15.61 s’ CPU time to calculate the flight time in LEO
by the algorithm in Section 4. Due to the long time parking
in the LEO, there is enough time to solve the trajectory opti-
mization problem.

5.2. Time Delay. In this subsection, we assume that the flight
time delays by 50 s because of the fault in the previous flight
phase. All the parameters of the optimization algorithm are
the same as those in Section 5.1. The simulation results are
as follows:

Compared with the work in Section 5.1, similar simula-
tion results (shown in Figures 10–15, Table 4) and research
conclusions can be obtained. Another significant research
result is that with the same optimization parameters, the tra-
jectory optimization problem can be solved in different situ-
ations, which further proves the robustness of the algorithm.
Similar experiment results can also be obtained based on dif-
ferent launch systems and missions. As for the time delay,
the average CPU time is 2.48 s for the algorithm presented
in Section 3.2, which is 5.7% of the average CPU time for
the traditional method. It takes 8 iterations and 19.84 s’
CPU time to calculate the flight time in LEO by the algo-
rithm in Section 4. The deviations of terminal orbital ele-
ments shown in Tables 5 and 6 verify the accuracy of the
equation of terminal constraints Eq. (3) and the flight time
updater design algorithm in Section 4.

The above simulation results demonstrate that the algo-
rithm proposed in this paper has good robustness, accuracy,
and computational efficiency, which indicates great develop-
ment potential and application prospect in onboard trajec-
tory optimization.

6. Conclusion

This paper presents a convex optimization algorithm for
SSTO launch systems considering the orbital elements and
time-position constraints. For convenience and better com-
putational performance, the optimal control problem
including the terminal constraints is given in the perifocal
coordinate system. And then the flip-Radau pseudospectral
method is adopted to convert the trajectory optimization

Table 4: Comparison of simulation results.

Convex optimization NLP

Flight time in LEO, s 874.4 874.2

Flight time from LEO to SSTO, s 355.6 355.4

CPU time, s 2.48 43.27

Table 5: Deviations of terminal orbital elements.

Parameters Deviations

Semimajor axis, m 1.56

Eccentricity 0.0000001

Inclination, deg 0.0001

Longitude of ascending node, deg -0.0002

Argument perigee, deg 0.0001

Et , s 0.07

Table 6: Deviations of terminal orbital elements.

Parameters Deviations

Semimajor axis, m 1.26

Eccentricity 0.0000001

Inclination, deg -0.0001

Longitude of ascending node, deg -0.0001

Argument perigee, deg -0.0002

Et , s 0.06
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problem into a finite problem. Lossless convexification is
also utilized to convexify the constraint of the thrust magni-
tude. To improve the robustness and computational effi-
ciency of the algorithm, successive convexification and its
modified method are proposed. In this way, the trajectory
optimization problem is transformed into a convex one,
which can be solved by IPM accurately and rapidly. To cor-
rect the flight time deviation of SSTO launch systems, the
LEO flight time updater design algorithm is proposed.
Finally, the algorithm proposed in this paper is tested under
two special conditions: engine failure and time delay. Com-
pared with the traditional optimization method, the
proposed algorithm demonstrates stronger robustness,
higher accuracy, and higher computational efficiency. The
improved convex approach and flight time design method
proposed in this paper have great application potential in
onboard trajectory optimization of SSTO launch systems
and other similar systems, especially under nonnominal
conditions. In our follow-up work, we will modify the pro-
posed algorithm for the flight from SSTO to GEO and con-
centrate on the improvement of injection accuracy and
robustness of the algorithm.
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The orbital operation of spacecraft can excite the long-drawn and low-frequency vibration of the solar array, which is prone to
affecting the task execution of the system. To address this issue, an envelope-based variable-gain control strategy is proposed to
suppress vibration of the solar array using the reaction wheel (RW) actuator. The RW actuator is individually mounted on the
solar array to provide reaction torque through the speed change of its rotor. The governing equation of motion of the solar
array actuated by a RW actuator is deduced with the state space representation. The control relation between the measured
bending moment and the rotational speed of the RW actuator with the constant-gain coefficient is firstly developed and
demonstrated in numerical simulation. Changing the gain coefficient to be inversely proportional to the envelope function of
vibration, a variable-gain control strategy is proposed to improve the damping effect of the RW actuator. Simulation results
show that the vibration suppression performance of the RW actuator is improved compared to the constant-gain control. As
the actual on-orbit natural frequency of the solar array is not always exactly known, the robustness of the control system is
analyzed for the deviation between the estimated and the actual natural frequency values. The proposed variable-gain control is
also experimentally verified using a simplified elastic plate model. Experimental results indicate that the vibration attenuation
time is decreased to 29.1% and 50.22% compared to the uncontrolled and the constant-gain controlled states, respectively.

1. Introduction

With the trend of larger expansion in dimensions, the
deployable appendages of the spacecraft, such as the solar
array, the antenna, and the manipulator, possess remarkable
flexibility in a fully deployed state [1, 2]. The ultralow natu-
ral frequency of the large-scale flexible appendage f n is the
main reason for slow vibration attenuation. The vibration
can result from various on-orbit excitations, e.g., the space-
craft’s attitude adjusting, the payload pointing, and the
spacecraft docking [3–5]. Besides, due to the absence of air
resistance and weak friction between mechanisms under
low gravity, the inherent modal damping ratio ζn of the
appendage is quite small. According to the exponential law
of vibration attenuation, for vibration amplitude decaying
by ς times, the required time is estimated by −ln ς/ð2πf nζn
Þ. If the empirical values of f n and ζn are taken as 0.05Hz

and 0.005, respectively, and the required ς = 5%, then the
required time is 1907.1 s. In such cases, it takes a long time
to sufficiently attenuate the excited vibration, which is unfa-
vorable for the spacecraft attitude control and payload accu-
rate pointing. In addition, the longtime vibration may
accumulate mechanical damage to the flexible appendages.

Various methods have been developed to suppress the
vibration of the spacecraft’s flexible appendages in the last
decades. These methods can mainly be divided into the feed-
forward control such as the input shaping technique, the
passive vibration control (PVC), and the active vibration
control (AVC). The input shaping technique was applied
to reduce the vibration of the appendages during spacecraft
orbital maneuvering, solar array sun pointing, or manipula-
tor transporting [6, 7]. For example, Na et al. [4] used the
built-in actuator at the array base to control the vibration
of a solar array. However, the input shaping technique does
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not work when the structural vibration direction is different
from the actuating direction of the built-in actuator. More-
over, it is not suitable for accelerating the residual vibration
attenuation of the structure.

Adopting the passive or active control method satisfied
the needs of accelerating vibration attenuation [8–11]. By
applying damping materials or passive dampers to the struc-
tures, the passive control methods were implemented and
demonstrated to be highly stable and efficient [12–14]. How-
ever, for the large-scale flexible appendages, the partially
covered damping materials or passive dampers are not able
to efficiently improve the low-order modal damping of the
whole system. The active control methods perform well by
combining a network of sensor-controller-actuator and pro-
vide a significant vibration suppression effect [15–17]. The
actuator selection for different application situations is one
of the issues in AVC. Piezoelectric material is a type of
widely used actuator [18–20]. It is also employed as the sen-
sor in active control [21–24]. However, the suppression
effect is not obvious when the piezoelectric actuator is
applied to large-scale flexible space structures. To solve this
issue, Casella et al. [25] combined both the piezoelectric
material and the on–off air jet thrusters as the actuators,
but the compensation of the air jet working medium of the
thrusters is an obstacle in space application. Sun et al. [26]
proposed a novel vibration suppression scheme for solar
arrays by using the cable-driven parallel robot actuators,
which achieved a remarkable vibration suppression effect.
Whereas for the deployable space structures, the involved
cables cause issues in deploying process design. Meanwhile,
its robustness is also an issue in practical application. Hu
et al. [27] used a stiffness-variable joint mechanism for two
hinged flexible plates. Both simulation and experimental
results demonstrated the significant damping effect induced
by the innovative joint mechanism. However, the actuator is
only suitable for the sort of flexible structures embedded
with joint mechanisms.

The reaction wheel (RW) is usually implemented in
spacecraft attitude control, which has the benefits of light
weight and high efficiency with consumption of renewable
electricity [28–32]. An active control method to suppress
the vibration of the solar array through the RW actuator
was studied in [33]. Numerical simulations of a solar array
showed that, by using a RW actuator with approximately
2% of the structural mass, the vibration attenuation time
was reduced to one-third of that from the uncontrolled state.
However, for aerospace applications, the requirements of the
RW actuator, such as the volume and weight, are very strict.
Therefore, it is desirable to maximize the actuator’s vibration
suppression capability. The sliding mode control [34, 35],
the fuzzy logic [36], and the artificial algorithm [37] were
investigated and integrated into the vibration control strat-
egy design for the space flexible appendages. Bonding the
piezoelectric actuator to the flexible panel, Liu et al. [38]
developed a hybrid control scheme for the attitude stabiliza-
tion and vibration suppression of the flexible spacecraft by
considering model parameter uncertainty, measurement
error, actuator faults, and other factors. It is worth pointing
out that finding the optimal gains for the controller is very

crucial and challenging for achieving the best performance
of vibration suppression in the control system, which is
still an open research problem. The variable gain control
methods have been developed by other researchers in var-
ious engineering applications previously [39–43]. Combin-
ing the variable gain control into the design of a vibration
suppression strategy has the potential in improving the
damping performance of the actuators. Due to the fact
that the gain adjustment rules require complex procedures
and the calculations of the relevant parameters usually
depend on experience [44–46], it is challenging to con-
struct a feasible variable-gain control strategy for AVC in
actual implementation.

In this paper, we focus on developing a variable gain con-
trol strategy for the RW actuator to maximize its capability in
suppressing vibration of the solar array. The main contribu-
tion of this paper is the variable-gain control strategy through
the envelope function of vibration to improve the damping
performance of the RW actuator for vibration suppression
of the solar array. The numerical models of a full-scale solar
array with variable-gain control and constant-gain control
are developed to evaluate and validate the proposed algo-
rithm. An elastic plate model is used in the laboratory for
feasibility investigation. The design, implementation, and
verification of the proposed strategy are presented to high-
light the significant vibration suppression performance of
the RW actuator. The control relation between the measured
bending moment and the rotational speed of the RW actua-
tor with the constant gain is firstly applied to the solar array.
It is figured out from the simulation results that a larger
amplitude of the rotational speed of the RW actuator implies
a larger output reaction torque in the control, which leads to
a better damping effect. In our work, adjusting the control
gain to be linear to the inverse of the vibration envelope is
the strategy to increase the output reaction torque of the
RW actuator. The proposed variable-gain control strategy is
proved to be able to improve the damping performance of
the RW actuator compared to the constant-gain control.

The rest of the paper is organized as follows. In Section
2, dynamic modelling for vibration suppression of the solar
array by utilizing the RW actuator is deduced, and the
damping effect of the RW actuator is demonstrated through
a full-scale flexible solar array with numerical simulation.
The design, numerical verification, and robustness analysis
of the envelope-based variable-gain control strategy are dis-
cussed in Section 3. Experimental results are presented in
Section 4 to illustrate the effectiveness and feasibility of the
presented method. Conclusions are drawn in Section 5.

2. Dynamic Modelling and Effect of Vibration
Suppression for Solar Array

2.1. Vibration Suppression for Solar Array Utilizing RW
Actuator. For vibrating structures dominated by the first-
order mode, the physical quantities describing the structural
motion state can be approximately expressed by the modal
coordinate ξ1 and its corresponding modal shape function
φ, in which ξ1 is a temporal function and φ is a spatial func-
tion. For example, as shown in Figure 1, the solar array has

2 International Journal of Aerospace Engineering



the geometric characteristic of a large length-to-width ratio.
The root of the solar array connecting to the spacecraft body
is fixed based on the assumption that the mass and moment
of inertia of the spacecraft body are much larger than that of
the solar array [47]. For the sake of illustration, a Cartesian
coordinate system is established on the solar array. The X
-axis is parallel to the normal direction of the panel surface.
The Y-axis is parallel to the extension direction. The Z-axis
follows the right-hand rule. In this paper, the first-order out-
of-plane bending mode of the solar array along the X-axis is
assumed to be dominant.

To suppress the first-order out-of-plane bending vibra-
tion, a RW actuator is mounted at the midspan of the free
side of the solar array, as shown in Figure 1. The reaction
torque induced by the speed change of the RW actuator is
applied as the active force. The angular displacement around
the Z‐axis at the RW mounted position is designated as θ.
The root bending moment Mb is defined as the moment
around the Z‐axis at the connected position between the
root of the flexible solar array and the spacecraft body. Both
Mb and θ can be expressed as linear functions of the modal
coordinate ξ1.

Denoting the linear proportionality coefficients as φM
and φθ, Mb and θ can be written as

Mb = φMξ1,
θ = φθξ1,

ð1Þ

respectively. Such that

Mb =
φM

φθ

θ: ð2Þ

The control law for the rotational speed of RW Ω is
designed to be proportional to the root bending moment
Mb:

Ω = ηMb = ηφMξ1: ð3Þ

The rotating axis of Ω is parallel to the Z‐axis. The con-
trol gain η can be given by

η = Ωmax
Mb,max

= Ωmax
θmax

φθ

φM
: ð4Þ

Here, Ωmax denotes the permitted maximum rotational
speed of the RW actuator; the peak values of θ,Mb during
vibration are θmax,Mb,max, respectively. Specifying η by
Equation (4) results that the RW actuator rotates at Ωmax
when the structural vibration reaches the peak with no
overload.

Denoting the rotational acceleration of the RW as _Ω,
according to the moment of momentum theorem, the induced
reaction torque applied to the solar array is Ta = −I _Ω. Consid-
ering Equation (3), the reaction torque Ta can be written as

Ta = −Iη _Mb, ð5Þ

in which I is the rotating moment of inertia of the RW about
its rotational axis. Controlling the rotational speed Ω by the
designed algorithm, the induced torque Ta can be used to sup-
press the vibration of the solar array.

Performing a first-order time derivative on both sides of
Equation (2) and substituting the result into Equation (5) by
considering Equation (4) gives

Ta = −I
Ωmax
θmax

_θ: ð6Þ

The minus sign “−” guarantees the direction of the reac-
tion torque Ta always opposite to the direction of the angu-
lar velocity _θ. As a result, the RW actuator can always do
negative work to the solar array. That is, Ta plays a role of
consuming the vibration mechanical energy of the solar
array, so it can be regarded as artificial damping.

The motion equation of the flexible solar array with a
RW actuator can be expressed in the first-order modal coor-
dinate as

€ξ1 + 2ω1ζ1
_ξ1 + ω2

1ξ1 = φθTa: ð7Þ

Here, ω1 and ζ1 are the first-order natural frequency
(rad/s) and modal damping ratio, respectively. The detailed

Ta

Mb

X Y
Z

Reaction wheel

Figure 1: Structural diagram of the solar array with a RW actuator.
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derivation of Equation (7) can be consulted from [33].
Rewriting Equation (7) in a state-space representation:

_x =Ax + Bu, ð8Þ

where

x = _ξ1 ξ1
h iT

,

u = Ta½ �,

A = −
2ω1ζ1 ω2

1

−1 0

" #
,

B = φθ 0½ �T :

ð9Þ

They can be referred to as the state vector (x), the input
vector (u), the state matrix (A), and the input matrix (B),
respectively.

On the other hand, Equation (1) can be equivalently
written as

y =Cx, ð10Þ

where

y = Mb½ �,
C = 0 φM½ �:

ð11Þ

Here, y and C are the output vector and the output
matrix, respectively.

Equation groups (8) and (10) are the typical state-space
form of a dynamic system [48]. The abovementioned modal
parameters can be obtained by numerical approach, e.g.,
finite element method.

2.2. Numerical Simulations and Analysis. The solar array
with a deployed area of 6:2m × 25m utilized in the Tianhe
core module of the Chinese Space Station is adopted to val-
idate the effectiveness of the vibration control method. The
corresponding finite element model with a full scale is con-
structed using MSC/PATRAN, and it is shown in Figure 2.

The flexible panels are meshed by shell elements. The
driving mechanisms, the deployable structures, and the stor-
ing tubes and boxes are modelled using beam elements with
measured physical parameters. Interested readers can con-
sult Reference [49] for more detailed information. A tor-
sional spring element with a modulus of 106 N ⋅m/rad is
employed to connect the root of the solar array and the
spacecraft body. The end of the spring element with connec-
tion to the spacecraft body is fixed. The finite element mesh
(blue grid) and its first-order out-of-plane bending vibration
mode are shown in Figure 2. The modal analysis is per-
formed with MSC/NASTRAN. The total mass of the solar
array model is 594:2 kg. The RW actuator selected in the
simulation weighed 1 kg, which accounted for about 0.17%
of the model in this study case. The moment of inertia of

the current RW is 0:005 kg ⋅m2. The maximum rotational
speed is 6000 RPM, i.e., Ωmax = 628:3 rad/s.

The modal parameters of the full-size flexible solar array
model utilized in the numerical simulation are listed as
follows. The first-order natural frequency of the model is
ω1 = 0:2746 rad/s. The modal parameters mentioned in
Equation (1) are φM = 29:15N ⋅m and φθ = 0:003 rad,
respectively. Considering the testing experiences for similar
structures, the modal damping ratio of the model is taken
as ζ1 = 0:005 (very small as suggested by the aerospace
agency).

To make the simulation more realistic, a band-pass filter
is adopted for the sensor signal to eliminate the DC (direct
current) drift and high-frequency noise. The band-pass filter
is a 2nd-order Butterworth filter with a high cut-off fre-
quency of 0.06118Hz and a low cut-off frequency of
0.02622Hz. Namely, the band width of the filter is deter-
mined through taking the first-order bending natural fre-
quency of the solar array as the central frequency and
floating up and down by 40%. The constant-gain control
law expressed in Equation (3) is firstly employed to verify
the vibration suppression effect. The simulation process is
executed with a fixed-step size of 0.01 s. The peak value of
the root bending moment is approximately 150N ⋅m once
disturbed. Thus, the initial conditions of the model are given
by

ξ1 0ð Þ = 0, _ξ1 0ð Þ = 1:5 s−1: ð12Þ

As shown in Figure 3, the controller realized by Equation
(3) is involved to obtain the speed signal for the RW actua-
tor. The control gain is 3:76N ⋅m ⋅ s/rad given by Equation
(4). If the gain coefficient is 0, the reaction torque Ta equals
to 0 during the whole simulation process, which can be
regarded as the state without control.

The simulation results of the bending moment Mb with
and without control are plotted as the solid and the dashed
lines in Figure 4, respectively. Compared to the dashed line
(without control), the attenuation of the solid line (with con-
trol) is accelerated. The comparison demonstrates that the
reaction torque Ta can be used to suppress the vibration of
the solar array through designing the rotational speed Ω
according to the control law given by Equation (3).

The rotational speed Ω is shown in Figure 5. It is much
larger and close to its permitted maximum value Ωmax in the
early stage. However, according to Equations (3) and (5), the
peak values of Ω and the reaction torque Ta decrease with
the attenuation of vibration. For example, the rotational
speed of the RW decays to 267:4 rad/s at 384.3 s, which is

Figure 2: The finite element mesh of the flexible solar array and its
first-order bending mode.
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less than half of Ωmax. In this paper, the amplitude of the
rotational speed is defined as a measure of the capability of
the RW actuator utilized for vibration suppression. A larger

amplitude of the rotational speed, which is closer to Ωmax, is
preferred, for which the capability of the RW actuator is
more sufficiently utilized to provide a better control effect.

Solar array

RW actuator

Controller for RW actuator

Feedback control
with constant gain

𝜂Mb aT

Mb

x& = Ax + Bu
y = Cx

Figure 3: Diagram of the feedback control with constant gain.
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Figure 4: Response curve of the root bending moment with constant-gain control.

0 100 200 300 400 500 600 700 800

Time (s)

–600

–400

–200

0

200

400

600

X: 384.3
Y: 267.4

 𝛺
 (r

ad
.s–

1 )

Figure 5: Rotational speed of the RW actuator with constant-gain control.
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Hence, it indicates that the capability of the RW actuator has
the potential to be improved for providing a better control
effect.

3. Design, Simulation, and Analysis of
Envelope-Based Variable-Gain Control

To overcome the issue that the amplitude of the rotational
speed decreases with the attenuation of vibration, it is pro-
posed to involve a variable-gain control algorithm based
on the envelope function of vibration in the feedback control
law. The controller design, as well as the numerical verifica-
tion and the robustness analysis of the control system, is
going to be discussed in this section.

3.1. Controller Design. With the action of the damping force
(i.e., the inherent structural damping and the reaction tor-
que), vibration amplitude of the solar array decreases over
time with a given initial condition. The envelope of the root
bending moment Mb gradually converges to 0 from Mb,max.
Hence, determining the gain coefficient η according to Equa-
tion (4) guarantees Ω not exceed its permitted limit in the
beginning of the control. Whereas the structure vibration
amplitude decreases, amplifying the gain coefficient also
makes the RW operate in the permitted operating range.
For example, the relationship of Mb and Ω can be rede-
signed as

Ω = γηMb: ð13Þ

Here, γ is the design factor to amplify the gain coefficient
appropriately.

The control effect of the RW decreases with the vibration
attenuation by adopting the constant-gain control. Inspired
by that, the gain amplifying coefficient γ can be designed
to be linear to the inverse of the envelope function of vibra-
tion. The response of the bending momentMbðtÞ in the time
domain presents the characteristics of periodic vibration and
relatively slow attenuation. The slow attenuation part is the
so-called envelope function in mathematics, and it can be
denoted as E½MbðtÞ�. During the free vibration attenuation,
the ideal envelope function of the root bending moment
E½MbðtÞ� is a monotonically decreasing function with a
maximum value Mb,max. The reciprocal of E½MbðtÞ� is a
monotonically increasing function. Therefore, the amplify-
ing coefficient γ is accordingly designed as

γ = Mb,max
E Mb tð Þ½ � : ð14Þ

Considering Equation (4), Equation (14) can be
described as

γ = Ωmax
ηE Mb tð Þ½ � =

Ωmax
E ηMb tð Þ½ � : ð15Þ

To avoid the exception that the denominator (i.e., E
½MbðtÞ�) is zero in the numerical calculations, the maximum
value of γ should be limited. A simple way is to apply a hard-

bound γmax to the computation of γ. Substituting Equation
(15) into Equation (13), Mb and Ω are linked via

Ω =min Ωmax
E ηMb tð Þ½ � , γmax

� �
× ηMb tð Þ: ð16Þ

In the digital signal process, the envelope function can be
computed by various methods, such as Hilbert transform [50,
51] or squaring and low-pass filtering [52, 53]. In this
research, the envelope of the measured response signal is
solved by using the squaring and low-pass filtering method.
Designate the envelope function E½MbðtÞ� = �M. If the low-
pass filter is taken as a 2nd-order Butterworth low-pass filter
with a cutoff frequency Ωpðrad/sÞ, the squaring of �M in the
Laplace domain satisfies [54]

L N½ � =G sð ÞL 2M2
b

� �
=

2Ω2
p

s2 +
ffiffiffi
2

p
Ωps +Ω2

p

L M2
b

� �
, ð17Þ

in which L½⋅� denotes the Laplace transformation, GðsÞ is the
transfer function of the filter, and s is the Laplace variable,

N = �M2
: ð18Þ

Rewriting Equation (17) in the time domain:

€N +
ffiffiffi
2

p
Ωp

_N +Ω2
pN = 2Ω2

pM
2
b: ð19Þ

Performing the first- and second-order time derivatives
on both sides of Equation (18), respectively, we have

_N = 2 �M _�M, €N = 2 �M €�M + 2 _�M
2
: ð20Þ

Substituting Equations (18) and (20) into Equation (19),
the relation of �M and Mb can be constructed:

2 �M €�M + 2 _�M
2
+

ffiffiffi
2

p
Ωp2 �M _�M +Ω2

p
�M2 = 2Ω2

pM
2
b: ð21Þ

Unit Equations (13) and (14) to eliminate γ:

Mb =
Ω �M
ηΩmax

: ð22Þ

Substituting Equation (22) into Equation (21) and mov-
ing the item on the right-hand side of the equation to the
left-hand side lead to

€�M + 1
�M

_�M
2
+

ffiffiffi
2

p
Ωp

_�M +
Ω2

p

2
�M −

Ω2
pΩ

2 �M

η2Ω2
max

= 0: ð23Þ

Then, substituting the first equation of Equation (1) into
Equation (22),

Ω �M
ηΩmax

= φMξ1: ð24Þ
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Recalling Equation (24), one can get

Ω = ηΩmaxφM
ξ1
�M
, _Ω = ηΩmaxφM

_ξ1
�M

−
ξ1

_�M
�M2

 !
: ð25Þ

Simultaneous formulas (5), (7), (23), and (25), the equa-
tion group of the closed-loop system is constituted by ξ1 and
�M:

€ξ1 + 2ω1ζ1
_ξ1 + ω2

1ξ1 = a
ξ1

_�M
�M2 −

_ξ1
�M

 !
,

€�M +
ffiffiffi
2

p
Ωp

_�M +
Ω2

p

2
�M = b

�M
ξ21 −

1
�M

_�M
2
,

8>>>><
>>>>:

ð26Þ

where a = IΩ2
maxφ

2
θ/θmax, b =Ω2

pφ
2
M , and a, b > 0.

Designating y1 y2 y3 y4f gT = _ξ1 ξ1
_�M �M

n oT
, the

equation group (26) can be written equivalently as follows:

_y1 = −2ω1ζ1y1 − ω2
1y2 + a

y2y3
y24

− a
y1
y4

,

_y3 = −
ffiffiffi
2

p
Ωpy3 −

Ω2
p

2 y4 +
b
y4

y22 −
1
y4

y23:

8>>><
>>>:

ð27Þ

Perform a Taylor expansion of function y4 at time t0, and
denote y4 = y40 + Δy4 ðy40 > 0Þ, where Δy4 is the correspond-
ing small increment. Then,

_y4 = Δ _y4,
1
y4

= 1
y40 + Δy4

= 1
y40

1
1 + Δy4/y40

≈
1
y40

1 − Δy4
y40

� �
,

1
y24

= 1
y240

1 − Δy4
y40

� �2
≈

1
y240

1 − 2Δy4
y40

� �
:

ð28Þ

Substituting Equation (28) into Equation (27), and adding
two identical equations _y2 = y1 and Δ _y4 = y3, one can obtain

_y1 = −2ω1ζ1y1 − ω2
1y2 +

a

y240
y2y3 −

a
y40

y1 −
2a
y340

y2y3Δy4 −
a

y240
y1Δy4,

_y2 = y1,

_y3 = −
ffiffiffi
2

p
Ωp _y3 −

Ω2
p

2 y40 +
b
y40

y22 −
1
y40

y23 +
1
y240

y23Δy4 −
Ω2

p

2 Δy4 −
b
y240

y22Δy4,

Δ _y4 = y3:

8>>>>>>>>><
>>>>>>>>>:

ð29Þ

Considering the assumption of small perturbation and
weak damping, y1, y2, y3, and Δy4 are small quantities. Thus,
neglecting the higher-order terms, the corresponding state-
space representation of Equation (29) can be built up:

_ys =Asys + Bsus: ð30Þ

Here,

As =

− 2ω1ζ1 +
a
y40

� �
−ω2

1 0

1 0

0 −
ffiffiffi
2

p
Ωp −

Ω2
p

2
1 0

2
666666664

3
777777775
,

ys =

y1

y2

y3

Δy4

2
666664

3
777775,

Bs =

0
0
1
0

2
666664

3
777775,

us = −
Ω2

p

2 y40 = constant,

ð31Þ

in which 0 is a 2 × 2 zero matrix.
The characteristic equation of the closed-loop system

(30) is

λ2 + 2ω1ζ1 +
a
y40

� �
λ + ω2

1

� �
λ2 +

ffiffiffi
2

p
Ωpλ +

Ω2
p

2

" #
= 0:

ð32Þ

The solutions of Equation (32) are

λ1,2 =
− 2ω1ζ1 + a/y40ð Þ ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ω1ζ1 + a/y40ð Þ2 − 4ω2

1

q
2 ,

λ3,4 = −
ffiffiffi
2

p

2 Ωp:

ð33Þ

It can be seen from Equation (33) that the real parts of
λiði = 1, 2, 3, 4Þ are negative, and it is independent of y40.
Or, namely, the system is stable with a local Taylor expan-
sion of y4 at any time such that the stability in the whole
process can be guaranteed. Thus, the closed-loop system is
stable in small perturbation.

3.2. Numerical Verification. In this section, to make the dif-
ferent control strategies comparable, the numerical model of
the flexible solar array, as shown in Figure 2, is used to
examine the effect of the proposed variable-gain control
strategy.

The feedback control diagram with envelope-based
variable-gain control is updated based on Figure 3, and it
is shown in Figure 6. The gain amplifying coefficient γ,
which is constructed according to Equation (15), is involved
in the controller to improve the reaction torque provided by
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the RW actuator. The bound γmax is taken as 10 in this
study. There is a delay in calculating the envelope function
of the response signal by using the squaring and low-pass fil-
tering method. The correct envelope value of the signal is
output at about the second natural period of vibration after
the simulation starts. Therefore, the rotational speed Ω
should be limited in case exceeding its permitted operating
range. To this end, a saturation module is utilized to limit
the absolute value of its output within Ωmax, which is also
applied to the negative values of Ω.

The transient responses are revisited with the same ini-
tial condition, as shown in Equation (12). Figure 7 reveals
two response curves of Mb, in which the black bold line
and the black dashed line are the responses with envelope-
based variable-gain and constant-gain control, respectively.
Compared to the response with constant-gain control, the
vibration attenuation speed with envelope-based variable-
gain control is increased, which verifies the effectiveness of
the proposed approach. Taking the threshold as 5% of
Mb,max, the time required for vibration amplitude damping
to the threshold is called vibration attenuation time. The
vibration attenuation times in different cases are listed in

Table 1. As shown, the result with constant-gain control is
1367.6 s, which is reduced to 657.5 s when adopting
envelope-based variable-gain control. That is, the vibration
attenuation time with variable-gain control is decreased to
48.1% from the state with constant-gain control and to
30.1% from the state without control.

The rotational speed Ω with envelope-based variable-
gain control is shown in Figure 8. As seen, in the first
600 s, the RW actuator rotates at a peak value near Ωmax,
which implies the output reaction torque is improved.
Therefore, involving the variable-gain control algorithm
enables us to maximize the capability of the RW actuator
and improve its damping effect.

Solar array

RW actuator

Controller for RW actuator

Feedbackcontrol
withvariable gain 𝜂Mb

aT

Mb

x& = Ax + Bu
y = CX

Figure 6: Diagram of the feedback control with variable gain.
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Figure 7: Response curve of the root bending moment with variable-gain control.

Table 1: The vibration attenuation times of the simulation model.

Without
control

Constant-gain
control

Variable-gain
control

Vibration
attenuation time (s)

2181.7 1367.6 657.5
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3.3. Robustness Analysis. The envelope-based variable-gain
control strategy is designed and verified for the configura-
tion of the solar array characterized by nominal parame-
ters. However, once the spacecraft is orbiting, some of its
structural characteristics can result different from the ones
measured during ground tests or derived from a numerical
model. Among all the possible uncertainties, the ones that
have a major impact on the performance of the vibration
suppression of the solar array are associated with the nat-
ural frequency. In the following, these uncertainties reflect
on the estimated errors of the first-order bending natural
frequency, which result in the effect of the capability of
the proposed control strategy to reduce the vibrations.
Taking ω1 = 0:2746 rad/s as the benchmark, it is assumed
that the predetermined frequency for the control system
design exists relative errors of ±5%, ±10%, ±15%, and ±
20%, respectively. Adopting the method mentioned above,
the high cut-off and the low cut-off frequencies of the
band-pass filter are redesigned under different frequency
error settings. The corresponding transient responses of
the solar array are revisited with the same model and ini-
tial conditions.

Compared to the vibration attenuation time t0 = 2181:7 s
without control, the vibration attenuation times with control
and their relative ratios to t0 (i.e., relative attenuation time)
under different estimated error settings are listed in
Table 2. From Table 2, the vibration suppression still works
effectively when the predetermined frequency deviates to a
certain extent from the exact frequency (0:2746 rad/s). It
reveals that the control system is robust when there are
errors in the predetermined frequency. Unfortunately, if
the error is too large, for example, an error of -20%, the rel-
ative attenuation time is only decreased to 52.16%. There-
fore, in order to achieve a better vibration suppression
effect, it is advisable to provide the natural frequency of
the solar array as accurately as possible.

4. Experimental Verification

4.1. Experimental Setup for Vibration Suppression. In this
section, a real example is used for feasibility investigation.
The test article is an elastic plate with two additional
weights. Figure 9 details the experimental setup. The anti-
shock sponges with a thickness of 0.5mm are pasted on both
surfaces of the plate. The two additional weights and anti-
shock sponges are utilized to adjust the natural frequency
and damping of the model, respectively. To reduce the influ-
ence of gravity, the plate is laterally placed to ensure that the
bending vibration is perpendicular to the gravity direction.
One side of the elastic plate is fixed on a sliding table to sim-
ulate the disturbance from the spacecraft body. The other
side is equipped with a brushed-DC motor (BDCM), which
serves as a RW actuator to provide reaction torque.

In this case, the total mass of the DC motor is 5.8 g.
Parameters of the experimental apparatus are listed in
Table 3. By experimental test and analysis, the natural
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Figure 8: Rotational speed of the RW with variable-gain control.

Table 2: Vibration suppression effect under different relative error
conditions.

Relative error
Vibration attenuation

time (s)
Relative attenuation

time (%)

1 0 657.5 30.14

2 5% 670.3 30.72

3 -5% 713.4 32.70

4 10% 671.1 30.76

5 -10% 779.4 35.72

6 15% 672.7 30.84

7 -15% 901.8 41.34

8 20% 696.0 31.90

9 -20% 1137.9 52.16
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frequency corresponding to the first-order out-of-plane
bending mode of the model is 0.805Hz.

Instead of measuring the bending moment as done in the
numerical simulation, in the experiment, the strain signal of
the vibrating structure is measured to acquire the input of
the control system. To acquire the signal with a larger SNR
(signal-to-noise ratio), the measuring point is arranged at a
location with higher stresses. Denote the longitudinal strain
of the measured position as εl, then the modal coordinate
can be solved by

ξ1 tð Þ = εl
φε

, ð34Þ

where φε is the first-order modal coefficient corresponding
to εl. Meanwhile, Equation (34) indicates that the measured
strain signal is proportional to ξ1. Therefore, according to
Equations (3) and (34), the rotational speed and the mea-
sured strain signal can be linked via

Ω = ηφM

φε

εl: ð35Þ

Equation (35) states that similar to measuring the root
bending moment Mb, the measured strain signal is linear
to the speed signal of the RW actuator in the experiment.
However, it should be noted that Equation (35) holds, if
and only if the linear relationships exist between the
modal coordinate and Mb, εl, as stated in Equations (1)
and (34).

The strain gauges, with a resistance of 350Ω, are bonded
on the elastic plate near the fixed side to acquire the local
strain signal εl. The input voltage of the full-bridge strain cir-
cuit is 1.5V. The output voltage of the strain bridge circuit is
amplified 3000 times linearly by a strain amplifier and sam-
pled by an analog-to-digital (A/D) module. Let Vɛ be the
strain amplifier’s output voltage, which is also called strain
voltage. Through the A/D module, the corresponding digital
value of Vɛ is acquired and regarded as the input of the con-
trol system.

When the elastic plate is disturbed, Vɛ changes with
the vibration of the elastic plate. According to the prede-
signed algorithm, the driving signal voltage Vd command-
ing the speed of the DC motor is solved and output to the
motor driver through a D/A (digital-to-analog) module. In
this paper, the motor driver is ESCON-50/5 produced by
MAXON Corporation. The speed signal voltage range is 0 ∼
2:4V, corresponding to the rotational speed 0~14800RPM
linearly. The direction of the rotational speed is commanded
by a logic high or low signal.

The slip table administrated by a stepper motor is
adopted to excite the vibration of the elastic plate model.
The excitation is performed as follows. The slip table
undergoes two periods of sinusoidal motion at 0:8Hz along
the normal direction of the plate surface. The speed function
ve of the excitation table is given in mm/s by

ve =
15 sin 1:6πtð Þ, 0 ≤ t ≤ 2:5 s,
0, t > 2:5 s:

(
ð36Þ

Strain gauges

Slip table

DC motor

DC motor driver

Steel plate

Additional weight 1
Additional weight 2

Figure 9: Photograph of the experimental setup for vibration suppression.

Table 3: Parameters of the experimental apparatus.

Length, height, and thickness
of elastic plate

370mm × 150mm× 0:3mm

Mass of elastic plate 126 g

Mass of additional weight 1 67 g

Mass of additional weight 2 115 g

Distance from fixed side to
additional weight 1

217.5mm

Distance from fixed side to
additional weight 2

362.5mm

Mass of DC motor 5.8 g
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The vibration response is measured by strain gauges dur-
ing the entire time period (from the beginning of the excita-
tion to the end of the experiment). In order to verify the
suppression effectiveness, the vibration attenuation with
and without control is measured.

4.2. Experimental Performance of Vibration Suppression
Subjected to Different Control Strategies. As aforementioned,
the rotational speed Ω and the strain εl are linear to the elec-
tric voltage Vd and Vε, respectively. Recalling Equation (35),

the driving signal voltage Vd is proportional to the strain
voltage Vε:

Vd = κVε, ð37Þ

where κ is the proportional gain coefficient in the experi-
ment. It is required that the motor rotates within the maxi-
mum ratings and near the maximum speed when Vε
reaches its peak value. Therefore, the coefficient κ is esti-
mated by Vmax

d /Vmax
ε , and it is taken as −3:5 in this case, in
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Figure 10: Measured response curve of the strain voltage with constant-gain control.
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Figure 11: Measured response curve of the strain voltage with variable-gain control.
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which Vmax
d is the permitted maximum value of the driving

voltage, which equals to 2.4V in this case.
The response curve of the strain voltage Vε with

constant-gain control is shown as the solid line in
Figure 10. Compared to the response without control (the
dashed line), the vibration attenuation process is accelerated.
The results verify that the vibration attenuation of the elastic
plate can be accelerated by applying the reaction torque
based on the control relation (37).

The envelope-based variable-gain control strategy is also
validated based on the elastic plate model. Recalling Equa-
tions (15) and (16), the gain amplifying coefficient γ in the
experiment is accordingly designed to be

γ =min Vmax
d

E κVε tð Þ½ � , γmax

� �
: ð38Þ

The calculation module for γ is added to the control pro-
gram according to Equation (38). The envelope-based
variable-gain control strategy is employed for vibration sup-
pression of the plate model with the same experimental set-
tings. The response curve of the strain voltage Vε is plotted
as the solid line in Figure 11. Compared to the measured
result with constant-gain control (the dashed line), the
attenuation speed with the proposed variable-gain control
is increased.

The vibration attenuation time is used as a metric to
demonstrate the vibration suppression efficiency. The vibra-
tion amplitude threshold V∗

ε = 0:05Emax½VεðtÞ�. Based on
the measured responses, the vibration attenuation times
without control, with constant-gain control, and with
envelope-based variable-gain control are listed in Table 4,
respectively. Compared to 153.4 s and 89 s, the vibration
attenuation time with envelope-based variable-gain control
is reduced to 29.1% of that from the uncontrolled state and
to 50.22% of that from the constant-gain controlled state.

5. Conclusion

In this paper, an envelope-based variable-gain control strat-
egy for the reaction wheel (RW) actuator is proposed to
suppress the bending vibration of the solar array. Both
numerical simulations and experimental studies are pro-
vided to demonstrate the rationality and validity of the pro-
posed variable-gain control in improving the vibration
suppression performance of the RW actuator compared to
the constant-gain control. Taking the finite element model
of a full-scale solar array as the object, the damping effects
of the RW actuator subjected to different control strategies
are compared by using the vibration attenuation time as a
metric. The vibration attenuation time without control and

with constant-gain control are 2181.7 s and 1367.6 s, respec-
tively, and it is reduced to 657.5 s when the envelope-based
variable-gain control is adopted. The numerical simulations
considering deviations between the estimated and the exact
natural frequency values are performed to analyze the
robustness of the control system. It is concluded that the
proposed technique is robust within a deviation range of
±20%. To obtain a better control effect, a more accurate
estimation value of the natural frequency is required.
Experiments on an elastic plate model further prove that
the proposed variable-gain control method is a valid and fea-
sible technology. Compared to 153.4 s and 89 s, the vibration
attenuation time with envelope-based variable-gain control is
reduced to 29.1% of that from the uncontrolled state and to
50.22% of that from the constant-gain controlled state.
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This work addresses the finite-time orbit control problem for spacecraft formation flying with external disturbances and limited
data communication. A hysteretic quantizer is employed for data quantization in the controller-actuator channel to decrease the
communication rate and prevent the chattering phenomenon caused by the logarithmic quantizer. Combined with the adding one
power integrator method and backstepping technique, a new finite-time tracking control strategy with adaptation law is designed
to ensure that the closed-loop system is practical finite-time stable, and that the tracking errors of relative position and velocity are
bounded within finite-time despite with limited data communication and external disturbances. Finally, an example is shown to
validate the effectiveness of the proposed finite-time tracking controller.

1. Introduction

Spacecraft formation flying (SFF) is a concept that the func-
tionality of traditional large spacecraft is replaced by a group
of less-expensive, smaller, and cooperative spacecraft [1, 2].
In recent years, the study of spacecraft formation control
has gradually became an active area of research owing to
the reason that SFF is a primary technology for modern
space missions, such as deep space exploration, spacecraft
on-orbit servicing, and deep space imaging [3–6]. So far, a
rich body of orbit control strategies for SFF has been pre-
sented, and the relative dynamic model of these strategies
can be roughly categorized into two types, namely, linear
dynamic model and nonlinear dynamic model [7, 8]. Con-
sidering the linearizing of relative dynamic model can
induce model errors, various control schemes based on the
nonlinear relative dynamic model for spacecraft formation
flying have been proposed [9–12].

It is to be noticed that all aforementioned control
schemes can only guarantee the asymptotical stability of
the controlled systems. A fast convergence rate is an essen-

tial demand for SFF. In the past few years, the finite-time
control method has been widely adopted to design control-
lers for various nonlinear systems since it can guarantee
the controlled systems have better disturbance rejection
property, faster convergence rate, and higher precision con-
trol performance compared with the asymptotic control
[13–16]. To date, the finite-time method has been found
successfully applied to handle the spacecraft control problem
[17, 18]. The design approaches for finite-time control for
spacecraft main include three type approaches, namely, the
adding one power integrator technique, the terminal sliding
mode method, and the homogeneity theorem. However, the
few studies have focused on finite-time orbit control based
on the adding one power integrator technique for spacecraft
formation.

Despite the fact that the mentioned research results
above can ensure the controlled system finite-time stability,
most of the existing finite-time control strategies focused
on traditional large spacecraft, in which the bandwidth of
the communication channel is assumed to be not limited.
However, in modern spacecraft formation control system,
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data communication between different modules is usually
executed by wireless networks, which means that the band-
width of the communication channel is limited [19, 20].
Although the use of wireless networks brings many advan-
tages, such as lighter weight, implementation, and installa-
tion with less cost, some new challenges have inevitably
been induced, for example, data missing, communication
time delay, and quantization effect [21–24]. It is well known
that when the data of the control module is transmitted to
the actuator module by limited communication networks,
the quantization errors caused by signal quantization have
unavoidably emerged. If the effect of quantization errors is
not compensated effectively, the control performance may
be degraded or even let the system unstable. Therefore, it
is desirable to design a new controller considering limited
data communication for network-based spacecraft forma-
tion control systems. Recently, the attitude control problem
with limited data communication for spacecraft has been
studied in [25]. Unfortunately, the study concentrated on
finite-time control for SFF with limited data communication
is scarce.

Motivated by the above discussion, the finite-time orbit
control for SFF with limited data communication will be
investigated. The main contribution of this work can be
summarized as follows: (1) a novel finite-time tracking con-
troller for SFF is proposed such that the tracking errors are
bounded within finite time, in which the external distur-
bances are considered. (2) Compared with some existing
finite-time controllers designed based on the terminal slid-
ing mode method [26–28], the advantage of our method is
that it can avoid noncontinuous and singular problem by
using the backstepping approach and the adding one power
integrator technique. (3) The needed communication rate is
decreased by employing the hysteresis quantizer to quantify
the control data, in which the chattering phenomenon
induced by the logarithmic quantizer can be successfully
prevented.

The rest of the paper is organized as follows. The model-
ing and preliminaries are given in Section 2. In Section 3, the
main results are presented. In Section 4 and Section 5, the
illustrative example and conclusions are presented,
respectively.

2. Modeling and Preliminaries

2.1. Spacecraft Formation Flying Dynamic Model. The non-
linear relative motion dynamics of SFF can be described as
follows [29]:

€x − 2n _y − _ny − n2x = −
μx

R + q1 tð Þk k3 −
ul1
ml

+w1 +
u1
mf

,

€y + 2n _x + _nx − n2y = u2
mf

−
μ y + rð Þ
R + q1 tð Þk k3 + μr

Rk k3 −
ul2
ml

+w2

€z + μz

R + q1 tð Þk k3 + ul3
ml

=w3 +
u3
mf

,

8>>>>>>>><>>>>>>>>:
,

ð1Þ

where q1ðtÞ = ½x, y, z�T is the relative position from the fol-
lower spacecraft to the leader spacecraft in the local coordi-
nate frame, uðtÞ = ½u1, u2, u3�T and ulðtÞ = ½ul1, ul2, ul3�T are
the control inputs of the follower spacecraft and leader
spacecraft, respectively, mf and ml denote the mass of the

follower spacecraft and leader spacecraft, respectively, wðtÞ
= ½w1,w2,w3�T denotes the bounded external disturbance,
μ denotes the Earth gravitational constant, n denotes the
orbit angular velocity of the leader spacecraft, and R =
ð0, r, 0ÞT is the position vector from the inertial coordinate
attached to the center of Earth to the leader spacecraft
described in the local coordinate frame.

The position tracking error e1ðtÞ and velocity tracking
error e2ðtÞ are defined as

e1 tð Þ = q1 tð Þ − q1d = e11, e12, e13½ �T , e2 tð Þ = q2 tð Þ − q2d = e21, e22, e23½ �T ,
ð2Þ

where q2ðtÞ = ½ _x, _y, _z�T , q1d = ½xd , yd , zd�T m, and q2d =
½ _xd , _yd , _zd�T m/s are the relative velocity vector, desired posi-
tion state, and desired velocity state, respectively.

Then, the error relative motion dynamics of SFF can be
described as follows:

_e1 tð Þ = e2 tð Þ,

_e2 tð Þ = f q1, q2, _q2dð Þ + 1
m

u tð Þ +w tð Þð Þ

8<: , ð3Þ

where

f q1, q2, _q2dð Þ =
f1 q11, q21, _q2d1ð Þ
f2 q12, q22, _q2d2ð Þ
f3 q13, q23, _q2d3ð Þ

26664
37775

=

2n _y + _ny + n2x −
μx

R + q1 tð Þk k3 −
ul1
ml

− €xd

−2n _x − _nx + n2y −
μ y + rð Þ
R + q1 tð Þk k3 + μr

Rk k3 −
ul2
ml

− €yd

−
μz

R + q1 tð Þk k3 −
ul3
ml

− €zd

26666666664

37777777775
:

f q1, q2, _q2dð Þ = f1 q11, q21, _q2d1ð Þ, f2 q12, q22, _q2d2ð Þ, f3 q13, q23, _q2d3ð Þ½ �T :
ð4Þ

Assumption 1. The desired states q1d and q2d are assumed to
bounded, and their first two-order time derivatives are
assumed to be bounded.

Definition 2. The solution of (3) can be regarded as finite-
time bounded or practical finite-time stable if for all eð0Þ =
e0, and there exists �ν > 0 and Trð�ν, e0Þ <∞, such that keðtÞ
k < �ν for t ≥ Tr .
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Lemma 3 (see [30]). For xi ∈ R, i = 1,⋯,m if q > 1, we have

〠
m

i=1
xij j

 !q

≤ 2q−1 〠
m

i=1
xij jq,

〠
m

i=1
xij j

 !1/q

≤ 〠
m

i=1
xij j1/q:

ð5Þ

Lemma 4 (see [31]). If α and β be positive constants, then ς
ðy, zÞ > 0 is a real-valued function. We have

yj jα zj jβ ≤ ας y, zð Þ
α + β

yj jα+β + βς y, zð Þ−α/β
α + β

zj jα+β: ð6Þ

2.2. Fuzzy-Logic Systems. The IF-THEN rules of the FLSs are
constructed:

Rl : if x1 isFl
1, x2 isFl

2,⋯, and xn isFl
n, then y isGl, ð7Þ

where x = ½x1,⋯, xn�T ∈ℝn is the input of FLSs, y ∈ℝ is the
output of FLSs, and Fl

i and Gl are the fuzzy sets associate
with the membership functions μFl

2
ðxiÞ and μGlðyÞ, respec-

tively. m = 1, 2,⋯, k and k are the number of rules. Then,
the FLSs can be expressed as

y xð Þ =
∑k

m=1Λm
Qn

i=1μFm
i
xið Þ

∑k
m=1
Qn

i=1μFm
i
xið Þ

, ð8Þ

where Λm =maxy∈ℝμGmðyÞ, and the fuzzy basis functions
can be expressed by

ξm xð Þ =
Qn

i=1μFm
i
xið Þ

∑k
l=1
Qn

i=1μFm
i
xið Þ

h i : ð9Þ

Let ΛT = ½Λ1,Λ2,⋯,Λk� and ξTðxÞ = ½ξ1, ξ2,⋯, ξk�.
Based on (9), we have ξTðxÞξðxÞ < 1. Then, considering (8)
and (9), we can obtain

y xð Þ =ΛTξ xð Þ: ð10Þ

Moreover, we can obtain the following property when
the membership function is the Gaussian function.

Lemma 5 (see [32]). If f ðxÞ is a continuous function defined
on a compact set Ω, then there exists an FLSs for any given
positive constant ε∗ > 0 satisfying

sup
x∈Ω

f xð Þ −Λ∗Tξ xð Þ�� �� ≤ ε∗, ð11Þ

where Λ∗ is the optimal parameter vector.

It is well known that FLSs have been used to deal with
the uncertainties of nonlinear control systems owing to their

universal approximation ability. In this paper, the FLSs will
be used to approximate ΩðR2iÞ.
2.3. Hysteretic Quantizer. In this paper, the hysteresis quan-
tizer Qð·Þ is introduced to quantify the control signal, which
can be expressed as follows [33]:

Q uið Þ ≜

uik sgn uið Þ if uik
1 + η

< uij j ≤ uik
1 − η

, _uik < 0,

  uik < uij j ≤ uik
1 − η

, _uik > 0,

uik 1 + δð Þ sgn uið Þ if uik < uij j ≤ uik
1 − η

, _uik < 0,

 
uik
1 − η

≤ uij j ≤ uik 1 + ηð Þ
1 − η

, _uik > 0,

0, if 0 ≤ uij j < umin
1 + η

, _uik < 0,

 
umin
1 + η

≤ uij j ≤ umin, _uik > 0,

Q uið Þ t−ð Þ othercase

8>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>:
ð12Þ

where

uik = ρ 1−kð Þumin, k = 1, 2,⋯n, ð13Þ

and umin > 0, 0 < ρ < 1, and η = 1 − ρ/1 + ρ. QðuiÞ is in the set
of U = f0,±uik,±uikð1 + δÞg. The size of the dead-zone for
QðuiÞ is determined by umin. The map of the hysteresis
quantizer QðuiÞ for ui > 0 is given in Figure 1.

Remark 6. The parameter ρ can be considered as a measure
of quantization density. From (13), it is well known that the
smaller ρ is, the coarser the quantizer becomes. Further-
more, η approaches 1 while ρ approaches zero, and then Q
ðuiÞ will have fewer quantization levels since ui ranges over
that interval [34]. Thus, the needed communication rate
between the actuator module and control module is lower.

Remark 7. Unlike the logarithmic quantizer, additional
quantization levels have been added in (12) to prevent oscil-
lations. Besides, the parameter ρ chosen should be based on
a principle that the controlled system is stable can be
ensured.

To facilitate the next controller design, the hysteretic
quantizer QðuiÞ is decomposed into the following form:

Q uið Þ = ϕi tð Þui + di tð Þ, ð14Þ

where ϕiðtÞ and diðtÞ are nonlinear functions.

Lemma 8. The nonlinear blue functions ϕiðtÞ and diðtÞ,
respectively, satisfy

1 − η ≤ ϕi tð Þ ≤ 1 + η, di tð Þj j ≤ umin: ð15Þ
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Proof. From Figure 2 and according to the sector-bound
properties, for juij ≥ umin, we have

1 − ηð Þui ≤Q uið Þ ≤ 1 + ηð Þui tð Þ: ð16Þ

For juij ≤ umin, when QðuiÞ = 0, one has

0 = ϕi tð Þui + di tð Þ: ð17Þ

Define

ϕi tð Þ =
Q uið Þ
ui

, uij j > umin

1, uij j ≤ umin

8><>: di tð Þ =
0 uij j > umin

−ui tð Þ, uij j ≤ umin

(
:

ð18Þ

Then, QðuiÞ = ϕiðtÞui + diðtÞ holds, where ϕiðtÞ and diðtÞ
satisfy (15).

2.4. Control Objective. The objective of this paper is to
develop a finite-time adaptive tracking controller uðtÞ such
that the position state q1ðtÞ and velocity state q2ðtÞ can track
the desired state q1d and q2d in finite-time, and that the
tracking error states e1ðtÞ and e2ðtÞ are finite-time bounded
with limited data communication and external disturbances.

3. Main Results

In this section, a novel finite-time orbit tracking control
strategy for formation spacecraft will be proposed. To facili-
tate the control strategy propose, the intermediate variables

R1i and R2i is defined as follows:

R1i = e1/α11i − σ1/α1
1i ,

R2i = e1/α22i − σ1/α22i , i = 1, 2, 3,
ð19Þ

where α1 = 1, 0 < α2 = 1 + τ < 1, and τ = −m/n < 0 be the
ration of an even integer m and an odd integer n. σ1i and
σ2i are the virtual controller. Under the backstepping
method framework, the control strategy develop procedure
is described as follows:

Step 1. Propose of virtual control law σ1i and σ2i.

Slop = 1 + 𝜂

Slop = 1 – 𝜂

Q (ui)

ui2 (1 + 𝜂)

ui2 (1 – 𝜂)

ui1
1 + 𝜂

ui1
1 – 𝜂

1 + 𝜂
1 – 𝜂

ui2
1 – 𝜂

ui2

ui1

ui1 ui1 1 + 𝜂
1 – 𝜂

ui2

Figure 1: Map of QðuiÞ for ui > 0.

SFF system mode (1)

Intermediate variables (19)

Virtual controllers (20), (23)

Actual controller (31)

Adaptive law (32)

Desired states (2)

Figure 2: Block diagram of the finite-time control scheme.
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Consider a Lyapunov function candidate as V1 =∑3
i=1Ð e1i

σ1i
ðs1/α1 − σ1i

1/α1Þ2−α2ds.
Design the virtual controller σ1i as follows:

σ1i = 0: ð20Þ

The derivative of V1 is obtained as follows:

_V1 = 〠
3

i=1
R1i

2−α2 _e1i = 〠
3

i=1
R1i

2−α2 e2i − σ2ið Þ + 〠
3

i=1
R1i

2−α2σ2i,

ð21Þ

and then applying Lemmas 3 to 5 yields

R1i
2−α2 e2i − σ2ið Þ ≤ R1i

2−α2 e2i − σ2ið Þ�� �� ≤ 2 R1ij j2−α2 R2ij jα2
≤ R1ij j2 + ς R2ij j2,

ð22Þ

where ς = α2ð2 − α2Þð2−α2Þ/α2 > 0 is a positive constant. The
virtual control scheme is proposed as

σ2i = −2Rα2
1i : ð23Þ

Then substituting (22) and (23) into above (21)

_V1 ≤ 〠
3

i=1
R1ij j2 + 〠

3

i=1
ς R2ij j2 + 〠

3

i=1
R1i

2−α2� �
σ2i ≤ 〠

3

i=1
R1ij j2

+ 〠
3

i=1
ς R2ij j2 − 2〠

3

i=1
R2

1i ≤ 〠
3

i=1
ς R2ij j2 − 〠

3

i=1
R2

1i:

ð24Þ

Step 2. Propose of controller ui.
Consider the Lyapunov function as follows:

V =V1 + ϖ + 1/2〠
3

i=1
~ψ2
i , ð25Þ

where 0 < α2 + τ < 1

ϖ = 〠
3

i=1

ðe2i
σ2i

s1/α2 − σ2i
1/α2

� �2−α3ds: ð26Þ

The time derivative of ϖ is derived as

_ϖ = 〠
3

i=1
R

2−α3
2i _e2i + 〠

3

i=1
2 − α3ð Þ−d σ2i

1/α2
� �
dt

ðe2i
σ2i

s1/α2 − σ2i
1/α2� �1−α3ds:

ð27Þ

Note thatðe2i
σ2i

s1/α2 − σ2i
1/α2

� �1−α3ds ≤ R2ij j1−α3 e2i − σ2ij j ≤ 21−α2 R2ij j1−τ ≤ 2 R2ij j1−τ:

ð28Þ

Based on (28), we have

2 − α3ð Þ−d σ2i
1/α2

� �
dt

ðe2i
σ2i

s1/α2 − σ2i
1/α2� �1−α3ds

≤ 2 − α3ð Þ21+α2/α2e2i R2ij j1−τ ≜ χ e2i, σ2ið Þ:
ð29Þ

Substituting (29) into the time derivative of V , it yields

_V = _V1 + _ϖ + 〠
3

i=1
~ψi~ψi ≤ 〠

3

i=1
ς R2ij j2 − 〠

3

i=1
R2

1i + 〠
3

i=1
R

2−α3
2i _e2i

+ χ e2i, σ2ið Þ + 〠
3

i=1
~ψi~ψi ≤ 〠

3

i=1
ς R2ij j2 − 〠

3

i=1
R2

1i

+ 〠
3

i=1
R

2−α3
2i R2ið Þ f i q1i, q2i, _q2dið Þ + 1

m
Q uið Þ +wið Þ

� �
+ χ e2i, σ2ið Þ − 〠

3

i=1
~ψi

_bψ i:

ð30Þ

The controller ui is designed as

ui = −
m

1 − η
R

α3
2i ℓi bψ i + 1
� �

+ f i q1i, q2i, _q2dið Þ� �
: ð31Þ

The adaptive law of bψ i is designed as

_bψ i = ℓiR
2
2i − μi bψ i, ð32Þ

where ℓi > 0 and μi > 0 are designed parameters.
Substituting (31) into (30) yields

_V ≤ 〠
3

i=1
ς R2ij j2 − 〠

3

i=1
R2

1i + 〠
3

i=1
R

2−α3
2i

� f i q1i, q2i, _q2dið Þ + 1
m

ϕi tð Þui + di tð Þ +wið Þ
� �
+ 〠

3

i=1
χ e2i, σ2ið Þ − 〠

3

i=1
~ψi

_bψ i ≤ 〠
3

i=1
ς R2ij j2

− 〠
3

i=1
R2

1i +R
2−α3
2i

1
m

di tð Þ +wið Þ
� �

− 〠
3

i=1
R2

2i ℓi bψ i + 1
� �

+ 〠
3

i=1
χ e2i, σ2ið Þ − 〠

3

i=1
~ψi

_bψ i:

ð33Þ
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Let ΩðR2iÞ =Rτ−1
2i ðςjR2ij2 +R

2−α3
2i ðð1/mÞðdiðtÞ +wiÞÞ +

χðe2i, σ2iÞÞ. Then, (33) can be rewritten as

_V ≤ −〠
3

i=1
R2

1i − 〠
3

i=1
R2

2i ℓi bψ i + 1
� �

− 〠
3

i=1
~ψi

_bψ i + 〠
3

i=1
R1−τ

2i Ω R2ið Þ:

ð34Þ

By using the approximation ability of FLSs in Lemma 5, we
have

Ω R2ið Þ = φi R2ið Þ∗Tξi + ε1: ð35Þ

For convenience, let

Ω = φ∗T
i ξi + ε1 ≤ �φ∗T

i
�ξi, ð36Þ

where φ∗T
i is the optimal fuzzy weight vector, jε1j ≤ ε∗1 , with ε∗1

being a positive constant. �φ∗T
i = ½φ∗T

i , ε∗1 � and �ξ
T
i = ½ξTi , 1�.

According to Lemmas 3 to 4, and noting that 0 < ξTi ξi ≤ 1,
one has

R1−τ
2i Ω ≤ R2ij j1−τψ1−τ2

i ≤ ℓiR
2
2iψi + Γi, ð37Þ

where ~ψi = ψi − bψ i, ψ = ð ffiffiffi
2

p k�φ∗
i kÞ

2/ð1−τÞ
, and ℓi > 0 are posi-

tive design parameters, Γi = ð1 + τ/2Þðð2/1 − τÞℓiÞ−1−τ/1+τ,
and bψ i is the estimate of the parameter ψi. Substituting (32)
and (37) into (34) yields

_V ≤ −〠
3

i=1
R2

1i − 〠
3

i=1
R2

2i ℓi bψ i + 1
� �

− 〠
3

i=1
~ψi

_bψ i + 〠
3

i=1
ℓiR

2
2iψi

+ 〠
3

i=1
Γi ≤ −〠

3

i=1
R2

1i − 〠
3

i=1
R2

2i ℓi bψ i + 1
� �

− 〠
3

i=1
~ψi ℓiR

2
2i − μi bψ i

� �
+ 〠

3

i=1
ℓiR

2
2iψi + 〠

3

i=1
Γi ≤ −〠

3

i=1
R2

1i

− 〠
3

i=1
R2

2i + 〠
3

i=1
μi~ψi bψ i + 〠

3

i=1
Γi:

ð38Þ

The main theorem of this paper is presented as follows.

Theorem 9. Consider the dynamic model of SFF described by
(1) with the hysteretic quantizer given in (14). If the controller
is designed as (31), and the adaptation law is given in (32),
then the tracking errors e1i and e2i, i = 1, 2, 3 will converge
into a region of the origin within finite-time.

Proof. Denoting �V = V1 + ϖ, one has

�V = 〠
2

j=1
〠
3

i=1

ðeji
σ ji

s1/α j − σji
1/α j

� �2−α j+1ds ≤ 2〠
3

i=1
R1ij j2−τ + 2〠

3

i=1
R2ij j2−τ:

ð39Þ

Choosing 0 < γ = 2/2 − τ < 1, and according to Lemma 3,
one then has

�Vγ ≤ 2〠
3

i=1
R1ij j2−τ + 2〠

3

i=1
R2ij j2−τ

 !γ

≤ 2〠
3

i=1
R2

1i + 2〠
3

i=1
R2

2i:

ð40Þ

According to the definition of V and �V , we can obtain

V = �V + 1
2〠

3

i=1
~ψ2
i ð41Þ

According to (38) and (39), one has

_V ≤ −
1
2V

γ + 1
2V

γ − 〠
3

i=1
R2

1i − 〠
3

i=1
R2

2i + 〠
3

i=1
μi~ψi bψ i + 〠

3

i=1
Γi

≤ −
1
2V

γ + 1
2
�Vγ + 1

2
1
2〠

3

i=1
~ψ2
i

 !γ

− 〠
3

i=1
R2

1i − 〠
3

i=1
R2

2i

+ 〠
3

i=1
μi~ψi bψ i + 〠

3

i=1
Γi ≤ −

1
2V

γ + 1
2〠

3

i=1
~ψ2
i

 !γ

+ 〠
3

i=1
μi~ψi bψ i + 〠

3

i=1
Γi:

ð42Þ

Moreover, applying Lemma 4

μi~ψi bψ i≤−μi2~ψ
2
i + μi2ψ2

i ,

1
2〠

3

i=1
~ψ2
i

 !γ

≤ 〠
3

i=1

μi
2
~ψ2
i + 〠

3

i=1
νi,

ð43Þ

where νi = ð1 − γÞðγ/μiÞγ/ð1−γÞ.

Then,

_V ≤ −
1
2V

γ + 〠
3

i=1
νi +

μi
2 ψ2

i + 〠
3

i=1
Γi ≤ −

1
2 κV

γ −
1
2 1 − κð ÞVγ

+ 〠
3

i=1
νi +

μi
2 ψ2

i + 〠
3

i=1
Γi ≤ −

1
2 κV

γ −
1
2 1 − κð ÞVγ + ϑ,

ð44Þ
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where ϑ =∑3
i=1νi + ðμi/2Þψ2

i +∑3
i=1Γi. From (44), we can

obtain that _V ≤ −12κVγ if and only if Vγ > 2ϑ/1 − κ, which
means V < 0 out the set fVγ ≤ 2ϑ/1 − κg. The required time
of reach the bounded set is Tr ≤ 2V1−γðe0Þ/κð1 − γÞ. Thus, as
the analysis in [16], we can conclude that V can reach the set
within finite time based on Definition 2. Furthermore, we
can obtain that the tracking errors e1i and e2i, i = 1, 2, 3 con-
verge into a region of the origin with finite-time.

The design procedure of the controller could be visual-
ized from the bloc diagram shown in Figure 2.

Remark 10. By employing the property 0 < ξTi ξi ≤ 1 of FLSs

[16], only one adaptation law for _bψ i is designed to proposed
the controller. Furthermore, the effects of quantization
errors and external disturbances can be eliminated by the
designed adaptation law.

Remark 11. Compared with the finite-time controllers using
the terminal sliding mode method, the finite-time controller
(31) is proposed by using the adding one power integrator
technique and backstepping approach to guarantee the
finite-time convergence and overcome the noncontinuous
and singular problem.

4. Illustrative Example

In this section, an illustrative example is shown to illustrate
the efficiency of the proposed finite-time control scheme.

The leader spacecraft and follower spacecraft mass are ml
= 1 kg and mf = 1 kg, respectively. For simplicity, the leader
spacecraft is assumed in a circular reference orbit of radius
6728 km. The input control force is limited as ui ≤ umax = 1
N , i = 1, 2, 3.

The initial relative position and velocity are q10 =
½250,−50, 0�T m and q20 = ½0, 0, 0�T m/s, respectively. The

desired relative position and relative are q1d = ½0, 0, 0�T m
and q2d = ½0, 0, 0�T m/s, respectively. The external distur-
bance is wðtÞ = ½0:01 cos ð0:5tÞ, 0:01 cos ð0:5tÞ, 0:01 cos ð
0:5tÞ�. The parameters of the finite time control scheme
(31) and the adaptation law (33) are chosen as ℓi = 0:001,
μi = 0:001, bψ ið0Þ = 0:01, i = 1, 2, 3α1 = 1, α2 = 3/5, and α3 =
1/5, and the quantization parameters are designed as ρ =
0:4, umin = 0:000001.

The tracking errors e1i and e2i, ði = 1, 2, 3Þ of the finite-
time controller (31) are shown Figures 3 and 4, respec-
tively. As observed from Figure 2, the position tracking
errors can converge to almost zero with 150 s, and the
position tracking errors is within je1ij < 0:01 m at 500 s.
The control force is given in Figure 5, which force magni-
tude is limited to 1N. Figure 6 shows the quantized con-
trol force for the finite-time controller (31). The response
curves of bψ i are shown in Figure 7. Clearly, the simulation
results verify the validity of the hysteresis quantizer and
illustrate the efficiency of the proposed finite-time control
scheme.
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Figure 3: Response curves of position tracking errors.
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Figure 5: Response curves of control force.
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Figure 7: Response curves of the adaptive parameter bψ i, i = 1, 2, 3.
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5. Conclusion

In this paper, the problem of finite-time orbit control for
SFF with limited data communication and external distur-
bances was studied. We have applied the hysteretic quantizer
to quantize the data of the controller-actuator channel to
decrease the communication rate. By combining with the
adding one power integrator method and the backstepping
technique, a finite-time adaptive controller has been devel-
oped. Under the proposed control strategy, the effects of
quantization errors and external disturbances have been
eliminated. Moreover, the finite-time stability of the con-
trolled system and bounded of tracking errors of position
and velocity within finite time are guaranteed by the devel-
oped controller. Finally, an example has been shown to illus-
trate the effectiveness of the proposed control strategy.
Future work will focus on dealing with the finite-time track-
ing control problem for SFF with actuator faults.
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This paper mainly studies the motion and control of the drag-free spacecraft system for a high-precision mission. In high-precision
missions, the influence of three-body gravitational perturbation on a drag-free spacecraft system is still lack of relevant research. To
this end, we first established a relative motion model of the test mass and the spacecraft based on multibody dynamics, and the
equations of the relative motion of the test mass and the spacecraft cavity were obtained through coordinate transformation.
The difference between the sun orbit and the Earth orbit is comparatively analyzed by a numerical solution. The influence of
gravitational forces from the Earth, the moon, and the sun on the relative motion is studied in detail. Secondly, a sliding mode
controller is designed for the high-precision mission. Finally, the performance of the controller is analyzed from the time
domain and the frequency domain. Numerical simulation results show that the controller can meet the requirements of the time
domain and the frequency domain.

1. Introduction

The concept of the drag-free spacecraft was first proposed by
Pugh in 1959 [1]. It is a method that seals the test mass in a
spacecraft cavity, which shields nongravitational interfer-
ence such as atmospheric resistance and solar radiation
pressure, then continuously controls the spacecraft by a
microthruster to implement the feed-forward compensation
of interference, so that the spacecraft runs in purely gravita-
tional orbit. Because of the high accuracy and high stability
of drag-free spacecrafts, they are considered to be used for
space science mission.

At present, there are many achievements in the research
on the dynamics model of the drag-free spacecraft, but the
related research mainly focuses on different mission back-
grounds. Lange et al. [2–4] has made great contributions to
the development of drag-free spacecrafts. In [2], the motion
of the spherical test mass relative to the spacecraft body in
low Earth orbit was researched; the relative motion equa-
tions of the spacecraft body and the test mass can be
obtained by the vector difference between the motion equa-

tions. Reference [4] studies the interference cancellation of
spin spacecrafts. Wiegand et al. [5] analyzed the stability of
the test mass’s motion by using Mathieu differential equa-
tions and verified the applicability of the method by numer-
ical simulation. Theil et al. [6–8] established a drag-free
spacecraft dynamic model from the standpoint of the drag-
free control. Reference [6] studied the relative linearization
dynamics of the test mass and the spacecraft. By considering
the uncertainty of the system, the model can be used to solve
a type of drag-free spacecraft mission with nonspherical test
mass. Canuto et al. [9–12] studied the dynamics of GOCE
spacecrafts in the accelerometer mode based on the embed-
ded model theory. In the LISA Pathfinder mission, the
accelerometer mode and displacement mode are adopted
simultaneously. Fichter et al.[13–15] and Wu and Fertin
[16, 17] studied the dynamics of drag-free spacecrafts with
15 degrees of freedom, respectively.

The interference of drag-free spacecraft is mainly
divided into three sources [18]: (1) The interference acts
on the spacecraft body, such as sunlight pressure and atmo-
spheric resistance. (2) The interference acts on the test mass,
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such as residual gas damping, thermal radiation pressure,
and electrostatic force. (3) The coupling interference
between the spacecraft body and the test mass, such as grav-
ity gradient from the sun/moon and capacitance gradient. In
addition, interference will also be introduced in the TM
release process. Lian et al. [19] analyzed the impact of the
release process of the test mass and gave a capture controller
design method.

Drag-free control is one of the core technologies of drag-
free spacecraft. Chapman et al. [20] designed a PID control-
ler for the Spacecraft Test of the Equivalence Principle
(STEP) mission and designed the rotation and translation
control laws as multiple single-input single-output (SISO)
loops. Shi [21] designed a hybrid H2/H∞ controller for a
drag-free spacecraft in displacement mode and verified the
controller’s excellent robustness through simulation. Fran-
cesco [22] used the quantitative feedback theory to solve
the problem of drag-free and attitude control of LISA space-
crafts in his dissertation. Li [23] introduced a nonsmooth
optimization tool to handle the parameters of the embedded
model controller in his research. Lian et al. [24] proposed a
frequency separation control for drag-free spacecraft with
frequency domain constraints.

However, the above research mainly focuses on drag-free
spacecraft in low Earth orbit, but it is less research on orbit
around the sun/high Earth orbit. In addition, current
research pays more attention to the influence of nonconser-
vative forces, while less consideration is given to the influ-
ence of the three-body gravitational perturbation such as
the sun and the moon. In this paper, the kinetic characteris-
tic and high-precision control of the drag-free spacecraft are
studied. The main contributions include the following:

(1) The difference between the relative motion of the
drag-free spacecraft on the orbit around the sun and
the orbit around the Earth is comparatively studied

(2) Considering that there are few studies on the influence
characteristics of the sun-moon gravitational pertur-
bation for the drag-free spacecraft of the Earth orbit,
this paper analyses in detail the influence of the
Earth-sun-moon and designs the controller to over-
come the Earth-sun-moon gravitational perturbation

Based on the above analysis, the research on the relative
motion of traditional drag-free spacecrafts is mainly focused
on low Earth orbit and Solar orbit, while the research on the
relative motion of high Earth orbit for gravitational wave
detection is lacking. In this paper, the relative motion and
control of a drag-free spacecraft system under the gravita-
tional fields of the Earth, moon, and sun are studied with
the background of gravitational wave detection in the geo-
centric very high orbit.

2. The Relative Motion Equation

2.1. Reference Coordinate System. The two test masses are
assumed to be mass points; the attitude motion of test
masses is not considered in this paper accordingly. To clarify

the problems clearly, some reference frames are presented
as follows.

(1) Earth-centered inertial (ECI): the origin is located at
the Earth’s mass center E, the x-axis points to the
mean equinox J2000, the z-axis is along the direction
the Earth’s mass center to the Earth’s north pole, and
the y-axis forms a right-handed triad as shown in
Figure 1

(2) Spacecraft-centered orbit (SCO): the origin is located
at the spacecraft’s mass center O, the z-axis is along
the direction the Earth’s mass center to the space-
craft’s mass center, the x-axis is perpendicular to
the z-axis in the orbit plane and coincides with the
direction of the velocity, and the y-axis forms a
right-handed triad

(3) The spacecraft cavity coordinate system: the origin is
the cavity’s center Oi, the xi-axis is the sensitive axis
along the line of sight, the zi-axis is the vertical sen-
sitive axis in the orbital plane, and the yi-axis is the
normal direction of the orbital plane

2.2. The Relative Motion Dynamics. Merely considering the
effect of gravity of the Earth on the motion of the spacecraft,
the motion equation of the spacecraft mass center and the
test masses in the ECI coordinate system is as follows:

€r = −
μe
r3
r, ð1Þ

where μ∈ is a standard gravitational parameter and r is the
position vectors from the Earth’s mass center to the space-
craft mass center.

If the influence of lunar gravity is also considered, the
equation of motion of the spacecraft body is

€r = −
μe
r3
r − μmo

d3mo−e
dmo‐e −

μmo
d3mo‐sc

dmo‐sc, ð2Þ

where μmo is a standard gravitational parameter of the
moon. dmo−e and dmo−sc are the position vectors from the
moon’s mass center to the Earth’s mass center and the
spacecraft mass center, respectively.

Similarly, the motion equation of the test mass 1 (TM1)
and the test mass 2 (TM2) in the ECI coordinate system are

€r1 = −
μe
r31
r1 −

μmo
d3mo−e

dmo‐e −
μmo

d3mo‐tm1
dmo‐tm1, ð3Þ

€r2 = −
μe
r32
r2 −

μmo
d3mo−e

dmo‐e −
μmo

d3mo‐tm2
dmo‐tm2, ð4Þ

where r1 and r2 are the position vectors from the Earth’s
mass center to TM1 and TM2, respectively. dmo−tmi is the
position vectors from the moon’s mass center to the ith
test mass.
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The position vectors of TM1 and TM2 relative to space-
craft’s mass center O are

ρ3 = r1 − r, ρ4 = r2 − r: ð5Þ

As can be seen from Figure 1, the position vector of the
test masses relative to the mass center of the spacecraft cav-
ity can be expressed as

ρ5 = ρ3‐ρ1, ρ6 = ρ4‐ρ2: ð6Þ

Differentiating Equation (5), substituting Equations (3)
and (4) into it, and considering the influence of solar gravi-
tation lead to

€ρ3 = −μe
r1
r31

−
r
r3

� �
− μmo

dmo‐tm1
d3mo‐tm1

−
dmo‐sc
d3mo‐sc

� �
− μs

ds‐tm1
d3s‐tm1

−
ds‐sc
d3s‐sc

� �
,

€ρ4 = −μe
r2
r32

−
r
r3

� �
− μmo

dmo‐tm2
d3mo‐tm2

−
dmo‐sc
d3mo‐sc

� �
− μs

ds‐tm2
d3s‐tm2

−
ds‐sc
d3s‐sc

� �
,

8>>><
>>>:

ð7Þ

where μs is a standard gravitational parameter of the sun.
ds−sc and ds−tmi are the position vectors from the Solar’s
mass center to the spacecraft’s mass center and the ith test
mass, respectively.

According to Equation (7), the influence of the moon
and the sun for the relative motion are

αmoon = −μmo
dmo‐tmi
d3mo‐tmi

−
dmo‐sc
d3mo‐sc

� �
, asun = −μs

ds‐tmi
d3s‐tmi

−
ds‐sc
d3s‐sc

� �
:

ð8Þ

In SCO, we have

r = 00r½ �T , ρ1 = xs1 ys1 zs1½ �T , ρ2 = xs2 ys2 zs2½ �T ,
r1 = xs1 ys1 r + zs1½ �T , r2 = xs2 ys2 r + zs2½ �T ,

ð9Þ

where r = ð1 − e2Þ/ð1 + e cos vÞ, a is the spacecraft’s semima-
jor axes, e is an eccentricity of the orbit, v is a true anomaly.
ρ1 and ρ2 are the position coordinates of TM1 and TM2 in
SCO, respectively.

The equation of motion for test masses relative to the
spacecraft’s mass center in SCO can be expressed as

δ2ρi
δt2

+ 2ϖECI
SCO × δρi

δt
+ϖECI

SCO × ϖECI
SCO × ρi

� �
+ _ϖECI

SCO × ρi

= −μe
ri
r3i

−
r
r3

� �
− μmo

dmo‐tmi
d3mo‐tmi

−
dmo‐sc
d3mo‐sc

� �

− μs
ds‐tmi
d3s‐tmi

−
ds‐sc
d3s‐sc

� �
,

ð10Þ
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Figure 1: The relative motion between the test masses and the drag-free spacecraft.

Table 1: The parameters of the sun orbit and Earth orbit [25].

Orbit parameters Sun orbit Earth orbit

Semimajor axis a (km) 149597870.700 99995.5723

Eccentricity e 0.009648 0.00043

Orbit inclination i (°) 0.9529 74.5362

RAAN Ω (°) 348.16 211.6003

Argument of perigee w (°) 270 346.5528

True anomaly f (°) 180 61.3296
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where ri =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2si + y2si + ðr + zsiÞ2

q
, i = 1, 2. ϖECI

SCO and ϖECI
SCO are

the angular velocity vector and the angular acceleration vec-
tor of the SCO with respect to the ECI, respectively.

And,

ϖECI
SCO = 0 ω 0½ �T , _ϖECI

SCO = 0 _ω 0½ �T , ð11Þ

where ω =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðμeð1 + e cos f ÞÞ/r3p

, _ω = −ð2μee sin f Þ/r3.
Substituting Equations (9) and (11) into Equation (10)

leads to

where ds‐tmi =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðSx − xsiÞ2 + ðSy − ysiÞ2 + ðSz − zsiÞ2

q
, i = 1, 2.

½Sx, Sy, Sz�T and ½Mox,Moy,Moz�T are the position coordi-
nates of sun and moon in SCO, respectively. Equation (12)
is the equation of motion for the ith test mass relative to
the spacecraft’s center of mass under the action of the
Earth-moon-sun gravitation system.

The relative motion equation of the test mass and the
cavity center in the spacecraft cavity coordinate system is
as follows:

xi

yi

zi

2
664

3
775 =

cos θy 0 −sin θy

0 1 0
sin θy 0 cos θy

2
664

3
775

xsi −Oix

ysi −Oiy

zsi −Oiz

2
664

3
775, ð13Þ

where θy is the rotation angle of the SCO around the y-axis

to the spacecraft cavity coordinate system, and Oi =
½Oix ,Oiy,Oiz�T is the position coordinates from the space-
craft’s mass center to the cavity’s center.

3. The Relative Motion Analysis

In order to comparative study the relative motion between
the spacecraft cavity and test masses in the sun orbit and
the Earth orbit, the two orbit parameters are given here, as
shown in Table 1.

Since the two test masses’ analysis methods are similar,
only the relative motion relation of TM1 is considered here.
Let the coordinates of the cavity center relative to the center
of the spacecraft’s mass in the spacecraft orbital coordinate
system be (0.3m, 0, 0). Assuming that the initial motion
state of TM1 in the cavity coordinate system is (0, 0, 0, 0,
0, 0), the motion of the TM1 under sun orbit and Earth orbit
relative to the center of the cavity is shown in Figure 2. The
simulation starts on January 1, 2034.

As can be seen from Figure 2(a), the maximum displace-
ment of the TM1 relative to the center of the cavity in the

sensitive axis in sun orbit within a year is about 2.9mm,
and the relative motion in the nonsensitive axis is about
5mm. In Figure 2(b), the relative motion displacement of
the sensitive axis in Earth orbit is about 500mm (Assuming
the cavity size is large enough), while the relative motion dis-
placement of the non-sensitive axis is about 900mm.
According to Figure 2, the test mass in the Earth orbit is sig-
nificantly affected by the gravitational gradient of celestial
bodies, while the motion in the sun orbit is relatively small.
Therefore, for gravitational wave detection spacecrafts in
Earth orbit, it is necessary to focus on the analysis of the
effect of celestial gravity gradient on relative motion, so as
to avoid the collision between test mass and cavity.

This study focuses on gravitational wave detectors in the
Earth orbit, which are mainly subject to the gravity gradient
of the Earth, moon and sun. The influence of the above three
celestial bodies on the displacement and acceleration of the
test mass relative to the center of the cavity are analyzed in
detail, as shown in Figures 3–5.

It can be seen from Figure 3(a) that the relative displace-
ment between the test mass and the center of the cavity in
the sensitive axis caused by the gravitational gradient of
the Earth-sun system is greater than other systems. The
relative displacement caused by the gravitational gradient
of the Earth-moon-sun system is smaller than that of the
Earth-sun system, which may be due to the damping effect
of the moon’s gravity. Figure 3(b) shows the relative acceler-
ation effects of the Earth, moon, and sun in the sensitive axis.
It can be seen from the figure that the gravity gradient of the
Earth is the main influencing factor of the relative motion in
the sensitive axis, and its magnitude is 10-11m/s2. The grav-
itational gradient of the sun fluctuates greatly, which makes
the displacement of relative motion change greatly. The
influence magnitude of the moon’s gravitational gradient
in the sensitive axis is 10-14m/s2. Figure 5 shows the relative
motion effects of the gravitational gradient of the Earth-
moon-sun system on the direction of the vertically sensitive
axis in the orbital plane. As can be seen from Figure 5, the

€xsi + 2n _zsi − n2xsi + _nzsi = −
μe
r3i
xsi −

μs
d3s‐tmi

xsi − Sxð Þ − μs
d3s‐sc

Sx −
μmo

d3mo‐tmi
xsi −Moxð Þ − μmo

d3mo‐sc
Mox,

€ysi = −
μe
r3i
ysi −

μs
d3s‐tmi

ysi − Sy
� �

−
μs
d3s‐sc

Sy −
μmo

d3mo‐tmi
ysi −Moy
� �

−
μmo
d3mo‐sc

Moy,

€zsi − 2n _xsi − n2zsi − _nxsi = −
μe
r3i

r + zsið Þ − μs
d3s‐tmi

zsi − Szð Þ + μs
d3s‐sc

r − Szð Þ − μmo

d3mo‐tmi
zsi −Mozð Þ + μmo

d3mo‐sc
r −Mozð Þ,

8>>>>>>><
>>>>>>>:

ð12Þ

4 International Journal of Aerospace Engineering



influence of each system on the relative displacement is sim-
ilar to the sensitive axis.

In Figure 4(a), the relative displacement caused by the
Earth-moon-sun system in the normal direction is greater
than that caused by other systems, while the relative dis-
placement of the Earth-moon system in the normal direc-

tion is greater than that caused by the Earth-sun system.
Figure 4(b) shows that the relative acceleration caused by
the Earth’s gravitational gradient in the normal direction is
0, which is because the normal direction has no weight in
the initial state. And the normal direction is decoupled from
the orbital plane, so the relative acceleration in the normal
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Figure 2: The relative displacement of the sun orbit and Earth orbit.
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direction is 0. In the normal direction, the influence magni-
tude of the moon’s gravitational gradient is 10-15m/s2, while
the sun is 10-16m/s2. Therefore, the gravitational gradient of
the moon dominates in the normal direction, and the influ-

ence of the gravitational gradient of the sun still needs to be
considered.

A comparative analysis of the gravity gradient of the
Earth system, the Earth-moon system, and the Earth-sun
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system shows that in gravitational wave detection space-
crafts of similar heights, the effects of the Earth, the moon,
and the sun on the motion of the relative cavity center of
the mass need to be considered simultaneously.

Therefore, the influence of the Earth, the moon, and the
sun on the relative motion of the test mass and the cavity

center should be considered simultaneously in the gravita-
tional wave detection spacecrafts at similar heights.

In the above analysis, it is assumed that the cavity size is
large enough, while the actual cavity size is limited. There-
fore, the movement of the test mass must be controlled to
avoid collision with the cavity. Here, we study the
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gravitational wave detector with two test masses, so the
movement relationship between the two test masses and
the cavity should be considered simultaneously when
designing the control strategy. Figure 2(b) shows the relative

motion of TM1, and the relative motion of TM2 will be ana-
lyzed here. Let the position of the cavity center with TM2 in
the SCO be (-0.3m, 0, 0) and the initial motion state of TM2
in the cavity coordinate system be (0, 0, 0, 0, 0, 0, 0). The
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movement of TM2 relative to the cavity center is shown in
Figure 6.

In Figures 2(b) and 6, the red line represents the relative
motion on the sensitive axis, the blue dotted line represents
the relative motion in the normal direction, and the green
chain-dotted line represents the relative motion in the direc-
tion of the perpendicular sensitive axis in the orbital plane.

On the sensitive axis, the relative motion direction of TM1
and TM2 changes from negative to positive with time. On
the vertical direction of the sensitive axis, the relative motion
direction of TM1 changes from negative to positive with
time, while TM2 changes from positive to negative with
time.

4. Relative Motion Control

4.1. Sliding Mode Controller Design. In order to avoid the
collision between the test mass and the cavity, the following
two control strategies can be adopted:

(i) Strategy 1 [24]: displacement mode+acceleration
mode: the changes of TM1 and TM2 in the direction
of the sensitive axis can first decompose the force to
the coordinate axis and then offset by the micro
thrusters. The change of nonsensitive axis direction
can be controlled by the electrostatic controller alone
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Figure 6: The movement of TM2 relative to the cavity center.

Relative motion

Sliding mode
controller Electrostatic actuator

Capacitive sensor
Displacement

Force Measurement noise

Random noise

Figure 7: The structure of the control system.

Table 2: The control requirement.

Parameter Requirement

x1 10-12mHz-1/2@0.1mHz-1Hz

y1, z1 10-9mHz-1/2@0.1mHz-1Hz

ax1 10-15 ;ms-2 Hz-1/2@0.1mHz-1Hz

ay1, az1 10-13ms-2·Hz-1/2@0.1mHz-1Hz

Relative displacement deviation 5mm
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(ii) Strategy 2: acceleration mode: the change of the sensi-
tive axis and nonsensitive axis directions of TM1 and
TM2 are all controlled by the electrostatic controller

In Strategy 1, displacement mode is adopted in the sen-
sitive axis. Compared with Strategy 2, the control accuracy
is higher, and the control force can avoid interference of
the test mass in the direction of the sensitive axis. However,
this method makes TM1 and TM2 mutually coupled, and
the control force is relatively complex. In Strategy 2, each
axis is controlled by electrostatic force, which can realize
the decoupling of TM1 and TM2 controls, but the electro-
static force will introduce the negative stiffness effect. If the
interference introduced in Strategy 2 is lower than the
requirement, Strategy 2 can still be adopted.

The actuator of Strategy 2 is the capacitive plate, which
directly acts on the test mass, so as to realize the decoupling
of TM1 and TM2 controls and simplify the controller design
process. Therefore, the sliding mode controller is designed for
the relative motion control between the test mass and the cav-
ity. Sliding mode control has the characteristics of fast response
speed and insensitivity to parameter change and disturbance.
The structure of the control system can be seen in Figure 7.

In the design of the controller, Equation (12) is first
written as a form of state space, as follows:

_x tð Þ = f xi, yi, zi, tð Þ + Bu,
y tð Þ = Cx tð Þ,

(
ð14Þ

where xðtÞ = ½ _xi, _yi, _zi�T , fðxi, yi, zi, tÞ is a nonlinear function,
B and C are the coefficient matrix, and u is the control input.

We define the sliding mode function:

s tð Þ = ceε + _eε, ð15Þ

where c > 0 and eε and _eε are error and error derivative,
respectively.

Let

eε tð Þ = xd − x, _eε = _xd − _x, ð16Þ

where xd is an expected position.
In order to prove the stability of the controller, the

Lyapunov function is defined as follows:

Ly =
1
2 s

2: ð17Þ

Differentiating Equations (15) and (17), we get

_s = c _eε + €xd − f xi, yi, zi, tð Þ − Bu, ð18Þ

_Ly = s_s: ð19Þ
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Figure 8: The control effect of relative motion in the time domain.
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We use the exponential reaching law; then, the control
law is

u = 1
B c_eε + xd − f xi, yi, zi, tð Þ + ks + ηsat sð Þ½ �, ð20Þ

where

sat sð Þ =
sgn sð Þ, s ≥ ϕ,

s
f , s < ϕ:

8<
: ð21Þ

Substituting Equations (18) and (20) in Equation (19) gives

_Ly = s c _eε + €xd − f xi, yi, zi, tð Þ − c _eε − €xd + f xi, yi, zi, tð Þ − ks − ηsat sð Þð Þ
= −ks2 − η sj j ≤ 0:

ð22Þ

According to the LaSalle invariance principle, the closed-
loop controller is asymptotically stable.

4.2. Performance Analysis of the Controller. The control
analysis of TM1 is given, and the control analysis of TM2
is similar to that of TM1. This section studies the control
of test mass relative to the cavity under the gravitational gra-
dient of the Earth-moon-sun system when the geocentric
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Figure 9: The displacement accuracy and residual acceleration accuracy of the relative motion on x1.
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gravitational wave detector is operating in scientific mode. The
control requirement can be given as shown in Table 2 [26].

In the scientific model, the initial state parameters of
TM1 is (0, 0, 0, 0, 0, 0), and the starting time of simulation
is January 1, 2034. With the controller designed by Equation
(20), the control effect of the relative motion between TM1
and cavity in the time domain can be obtained, as shown
in Figure 8.

By comparing Figures 2(b) and 8, it can be seen that the
relative motion between the TM1 and the cavity after control
is significantly reduced, and the relative displacement of three
axes are in the magnitude of 10-9m, 10-10m, and 10-9m,

respectively. These results meet the requirements of Table 2
and have the margins of several orders of magnitude.
Therefore, the sliding mode controller can realize the
high-precision control of drag-free spacecraft and has cer-
tain robustness.

In scientific mode, in order to avoid the interference of
the controller on sensitive axis and nonsensitive axis to flood
the gravitational wave detection signal, the control effect of
the controller in the frequency domain is given here.
Figures 9–11, respectively, show the displacement accuracy
and residual acceleration accuracy of the relative motion in
the frequency domain.
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In Figures 9–11, Requirement denotes the control index
from Table 2. The blue line represents the power spectral
density (PSD) of relative displacement when the control
force is applied in Figures 9(a)–11(a). It can be seen from
Figure 9(a) that the accuracy of the relative displacement
between the TM1 and the cavity does not meet the require-
ments in the detection frequency band when the control
force of the sensitive axis is not applied. The slight constraint
violation within 0.1mHz–2mHz may be caused by the
negative stiffness of electrostatic force. In other frequency
bands, the requirements are fully met. Considering that
0.1mHz–2mHz basically meets the requirements, this

violation can be tolerated. The figure in frequency band
0.025Hz−1Hz is not shown here, because the large interfer-
ence is generally reflected in the low-frequency band. In
Figure 9(b), the accuracy of residual acceleration in the
direction of the sensitive axis is lower than required, and
there is a certain margin. This result shows that the sliding
mode controller not only achieves robustness in the time
domain but also has a robustness to the frequency domain
control results.

It can be seen from Figures 10 and 11 that the relative
displacement accuracy and residual acceleration accuracy
of the nonsensitive axis both meet the requirements and
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have a certain margin. Therefore, the controller meets the
requirements of the frequency domain. In addition, compar-
ing the frequency domain control results of the relative
acceleration on the three axes, it can be seen that the
acceleration PSD margin of the sliding mode controller in
the z-axis direction is greater than that of the other two axes,
which is consistent with the position PSD results.

5. Conclusions

In this paper, the relative motion and control of a drag-free
spacecraft system under the gravitational fields of the Earth,
moon, and sun are studied for a high-precision mission. The
relative motion between the test mass and the spacecraft
cavity is analyzed by multibody dynamics, numerical solution,
and coordinate transformation. Through the comparative
study on the relative motion of the sun orbit and Earth orbit,
it was found that under pure gravity, the relative motion of
the LISA spacecraft on the sensitive axis was relatively small,
and the collision between the test mass and the cavity on the
sensitive axis would not occur. However, the relative motion
of the Earth orbit drag-free spacecraft on the sensitive axis is
relatively large, which will cause a collision if no control is
applied. By decomposing the effects of different gravitational
fields, the influence of the gravitational gradient of the Earth,
moon, and sun in the Earth orbit is studied. It is found that
the Earth has the greatest influence on relative motion in the
orbital plane, while the moon has the greatest influence on
relative motion in the normal direction. Finally, a sliding
mode controller is designed to verify one of the control
strategies in combination with the background of the high-
precision mission. The simulation results show that the
controller can meet the requirements of the time domain
and frequency domain.
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In order to achieve the attitude maneuver performance of the noncontact close-proximity formation satellite architecture, this
paper presents a compound control strategy with variable-parameter sliding mode control and disturbance observer-based
feedforward compensation. Firstly, the variable-parameter sliding mode control is proposed to guarantee the attitude maneuver
performance of the payload module. Secondly, the collision avoiding control with disturbance observer-based feedforward
compensation is proposed to guarantee the synchronization of the two separated modules within the small air clearance
constraint of the noncontact Lorentz actuator. Finally, a physical air-floating platform is established to verify the effectiveness
of the proposed approach.

1. Introduction

With the development of the space camera technology, high-
resolution imaging under attitude maneuver has been
focused on recently [1–3]. However, the imaging results
could be declined seriously by the huge flexible solar array
and the vibration-generating devices [4–6]. For example,
the huge flexible solar array could induce pointing over-
shoot, the high-frequent vibration could induce the imaging
blurring, and the low-frequent vibration could induce the
imaging warping [7, 8].

The active, passive, and integral active-passive vibration
isolations have been proposed to suppress the transmission
of the above-mentioned disturbance. Nevertheless, due to
their respective limitations, the impact of the above-
mentioned disturbance on the control performance cannot
fundamentally be rejected [9–12].

A noncontact close-proximity formation satellite con-
cept has been proposed to separate the conventional
integrative-contact satellite into an ultraquiet payload mod-
ule and a service module by noncontact Lorentz actuator
[13]. A ground test system with a single rotation degree of
freedom (1R-DOF) and two translation degrees of freedom
(2T-DOF) by using planar air-bearing technology has been
proposed to conduct several experiments, indicating that
the isolation performance is improved by two orders of mag-
nitude and not limited by sensor characteristics [14]. How-
ever, it is insufficient to verify the multidynamics coupling
problem of the noncontact close-proximity formation satel-
lite architecture. The three-axis coupling dynamic model of
the noncontact close-proximity formation satellite has been
conducted by Newton-Euler approach, indicating that the
current driving accuracy of the noncontact Lorentz actuator
plays the most important role in the whole architecture
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control [15–17]. The optimization approaches based on
multiphysical fields have been proposed to resolve the con-
tradiction between the high power and low ripple, leading
to a resolution with ppm within its air clearance [18]. By tak-
ing the advantages of the noncontact Lorentz actuator, the
advanced control algorithms, such as twistor-based synchro-
nous sliding model control, and model predictive control,
have been proposed to guarantee a good performance of the
stability control. The development of the noncontact close-
proximity formation satellite has been greatly promoted
through the above-mentioned researches [19–24]. Also, due
to the advantage of the noncontact close-proximity formation
satellite, the payload module can be considered the conven-
tional satellite and there are many related researches on con-
troller design [25, 26]. It can be easily found that the recent
literatures mainly focus on the theory and simulation analysis
to improve the stability control performance of the noncontact
close-proximity formation satellite.

In view of the application, the noncontact architecture
design demonstrates not only the structure separating but
also inertia tensor separating, indicating that the attitude
maneuver operation can be realized through two-echelon
stratification. However, it is more difficult than stability con-
trol due to its close-proximity formation characteristics. The
whole attitude maneuver control should be designed care-
fully within small air clearance of the noncontact Lorentz
actuator. Otherwise, the separated payload module and ser-
vice module could be collided. The collision may damage
the actuators and the precision instruments of the noncon-
tact close-proximity formation satellite. Therefore, in order
to realize the attitude maneuver performance, it is necessary
to study the collision avoidance control.

A compound control with variable-parameter sliding
mode control and disturbance observer-based feedforward
compensation has been proposed to realize both the attitude
maneuver performance and the synchronization of the two
separated modules in this paper. Meanwhile, a physical air-
floating platform with 3R-DOF and 2T-DOF is established
to verify the effectiveness of the proposed approach. The
main contributions of this paper can be outlined as follows:

(1) Compared with the previous researches on the non-
contact close-proximity formation satellite in
[19–24], this paper extends its advantage into the
attitude maneuver operation by using compound
control strategy

(2) Compared with the 1R-DOF ground test system
established in [14], the physical air-floating platform
with full 3R-DOF can effectively verify the overall
performance of the noncontact close-proximity for-
mation satellite with multidynamics

The rest of this article is organized as follows. The
dynamic modeling of the noncontact close-proximity for-
mation satellite is given in Section 2. And the compound
controller design is introduced in Section 3. Section 4 details
the physical air-floating platform and the experimental ver-
ification results of the proposed approach. Finally, Section
5 exhibits the conclusions of the whole paper.

2. Dynamic Modeling

In this section, the noncontact close-proximity formation
satellite architecture is introduced, and the dynamic model-
ling is established by using Newton-Euler approach.

2.1. Hierarchical Architecture. The noncontact close-
proximity formation satellite is divided the structure into
an ultraquiet payload module and a service module by non-
contact Lorentz actuator, as shown in Figure 1.

The payload module is used to install the ultraquiet
devices, such as the star sensor and the coil component of
the noncontact Lorentz actuator. Since the huge flexible
solar panel and the vibration-generating devices are not
equipped within the payload module, it can be regarded as
a rigid body. The service module is used to install the control
moment gyroscope, thruster, solar panel, and the permanent
magnet component of the noncontact Lorentz actuator.
Meanwhile, the wireless communication and the power sup-
ply is becoming more mature and reliable gradually, suggest-
ing that the wireless technologies can be adopted to avoid
the issues due to the cables [27, 28].

The noncontact Lorentz actuator is a magnetic levitation
actuator which is driven by the current with linear force out-
put. Compared with the control moment gyroscope, the
accuracy of the noncontact Lorentz actuator is more precise
without unbalanced vibration [29].

2.2. Payload Module Dynamics. According to the angular
momentum theorem, the attitude dynamics of the payload
module has the following expression:

Jp _ωp + ωp × Jpωp

� �
= Tcp + Tdp, ð1Þ

where ωp represents the angular velocity vector of the pay-
load module; Jp represents the inertia tensor of the payload
module; Tcp represents the control torque by the noncontact
Lorentz actuators; and Tcp represents the sum of the external
disturbance torque to the payload module.

The attitude kinematics of the payload module is estab-
lished based on the quaternion method, as shown in the fol-
lowing expression:

_q =

_q0

_q1

_q2

_q3

2
666664

3
777775 =

1
2

0 −ωpx −ωpy −ωpz

ωpx 0 ωpz −ωpy

ωpy −ωpz 0 ωpz

ωpz ωpy −ωpx 0

2
666664

3
777775

q0

q1

q2

q3

2
666664

3
777775: ð2Þ

In matrix form,

_q0 = −
1
2
qTωp,

_q =
1
2

q× + q0I3×3ð Þωp,

8>><
>>: ð3Þ
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where q× ∈ℝ3×3 is the vector cross-product operator of a
skew-symmetric matrix:

q× =

0 −q3 q2

q3 0 −q1
−q2 q1 0

2
664

3
775: ð4Þ

In this paper, the controller design will be based on the
state error. Therefore, defining the desired attitude quater-
nion qt = ½qt0 qt�T = ½qt0 qt1 qt2 qt3�T and the desired attitude
angular velocity ωpt = ½ωptx ωpty ωptz�T. The error attitude

quaternion qe = ½qe0 qe�T = ½qe0 qe1 qe2 qe3�T and the error
angular velocity ωpe = ½ωpex ωpey ωpez�T can be solved by the
following expression:

qe = q∗t ⊗ q,

ωpe = ωp − ωpt ,

(
ð5Þ

where q∗t = ½qt0 − qt�T represents the conjugate quaternion
and the symbol “ ⊗ ” represents the multiplication of
quaternions.

2.3. Service Module Dynamics. The control moment gyro-
scope, flexible solar panel, and other parts with large vibration
are installed in the service module; the attitude dynamics of
the service module has the following expression:

_hs + ω×
s hs +Ca1€qa1 +Ca2€qa2 = Tcs + Tds + Tps, ð6Þ

where hs = Jsωs + hc represents the total angular momentum
of the service module; Js represents the inertia tensor of the
service module; ωs represents the angular velocity vector of
the service module; hc represents the angular momentum of
the control moment gyroscopes mounted on the service mod-
ule; ωs represents the angular velocity vector; Cai and qai
(i = 1, 2) represent the coupling matrix and modes of the solar
panels, as shown in Equations (7) and (8); Tcs represents the
control torque of the control moment gyroscopes; Tns repre-
sents the sum of the external disturbance torque to the service
module; and Tps represents the reaction torque of the noncon-

tact Lorentz actuators to the service module, as shown in
Equation (9).

€qa1 + 2ζΛa _qa1 +Λ2
aqa1 + CT

a1 _ωb = 0, ð7Þ

€qa2 + 2ζΛa _qa2 +Λ2
aqa2 +CT

a2 _ωb = 0, ð8Þ
where ζ represents the damping coefficient of the solar panels
andΛa represents the modal frequency of the diagonal matrix.

Tps = −CT
spTcp, ð9Þ

where Csp represents the coordinate transformation matrix of
the service module relative to the payload module.

Defining the angular velocity of the service module rela-
tive to the payload module as ωsp, thus, the following rela-
tionship has the following expression:

ωsp = ωs − CT
spωp: ð10Þ

According to Equations (1) and (6), the relative attitude
dynamics equation of the two modules can be obtained by
derivative of the above equation:

_ωsp = J‐1s Tcs + Tds + Tps −Ca1€qa1 −Ca2€qa2
� �

− J‐1s ω×
s Jsωs + hcð Þ + ωsp × CT

spωp

� �
−CT

spJ
‐1
p Tcp + Tdp −ωp × Jpωp

� �� �
:

ð11Þ

3. Compound Controller Design

In this section, the attitude maneuver operation of the pay-
load module with variable-parameter sliding mode control
and the collision avoiding of the service module with distur-
bance observer-based feedforward compensation is pro-
posed to realize both the attitude maneuver performance
and the synchronization of the two separated modules.

3.1. Block Diagram. The block diagram of the compound
attitude maneuver and collision avoiding control for non-
contact close-proximity formation satellite control system
is shown in Figure 2. There are two control loops, including
the active control of the payload module and the cooperative

Payload
moduleStar tracker

Solar panel

Non-contact
Lorentz actuator

Service
module

Control moment
gyroscope

Vibration Sources
Control moment gyroscope
Thruster
Solar panel
Gas consumption

Figure 1: Hierarchical architecture.
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control of the service module. The variable-parameter slid-
ing mode control algorithm is adopted to guarantee the
active attitude maneuver control for payload module, while
the disturbance observer-based feedforward compensation
is adopted to guarantee the cooperative synchronization
for service module within the small air clearance constraint.

3.2. Attitude Maneuver Control of Payload Module. The pay-
load module could be affected by external interference. In
order to improve the robustness of the system, the article

adopts the variable-parameter sliding mode control to
design the active attitude maneuver control for payload
module. And the sliding mode control is based on the expo-
nential reaching law [28–32].

Defining the sliding surface as follows:

s = kpqe + ωpe, ð12Þ

where kp represents the three-dimensional diagonal matrix
and its elements are positive real numbers.

Command of payload
attitude Non-contact Lorentz actuators Paylaod module

kinematics
Payload module

dynamics
Segmental sliding mode

control

Attitude measurement for payload
module

Relative attitude between payload
module and service module

Control moment gyroscopes Service module
kinematics

Service module
dynamics

Cooperative control
with feed forward

compensation

Command of service
attitude

Disturbance observer

Figure 2: Block diagram of noncontact close-proximity formation satellite control system.
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Figure 3: Schematic diagram of test system.
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According to the exponential approach law, the follow-
ing equation has the following expression:

_s = −εs − λsat sð Þ: ð13Þ

Both ε and λ are the three-dimensional diagonal
matrixes, whose elements are positive real numbers.

Combining the dynamics and kinematics models of the
payload module, the attitude maneuver control law of the
payload module has the following expression:

Tcp =
1
2
Jpkp qe

× + qe0Ið Þωpe + ωpe
× Jpωpe

� �
+ εs + λsat sð Þ:

ð14Þ

In order to realize the attitude maneuver control of the
payload module, the idea of the variable-parameter control
is adopted, and different control parameters kp and ε are
selected for the different attitude angle errors. As the attitude
angle increases, the parameters will increase accordingly to
achieve the purpose of quickly tracking large-angle attitude
errors during maneuvering. On the other hand, when the
angle error is small, the parameters will decrease accordingly
to achieve high precision control of the payload module.

3.3. Collision Avoiding Control of Service Module. According
to the function of the noncontact close-proximity formation
satellite, the service module should be tracked the payload
module within the small air clearance of the noncontact
Lorentz actuator to avoid collision. Therefore, the service
module needs to track the movement of the payload module
synchronously.

Figure 4: Physical system of the noncontact close-proximity formation satellite.

Table 1: Related parameters of physical system platform.

Parameter Value

Capacity of air-floating platform 1000-2000 kg

Rotation range of air-floating platform ±25° (X-axis)
Centroid fine adjustment error of air-floating
platform

≤0.2 kgm

Centroid coarse adjustment error of air-floating
platform

≤5 gcm

System total interference torque of air-floating
platform

≤0.1Nm

Dynamic range of wide-range angle measurement ±30°

Accuracy of wide-range angle measurement 1″ (3σ)
Angular momentum of control moment gyroscope ≤210Nms

Output torque of control moment gyroscope ≤55Nm
Frame angular velocity stability of control
moment gyroscope

3:9 × 10−3°/s

Output force of noncontact Lorentz actuator ≤15N
Air-gap constraint of noncontact Lorentz actuator ±0.9°
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According to Equation (6), it can be seen that the control
torque by noncontact Lorentz actuators act on the payload
module produce reaction torques to the service module at
the same time. Since the noncontact Lorentz actuator is a
magnetic levitation actuator with active current driving, its
reaction torque to the service module can be obtained and
compensated by the control law through Equation (9).

Meanwhile, the parameters such as the flexible accessory
modal matrix of the solar panel and the coupling coefficient
matrix can be precalibrated; the control law thus can be
designed to compensate the coupling torques of the flexible
accessory. Therefore, the control law has the following expres-
sion:

Tcs = −KpΘsp −Kdωsp − Tps +Ca1€qa1 +Ca2€qa2, ð15Þ

where Θsp = ½φsp, θsp, ψsp�T represents the attitude angle error
angle of the service module relative to the three-axis of the
payload module.

Substituting Equation (15) into Equation (11), the rela-
tive attitude dynamics equation has the following expres-
sion:

_ωsp = J−1s −KpΘsp −Kdωsp + Tds − ω×
s Jsωs + hcð Þ� �

+ ωsp × CT
spωp

� �
− CT

spJ
‐1
p Tcp + Tdp − ωp × Bpωp

� �� �
:

ð16Þ

Since the unmeasurable terms, complex high-order
terms, and other unknown random disturbance moments
could affect the control performance, the disturbance
observer is designed to guarantee the synchronicity of the
service module relative to the payload module within the
small air clearance constraint. Therefore, Equation (16) has
the following expression:
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Figure 5: Attitude angle of payload module with PD controller.
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Figure 6: Angular velocity of payload module with PD controller.

_Θsp = ωsp,

_ωsp = J−1s −KpΘsp −Kdωsp

� �
+ ωsp × CT

spωp

� �
− J−1s ω×

s Jsωs + hcð Þ + J−1s Tds:

8<
: ð17Þ
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It can also be written as

Js €Θsp +G Θsp, _Θsp

� �
+ T = Tds,

G Θsp, _Θsp

� �
=KpΘsp +Kd

_Θsp − Js _Θsp × CT
spωp

� �� �
,

T = ω×
s Jsωs + hcð Þ:

8>>>><
>>>>:

ð18Þ

The form of the disturbance observer has the following
expression:

_z = −L Θsp, _Θsp

� �
z + L Θsp, _Θsp

� �
G Θsp, _Θsp

� �
+ T − p Θsp, _Θsp

� �� �
,

T̂ds = z + p Θsp, _Θsp

� �
,

8><
>:

ð19Þ

where z, LðΘsp, _ΘspÞ, pðΘsp, _ΘspÞ represents the internal state
variable of the disturbance observer and LðΘsp, _ΘspÞ has the
following relationship with pðΘsp, _ΘspÞ:

L Θsp, _Θsp

� �
Js €Θsp =

∂p Θsp, _Θsp

� �
∂Θsp

∂p Θsp, _Θsp

� �
∂ _Θsp

2
4

3
5

�
_Θsp

€Θsp

2
4

3
5:

ð20Þ

The internal state variable pðΘsp, _ΘspÞ of the disturbance
observer has the following expression:

p Θsp, _Θsp

� �
= c

_φsp

_φsp + _θsp

_φsp + _θsp + _ψsp

2
6664

3
7775, ð21Þ

where c ∈ R+ represents the observer gain.
From Equations (20) and (21), we can get

L Θsp, _Θsp

� �
Js €Θsp =

∂p Θsp, _Θsp

� �
∂Θsp

∂p Θsp, _Θsp

� �
∂ _Θsp

2
4

3
5

�
_Θsp

€Θsp

2
4

3
5 = c

1 0 0

1 1 0

1 1 1

2
6664

3
7775€Θsp:

ð22Þ

4. Experimental Verification

In this section, the experimental verification by using the
physical air-floating platform is introduced as first. Mean-
while, a PD controller is conducted to demonstrate that the
collision avoiding control has to be considered while attitude
maneuver operating. Finally, the feasibility and effectiveness

of the proposed compound control are successfully verified
to guarantee both attitude maneuver performance and colli-
sion avoiding performance for noncontact close-proximity
formation satellite architecture.

4.1. Experimental System. In order to verify the proposed
compound attitude maneuver and collision avoiding control
of the noncontact close-proximity formation satellite, the
schematic diagram of the physical air-floating platform with
3R-DOF and 2T-DOF is shown in Figure 3. The system is
composed of two air-floating platforms, in which the left
air-floating platform is used to simulate the service module,
the right air-floating platform is used to simulate the payload
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Figure 7: Relative attitude angle between two modules with PD
controller.
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controller.
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module, and eight noncontact Lorentz actuators are installed
between the two modules.

The payload module is equipped with the batteries,
DC-DC, industrial computer, fiber optic gyros, camera,
etc., and the service module is equipped with the batteries,
DC-DC, industrial control computer, eddy current sensors,
magnetic suspension control moment gyroscopes, and flex-
ible solar panel.

The control system is adopted as the MATLAB/Simulink
XPC system. The wide-range angle measurement system

and fiber optic gyros are adopted to obtain the current atti-
tude information of the payload module. The relative atti-
tude and position between the service module and payload
module are measured and calculated by eight eddy current
sensors fixed with the noncontact Lorentz actuators. The
attitude information of the experimental system is sent to
the industrial computer through RS422 communication.
The industrial computer is used to calculate the command
input through the attitude control algorithm according to
the difference between the current attitude information
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and the expected attitude and to drive the noncontact
Lorentz actuators and control moment gyroscopes to output
the command input. The under-stage computer and the on-
stage industrial computer are used to upload the control
program and to download the telemetry information
through the wireless network.

According to the above-mentioned design, the physical
air-floating platform of the noncontact close-proximity for-
mation satellite is shown in Figure 4, in which the related
parameters are shown in Table 1. Combining with the place-
ment position in the laboratory, the reference coordinate
system is established in the east-north-sky direction. Taking
the center of mass of the service module as the coordinate
origin, the body coordinate system OsXsYsZs of the service

module is established along the three directions of the inertia
axis. In the same way, the payload module body coordinate
system OpXpYpZp of the payload module is established along
the three directions of the inertia axis with the center of mass
as the coordinate origin.

Due to the gravity constraint, the physical system of the
noncontact close-proximity formation satellite is carried out
along X-axis to verify the attitude maneuver control of the
payload module and cooperative control of the service mod-
ule. Setting the initial attitude angle of the two modules as
-15°, the desired attitude angle as +15°, and attitude maneu-
ver control as 30°/10s in a sinusoidal manner; therefore, the
maneuver angle, angular velocity, and angular acceleration
planning command curve can be obtained as follows:

φ = 3t −
15
π

sin
π

5

� �
t,

ωx = 3 − 3 cos
π

5

� �
t, t ∈ t0, t0 + 10½ �,

_ωx =
3
5
π sin

π

5

� �
t:

8>>>>>><
>>>>>>:

ð23Þ

4.2. Test Results with PD Controller. In order to validate the
feasibility of the proposed compound controller, the PD
controller is carried out firstly in this paper. The control
results are shown in Figures 5–8.

Figures 5 and 6 show the attitude angle and angular
velocity curves of the payload module while the PD control-
ler is adopted. It can be seen that the attitude angle and
angular velocity curves are deformed and the whole attitude
maneuver process is not completed.

Figures 7 and 8 show the attitude angle and angular
velocity curves of the service module relative to the payload
module. It can be seen that the relative attitude angle of the
two modules has exceeded the air clearance constraint of the
noncontact Lorentz actuator and the relative attitude angu-
lar velocity curve of the two modules is greater than 0.5°/s,
indicating that the service module could not track the pay-
load module well, and the two modules is colliding in the
attitude maneuver process.

4.3. Test Results with Compound Controller. The control
results of the proposed compound controller are shown in
Figures 9–12. Figures 9 and 10 show the attitude angle and
angular velocity curves of the payload module while the
compound attitude maneuver and collision avoiding control
proposed in this paper are adopted. It can be seen that the X
-axis can realize the maneuver control with 30°/10 s. Mean-
while, the angular runout is less than 0.15°, and the angular
velocity runout is less than 0.1°/s in the attitude maneuver
process.

As shown in Figures 11 and 12, the relative attitude angle
between the two modules is less than 0.3°, which is in the
range of the small air clearance constraint of the noncontact
Lorentz actuator. Meanwhile, the relative attitude angular
velocity is less than 0.25°/s. Obviously, the cooperative con-
trol of the service module is convergent, suggesting that
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Figure 11: Relative attitude between two modules with compound
controller.
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the service module tracked the payload module very well in
the attitude maneuver process without collision.

The above-mentioned experimental results clearly dem-
onstrate that the compound controller with the variable-
parameter sliding model control for payload module and
disturbance observer-based feedforward compensation for
service module can well realize attitude maneuver without
collision within the small air clearance constraint of the non-
contact Lorentz actuator. The comparison of the control
performance of the two methods is shown in Table 2.

5. Conclusion

The noncontact close-proximity formation satellite has been
successfully demonstrated for stability control. This paper
extends its advantage into the attitude maneuver operation
by using a compound control strategy with variable-
parameter sliding mode control and disturbance observer-
based feedforward compensation. The experimental verifica-
tion results with the established physical air-floating plat-
form show that the PD controller cannot be used to
deform the attitude angle and angular velocity and the colli-
sion of the two modules would be occurred. The proposed
compound control not only can be used to guarantee the
attitude maneuver performance of the payload module but
also can be used to guarantee the synchronization of the
two separated modules within the small air clearance con-
straint of the noncontact Lorentz actuator.
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This paper studies the problem of guidance and control for autonomous in-orbit assembly. A six-degree-of-freedom (6-DOF)
motion control for in-orbit assembly close proximity operation between a service satellite and a target satellite is addressed in
detail. The dynamics based on dual quaternion are introduced to dispose the coupling effect between translation and
rotation in a succinct frame, in which relevant perturbation and disturbance are involved. With the consideration of
economical principle for fuel consume, a generic control system based on model predictive control (MPC) is then designed
to generate a suboptimal control sequence for rendezvous trajectory considering actuator output saturation. The stability
and robustness issues of the MPC-based control system are analyzed and proved. Numerical simulations are presented to
demonstrate the effectiveness and robustness of the proposed control scheme, while additional comparisons for diverse
horizons of the MPC are further conducted.

1. Introduction

As the renewal and progress of astronautic science and tech-
nology, regular scaled spacecraft could hardly satisfy the
increasing demand to explore the universe. Confronting this
challenge, on-orbit service was proposed and has been
improved to target on constructing large space systems [1].
Lots of space missions such as Intelligent Building Blocks
for On-Orbit Satellite Servicing (iBOSS) were investigated
consecutively to develop a novel spacecraft structure which
can be easily implemented by means of cubic modules in
orbit [2], which is illustrated in Figure 1. Hence, the aid of
in-orbit assembly, particularly relevant technologies on
autonomous rendezvous and docking are crucial to ensure
the success of such operations, namely, the guidance and
control for proximity operations.

To implement a smooth proximity operation, one of the
necessities is to take full consideration of attitude and orbit
motions simultaneously, particularly the coupling characters
in the 6-DOF dynamics [3]. Besides, orbit perturbation and
other disturbances merit weighty attention which could
bring barrier to maneuver accuracy. With all these factors

taken into consideration, a compact model for controller
design is necessary.

Another core of such missions is to design a reliable, eco-
nomically viable control algorithm. Nowadays, control theo-
ries and technologies have been developed with higher
potential to incorporate cutting edge algorithms. Engineers
in many industrial fields are more inclined to apply robust
and transparent control process to target plant with simple
controllers, and this is also the main reason that the PID
controller can remain the wide popularity compared with
the extensive development of other advanced control meth-
odologies [4]. Yet, it is generally acknowledged that PID
controller has limitation in performance adjustment and
constraint accommodation [5, 6]. From control performance
perspective, the method of MPC is superior to the PID
method when targeting on optimality, especially when con-
trol objective constraints are involved. Besides, practically
control instructions may not response to the control instruc-
tions immediately. This effect of delay will cause overshoot
problem for PID controller design. However, MPC is capa-
ble of handling this problem via prediction process. The
method of MPC was proposed in 1960s and has been
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popularized in various industrial process and products, par-
ticularly in autopilot vehicles [7–10]. Inspired by such moti-
vation, this research attempts to design a MPC for spacecraft
proximity operation using a compact model, while consider-
ing disturbances and maneuver capability during the in-
orbit assembly operation.

As for proximity operation, previous works examined
the relative motion by isolating the orbit motion and the
attitude motion [11, 12]. This technique of “divide and con-
quer” neglects the coupling influence between the transla-
tion and the rotation. Some works established
simultaneous equations of translational and rotational
motion to fix this deficiency [13]. For instance, Sun et al.
designed adaptive robust controllers concerning the cou-
pling effects and model uncertainties based on such nonlin-
ear dynamics [14]. However, this type of dynamics indicates
a mathematical representation of the superimposed motion
lacking of an explicit physical meaning.

This paper takes advantages of dual quaternion for
modeling based on the screw theory [15] associating with a
geometric entity by involving combined position and atti-
tude intrinsically to describe a 6-DOF motion in a compact
form. Recent evidence has suggested that dual quaternion
applied to robotics and satellite sheds new light on 6-DOF
motion modeling for state control and estimation [16, 17].
Xza et al. designed an adaptive iterative learning control
for flexible spacecraft rendezvous for a noncooperative tum-
bling target [18]. Sun et al. examined a dual quaternion-
based model for electromagnetic collocated satellites for dif-
fraction imaging missions [19]. Furthermore, another simi-
lar mathematical representation, Special Euclidean group
SE(3), can be also applied to formulate the coupled dynam-
ics. Related works including Zhang et al. investigated a
robust adaptive control method with the aid of exponential
coordinates on Lie group SE(3) [20]. Peng et al. studied a
predictor-based pose stabilization control for unmanned
vehicles on SE(3) considering actuator delay and saturation
[21]. Wang et al. designed a consensus extended Kalman fil-
ter to estimate the motion of a rigid body in a communicate
network utilizing SE(3) dynamics [22]. This type of descrip-

tion is essentially the homogeneous matrix of unit dual qua-
ternion [23].

From control theory perspective, massive literature has
made achievements for spacecraft pose maneuver. Many
works aiming at optimizing pose maneuver trajectory were
mostly covered in the frame of optimal control theory. How-
ever, most relevant research wanted to find a global optimal
solution which is unnecessary in the entire process for prac-
tical use [24]. The common solutions for optimal control
theory can be approximately inducted by variation method
[25], maximum principle [26], and dynamic programming
[27]. Under normal circumstances, the variation method
and maximum principle are easier to handle linear model
without complex constraints. While dynamic programming
based on the Bellman optimality principle has become a fun-
damental core of many intelligent algorithms such as neural
network, reinforced learning, and the quadratic program-
ming in the MPC optimization [28, 29]. It should be noted
that another optimal control method, linear quadratic regu-
lator (LQR), has the similar structure with MPC. The main
difference between LQR and MPC is that the optimized con-
trol output is solved in a fixed time window, while MPC cal-
culates the feasible control in a receding time horizon. In
other words, LQR is an offline control method whereas
MPC is an online control method. The characteristic of
MPC has a better performance for a system with external
disturbance and constraints. In literature [30], the advantage
and disadvantage of MPC have been discussed compared
with LQR for a pursuit maneuvering situation. As a state-
of-art control method, MPC is designed to solve complex
multivariable optimal control problem with constraints.
Compared with typical robust control and adaptive control,
MPC does not excessively rely on the precision of system
model, and MPC can be utilized to dispose various control
schemes according to the model dynamics. The proposed
work outlines MPC as a general prospective method, which
settles for optimal/suboptimal solution in the prediction
horizon to balance the optimality and practicability.

Contributions in this paper are threefold. First, the dual
quaternion is involved to model the translation and rotation

Figure 1: Solar array and platform extension of iBoss through in-orbit assembly.
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simultaneously, which can pave the way for the controller.
Second, considering actuator output constraints and exter-
nal disturbance and perturbation, a model predictive con-
troller is designed to track a set-point reference trajectory.
Additionally, we discuss the influences of different horizons
of the prediction and control for the controller performance
through numerical simulation. The rest of the paper is orga-
nized as follows. Section 2 devotes mathematical preliminar-
ies of quaternion and dual quaternion. Section 3 establishes
the dynamics in the framework of dual quaternion for the
proximity operation. Section 4 gives detailed MPC design
process and then address the stability proof and robustness
analysis. Section 5 presents the simulation results to verify
the effectiveness of the proposed control scheme, followed
by the conclusion of this work in Section 6.

2. Mathematical Preliminaries

As a preliminary of this work, we concisely present relevant
physical concepts and mathematical rules of quaternion and
dual quaternion. Readers can also refer to literature [31] for
more details.

2.1. Quaternion. Quaternion is a hypercomplex number to
space ℝ4.which is defined as the following:

q = q0 + q1i + q2 j + q3k, ð1Þ

where the imaginary units follow:

ij = −ji = k, jk = −kj = i, ki = −ik = j, i2 = j2 = k2 = −1: ð2Þ

Such description also indicates as a combination of sca-
lar and vector components, which can be expressed as q =
½q0 q1 q2 q3�T = qs qv½ �T . From physical perspective, the
quaternion is used to define a spatial rotation transformation
of a coordinate frame in three dimensions constructed as:

q = cos θ

2

� �
n sin θ

2

� �� �T
= cos θ

2

� �
nx sin

θ

2

� �
ny sin

θ

2

� �
nz sin

θ

2

� �� �T
,

ð3Þ

with θ being the Euler angle and n being the unit Euler axis.
This definition denotes a unit quaternion as well, which has
the following conjugation and norm properties:

q∗ = qs −qv½ �T ,
q−1 = q∗,

qk k = ffiffiffiffiffiffiffiffi
q ⋅ q

p = ffiffiffiffiffiffiffiffiffiffiffi
q ∘ q∗

p = ffiffiffiffiffiffiffiffiffiffiffi
q∗ ∘ q

p = 1:

ð4Þ

Specially, the identity quaternion is addressed as qI =
½1, 0, 0, 0�T , which is a significant denotation for error
attitude.

The basic quaternion operations are implemented as
follows:

Addition:

q1 + q2 = qs1 + qs2 qv1 + qv2
� �T

: ð5Þ

Multiplication:

q1 ∘ q2 = qs1qs2 − qv1 ⋅ qv2 , qs1qv2 + qs2qv1 + qv1 × qv2

h iT
: ð6Þ

It can also be represented in matrix form as:

q1 ∘ q2 =
qs1 −qv1

qv1
T qv1

h i⊗
+ qs1 I3

24 35 qs2
qv2

" #
= q ∘½ �

1 q2, ð7Þ

where ½⋅�½⊗� denotes the cross product operator defined as:

a⊗ =
0 −a3 a2

a3 0 −a1
−a2 a1 0

2664
3775: ð8Þ

Quaternion cross products:

q1 × q2 = 0, qs1qv2 + qv1qs2 + qv1 × qv2

h iT
: ð9Þ

Similar, can also be represented in matrix form as:

q1 × q2 =
0 01×3

qv1
T qv1

h i⊗
+ qs1 I3

24 35 qs2
qv2

" #
= q ×½ �

1 q2: ð10Þ

2.2. Dual Quaternion. Before defining dual quaternion, it is
necessary to introduce dual number. Similar to complex
numbers, dual numbers consist of real and dual parts
denoted as:

z = a + εb, where ε2 = 0, ε ≠ 0: ð11Þ

In terms of Clifford algebra, dual quaternion fills the real
and dual part with two quaternions denoted as:

q̂ = q1 + εq2 = qr
T qd

T
� �T

: ð12Þ

Dual quaternion has a physical interpretation according
to Chasles’ theorem [32], and a rigid body displacement can
be seen as a screw motion containing both translation and
rotation in the hereunder description:

q̂ = cos θ∧
2

� �
sin θ∧

2

� �
n∧

� �T
, ð13Þ

in which n̂ = n + εðp × nÞ is the screw axis, p is a vector
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vertical to n. bθ = θ + εðdÞ is the dual angle, where d is the
pitch representing translation, θ representing rotation.

Referring back to quaternion, dual quaternion has simi-
lar properties to quaternion. First, we briefly address the
dual quaternion basic operation.

Addition:

q̂1 + q̂2 = qr1
T + qr2

T , qd1
T + qd2

T
h iT

: ð14Þ

Multiplication:

q̂1 ⊙ q̂2 = qr1 ∘ qr2 , qr1 ∘ qd2 + qd2 ∘ qr2
h iT

: ð15Þ

It can be represented in matrix multiplication in confor-
mance with quaternion multiplication:

q̂1 ⊙ q̂2 =
q ∘½ �
r1

04×4
q ∘½ �
r2

q ∘½ �
r1

24 35 qr2
qd2

" #
= q̂ ⊙½ �

1 q̂2: ð16Þ

Cross product:

q̂1 ⊗ q̂2 = qr1 × qr2 , qr1 × qd2 + qd2 × qr2

h iT
: ð17Þ

Similar,

q̂1 ⊗ q̂2 =
q ×½ �
r1

04×4
q ×½ �
r2

q ×½ �
r1

24 35 qr2
qd2

" #
= q̂ ⊗½ �

1 q̂2: ð18Þ

The conjugation and norm of a dual quaternion denote
as:

q∧∗ = q∗r
T q∗d

T
� �T ,

q̂k k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q̂ ⊙ q∧∗

p
,

ð19Þ

when kq̂k = 1, it is defined as unit dual quaternion which
usually denotes as q̂I = qTI 01×4

� �T .
3. System Kinematics and Dynamics

In the first place, it is necessary to introduce the operation to
be implemented and the necessary coordinate frames. The
mission is assumed that the service spacecraft will maneuver
to the target spacecraft in a set pose. Throughout this paper,
2 coordinate frames are shown in Figure 2 defined as:

Earth Centered Inertial (ECI) frame O − XIYIZI : this
frame is a nonaccelerating frame originated at the center of
the Earth. Its XI axis points to the vernal, and the ZI axis
points to the north parallel to the Earth rotation axis. YI is
given by the right-hand rule.

Spacecraft Body Frame for service and target spacecraft
O − XSYSZS and O − XTYTZT : the center is located at the
center of the mass. The other 3 axes of the frame are fixed

to the body and aligned to the principle axes of the
spacecraft.

Suppose the service spacecraft implements a pose
maneuver to the target spacecraft between frame O − XSYS
ZS and frame O − XTYTZT . The aftermentioned subscripts
indicate the frames, respectively. It can be represented by a
dual quaternion containing a rotation q and a translation r
as follows:

q̂ =
q

1
2 q ∘ r

24 35: ð20Þ

The translation vector r represented in two frames has
the coordinate transformation relation rT = q∗ ∘ rS ∘ q, where
the 3D translation vector rS extends to a quaternion form as
rS = ½0, rSx , rSy , rSz �

T . Particularly, this transformation is

applied in the latter definition of dual velocity twist and dual
force for dual quaternion dynamic modeling.

The kinematic equation is given as:

_̂q = 1
2 q̂ ⊙ bω , ð21Þ

in which bω = ½ωT , vT �T is the dual velocity twist defined
by angular velocity and translational velocity in the target
frame.

As for the dynamic equation, it is given as:

Ĵ ⊙ _bω + bω ⊗ Ĵ bω = F̂, ð22Þ

in which the dual force F̂ = ½ f , τ�T represents the exter-
nal forces f and torques τ. The dual inertia matrix is denoted
as:

Ĵ =

03×3 0 1 0
0 0 0 mI3

0 1 0 0
J 0 03×3 0

2666664

3777775: ð23Þ

ZT

YT

XT

XI

YI

ZI

Docking Port

Docking Port

XS

YS

ZS

r

rS/I
S

Figure 2: Depiction of in-orbit assembly and coordinate frames.
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In this dynamic equation, the total dual force includes
dual control force, dual force J2 by spherical harmonic per-
turbation, two-body gravity, gravity gradient torque, and
disturbance described as:

F̂ = f̂ u + f̂ J2 + f̂ g + f̂ ∇g + f̂ d , ð24Þ

where the dual forces due to spherical harmonic pertur-
bation, two-body gravitation, and gravity gradient are
obtained by:

f̂ g = −
μmrSS/I
rSS/I
		 		3 01×4

" #T
,

f̂ ∇g = 01×4 3μ r
S
S/I × JrSS/I
rSS/I
		 		5

" #T
,

f̂ J2 =
3μJ2R2

e

2 rSS/I
		 		5

0

1 − 5
rSSz/I
rSS/I
		 		

 !2 !
rSSx/I

1 − 5
rSSz/I
rSS/I
		 		

 !2 !
rSSy/I

3 − 5
rSSz /I
rSS/I
		 		

 !2 !
rSSz/I

01×4

2666666666666666664

3777777777777777775

,

ð25Þ

where the rSS/I is the position vector represented in the ECI.
Re is the radius of the Earth. J2 is the index of harmonic
terms.

Remark 1. Other additional forces and torques such as atmo-
spheric drag, solar drag disturbances are not included owing
to the short operation period of time. Besides, according to
the previous work in literature [33–36], the gravitation and

J2 perturbation have minimal impacts on orbit maneuver.
Hence, the aforementioned disturbances can be approxima-
tively taken as a sum of bounded disturbances exerted on the
state in terms of a proper magnitude order, and this setting
is also convenient for latter controller design.

4. Model Predictive Controller Design

In this section, based on the spacecraft dual quaternion
dynamics indicated previously, we take advantage of the rel-
evant matrix operator of dual quaternion and forward Euler
method to represent a time-varying state space model for
MPC design. The structure of model predictive controller
for dual quaternion nonlinear system comprises discretiza-
tion, prediction, and optimization. The schematic is depicted
in Figure 3.

Due to the strong nonlinearity of dual quaternion
dynamics, it is common to make an approximate lineariza-
tion by first order Taylor expansion in a sampling period Δ
t to obtain a discrete state space model as:

bω t + 1ð Þ − bω tð Þ
Δt

= J∧−1 −bω tð Þ ⊗½ � Ĵ bω tð Þ

 �

+ F̂ tð Þ,
q̂ t + 1ð Þ − q̂ tð Þ

Δt
= 1
2 q̂ tð Þ ⊙½ � bω t + 1ð Þ:

ð26Þ

Optimizer

Prediction

Constraints
Cost function

Plant

System Model

Error state
sequence 

Receding
horizon

Disturbances

Reference
trajectory 

Rk

dk

Xk Uk
Output

Model predictive
controller

u (k|k)

Figure 3: Basic framework of MPC.
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Receding Control

0

Constraints
x (k+1 | k)

x (k+3 | k)

x (k+Np | k)

x (k+2 | k)

Figure 4: Illustration of receding control approach.
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To guarantee the controllability, choose the state variable
as x = ½ω∧, q∧�T and control input as uðtÞ = F̂ðtÞ. Thus, we
can get a concise discrete formula as:

x k + 1ð Þ = Atx kð Þ + Btu kð Þ, ð27Þ

where

A =
I8×8 − J∧−1Δtω∧ ⊗½ � Ĵ 08×8

1
2Δtq∧

⊙½ � I8×8

24 35, B =
ΔtI8×8

08×8

" #
: ð28Þ

Next, according to the initial state and control, the state
information in p sampling instants for prediction can be
recurred due to the discrete model as:

x k + p ∣ kð Þ = Ap
t x kð Þ + 〠

p−1

i=0
Ap−1−i
t Btu k + i ∣ kð Þ: ð29Þ

Given the convenience for latter optimization, denote
the state and control input as:

Xk = x k + 1 ∣ kð ÞT x k + 2 ∣ kð ÞT ⋯ x k + p ∣ kð ÞT
� �T ,

Uk = u k ∣ kð ÞT u k + 1 ∣ kð ÞT ⋯ u k + p − 1 ∣ kð ÞT
� �T

:

ð30Þ

We can obtain a new matrix form for prediction:

Xk =Ψx kð Þ +ΘUk, ð31Þ

where Q, R are positive constant diagonal matrices. The
cost function can be deduced into a quadratic form for opti-
mization as

min J Ukð Þ = Xk − Rkð ÞTQ Xk − Rkð Þ +UT
k RUk

= Ψx kð Þ − Rk +ΘUkð ÞTQ Ψx kð Þ − Rk +ΘUkð Þ
+UT

k RUk = E +ΘUkð ÞTQ E +ΘUkð Þ +UT
k RUk

=UT
k ΘTQΘ + R
� 


Uk + 2ETQΘUk + ETQE:

ð32Þ

Hence, the close-loop system converts to a quadratic
programming problem

min
Uk

J x t∣0ð Þ, u tð Þ

 �

: ð33Þ

Subject to:

Ĵ ⊙ _bω + bω ⊗ Ĵ bω = F̂,

_̂q = 1
2 q̂ ⊙ bω ,

τik k ≤ τmax, i = 1, 2, 3,
f ik k ≤ fmax, i = 1, 2, 3,

x t∣0ð Þ = q∧ 0ð Þ, ω∧ 0ð Þ½ �T = q∧0, ω∧0½ �T :

ð34Þ

4.1. Stability Analysis. Model predictive control is established
using the principle of receding horizon control [37], in which
the future control trajectory is optimized at each sample time
by minimizing cost function subject to constraints. In this sec-
tion, we elaborate the stability and robustness in two parts.
First, we have to address necessary assumption for the proof.

Assumption 2. The terminal state of the receding horizon
optimization can be seen as an additional constraint of xðk
+Np ∣ kÞ = 0 resulting from the control
sequenceΔuðk +mÞ,m = 0, 1, 2,⋯,Np.

Assumption 3. There exists an optimal solution to the cost
function for each sampling instant in which the cost func-
tion is minimized subject to the constraints.

Table 1: Orbit parameters of chaser satellite.

Parameters Major semi-axis Eccentricity Inclination RAAN Argument of perigee True anomaly

Values 6998455 mð Þ 0.02 45 (deg) 0 0 30 (deg)

Table 2: Initial values in simulation.

Parameters Values

Mass 100kg
Moment of inertia diag 19:2, 17, 20ð Þkg ⋅m2

Initial error attitude 0:3772,−0:4329, 0:6645, 0:4783½ �T

Initial error position 0,−100, 0½ �T mð Þ
Initial error velocity 0, 0, 0½ �T m/sð Þ
Initial error angular velocity 0, 0, 0½ �T rad/sð Þ

Table 3: MPC system set.

Parameters Values

Sampling period 0:1s
Predicting horizon 6 ∗ Ts

Control horizon 1 ∗ Ts

Thrust bound Fxj j, Fy

�� ��, Fzj j ≤ 10 Nð Þ
Torque bound τxj j, τy

�� ��, τzj j ≤ 0:1 N ⋅mð Þ
Q diag 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1ð Þ
R diag 1, 1, 1, 1, 1, 1ð Þ
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Strictly based on the assumptions, the closed loop MPC
system is asymptotically stable.

Proof. Consider the system without disturbance and pertur-
bation. Unlike continuous system, the Lyapunov function
for discrete system herein can be chosen as the minimum
of the finite horizon cost function at each sampling instant.
At time k, it can be denoted as:

V x kð Þ, kð Þ = 〠
Np

m=1
x k +m ∣ kð ÞTQx k +m ∣ kð Þ

+ 〠
Np−1

m=0
Δu k +mð ÞTRΔu k +mð Þ:

ð35Þ

Namely, VðXðkÞ, kÞ = Jmin. It is obvious that VðxðkÞ, kÞ
tends to infinity when xðkÞ tends to infinity. Similar, at time
k + 1, the Lyapunov function becomes

V x k + 1ð Þ, k + 1ð Þ = 〠
Np

m=1
x k +m + 1 ∣ k + 1ð ÞTQx k +m + 1 ∣ k + 1ð Þ

+ 〠
Np−1

m=0
Δu k +m + 1ð ÞTRΔu k +m + 1ð Þ:

ð36Þ

Recall the relationship between the state on time k and
k + 1

x k + 1ð Þ = Ax kð Þ + BΔu kð Þ, ð37Þ

which means the state of time k + 1 is driven by the pre-
vious recursive relation. Particularly, according to Assump-
tion 3 and the Lyapunov function designed, the optimality
is guaranteed by the optimization at every single instant.
Hence, we have

V x k + 1ð Þ, k + 1ð Þ ≤ �V x k + 1ð Þ, k + 1ð Þ, ð38Þ

where the �VðXðk + 1Þ, k + 1Þ uses the feasible control
sequence ΔuðkÞ for state update for the sample time k + 1,
k + 2,⋯, k +Np − 1. It is noticeable the �Vðxðk + 1Þ, k + 1Þ
and VðxðkÞ, kÞ share the same state sequence as well. Thus,
we have

V x k + 1ð Þ, k + 1ð Þ − V x kð Þ, kð Þ ≤ �V x k + 1ð Þ, k + 1ð Þ − V x kð Þ, kð Þ:
ð39Þ

The right hand part of the unequal sign can be
expanded as:
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Figure 5: Time histories of control forces and torques expressed in the body-fixed frame.
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�V x k + 1ð Þ, k + 1ð Þ − V x kð Þ, kð Þ = x k +Np ∣ k
� 
TQx k +Np ∣ k

� 

− x k + 1ð ÞTQx k + 1ð Þ
− Δu kð ÞTRΔu kð Þ:

ð40Þ

In terms of Assumption 2, it can be easily obtained:

�V x k + 1ð Þ, k + 1ð Þ −V x kð Þ, kð Þ = −x k + 1ð ÞTQx k + 1ð Þ
− Δu kð ÞTRΔu kð Þ < 0:

ð41Þ

Hence, the asymptotic stability of the MPC is
proved.☐

Remark 4. The attitude part in the set point of reference state
denotes as 1 0 0 0½ �T , which is not a strictly mathe-
matical defined “zero.” From physical perspective, this defi-
nition has the physical meaning of zero error Euler angle,
which will not disobey Assumption 2 mentioned above.

Remark 5. Assumption 3, this precondition holds water if
and only if the optimal problem of solving the cost function
can be described as a convex one including all the con-
straints. Otherwise, the stability may not be guaranteed on
account of the local convergence or the overconstrainted
issue [38].
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Figure 8: Time histories for the translational and rotational velocities in the body fixed frame.

Table 4: Cost comparison according to the prediction horizons.

Prediction
horizons

Translational
cost

Rotational
cost

Convergence
time

6 ∗ Ts 949.9 12.34 129

7 ∗ Ts 886.8 11.7 125

8 ∗ Ts 875.4 13.61 137

9 ∗ Ts 904.4 15.29 143

10 ∗ Ts 967.9 16.85 148

11 ∗ Ts 1045 18.21 152

12 ∗ Ts 1107 20.81 158

15 ∗ Ts 1225 30.65 214
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4.2. Robustness Analysis. Robustness analysis requires the
following assumptions:

Assumption 6. All the system states can be observed.

Assumption 7. The 2-norm of system disturbance is
bounded, denoting as kdkk2 ≤ �D.

Consider the discrete system with disturbance as:

x k + 1ð Þ = f x kð Þ, uk, dkð Þ: ð42Þ

According to equation (22) and Remark 1, the state xðk
+ 1Þ can be specified as a domain which is centered in the
undisturbed state with a varying radius of the norm of dis-
turbances, defined by:

ℵk = ~x kð Þ ∣ ~x kð ÞTρ−2k ~x kð Þ ≤ 1
n o

, ð43Þ

where ρk is a positive definite diagonal matrix represent-
ing the multidimensional radiuses. Take a single component
of the input as an example illustrated in Figure 4, in the

receding process the state space function can be rewritten
based on equation (27) as:

~x k + 1ð Þ = A~x kð Þ + BΔv kð Þ: ð44Þ

Then, this approach is similar to the stability proved.
However, the system is not able to be stable on origin but
converged into a neighborhood of origin, which satisfying
the condition of robust control invariant set (RCIS): ∀x ∈
Ω, ∃u ∈U , if it makes f ðx, uÞ + d ∈Ω when ∀d ∈D, both X
and U are compact and convex.

Remark 8. The robustness analysis extremely relies on the
Assumption 3 in the stability analysis. Except for the con-
straints, the condition for an optimal solution likewise depends
on the prediction horizon when the origin system may not find
a solution if the prediction horizon keeps maintaining, in which
case the optimization has to reduce the predicting intervals [39].

Additionally, the robustness explanation points at the
MPC in this work have the capability to resist disturbances
to some extent, which is not targeting on a robust MPC
for a higher order of magnitude of system interference.
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5. Simulation

In this section, we present a simulation example to demon-
strate the effectiveness of the proposed approach for the 6-

DOF close proximity problem. The simulations are carried
out with Matlab R2021a software and modeled by Simulink.
Although the simulations were not carried out using a cus-
tom solver for optimization, the execution time and the
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convergence enable the proposed approach a viable candi-
date for guidance and control strategy for proximity maneu-
ver. In the simulation, it is assumed the target body frame is
always aligned with the orbit frame. The orbit parameters of
chaser satellite are depicted in Table 1 in which we can
obtain the target state information. The physical property
and other initial state parameters are illustrated in Table 2.
The desired state for attitude and position for chaser satellite
is defined as the identity unit dual quaternion. The MPC sys-
tem set is shown in Table 3. The disturbances exerted on
chaser satellite are considered as

f d =
0:06 + 0:01 sin 0:5tð Þ
0:05 + 0:03 sin 0:5tð Þ
0:04 + 0:02 sin 0:5tð Þ

2664
3775 Nð Þ,

τd =

0:002 + 0:001 sin π

10 t

 �

0:003 − 0:001 sin π

10 t

 �

0:002 + 0:003 sin π

10 t

 �

2666664

3777775 N ⋅mð Þ:

ð45Þ

In Figure 5, control input for the close proximity maneu-
ver is depicted. Note that the control forces and torques
never vanish for compensating the external disturbances.
Figure 6 represents the time histories for the attitude and
position in unit dual quaternion of the target satellite
observed, whereas Figure 7 depicts the 3-D overall trajectory
for the maneuver via MPC. Figure 8 represents the traces of
velocities of translation and attitude. The results prove the
effectiveness of our proposed approach as well as the stabil-
ity and robustness. The controller could satisfy the actuator
amplitude in the maneuver process.

Additionally, when dealing with the adjustment of con-
troller parameters, we also find an important phenomenon
related to the control horizon and prediction horizon. Gen-
erally, the increase of control period will reduce the control-
ler performances such as response and stabilization time.
Relative literatures have given detailed theory demonstra-
tions, which we also verified during our research [40, 41].
Thus, we choose the minimum control horizon which is also
an ideal situation to apply to our simulation. However, for
the sake of fairness, considering the scenario of different pre-
diction, we maintain other system parameters but change
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the prediction horizon from 6 to 15 sampling instances for
comparisons. Given the control output for translational
and rotational motion, the 1-norm of the control optimized
is used to demonstrate the fuel costume. As is shown in
Table 4, when prediction horizon is set at 7 ∗ Ts, the
required fuel is better optimized than other control groups.
When the prediction horizon increases, the maneuver trends
depict that the process requires more time and fuel costume.
To provide an obvious contrast, the prediction with 15 sam-
pling instances is given to indicate the impact of bigger pre-
diction, which is illustrated in Figures 9–12. The optimized
trajectory is planned requiring more distance to maneuver.
In other words, the system requires more fuel cost and more
time to drive the system to the set point for stabilization.
This phenomenon indicates the significance of a proper pre-
diction horizon to balance computing efficiency and cost.

6. Conclusion

In this paper, aiming at on-orbit service technology, we pres-
ent an autonomous guidance and control strategy for 6-DOF
close proximity operation. Dual quaternion is used to
parameterize translational and rotational motion of rigid
spacecraft. Based on the dual quaternion dynamics, a
MPC-based pose control scheme is designed with consider-
ing actuator output constraints and external disturbances.
The resulting approach is verified through numerical simu-
lations. It is shown that it can provide a generic method
for autonomous spacecraft operations. In addition, we dis-
cuss influences of different prediction horizons on MPC per-
formance in the simulation via control variable method. The
result depicts that prediction horizon could directly influ-
ence the optimization. Broader prediction horizon may
cause more fuel consumption and more sensitive to the
external disturbances, which may introduce new lead for
further studies.
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A satellite mission instruction generation algorithm based on a flexible weighted directed graph has been proposed. This algorithm
can sort the instruction into sequence according to the instruction execution relationship with constraints, which can promote
satellite operation performance of the ground station. Concepts like flexible edge, flexible zone, and implement zone were
introduced, and the flexible weighted directed graph (FWDG) model was proposed. Based on this model, the satellite
instruction sequence generation algorithm was designed. After practice and research, the result showed that according to the
new algorithm, the instruction sequence can be consistent with all implement zones, consequently guaranteeing the correctness
of the sequence.

1. Introduction

A low earth orbit remote sensing satellite with high resolu-
tion is the main channel to acquire ground information,
which plays an increasingly important role in an earth opti-
cal and microwave survey [1]. A remote sensing satellite
meets the users’ needs through “task planning+instruction
generation” [2]. The missions of a low earth orbit remote
sensing satellite are intermittent, diverse, and uncertain,
because of orbit revisit characteristics, weather conditions,
onboard electronic constraints, and ground receiving
resources. It is one of the most concerned problems for users
and also a research hotspot in the academic field that a large
space system takes advantage of a mission planning system
to optimize the satellite-ground resources and accomplish
the most imaging tasks with the least resources [3].

Lots of satellite task planning algorithms were presented
based on artificial intelligence techniques [4]. Bensana et al.
established the constraint satisfaction model and the integer
programming model [5] and proposed the branch and
bound algorithm and taboo search approximate algorithms

to obtain the feasible solution. Hall and Magazine used a
greedy algorithm and dynamic programming technique to
solve a task programming model [6]. Vasquez and Hao
map the SPOT5 satellite routine mission planning problem
to a knapsack problem. Lin et al. use a Joseph-Louis
Lagrange relaxation technique and tabu search algorithm
to solve the imaging scheduling problem [7]. Mansour and
Dessouky design the evolutionary algorithm and compare
it with the traditional algorithm [8]. The main problem with
these methods is that scheduling decisions cannot be chan-
ged dynamically. In References [9–11], the method of
dynamically adjusting the results of planning such as task
replanning is proposed, but the deviation between task plan-
ning and task execution cannot be considered.

On this basis, the satellite instruction sequence genera-
tion algorithm based on the weighted directed graph
(WDG) presented in References [12, 13] can sort the satellite
instruction sequence according to the constraint relation,
and the operation efficiency of the ground control center
to the spacecraft is greatly reduced. However, the interval
between the instruction nodes of the noncritical path may
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be extended by default when the topological sorting algo-
rithm is applied to generate the instruction sequence; it does
not consider the need for strict protection of the execution
interval of some spacecraft instructions.

In this paper, the concepts of directed acyclic flexible
edge, flexible interval, and reasonable instruction execution
interval of a directed acyclic graph are introduced, and a
flexible weighted directed graph (FWDG) model is proposed
to modify the instruction generation algorithm, and an
instruction sequence generation algorithm based on the flex-
ible weighted digraph is proposed. The FWDAG model is an
essential module in onboard software, and it takes observa-
tion mission as input and instruction sequence as output,
as shown in Figure 1. The example shows that the modified
algorithm can satisfy the spacecraft instruction execution
interval.

2. Satellite Instruction Sequence Generation
Algorithm Based on the Directed
Graph Model

2.1. Directed Graph Model. The satellite mission instruction
sequence is transformed into a digraph model GðV , EÞ
consisting of instructions and their constraints. Among
them,

(1) Graph G = ðV , EÞ: source vertex represents the start
of the task; sink vertex represents the end of the task

(2) V = fV1, V2, V3,⋯,VNg is the set of vertices of a
directed graph; each vertex V jðj = 1, 2,⋯,NÞ corre-
sponds to an instruction. TIMEðViÞ represents the
execution time of the instruction

(3) E = fE1, E2,⋯,EMg is the set of edges of a directed
graph, edges Ei = fV j ⟶Vkg ði = 1, 2,⋯,M ; j, k =
1, 2,⋯,NÞ represent instruction V j preceding

instruction Vk, V j is the forward vertex of Vk, and
Vk is the backward vertex of V j; the length of the
edge Li represents the execution time interval
between two instructions

In graph G, V is the set of vertices corresponding to all
instructions contained in the task and E is the edge set cor-
responding to the instruction timing constraint that com-
pletes the task. In order to describe GðV , EÞ in detail, more
symbols are introduced; they are as follows:

N is the number of all vertices of a digraph GðV , EÞ.M is
the number of all edges of a digraph GðV , EÞ.Source is the
start of the instruction sequence for a task.

Sink is the end of the instruction sequence for a task.
VðT0Þ is the instructions at time T0 (T0 is the beginning

time of imaging).
VðT1Þ is the instructions at time T1 (T1 is the beginning

time of data transfer).
X = fS, Xl, Xm,⋯g, where S is the start time of a mission

and fXl, Xm,⋯g is the interval between the instruction
sequence fVl, Vm ⋯ g and the first instruction.

2.2. Task Instruction Sequence Generation Algorithm Based
on the Digraph Model. In this section, we introduce the
directed graph-based task instruction sequence generation
algorithm [12]:

A unified instruction topological sequence can be gen-
erated finally by Algorithm 1, after digraph modeling of a
sensing task, according to the start time of the mission
on the satellite, the interval of the basic instruction
sequence, and the dependence of different instruction
sequences.

However, in the second and fourth steps of the algo-
rithm, when the earliest ESTðViÞ and the latest LSTðViÞ of
each vertex are calculated, the default edge can be stretched
[14, 15].
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Figure 1: Relationship of the instruction module and onboard software modules.
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According to the algorithm in [12, 13], for the model
shown in Figure 2, if TðV0Þ = 0, then

T V0ð Þ = 0,

EST V1ð Þ = 5,

EST V2ð Þ = 7,

EST V3ð Þ =max EST V1ð Þ + E3, EST V2ð Þ + E4f g = 15,

LST V3ð Þ = EST V3ð Þ = 15,

LST V1ð Þ = LST V3ð Þ − E3 = 11,

LST V2ð Þ = LST V3ð Þ − E4 = 7,

LST V0ð Þ =min LST V1ð Þ − E1, LST V2ð Þ − E2f g = 0:
ð1Þ

Obviously, for vertices V2 and V1, we have ESTðV1Þ ≠
LSTðV1Þ and ESTðV2Þ ≠ LSTðV2Þ.

Algorithm 1 holds the execution time TðV1Þ and TðV1Þ
for V1 and V2, respectively, which is reasonable, as long as
TðV1Þ ∈ ½ESTðV1Þ, LSTðV1Þ� and TðV2Þ ∈ ½ESTðV2Þ, LSTð
V2Þ�. If V1 is the shutdown instruction, according to Algo-
rithm 1, TðV1Þ = ESTðV1Þ = 5. But consider an application
scenario in which there are certain instructions and intervals
between instructions that are fixed; that is, some edges Ex

cannot be stretched and shortened. In this paper, we call this
“rigid edge,” denoted as RE.

As shown in Figure 3, the solid line RE3 indicates that
the edge can be neither shortened nor stretched, and the
dash line indicates that the edge can be stretched but cannot
be shortened. Obviously, TðV1Þ must be a fixed value; Tð
V1Þ = TðV3Þ − 4 = 11. However, Algorithm 1 cannot take
into account this constraint, and the calculated results can-
not meet this requirement.

3. Instruction Generation Algorithm Based on
the FWDAG Instruction Model

In order to meet the more realistic and strict requirements of
a satellite instruction transmission time slot, we propose an
instruction generation algorithm based on a flexible
weighted directed acyclic graph (FWDAG).

3.1. FWDAG Instruction Model. For the more general case,
some instruction intervals can be within a set interval. For
example, instruction V1 must be executed after instruction
V0 is completed 3 ~ 4 s; then, obviously the interval ½3, 4� is
the variable interval of E1. In this case, the concept of flexible
interval edges is introduced into weighted directed acyclic
graphs. The basic definitions are listed below:

1. Hierarchizing the graph GðV , EÞ according to the following definition.
(i) Define Source as 0 − layer vertex;
(ii) 1 − layer vertices only take the 0 − layer vertices as forward vertices;
(iii) 2 − layer vertices only take the 1 − layer vertices or Source as forward vertices;
(v) ...
(vi) n − layer vertices take Source, 1 − layer, …, n − 1 − layer vertices as forward vertices;

2. Start with Source, the earliest execution time interval ESTðViÞ of each vertex Vi relative to Source is computed by layer;
3. The earliest execution time interval of Sink relative to Source is the minimum execution time of the task instruction sequence;
4. Starting from Sink, the latest execution time interval LSTðViÞ of each vertex relative to Source is calculated in reverse step by step;
5. For instruction Vp like shutdown, the execution time delay Xp selects the earliest execution time interval relative to Source, and for
instruction Vq like switch on, the execution time delay Xq selects the latest execution time interval relative to Source; Ensure that the
command sequence satisfies the user’s task, starting as late as possible and shutting down as early as possible;
6. The execution time of the Source vertices is the time T0 subtracts the earliest execution time of the Source to T0, which is also the
start time S that the sequence starts to execute;
7. …

Algorithm 1: Instruction sequence generation algorithm based on the directed acyclic graph model.

V0

V1

V3

V2

E1 = 5 E3 = 4

E2 = 7 E4 = 8

Figure 2: Instruction model of the general weighted directed
acyclic graph.

V0

V1

V3

V2

E1 = 5 RE3 = 4

E2 = 7 E4 = 8

Figure 3: Instruction model of the general weighted RE acyclic
graph.
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Flexible Edge. In a directed acyclic graph, the edges with
variable weights are called flexible edges and are denoted as
FE.

Flexible Zone. The flexible interval of edge weight, which
we call the flexible zone, is denoted as FZ. It is obvious that
the rigid edge is a special flexible edge whose upper and
lower limits of the flexible interval are equal.

Implement Zone. In a directed acyclic graph, the time of
a node changes within a reasonable range, which becomes a
reasonable range of execution, referred to as the implement
zone, recorded as IZ.

Addition operation of IZ and FZ: the addition operation of
the implement zone and the flexible zone is defined as follows:

IZ’ = IZ + FZ = IZdown + FZdown, LZup + FZup
� �

: ð2Þ

Subtraction operation of IZ and FZ: the subtraction oper-
ation of the implement zone and the flexible zone is defined as
follows:

IZ’ = IZ − FZ = IZdown − FZup, LZup − FZdown
� �

I 0,+∞½ Þ:
ð3Þ

Obviously, if LZup < FZdown, IZ’ =∅.
In view of the above definition, the following theorem is

proposed and proven.

Theorem 1. Suppose that the node Vi in a directed acyclic
graph has a precursor node Vpre, the corresponding flexible
edge is FEpre, and the flexible zone is FZðFEpreÞ = ½FZ
ðFEpreÞdown, FZðFEpreÞup�. If IZðVpreÞ = ½IZðVpreÞdown, LZ
ðVpreÞup� has been determined, then IZðViÞ = ½IZðVpreÞdown
+ FZðFEpreÞdown, LZðVpreÞup + FZðFEpreÞup�.

Proof. Let x = TðVpreÞ, y = TðFEpreÞ, and z = TðViÞ. Accord-
ing to the flexible edge constraints of FEpre, the objective
function is z = x + y; here, x ∈ ½IZðVpreÞdown, IZðVpreÞup�
and y ∈ ½FZðFEpreÞdown, FZðFEpreÞup�. According to the prop-
erty of the linear equations with two unknowns, the range of
the objective function z = x + y is ½IZðVpreÞdown + FZ
ðFEpreÞdown, LZðVpreÞup + FZðFEpreÞup�. And the range is
continuous within its domain of definition IZðViÞ = ½IZ
ðVpreÞdown + FZðFEpreÞdown, LZðVpreÞup + FZðFEpreÞup�.

Inference 2. Suppose that a node Vi in a directed acyclic
graph has J precursor nodes Vpre

j , j = 1, 2,⋯, J . One of the

implement zones IZðViÞj of node Vpre
j is determined by

implement zone IZðVpre
j Þ of each precursor and flexible zone

FZðFEjÞ of FE j. All entries of this node determine the inter-
section of the execution ranges of this node, which is equal

to the execution ranges of this node. That is, IZðViÞ = ∩
J

j=0
ð

IZðVpre
j Þ + FZðFEjÞÞ.

Theorem 3. Suppose that the node Vi in a directed acyclic
graph has a backward node Vnext , the corresponding flexible
edge is FEnext , and the flexible zone is FZðFEnextÞ = ½FZ
ðFEnextÞdown, FZðFEnextÞup�. If IZðVnextÞ = ½IZðVnextÞdown, LZ
ðVnextÞup� has been determined, then IZðViÞ = ½LZ
ðVnextÞdown − FZðFEnextÞup, IZðVnextÞup − FZðFEnextÞdown�.

Proof. Let x = TðVnextÞ, y = TðFEnextÞ, and z = TðViÞ.
According to the flexible edge FEnext constraints, it has
objective function z = x − y, x ∈ ½IZðVnextÞdown, IZðVnextÞup�,
and y ∈ ½FZðFEnextÞdown, FZðFEnextÞup�. According to the
property of the linear equations with two unknowns, the
range of the objective function z = x − y is ½LZðVnextÞdown −
FZðFEnextÞup, IZðVnextÞup − FZðFEnextÞdown�, and the range is
continuous within its domain of definition IZðV iÞ = ½LZ
ðVnextÞdown − FZðFEnextÞup, IZðVnextÞup − FZðFEnextÞdown�.

Inference 4. Suppose a directed acyclic graph has a node Vi
and J rear-driver nodes Vnext

j , j = 1, 2,⋯, J . Each rear-
driver node Vnext

j implement zone IZðVnext
j Þ and the flexible

zone FZðFEjÞ of FE j determine an implement zone IZðViÞj
of node Vi; all entries of this node determine the intersection
of the execution ranges of this node, which is equal to the

execution ranges of this node. That is, IZðViÞ = ∩
J

j=0
ðIZð

Vnext
j Þ − FZðFEjÞÞ.

3.2. Instruction Generation Algorithm Based on FWDAG. In
this paper, an instruction sequence generation algorithm based
on the FWDAGmodel is proposed. A flexible edges FE are gen-
erated by the dependence of instructions with n nodes.

4. Application Example

Figure 4 is an instruction model of a satellite imaging task
that is described by FWDAG. According to Algorithm 2,
the procedure for calculating the graph above is

IZ V0ð Þ = 0, 0½ �, IZ V1ð Þ = 0,+∞½ �, IZ V2ð Þ = 0,+∞½ �, IZ V3ð Þ = 0,+∞½ �,
IZ V1:1ð Þ = 0,+∞½ �, IZ V2:1ð Þ = 0,+∞½ �, IZ Vendð Þ = 0,+∞½ �,
IZ V1ð Þ = IZ V0ð Þ + FZ FE1ð Þ = 5, 7½ �,
IZ V2ð Þ = IZ V0ð Þ + FZ FE2ð Þ = 2, 3½ �,
IZ V3ð Þ = IZ V0ð Þ + FZ FE3ð Þ = 2, 3½ �,
IZ V1:1ð Þ = IZ V1ð Þ + FZ FE1:1ð Þ = 2, 3½ � + 5, 7½ � = 7, 10½ �,
IZ V2:1ð Þ′ = IZ V2ð Þ + FZ FE2:1ð Þ = 2, 3½ � + 2, 9½ � = 4, 12½ �,
IZ V2:1ð Þ = IZ V3ð Þ + FZ FE3:1ð Þð Þ ∩ IZ V2:1ð Þ′ = 9,+∞½ Þ ∩ 4, 12½ � = 9, 12½ �,

IZ Vendð Þ′ = IZ V1:1ð Þ + FZ FE1:1:1ð Þ = 7, 10½ � + 120,145½ � = 127,155½ �,
IZ Vendð Þ = IZ V2:1ð Þ + FZ FE2:1:1ð Þð Þ ∩ IZ Vendð Þ′ = 14, 22½ � ∩ 127, 155½ � =∅:

ð4Þ

There is no solution to the program break.
Obviously, according to the antenna path V0 ⟶V1:1

⟶Vend, the earliest execution time of Vend is 127, and
according to the camera path V0 ⟶ V2:1 ⟶V3, the latest
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V0 (image
mission

start Cmd)

V1 (antenna
power on
Cmd)

Vend (result
download
Cmd)

V3(attitude
swing 15
deg cmd)

FE1, FZ = [2, 3]

FE3, FZ = [2, 3]
FE3.1, FZ = [7, +∞]

V2 (camera
power on
Cmd)

FE2, FZ = [2, 3]

V1.1 (antenna
points to BJ
station Cmd)

FE1.1.1, FZ = [120, 145]

FE1.1, FZ = [5, 7]

V2.1 (target
image cmd)

FE2.1, FZ = [2, 9] FE2.1.1, FZ = [5,10]

Figure 4: FWDAG instruction model.

1. The implement zone IZðV0Þ = ½0, 0� for the task starting node V0, The implement zone for all other nodes is set to IZðViÞ = ½0,+∞Þ
;
2. Starting from V0, select a node with degree 0 (no precursor node) from the digraph as the current node Vi. According to equation
(2), calculate implement zone of all the backward nodes of the current node whose degree edges are connected.
3. According to Inference 2, the implement zone of the new node calculated by step 2 is updated by “And operation”. If the result of
“And operation” is “Empty”, operation will be quit.
4. Deletes the current node and all flexible edges coming from this node.
5. Repeat steps 2 to step 4, until there are no more nodes in the directed graph.
6. Starting with VN , select a node from the directed graph with an outdegree of 0 (without a trailing node) as the current node Vi,
according to equation (3), select TðViÞ from IZðViÞ according to the strategy of selecting node time (the last instruction is to select
the earliest value, the start instruction is to be as late as possible, and the shutdown instruction is to be as early as possible), at the
same time update the current node into all degrees edge connected to the precursor node implement zone;
7. According to Inference 4, the result of step 6 is updated by “And operation”. The result of “And operation” should not be “Empty”.
8. Deletes the current node and all flexible edges that enter this node.
9. Repeat steps 6 to step 8, until the node is no longer present in the directed graph.

Algorithm 2: An instruction sequence generation algorithm based on FWDAG.

V0 (image
mission

start Cmd)

V1 (antenna
power on
Cmd)

Vend (result
download
Cmd)

V3 (attitude
swing 15
deg Cmd)

FE1, FZ = [2, 3]

FE3, FZ = [2,3]
FE3.1, FZ = [7, +∞]

V2 (camera
power on
Cmd)

FE2, FZ = [2, 3]

V1.1 (antenna
points to BJ
station Cmd)

FE1.1.1, FZ = [120, 145]

FE1.1, FZ = [5, 7]

V2.1 (target
image Cmd)

FE2.1, FZ = [2, 9] FE2.1.1.1, FZ = [2, +∞]

V2.1.1 (camera
standby Cmd)

FE2.1.1, FZ = [5, 10]

Figure 5: Adjusted FWDAG instruction model.
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execution time of V end is 22; obviously, there is no solution.
This means that there are conflicts among camera payload,
attitude executable trajectory, and antenna executable path
constraint. The period of antenna execution is very long,
while the time of camera payload powered on cannot be
too long. Hence, the camera standby instruction is inserted
into the onboard system, to prolong the camera instruction
path V0 ⟶V2:1 ⟶V3 and then to match the antenna
path, as shown in Figure 5.

By the updated instruction model, according to Algo-
rithm 2, recalculated results are

IZ V0ð Þ = 0, 0½ �, IZ V1ð Þ = 0,+∞½ �, IZ V2ð Þ
= 0,+∞½ �, IZ V3ð Þ = 0,+∞½ �,

IZ V1:1ð Þ = 0,+∞½ �, IZ V2:1ð Þ = 0,+∞½ �, IZ Vendð Þ = 0,+∞½ �,
IZ V1ð Þ = IZ V0ð Þ + FZ FE1ð Þ = 2, 3½ �,
IZ V2ð Þ = IZ V0ð Þ + FZ FE2ð Þ = 2, 3½ �,
IZ V3ð Þ = IZ V0ð Þ + FZ FE3ð Þ = 2, 3½ �,

IZ V1:1ð Þ = IZ V1ð Þ + FZ FE1:1ð Þ = 2, 3½ � + 5, 7½ � = 7, 10½ �,
IZ V2:1ð Þ′ = IZ V2ð Þ + FZ FE2:1ð Þ = 2, 3½ � + 2, 9½ � = 4, 12½ �,

IZ V2:1ð Þ = IZ V3ð Þ + FZ FE3:1ð Þð Þ ∩ IZ V2:1ð Þ′
= 9,+∞½ Þ ∩ 4, 12½ � = 9, 12½ �,

IZ V2:1:1ð Þ = IZ V2:1ð Þ + FZ FE2:1:1ð Þ
= 9, 12½ � + 5, 10½ � = 14, 22½ �,

IZ Vendð Þ′ = IZ V1:1ð Þ + FZ FE1:1:1ð Þ
= 7, 10½ � + 120,145½ � = 127,155½ �,

IZ V endð Þ = IZ V2:1:1ð Þ + FZ FE2:1:1ð Þð Þ ∩ IZ Vendð Þ′
= 16,+∞½ Þ ∩ 127, 155½ � = 127, 155½ �:

ð5Þ

According to the end node selection of the earliest execu-
tion time principle, then

T Vendð Þ = 127, LZ V endð Þ = 127,127½ �,
IZ V1:1ð Þ” = IZ Vendð Þ − FZ FE1:1:1ð Þð Þ ∩ IZ V1:1ð Þ

= 0, 7½ � ∩ 7, 10½ � = 7, 7½ �, T V1:1ð Þ = 7,

IZ V1ð Þ” = IZ V1:1ð Þ′′ − FZ FE1:1ð Þ
� �

∩ IZ V1ð Þ
= 0, 2½ � ∩ 2, 3½ � = 2, 2½ �, T V1ð Þ = 2,

IZ V0ð Þ1” = IZ V1ð Þ′′ − FZ FE1ð Þ
� �

∩ IZ V0ð Þ
= 0, 0½ � ∩ 0, 0½ � = 0, 0½ �,

IZ V2:1:1ð Þ” = IZ Vendð Þ − FZ FE2:1:1:1ð Þð Þ ∩ IZ V2:1:1ð Þ
= 0,125½ � ∩ 14, 22½ � = 14, 22½ �:

ð6Þ

According to the end node selection of the earliest execu-

tion time principle, then

T V2:1:1ð Þ = 14, LZ V2:1:1ð Þ′′ = 14, 14½ �,
IZ V2:1ð Þ” = IZ V2:1:1ð Þ′′ − FZ FE2:1:1ð Þ

� �
∩ IZ V2:1ð Þ

= 4, 9½ � ∩ 9, 12½ � = 9, 9½ �, T V2:1ð Þ = 9,

IZ V2ð Þ” = IZ V2:1ð Þ′′ − FZ FE2:1ð Þ
� �

∩ IZ V1ð Þ
= 0, 7½ � ∩ 2, 3½ � = 2, 3½ �:

ð7Þ

According to the end node selection of the earliest execu-
tion time principle, then

T V2ð Þ = 2, LZ V2ð Þ′′ = 2, 2½ �,
IZ V0ð Þ2” = IZ V2ð Þ′′ − FZ FE2ð Þ

� �
∩ IZ V0ð Þ

= 0, 0½ � ∩ 0, 0½ � = 0, 0½ �,
IZ V3ð Þ” = IZ V2:1ð Þ′′ − FZ FE3:1ð Þ

� �
∩ IZ V3ð Þ

= 0, 2½ � ∩ 2, 3½ � = 2, 2½ �, T V3ð Þ = 2,

IZ V0ð Þ3” = IZ V2ð Þ′′ − FZ FE2ð Þ
� �

∩ IZ V0ð Þ
= 0, 0½ � ∩ 0, 0½ � = 0, 0½ �,

IZ V0ð Þ” = IZ V0ð Þ1” ∩ IZ V0ð Þ2” ∩ IZ V0ð Þ3”
= 0, 0½ �, T V0ð Þ = 0:

ð8Þ

At last, all the Ts were calculated:
TðV0Þ = 0, TðV1Þ = 2, TðV2Þ = 2, TðV3Þ = 2, TðV1:1Þ = 7,

TðV2:1Þ = 9, TðV2:1:1Þ = 14, and TðVendÞ = 127, and we get
the satellite imaging mission’s command sequence.

The purposed scheme and algorithm are to model the
existing constraints and find the feasible solution of the
instruction sequence under this constraint model, which
not only meets the constraint requirements but also
improves the task execution energy efficiency as much as
possible. If the feasible solution of the instruction sequence
cannot be found under the current constraint model, the
algorithm will alert the designer. As for how to modify the
constraint model, such as the weight of edges or the number
of vertices, designers need to adjust the design according to
the actual situation of satellite missions and their own expe-
rience, so as to adjust the FWDAG model, and finally ensure
that the instruction system can find a feasible solution under
the adjusted constraint model.

5. Conclusion

An instruction generation algorithm based on the flexible
weighted directed acyclic graph is proposed. By introducing
the concept of a flexible edge into the directed acyclic graph,
the problem that the time interval of instruction execution is
fixed in a certain variable region is solved, ensuring that the
execution interval of the dependent instruction is within the
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preset range. The time complexity of the algorithm is OðnÞ
=Oðn + 2eÞ, where n is the number of nodes in the digraph
model and e is the number of edges.
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A flexible brush mechanism is designed and mounted at the end of a seven-degree-of-freedom robotic arm to despin a tumbling
target. The dynamics model of the flexible brush is established using the absolute nodal coordinate method (ANCF), and its
contact collision with the solar wing of the tumbling target is analysed. The H∞ optimal control is proposed for a seven-
degree-of-freedom robotic arm during despinning of a tumbling target while ensuring the global robustness and stability.
Simulations verify that the despinning strategy can successfully eliminate the rotation speed and is feasible and effective.

1. Introduction

With the development of space technology, the number of
human space satellites has gradually increased and the
resulting space debris removal has become a key topic in
the space industry [1]. In order to control the growth of
the space debris population and eliminate its threat to space-
flight activities, active space debris removal techniques have
become a current research hotspot [2]. Capture strategy for
non-cooperative targets tumbling at high speed, applying
resistance and reducing their angular speed of rotation to
make capture less difficult [3]. In terms of contact despin-
ning, Huang et al. [4, 5] proposed a method for attitude con-
trol of noncooperative targets based on a tether terminal,
which stabilizes the attitude of the tumbling target by con-
trolling the tether tension and damping force attached to
it; Daneshjou and Alibakhshi [6] proposed a spring damper
buffer device which is accomplished by contact collision dur-

ing nozzle docking in the despinning process; Nishida and
Kawamoto [7] designed a despinning device with a flexible
brush as the end-effector, which uses the elastic contact force
between the brush and the target for despinning. There are
also space debris removal systems such as drag-increasing
devices, which accelerate the target deconvolution process
by increasing the surface-to-mass ratio of the target, thus
increasing the air drag; methods include spraying foam on
space debris [8, 9] and installing airbags for space debris [10].

For the stability of the deconvolution mechanism during
the deconvolution process, the fast response and stability of
the robotic arm are achieved by using sliding mode control.
In terms of the sliding mode control, Oliveira et al. [11]
proposed an adaptive sliding mode method based on the
concept of extended equivalent control to deal with distur-
bances at unknown boundaries in nonlinear systems to
avoid overestimation of controller gains and loss of sliding

Hindawi
International Journal of Aerospace Engineering
Volume 2021, Article ID 6196556, 9 pages
https://doi.org/10.1155/2021/6196556

https://orcid.org/0000-0001-8846-7817
https://orcid.org/0000-0002-7025-3279
https://orcid.org/0000-0003-4531-4903
https://orcid.org/0000-0002-4464-6634
https://orcid.org/0000-0003-1754-7056
https://orcid.org/0000-0001-6214-813X
https://orcid.org/0000-0003-2475-4504
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6196556


motion. Kawamura et al. [12] proposed a sliding mode con-
trol design based on a disturbance observer using Lyapu-
nov’s stability theorem method, which reduces the gain of
the switching term in the sliding mode controller and effec-
tively eliminates jitter.

Veysi et al. [13] designed a fuzzy sliding mode controller
for controlling the position of an end-effector in a space task.
This controller uses a new heuristic algorithm, the adaptive
improved BAT algorithm, to determine the coefficients of
the fuzzy sliding-mode controller and verify its performance
with a two-degree-of-freedom robotic arm. Mobayen et al.
[14] investigated a second-order fast terminal sliding mode
control technique based on linear matrix inequalities for
a class of tracking problems with unmatched nonlinear
uncertainty, which showed significant improvements in
both control performance and tracking performance. Kar-
imi et al. [15, 16] solved the control problem for a class of
uncertain nonlinear systems using a generalized adaptive
control. Sun and Hou [17] studied the control problem
of a flexible linkage robotic arm with uncertainty and pro-
posed a sliding mode control method with both a neural
network and a disturbance observer for adaptive design.
The update laws of the neural network and disturbance
observer were designed on this basis, and the stability of
the closed-loop system was proved by Lyapunov analysis.
Mobayen et al. [18] designed an adaptive super-torsional
global nonlinear sliding mode control rate for an N-linked
robot, which ensured the elimination of the arrival phase
and the presence of the sliding mode on the right side of the
surface, while using the adaptive control law to eliminate
external disturbances. Yang et al. [19, 20] designed an adaptive
neural network for sliding mode control of flexible manipula-
tors. Cao et al. [21, 22] use a robust fixed-time attitude stabili-
zation control with spacecraft with actuator uncertainty.
Zhang et al. [23–25], with regard to the issues of stability for
hidden semi-Markov jump systems, designed a stabilizing
controller dependent on both the observed mode, and the
elapsed time it is constructed. In the sense of σ-error mean
square stability (σ-MSS), numerically testable criteria on the
basis of semi-Markov kernel (SMK) and emission probability
of HS-MJLSs are obtained.

As a brand new research topic, despinning is still in the
theoretical stage at home and abroad. This paper designs a
robust optimal controller based on linear quadratic perfor-
mance indicators for a seven-degree-of-freedom robotic
arm with uncertainty and external disturbances. The essence
of the control is to minimise the parametrization of the error
transfer function under the condition that the disturbance is
bounded, considering the maximum disturbance that the
system may withstand. At the same time, the optimal control
makes the system robustly optimal for a specified perfor-
mance index. By analysing Lyapunov stability, it can be
demonstrated that in the case of bounded disturbances, the
robust state feedback control term in the controller can
effectively compensate for the uncertainties in the system
and external disturbances, allowing the robot arm to accu-
rately track the desired trajectory, i.e., the closed-loop system
achieves asymptotic stability, while the quadratic perfor-
mance index is optimal.

2. Despin Dynamics

This paper designs a space robot with a flexible reduction
brush at the end to deconvolve a tumbling target in space.
The deconfliction mechanism is flexible and has soft contact
characteristics for noncooperative targets in a free tumbling
state, which can improve the safety of deconfliction. The
model is shown in Figure 1.

Definition of the coordinate system and symbols: coordi-
nate system ΣI is the inertial coordinate system, coordinate
system Σb is the base body coordinate system, coordinate
system Σt is the target body coordinate system, q = ½q1, q2,
q3, q4, q5, q6, q7� are the robot arm joint variables, qb = ½qb1,
qb2, qb3� is the attitude Euler angle of the base body, Ci is
the mass center of the Kth rod of the robot arm, Ji is the
joint connecting the i − 1 and i rods, Iri is the position of
the mass center of the i rod of the robot arm in the inertial
coordinate system, Ir0 is the position vector of the mass cen-
ter of the base spacecraft in the inertial coordinate system,
I rg is the position vector of the mass center of the space

robot system, Iωi is the angular velocity of the i rod of the
arm, Iω0 is the angular velocity of the base,

Iωt is the angular
velocity of the target, and mi is the mass of the i rod of the
space robot. The top left corner I indicates the representa-
tion of the vector in the inertial coordinate system.

2.1. Modeling of Rope Dynamics Based on ANCF Cable-Beam
Units. The flexible reduction brush at the end of the gyro-
scopic robot is modelled using rope dynamics based on the
Absolute Nodal Coordinate Formulation (ANCF) cable-
beam element.

2.1.1. Kinetic Energy of Cable Element. Since the shape func-
tion of the cable element is constant, the velocity vector at
any point on the j cable element can be written as

j _r = Sj _qc, ð1Þ

where r is the global position vector at any point, S is the
shape function, and qc is the generalized coordinates.

Using equation (1), the kinetic energy of the flexible
cable element can be written as

jT =
1
2

ðL
0
ρ
ð
A

j _q
T
c S

TSj _qcdAdx =
1
2
j _q

T
c

ðL
0
ρ ASTS
� �
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� �

j _qc =
1
2
j _q

T
c
jMj _qc,

ð2Þ

where ρ and A are the cable element density and cross-
sectional area, respectively; L is the cable element length;
and M =

Ð L
0ρðASTSÞdx represents the constant mass matrix

of the cable element [19, 20].

2.1.2. Internal Energy of the Element. Using the Bernoulli-
Euler beam equation, the flexible deceleration brush cable
is subjected to preload and the element positive stress is

σ = Eε + σ1, ð3Þ
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where σ1 is the preload force, E is the modulus of elastic-
ity, and ε is the axial strain. Then, the internal energy of the
flexible cable element is expressed as

U =
ð
V

1
2
Eε2 + σ1ε

� �
dV = AL

ð1
0

1
2
Eε2 + σ1ε

� �
dx, ð4Þ

where V is the volume of the flexible cable unit.

2.1.3. Kinetic Equations. The total kinetic energy and total
strain energy of the flexible cable system are

T = 〠
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The kinetic equation for the flexible cable system is

d
dt
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where D is the constraint equation, λ is the Rasch multiplier
corresponding to the constraint equation, Qe is the general-
ized force vector, and qc and λ are both unknown quantities.

2.2. Contact Collision Dynamics Modelling. During the dero-
tation process, the contact collision occurs mainly between
the flexible reduction brush and the sail of the tumbling tar-
get. The contact collision between the flexible reduction
brush and the target is modelled based on a nonlinear spring
damping model. According to Hertz collision theory, the

contact collision is represented as

F = FK + FCð ÞB δð Þ = Kδn + C _δ
� �

B δð Þ,

B δð Þ =
0

1

(
δ ≥ 0,

δ < 0:

8>>><
>>>:

ð7Þ

FK is the normal collision force, FC is the normal damp-
ing force, K is the equivalent contact stiffness, C is the equiv-
alent contact damping factor, δ is the normal penetration
depth, _δ is the normal penetration velocity, n is the exponent
(n ≥ 1). BðδÞ is a logistic function that determines whether
contact is made based on the normal penetration δ.

2.3. Modelling the Dynamics of Free-Floating Space Robots.
The equations for the dynamics of a free-floating space robot
are

Hb Hbm

HT
bm Hm

" #
€xb

€qm

" #
+

cb

cm

" #
=

Fb

τ

" #
+

JTb

JTm

" #
Fe, ð8Þ

where Hb is the base inertia matrix; Hm is the arm inertia
matrix; Hbm is the space robot coupling inertia matrix; xb is
the base position; qm is the arm joint angle; cb is the nonlin-
ear term of the base; cm is the nonlinear term of the arm; Fb
and Fe are the forces acting on the base and the end, respec-
tively; τ is the arm joint moment; Jb is the end base Jacobi
matrix; and Jm is the end joint Jacobi matrix.

2.4. Robust Control Dynamics Modelling. Dynamics model-
ling has been completed for space robots:

H qtog
� �

€qtog + C qtog, _qtog
� �

_qtog = τ, ð9Þ

where HðqtogÞ is the symmetric positive definite inertia

matrix; Cðqtog, _qtogÞ _qtog is the nonlinear coupling term: Cð
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Figure 1: A model of seven-degree-of-freedom manipulator.
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qtog, _qtogÞ _qtog = _H _qtog − ð∂/∂qtogÞðð1/2Þ _qTtogH _qtogÞ; and τ is
the forces and moments acting on the base and robotic
arm joints.

The space ablative robot is in the complex microgravity
environment of space and contains a flexible reduction
brush at the end, so considering the uncertainties of external
disturbances an friction and parameter errors, equation (9)
can be expressed as

H qtog
� �

€qtog + C qtog, _qtog
� �

_qtog = τ,

H qtog
� �

=H0 qtog
� �

+ ΔH qtog
� �

,

C qtog, _qtog
� �

= C0 qtog, _qtog
� �

+ ΔC qtog, _qtog
� �

,

ð10Þ

where H0ðqtogÞ and C0ðqtog, _qtogÞ are the knowable nominal
matrix and ΔHðqtogÞ and ΔCðqtog, _qtogÞ are the unknowable
nominal matrix.

H0 qtog
� �

€qtog + C0 qtog, _qtog
� �

_qtog = τ − ΔH qtog
� �

€qtog − ΔC qtog, _qtog
� �

_qtog:

ð11Þ

Dynamic compensation is as follows:

τ =H0 qtog
� �

u + C0 qtog, _qtog
� �

_qtog, ð12Þ

€qtog = u −H−1
0 ΔH€qtog −H−1

0 ΔC _qtog: ð13Þ

u is the control input vector, defining external distur-
bances τd :

δ qtog, _qtog, €qtog
� �

= − ΔH€qtog + ΔC _qtog − τd
� �

: ð14Þ

In order to make the space robot end track the desired
trajectory with time variation, the state tracking error is
defined as e ∈ R13:

e =
_qtog − _qdtog

qtog − qdtog

2
4

3
5 =

_~qtog

~qtog

" #
, ð15Þ

where qdtog is the expected arm joint angles and _qdtog is the
desired angular velocity of the joint of the manipulator.

The trajectory tracking error state equation of the space
robot can be obtained as follows:

_e = A qtog, _qtog
� �

e + Bu + Bw: ð16Þ

Each parameter is specifically defined as

A qtog, _qtog
� �

=
−H−1

0 C0 0

I13 0

" #
, ð17Þ

B = I13 0½ �T, ð18Þ

w = −H−1
0 δ qtog, _qtog, €qtog

� �
, ð19Þ

u =H−1
0 τ −H0€q

d
tog − C0 _q

d
tog

� �
: ð20Þ

Therefore, the force and moment exerted on the space
robot can be solved as

τ =H0 €qdtog + u
� �

+ C0 _q
d
tog: ð21Þ

To track the desired trajectory and reach the desired
point at the end, the design aid equation is as follows:

z =De =
D11 D12

0 I

" #
_~qtog

~qtog

" #
, ð22Þ

where D11 and D12 are constant matrices.
Putting formula (16) to formula (10),

_e = ANe + BNu + BNw: ð23Þ

Table 1: Kinetic parameters.

Parameter name Matrix Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 Joint 7

Length a (m) ˗ 0 0 1 1 0 0 0

Angle α (°) ˗ 90 90 0 0 90 90 0

Joint distance d (m) ˗ 0 0.1 0 0 0.3 0.1 0

Joint angle θ (°) ˗ θ1 θ2 θ3 θ4 θ5 θ6 θ7

Mass m (kg) 2811 2.8 2.8 25.39 25.39 2.8 2.8 10.6

Ix (kg·m2) 473 0.005 0.005 2.76 2.76 0.005 0.005 1.33

Iy (kg·m2) 473 0.005 0.005 2.76 2.76 0.005 0.005 1

Iz (kg·m2) 467 0.005 0.005 0.03 0.03 0.005 0.005 1.5

Table 2: Spin target parameters.

m
(kg)

Substrate
volume
(m3)

Sail area
(m2)

Rolling
speed
(rad·s-1)

Ix
(kg·m2)

Iy
(kg·m2)

Iz
(kg·m2)

2000 1 × 1 × 1 1 × 5:113 1 200 300 200
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In formula (17),

AN =D−1 −H−1
0 C0 0

D−1
11 −D−1

11D12

" #
D, ð24Þ

BN =D−1 H−1
0

0

" #
, ð25Þ

D1 = D11 D12½ �, ð26Þ

u =H0D1 _e + C0D1e, ð27Þ

w =H0D11H
−1
0 δ qtog, _qtog, €qtog

� �
: ð28Þ

Then, the control force and moment of the space robot

can be expressed as

τ =H0€qtog + C0 _q
d
tog, ð29Þ

€qtog = €qdtog + −D−1
11H

−1
0 C0D11 −D−1

11D12
� �

_e −D−1
11H

−1
0 C0D12e +D−1

11H
−1
0 u

= €qdtog −D−1
11D12 _e −D−1

11H
−1
0 C0 D11 D12½ � _~qtog ~qtog

h iT
− u

� �
= €qdtog −D−1

11D12
_~qtog −D−1

11H
−1
0 C0D1 _e − uð Þ:

ð30Þ
Designing the control law u = −KeðtÞ, the external dis-

turbance w in the system is reduced. γ is any positive real
number.

J =min
u∈L2

max
0≠w∈L2

Ð∞
0 1/2ð ÞeTQe + 1/2ð ÞuTRu� �

dtÐ∞
0 1/2ð ÞwTwð Þdt ≤ γ2: ð31Þ
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Figure 2: Spin satellite derotation effect.
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Designing the Lyapunov function VðxÞ = ð1/2ÞxTPx, the
Riccati equation is solved as follows:

_P + PAN + ANP + PBN R−1 −
1
γ2

I
� �

BNP +Q = 0: ð32Þ

By the skew symmetric matrix C0 − ð1/2ÞM0, we design
function P as follows:

P =DT
M0 0

0 N

" #
D, ð33Þ

where N is a positive definite symmetric constant matrix.
Putting formula (27) in formula (26),

0 N

N 0

" #
−DTBN R−1 −

1
γ2

I
� �

BT
ND +Q = 0: ð34Þ

By Cholesky decomposition, we get R1:

RT
1R1 = R−1 −

1
γ2

I
� �−1

: ð35Þ

At the same time,

Q =
QT

1Q1 Q12

QT
12 QT

2Q2

" #
, ð36Þ

D =
RT
1Q1 RT

1Q2

0 I

" #
, ð37Þ

N =
1
2

QT
1Q2 +QT

2Q1
� �

−
1
2

QT
21 +Q12

� �
: ð38Þ

So, H∞ the state feedback control rate of the robust

0.02

0.00

–0.02

–0.04

Jo
in

t a
ng

le
 er

ro
r (

ra
d)

–0.06

–0.08
0 10 20

Time (sec.)

30

Link1
Link2
Link3
Link4

Link5
Link6
Link7

Figure 3: Joint angle error.

Jo
in

t a
ng

ul
ar

 v
el

oc
ity

er
ro

rs
 (r

ad
.  s

-1
)

0
-1.2

-0.9

-0.6

-0.3

0.0

0.3

0.6

10 20 30

Time (sec.)

Link1
Link2
Link3
Link4

Link5
Link6
Link7

Figure 4: Joint angular velocity error.

Jo
in

t c
on

tro
l t

or
qu

e (
N

.m
)

0
–200

–150

–100

–50

0

50

10

-160
7.0 7.5 8.0

-120
-80
-40

40
0

20 30

Time (sec.)

Link1
Link2
Link3
Link4

Link5
Link6
Link7

Figure 5: Joint control torque.

Su
bs

tr
at

e a
ng

le
 (r

ad
.)

4
x10-3

3

2

1

0

-1
0 5 10 15 20 25

Time (sec.)

30

X
Y
Z

Figure 6: Substrate angle.

6 International Journal of Aerospace Engineering



optimal controller is

u = −R−1BTDe: ð39Þ

Remark 1. In [26], the authors mainly considered the stabi-
lization problem of the flexible deceleration brush detum-
bling mechanism attached to a space robot arm, where an
optimal adaptive control scheme and a backstepping control
strategy with sliding mode differentiator are proposed. Dif-
ferent from [26], in this paper, we mainly discuss the stabi-
lization issue of the manipulator under complex
environmental conditions and we show that the developed
despinning strategy can successfully eliminate the rotation
speed.

3. Spin Target Decontrol Study

The redundant robotic arm has seven degrees of freedom,
and the floating base has six degrees of freedom. The DH
method was used to build the space robot structure with
the dynamics parameters shown in Table 1. The parameters
of the designed space spin target are shown in Table 2. The
target is initially rotated around the axis with an angular
velocity of the actual effect as shown in Figure 2.

A robust optimal controller is used to simulate the
deconvolution of a spatial target in a spin state. The target
mass center and the mass center of the space robot are
located in the plane of deconvolution, and the initial posi-
tion of the end flexible brush is set in this plane. Therefore,
for the spin target deconvolution, once the deconvolution
plane is determined, it is only necessary to maintain the ini-
tial joint angle of the robot arm to ensure that the end flex-
ible reduction brush reaches the deconvolution position
before the next deconvolution.

The arm’s joint angle error and joint angular velocity
error are shown in Figures 3 and 4, respectively. The joint
angle error occurs during the contact collision process,
where the instantaneous force causes a large deviation in
the joint angle of the robot arm, which is then controlled

by the controller to recover the initial position. The magni-
tude of the joint angle error is in the range of 0.06 rad, and
the convergence time is approximately 3 s. The joint angle
error due to the contact collision gradually decreases as the
deconvolution progresses. The joint angular velocity error
also decreases in magnitude.

The robot arm control torque is shown in Figure 5: the
initial solving interval time is about 3.5 s and the initial joint
control torque is in the range of 150N. As the solving pro-
ceeds and the solving interval time increases, the solving tor-
que gradually decreases. The simulation time for the spin
target in this section is 30 s, in which a total of 7 spin cycles
are performed. Later in the 30 s spin process, i.e., during the
6th and 7th spins, the spin interval has grown to 5.6 s and
the joint control torque drops to within 100N. Extracting
the third deconvolution process for analysis shows that the
initial joint moments are similarly large during the 7 to 8 s
period when the contact collision causes a sudden increase
in the robot arm joint error. At the end of the collision
deconvolution, the control torque converges to zero within
0.8 s, completing the stable control of the system.

The substrate angle is shown in Figure 6. The motion of
the robotic arm and the collision interference at the end
affect the base angle of the space robot. The error accuracy
of the base angle is 0.23°/s.

During the spin-up process, the spin target is subjected
to contact collision forces, as shown in Figure 7. The colli-
sion forces occur mainly in the direction perpendicular to
the spin plane, which in this case is the y-axis direction.
The magnitude of the collision force is in the range of
400N and decays with time. The collision force is applied
at the deconfliction position at the edge of the target sail,
with the point of action and the length of the sail at the mass
center of the target acting as the deconfliction arm, both
forming a despinning moment for despinning.

The change of the angular velocity of the spin target is
shown in Figure 8. The angular velocity of the spin target
decreases from 1 rad/s to 0.4944 rad/s within 30 s of decon-
volution time, and the deconvolution effect is 49.44%.
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Therefore, it can be proven that the deconvolution efficiency
and H∞ optimal controller designed in this paper can
achieve the desired deconvolution effect. Due to the effec-
tiveness and stability of the controller, the target has a good
despinning effect and no large chapter motion in the other
two axes. However, the spatial environment is complex
and uncertain, and there is a high probability that the spin
target will be converted into a chapter motion under the
condition of unknown disturbance.

4. Conclusions

A H∞ optimal controller is designed to address the external
disturbances and uncertainties in the space robot deconvolu-
tion process. Using the Lyapunov stability theory, it is dem-
onstrated that under the condition of bounded disturbances,
the robust state feedback control term can be designed to
compensate for uncertainties and unknown disturbances to
achieve the purpose of deconvolution, thus ensuring the
global asymptotic stability of the closed-loop system. It is
also verified that the controller is able to demonstrate high
accuracy and good convergence in both unknown distur-
bances and uncertain environments. The ability of the flexi-
ble reduction brush end designed in this paper to perform
the deconvolution task also demonstrates the accuracy of
the controller and the effectiveness of the deconvolution
strategy. Simulations using the H∞ optimal controller for
autonomous deconvolution control show that the H∞ opti-
mal controller has high accuracy and good convergence.
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