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The study expects to solve the bottleneck problem in the field of intelligent navigation visual sensing and build a network system of
information physics, to achieve a visual sensor which can correspond the depth and color of a scene. It aims to improve the robustness
and accuracy of color recognition of color structured light in a complex environment. Based on the digital twins (DTs) technology, the
effective transformation of logistics process and physical entity to quasi-real-time digital image is realized. The omnidirectional vision
sensing technology of a single viewpoint and the panoramic color volume structured light generation technology of a single emission
point are integrated. The new active 3D panoramic vision sensor is achieved for which makes the current visual sensing technology
developed into the visual perception of body structure. This technology is adopted in the preliminary design of environmental art in
the scenic spot, and it can predict the design feasibility of environmental art in the scenic spot, avoid mistakes in decision-making to a
great extent and save human and material resources. And also it can analyze and predict some possible dangerous situations, which
can greatly improve the environmental safety factor of the scenic spot. In the improvement stage of environmental art design in the
scenic spot, using active 3D vision sensing technology can obtain more comprehensive information and is more conducive to the

selection of design schemes.

1. Introduction

With the integration and application of a new generation of
information technology (such as cloud computing, Internet
of things (IoT), big data, and spatial computing) and in-
dustry, countries around the world have issued their own
advanced manufacturing development strategies to realize
the interconnection and intelligent operation of the in-
dustrial physical world and the information world so as to
realize the intelligent industry. The Notice on Accelerating
the Digital Transformation of State-owned Enterprises issued
by the State-owned Assets Supervision and Administration
Commission of the State Council in September 2020 clearly
pointed out that it is necessary to use 5t generation mobile
communication technology (5G), cloud computing, block-
chain, artificial intelligence, digital twins (DTs), BeiDou
communication, and other new-generation information
technologies to explore and build a new IT architecture

modes such as “data center” and “business center” to meet
the business characteristics and development needs of en-
terprises and build an agile, efficient, and reusable new
generation of digital technology infrastructure. DTs are to
create a virtual model of physical entities in a digital way,
simulate the behavior of physical entities in the real envi-
ronment with the help of data. It adds or expands new
capabilities for physical entities through virtual and real
interactive feedback, data fusion analysis, decision iterative
optimization, and other means. DTs products face the whole
product life cycle process, play the role of bridge and link
between the physical world and the information world, and
provide more real-time, efficient, and intelligent services. At
present, the main way for humans to obtain information is
vision, and vision can give people intuitive images, which are
easy to be accepted and understood. However, the per-
ception of human vision is not unlimited, and as an ex-
tension of human vision, visual sensing technology has the
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advantages of strong adaptability, uninterrupted work, high
speed, high efficiency, and objective judgment standard and
other advantages. Thus, visual sensors are more and more
widely used in all walks of life in contemporary society. With
the development of society, visual sensing technology is
constantly improving and perfecting, and its role in the
environmental art design of scenic spots is also changing, but
there are still some technical problems to be solved. For
example, how to realize intelligent visual perception has
become a key technical problem to be solved urgently in
China’s social development.

At present, intelligent visual perception technology is
facing a bottleneck problem, which is how to improve the
signal source quality of the acquired video image. When
converting a three-dimensional space scene into a two-di-
mensional image through the system, important informa-
tion such as the object point depth and azimuth information
will be lost. These will affect the judgment of the real en-
vironment. The ideal visual sensing technology can help to
obtain the three-dimensional panoramic image “centered on
the visitors in the scenic spot” [1]. At present, the technology
for which is widely used in product quality detection, target
detection and tracking, reverse engineering, obstacle de-
tection, robot positioning, and navigation is called passive
stereo vision perception technology. It has many advantages,
such as simple structure, rich information, and convenient
use. However, there is a bottleneck problem in the field of
computer vision, that is, how to improve the accuracy of
binocular stereo matching and analyze and calculate quickly.
The effective way to solve this problem is to use active vision
technology instead of passive stereo vision perception
technology [2, 3]. But, there is still an urgent problem to be
solved in active vision technology, that is, how to improve
the accuracy and robustness of color recognition of color
structured light in complex environments.

The study mainly explores the following two aspects: (1)
combined the omnidirectional vision sensor and panoramic
color structured light generator, it makes the current visual
sensing technology be further developed into the visual
perception of body structure; (2) through research, the
accuracy of color recognition of projected light in the en-
vironment is further improved, achieving the panoramic
vision sensor with scene depth corresponding to color one
by one. Based on the above studies, it greatly improves the
visual perception of visual sensing technology and more
effectively applies it to the design of environmental art in
scenic spots.

2. Materials and Methods

The active 3D panoramic vision sensor is obtained by
combining ODVS (omnidirectional vision sensor) and
PCSLG (panoramic color structured light generator).
Through the application of ASODVS (active stereo omni-
directional vision sensor) in practice, it can obtain the color
map and scene depth corresponding to the actual
environment.

The omnidirectional vision sensor with a single view-
point and the panoramic color volume structure light source
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with a single emission point are fused, and a certain con-
nection mode is adopted to assemble them on the same main
axis. According to the relevant working principle of ODVS
and the relevant definition of epipolar geometry, the radi-
ation whose origin is the center point of the panoramic
image can correspond to the epipolar line of the stereo image
pair obtained by ODVS. Through the above methods, it can
become a constraint condition for stereo matching [4]. The
active stereo vision can simplify the epipolar matching step
in passive panoramic stereo vision. Because the color light is
emitted by PCSLG and the reflected light is received by
ODVS are on the same epipolar plane and also because the
used technology is time-sharing control technology, when
the power supply state of the light source of panoramic color
projection is inconsistent, the color of the collected object
points is also different. When the power state is ON, the
color information in the object point A contains the in-
formation of the projected light source; when the power state
is OFF, the color information of the object point B is that of
the object point itself [5], as shown in Figure 1.

2.1. DTs. Based on the development of DTs technology,
remarkable results have been achieved in various industries.
Meanwhile, it effectively accommodates various technolo-
gies such as big data technology, 5G technology, and arti-
ficial intelligence technology so as to promote China’s
construction to a new level, as shown in Figure 2.

Generally, it is considered that the information between
the human interaction interface and the database needs to be
retrieved or interconnected, which can break the informa-
tion isolation more conveniently and timely. Nowadays,
with the development of related technologies, the industrial
IoT as a DTs communication system has been realized. The
application of this technology is more conducive to realize
the real-time and intelligent independent access, and ef-
tectively collect and analyze the process, service information,
and products in the actual industrial environment. The
industrial IoT is connected by multiple communication
software. Based on this, it can also realize the required
operations such as monitoring, exchange, collection, and
analysis of the information at the equipment layer and at all
levels on the equipment layer network. In practice, enter-
prises can use sensors, software, and mechanical learning at
the same time, and realize the collection and analysis of
physical objects and other related big data flow data in the
application of a series of technical means. After that, the data
can be managed and operated after the collection and
analysis are completed.

The above is an overall description of the DTs application
technology, which will give more new vitality to the envi-
ronmental management system of the scenic spot. Later, a
virtual digital environment will be built based on this
technology to realize the seamless switching of multiple
applications of the environmental management system of
the scenic spot.

2.2. ODVS Structure Analysis. As one of the components of
an active 3D panoramic vision sensor, an omnidirectional
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F1URE 1: Active stereo panoramic vision sensor model. O,—single view of omnidirectional vision sensor (ODVS); O, —single reflection
point of panoramic color structured light generator (PCSLG); baseline distance—the distance between a single viewpoint O, and a single
emission pointO,; central eye O-midpoint of baseline distance; A—a certain object point in space. The positions of a and b determine the
incident angle, the color of P (a, b) determines the projection angle, the position of x and y determines the incident angle, and the color of P
(x, y) determines the actual color of the object point in space. Figure 1(a) shows a schematic diagram of the image ON the panoramic vision
sensor when the power supply of the color panoramic projection light source is ON. Figure 1(b) presents the image schematic on a
panoramic vision sensor when the power of the color panoramic projection light source is OFF.
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F1GURE 2: Concept map of DTs technology.

vision sensor can collect the video information of the whole
environment and further analyze it through the system. This
design adopts the single view imaging method, which has the
advantage of ensuring the image unique for which is formed
by perspective at any point in the scene, and it makes the
whole process conforms to the imaging principle [6, 7]. Then
in practice, knowledge for the relevant parameters of the
omnidirectional vision sensor is enough. Based on this, the
incident angle information of any point in the scene by
inverse operation can be calculated.

When placing the perspective camera, it should be noted
that the optical center and the focus O, of the mirror should
be placed to keep them coincident.

The optical imaging process of ODVS can be expressed
by equations (1)-(5):

2 2 2
(Z—ZC) _X ‘ZY :1’ (1)
b a

at+b*=c% (2)



4
B= tanfl(E) = tanfl(%>, (3)
r= tan_l(ﬂ> (4)
. T tan”! |:(b2 +2c2)52in y - ZbC}. 5)
2 (b +c )cos y

X, Y, Z are the space point coordinates of points on
hyperboloid; x, y are the imaging point coordinates; c is the
distance between focus and origin of hyperboloid mirror; 2c is
the distance between two focal points; a, b are the length of
real and imaginary axes of hyperboloid mirror; £ is the in-
cluded angle of incident light on the knife projection plane; A
is the angle between the incident light and the horizontal
plane; « is the angle between the principal axis of the hy-
perboloid and the catadioptric light of the space point. The
imaging principle of a single viewpoint is shown in Figure 3.

As Figure 3 suggests, point P is generated after object
point G is imaged through hyperboloid, and then the camera
optical center point O, is formed through reflection. Then an
intersection is generated after intersecting with the imaging
plane, which is set as the point Q. After the main axis of
ODVS intersects with the reflected light at the point Q an
included angle is generated, for which is set as a. After the
incident light intersects with the reflected light at a point Q on
the plane, an included angle xy will also be generated, which
is set as 3. If B and A are known in practice, the incident light
GP can be further obtained. The camera position of the
omnidirectional vision sensor is placed behind the hyper-
boloid mirror, and the camera lens is placed at the virtual
focus generated by the catadioptric mirror. The advantage is
that it can monitor most object points in real time [8].

Before calculating the depth of the object point, it is
necessary to determine the incident angle of the corre-
sponding light, which can be determined by calibrating the
position of the pixel in the panorama [9].

The imaging steps of single view ODVS are as follows: first,
the light is transmitted to the sensor plane through the mirror,
then to the image plane, and then the image is integrated and
analyzed. However, the following two planes must be con-
sidered: Image plane (u, v and sensor plane (u",v" . Suppose
the observation point is projection point of X, then point u" is
the projection point of X for which is generated on the plane of
the camera. Set the coordinates of the point u" to

1", (6)

" n "
u' =[u",v

. . . . . n
u/ is a point on the image plane corresponding to point u",
and its coordinates are

u' =, V] (7)

The imaging model is constructed according to the
principle of single view imaging, as shown in Figure 4.

In the actual operation process, due to various reasons, it
can lead to a certain degree of error between the approximate
collinearity of the camera focus and the mirror axis. Further,
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a certain offset occurs between the sensor center point O,
and the image center point I.. The relationship between the
sensor center point O, and the image center point I. can be
expressed by

u" = Au' +tu”. (8)

In (8), AeR**2- fixed transformation matrix; AeR>*!-
translation vector. In Figure 3, the midpoint A and the
center point O together form a vector P”, and the space
vector P11 generates a projection through the optical center
point C Point X is projected through the plane u". It is
assumed that the relationship between spatial point X and
spatial vector P1 can be described by

R TI

In (9), the projection matrix of PeR3 x4 and the
function g describes the mirror shape. The function h can
describe the relationship between 1" and |k (|u"||)u" . All the
above functions are related to the parameters of the cata-
dioptric mirror of the camera.

Saramuzza further explained functions /1 and |g based on
the perspective projection model, and proposed that func-
tion f = (g/h) can be added to replace function h, g. Then
the equation can be changed to

"

3¢ >0: [x”]— [ " :|—PX (10)
% te Z" =9 f("u"") - .

Assuming that function f has rotational symmetry and
that the plane where the catadioptric mirror and the sensor
are located is perpendicular to the camera lens, the error
between the approximate collinearity of the camera focus
and the mirror central axis described above can be com-
pensated. Taylor polynomials [10, 11] can be used in
functional representation, specifically shown as

f(””"”) = ay +afju”| + ‘12||”””2 oot ay|u” ||N (11)

where [u" | is the distance from sensor plane point to sensor
center point O,.

The parameters in the above equation include
A,t,ay,a,,...,4y, the above parameters can be solved by
using the relationship between a given reference point and
the corresponding imaging point. The incident angle of each
pixel in the panoramic picture can be obtained through
equation (12) and the relevant parameters of ODVS. The
specific equation is as follows:

'] _ao + anu |+ a4 v ay |

tan (P = n n
"1 "1

(12)

2.3. PCSLG Structure Analysis. The panoramic color struc-
tured light generator is an important part of ASODVS. It can
obtain more three-dimensional information from a given
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(a) (b)

FIGURE 3: Schematic diagram of omnidirectional vision sensor with a single viewpoint. (a) ODVS structure; (b) single view constraint
properties in ODVS.

(c) Image Plane

I »
e Sensor plane
1

@C

(a) Fluoroscopic imaging process

(b) Sensor plane

FIGURE 4: Single view imaging model.

image under the problems of object point matching and PCSLG can be realized in the following three methods: (1)
simplifying sensor calibration [12, 13]. The panoramic color  after fusing the mirror where the catadioptric reflection is
structured light generator used is a single emission point. ~ located with the shape wavelength variable filter when a

The reason for using a single emission point is that it can  visible light source with white color is used to irradiate any
solve the problems of accuracy, real-time, and robustness in ~ focus placed on it. The color peak wavelength of each circular
the field of visual sensing technology [14]. wavelength variable filter emitted along different angular



positions of the circular substrate will show a linear variation
relationship. Panoramic color light coding will be formed
after refraction or reflection through the plane. At this time,
each color peak wavelength aperture will correspond to a
unique projection angle. Although the normal of each LED
light will pass through the center of the spherical body, the
color and wavelength of the light emitted by different LED
lights are different. Therefore, they can be placed on different
longitude and latitude lines of the spherical surface. At this
time, the light wavelength generated by LEDs of different
colors will correspond to a projection angle. Method (3) is
similar to the method (2), but the slight difference is that
because the laser semiconductor has the advantages of long
propagation distance and good performance, the laser
semiconductor is selected to replace the LED as the emission
light source, but the basic principle has not changed [15].

The study verifies the influence of LED lamps on
brightness under different wavelengths and chromaticity
through experiments [16]. Red and blue LED lights are used
to illuminate the wall, respectively, and measure the points
in the aperture emitted by the LED lights. The specific ex-
perimental process is shown in Figure 5.

The red “x” in the figure is the set measuring point.

2.4. ASODVS Imaging Principle Analysis. The spatial point
A(X,Y, Z) is determined by combining ODVS and PCSLG,
and the projection angle ap and incidence angle |ao of the
point P(X,Y) is determined, that is, the relevant depth in-
formation of point A(X,Y, Z) is obtained. Theoretically, the
different colors generated by the light source emitted by
PCSLG after plane projection will include the color of a pixel
in ODVS. By analyzing the color of the light generated by the
panoramic color structure light source after plane projection,
the projection angle of each pixel ap can be determined. If the
calibration parameters of ODVS are known at this time, the
incident angle of the reflected light corresponding to the
projected light source of the pixel ao can be calculated
according to the relevant parameters. The imaging principle
of ASODVS is verified through the following examples, place
the light emitted by PCSLG at 30° north latitude. It is known
that the color of the emitted light source is red and the
wavelength is 650 nm. It is refracted and reflected through the
object point, and then it is imaged. According to the known
correspondence between the color emitted by PCSLG and the
projection angle, the analysis shows that the projection angle
a, of the object point is 30", and the incident angle a, of the
object point can also be calculated according to the calibration
parameters of ODVS. At this time, if the baseline distance is
known, the distance between the object point and the central
eye point can also be calculated according to [17, 18]

COS(OCP) COS((XP) sin(a
) ( P)’

2
k=b [sin(oco + ap)] Hoz sin(oco +a,

(13)

where B is the baseline distance; a,,
light; and «, is the emission angle.

is the incident angle of
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In addition, the azimuth of object points a relative to the
central eye 8 [19] of the active 3D panoramic vision sensor
can be calculated.

i 0< <7T
P, s¢ B
/3 N rr< <37l’
= < T y —< _— &
LA
(14)
3
21+ @, 73§D<271’

¢ = arctan Yp = Veenter
Xp = Xeenter

center

where x,,y,, is the coordinate values of pixels on panorama;

X center Veenter 1S the coordinate value of center point pixel.

3. Results

3.1. Experimental Results. The ODVS parameter results
obtained through experiments are shown in Figure 6.

In this essay, the calculation method of equation (12) is
verified by setting the measured points in the real scene. The
experimental environment is shown in Figure 7.

The measured points set in Figure 7 are black spots on
the left white wall. The actual incident angle is calculated
through the geometric relationship between ODVS and the
set pixel points, and the theoretical incident angle is cal-
culated according to the relevant parameters of ODVS.
Record relevant data as shown in Figure 8.

Figure 8 presents that the difference between the the-
oretical incidence angle and the actual incidence angle is not
large, and the resulting absolute error is relatively small.
Figure 8 is drawn using the data measured after illumination
with red and blue LED lights. The test data of red and blue
LED lamps under different brightness are shown in Figure 9.

When designing the panoramic color structured light
generator, it expects to achieve the ideal effect that the color
of the light generated after plane projection will change with
the different positions of the emitted light sources. In short,
each emission angle generated by PCSLG can correspond to
the color generated in the image one by one, as shown in
Figure 10.

3.2. Existing Problems. Although many researchers are
studying the active vision system, there are still some
problems, and no suitable solutions have been found. For
example, the current technology cannot recognize the color
of projected light in a more complex environment. Through
turther research, in the future, the projection angle can be
determined according to the corresponding relationship
between the color and the projection angle of the projection
light source and the color recognized in the image [20-22].
However, this is only an expectation, and it is difficult to
achieve this effect in practical application. The reflected light
received by any pixel in ASODVS will contain the following
two aspects of information: color information of projected
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FIGURE 5: Scene illuminated by LED lights of different colors. (a) Red LED light; (b) blue LED light.
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light (panoramic color volume structured light), object
color, and environment color. In addition to the above
problems, the recognition of projected light color will also be
affected by factors, such as the coupling difference between
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imaging equipment and projection equipment. Therefore, in
practical application, in order to obtain the spatial position
attribute (such as object point depth), it is expected to avoid
the interference of other factors, and the obtained color
information of light is relatively accurate.

3.3. Application. The application of visual sensing tech-
nology in the environmental art design of scenic spots is not
limited to a certain stage, but it is interspersed with the whole
design process [23-26].

In the early stage design of environmental art in the
scenic spot, any small mistake in the early stage may cause a
waste of various human and material resources. If we only
rely on manpower to estimate the indicators, there will
inevitably be some errors, resulting in unnecessary waste of
resources. However, if the visual sensing technology is used
to predict the design feasibility of environmental art in the
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scenic spot in the early stage, it can greatly avoid mistakes in
decision-making and save human and material resources. In
the early stage of design, the safety of the environmental art
project needs to be inspected and evaluated in advance.
However, in order to ensure safety, people generally do not
experience it in person. Then, visual sensing technology is
particularly important at this time. It can detect the envi-
ronment in real-time, and analyze and predict some possible
dangerous conditions, to greatly improve the safety factor of
the scenic spot environment.

The design of environmental art in scenic spots is not
achieved overnight. It often needs continuous deliberation,
and then improves the problems. In practice, visual sensing
technology can be used to compare the scheme design. For
example, the water body and greening in the scenic spot
design, although these elements are fixed, the feelings of
visitors are indeed changing. Another example is large-scale

sculpture, visitors will get completely different feelings from
different angles, so the use of visual sensing technology can
obtain more comprehensive information, which is more
conducive to the selection of design schemes.

Through the DTs application technology, the top-level
planning of the energy management system can replan the
matching relationship such as pipeline layout and energy
type in the holographic mirror display environment and can
also be integrated with additive manufacturing. This will
shorten the construction cycle of remote diagnosis, opera-
tion, and maintenance upgrading of the energy management
system. The data information of each energy equipment can
be presented in the DTs system, including equipment fault
type data, historical data, and real-time data. Based on this,
the system can be operated and maintained more intuitively
to provide support for remote diagnosis and operation and
maintenance. The energy management system is a multi-
business collaborative, and the future development of the
smart park will be more intelligent and digital. As an im-
portant part, the energy management system will play an
important role in realizing synergy with other management
business systems.

4. Conclusion

Human beings perceive the real world through vision and
perceive the depth of space objects from the parallax of two
eyes. The ideal visual perception device is a large field of
vision sensor that can obtain the scene depth and color map
corresponding to the actual space object one by one.
However, the current imaging technology loses the depth
information of the space object in the process of obtaining
the image. The stereo vision technology in computer vision
can enable machines to perceive the stereo information of
objects like humans. Therefore, the stereo vision has become
a research hotspot of computer vision.
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Based on DTs technology, a new active three-dimen-
sional panoramic vision sensor is realized by combining
ODVS with PCSLG, and its architecture and stereo imaging
principle is introduced. DTs technology is applied to envi-
ronmental art design. Through analysis, it can be seen that
visual sensing technology is indeed widely used in the en-
vironmental art design of scenic spots. On the basis of DTs
technology and visual sensing technology, the interpersonal
interaction interface can realize the real-time information
interaction between all personnel and DTs, which can greatly
improve work efficiency, save human, material, and financial
resources, and predict some possible dangerous situations in
advance. However, in the practical application, the influence
of the projected light source and the light in the environment
on the object surface illumination model has not been
considered, which is still a problem of the active vision
sensor. In further research, the above factors need to be
analyzed through modeling. There are still many problems
to be solved in future research. For example, the current
experimental research has not deeply studied the inherent
color, ambient natural light, and specular reflection of the
object in the case of panoramic vision. Future experimental
research needs to solve the problem of rapid differentiation
of solid color, conditional color, and light source color of the
object in the case of panoramic vision. In the specific
implementation, the correction model algorithm needs to be
added to the three-dimensional detection algorithm to
further improve the accuracy and robustness of light source
color detection.
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Building Information Modeling (BIM) adoption along with the recent emergence of Internet of Things (IoT) applications provides
many unique knowledge and decision-making abilities all through the built environment’s life cycle. The ability to connect online
sensors utilized in surroundings in real time has led to the definition of the Digital Twin (DT) of the Building Design. The goal of
Digital Twins is to synchronize the physical world with a virtual platform for seamless management and control of the con-
struction process, infrastructure solutions, environmental monitoring, and other life span processes within building design. Most
of the researchers focused on either BIM or DT in the construction of building application. In this research work, a novel hybrid
model of Digital Twin-Building Information Modeling (DT-BIM) is proposed. This model does the process of identifying the
shortage of resources, analyzing requirement, performing decision, dispatching the resources, and updating all the process in the
database with the support of Artificial Intelligence (AI). Hence, this hybrid model provides improved results when compared to
the implementation of the individual technology to the same application. The study results revealed that these hybrid technologies

help in assisting the dispatch systems in the construction projects to a greater extent.

1. Introduction

The construction industry is already one of the largest in-
dustries in the world. By 2030, construction output is ex-
pected to increase to $15.5 trillion, an increase of 85%, with
China, the United States, and India leading the way and
accounting for 57% of total growth worldwide, according to
the projection [1]. However, the construction industry is still
confronted with four challenges: (1) low profitability and
productivity; (2) project performance includes budget
concerns; (3) a lack of qualified labor; and (4) sustainability
issues. Problems like these will persist for some time. The
solution is that digital twins can be used as a testing tool [2].
This technology allows for virtual replicating real-world
assets, processes, people, and places to be used for a range of
different reasons. Before putting anything into production,

organizations use Digital Twins to test new assets and
procedures as well as to enhance ongoing operations and
train people before putting anything into production in the
real world, where any problems will be more expensive and
more difficult to fix. BIM (Building Information Modeling)
is a promising and well-developed theory for managing
major healthcare buildings [3]. 3D building elements in BIM
give facility managers an easy-to-navigate visual platform
with which to retrieve, analyze, and process many types of
data. Building Information Modeling-based facility man-
agement has had some success. Basic activity logging for
routine maintenance was handled using CMMS, which also
works well with BIM systems. Although BIM has enabled
advancements in the management of building operations,
there are still three key challenges, particularly in large
medical buildings: Existing software systems do not show
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buildings in real time like they do in the real world. For
example, a sudden flood of patients at the hospital’s entrance
is dangerous and needs to be reported immediately [4]. This
platform largely preserves preimported data. No one has
access to the most recent status; thus, managers have no way
of knowing. It is still difficult to get digital data from various
sources. There are numerous differences across systems
when it comes to hardware, user interfaces, and data formats
to be used. Furthermore, sensor data accumulate rapidly [5].
It is also necessary to improve the methods for transforming
and storing such a big amount of data. It is possible to use 3D
models in standard in-use management solutions like BIM
platforms to explore or check business data, but this is not
possible with 3D models. Offline database analysis would be
required to fill this void; however, fast feedback systems
would be limited. As a result, rapid decision-making rec-
ommendations based on advanced data analysis are es-
sential. To solve these problems, the industrial sector has
turned to a relatively new idea known as Digital Twin (DT)
[6]. The dispatching system is used for allocating jobs,
making calls, coordination, settling payments, and opti-
mizing routes in construction projects. In order to manage
these aspects automatically, the study focused on evaluating
the performance BIM and Digital Twin and how it helps in
intelligent dispatching system in construction projects.

2. Related Studies

Building information modeling (BIM) is used for designing
the buildings in construction projects. It has been around
since the 1970s, just like Digital Twins. It began with re-
search, like so many software projects do. Before it became
known as BIM, early researchers such as Chuck Eastman
used the term “Building Description System.” After a few
years of experimenting with Digital Twins, Autodesk and
Bentley Systems became well known for their use of the
technology in early 2000 [7]. Although BIM has evolved
from its earliest days of research, its core objective remains
the same. In the early days of BIM, its creators predicted that
contractors working on major projects would benefit from
having a visual and quantitative representation of their work.
They reasoned that ordering supplies and planning projects
would be facilitated by it. BIM proves to be as useful as
originally thought. AECs (architects, engineers, and con-
tractors) are still being courted by prominent BIM software
companies who explain the cost savings of having a primary
building reference in a 3D digital model [8]. When working
on in-flight projects, this methodology makes it easier to
discuss and revise a design. Its advantages include the de-
crease of project risk due to fewer errors as well as better
management of project timelines and budgets. It has a
similar sounding name to the Digital Twin, but there are a
few important differences between the two.

BIM is used for design and construction collaboration,
not for operations and maintenance. BIM is intended to
assist architects and builders in the design and construction
process, not to create a working model of a building [9]. BIM
software, developed to make cooperation easier, can be used
to visualize design and construction processes. AECs must
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understand spatial relationships during the design and
prototyping phases of a new construction. Buildings
intended for flight rather than ones occupied and used
routinely are targeted by this physical information model
[10]. A building’s design and construction are addressed in
BIM. Humans’ relationship to their built environment is
depicted in a Digital Twin. It is not designed for Real-Time
Operational Reaction. Due to the fact that they provide a
complete, real-time image of the structure, digital twins are
fast becoming the most useful component in a building’s
technology stack. Data about the current status of con-
struction subsystems, how occupant activity affects those
subsystems, and much more can be found with a Digital
Twin [11]. With this strategy, the value delivered evolves
across the asset’s lifetime, increasing over time. In spite of
the fact that BIM is a critical data source for any Digital
Twin, it cannot answer all of a facility manager’s questions
about how to run their organization more efficiently.
Structures are more important to BIM than humans. A
Digital Twin of an Organization or an entire company will be
covered by applications in the future, according to Gartner
(DTO). It will be possible to add even more context to
Digital Twins by incorporating people, processes, and be-
haviors as data sources. Even during the asset’s design and
construction, the Digital Twin will surely replace BIM
software if trends favor understanding occupants and
competing on the quality of the workplace experience [12].
With a focus on people and flexibility, our building infor-
mation models will need to expand in order for people’s
behavior patterns and space design to be taken into account.
BIM, as previously stated, is unable to produce these out-
comes by itself.

By utilizing this technology, oil rigs, production plants,
and buildings might all benefit from an increase in safety,
efficiency, and regulatory compliance. One of the most
important advantages of using a Digital Twin is being able to
forecast failures and suggest solutions to avoid them before
they happen [13]. Every industry and circumstance in which
digital twins are used is growing increasingly relevant. This is
due to the increasing prevalence of digital transformation. In
other words, cities and structures are becoming smarter as
more data are generated and used. By 2021, according to
Gartner, there will be IoT endpoints and Digital Twins for
potentially billions of scenarios. The builders benefit from
enhanced user experience, competitive differentiation, and
more. It is becoming increasingly vital for IoT imple-
mentation as more IoT platform providers and analytics
companies engaged in Digital Twinning technology Design
and development from scratch are all part of this process.
New building ideas and concepts must be approved by
construction designers and developers in order to meet the
necessary safety rules, which limit their originality [14]. As a
result of time restrictions, software engineers may be limited
in the number of concepts they may experiment with.
Developers can test their ideas 100 times faster and get them
approved 100 times faster using digital simulation that
combines all of the crucial real-world characteristics like
scale, gravity, and weather. Simulated tests for the safety,
feasibility, and long-term viability of new construction
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designs may now be undertaken in the same way as a real-
world test and will yield the same results both ways. A data-
driven approach to energy management can help save
money while also helping the environment because elec-
tricity accounts for around 19% of total construction ex-
penditures. This is made possible thanks to the use of a
digital twin [15]. For instance, there are benefits to be had in
this situation. More effective use of resources in operations
and maintenance of sensor data from the Industrial Internet
of Things (IIoT) can be combined with operational and
process data to maintain a Digital Twin up to date as assets
are deployed or construction projects are finished. Run-time
capture records deviations from the optimal process and
asset design, and the Digital Twin is instantly updated to
reflect these changes.

Predictive learning technology can be used by digital
models to foresee asset breakdowns in the future and even
suggest ways to prevent them, given the current state of an
asset. By anticipating problems before they occur, a Digital
Twin is able to prevent them from happening in the real
world altogether [16]. Artificial intelligence can be used in
the Digital Twin to perform advanced process control,
control strategy design, and process optimization. As a result
of these tools, a fully digital value loop and integrated
lifecycle management can be achieved for engineering asset
or plant data. The most cutting-edge tools and procedures
combined with internal subject expertise are required to
achieve digital transformation in organizations [17]. Thus,
new and current data can be contextualized while also de-
livering useful insights and information to the end user or
the reader. Companies may be able to close the loop on
process optimization now that they have these new insights.
As companies increasingly value information and data, they
must begin to embrace digital transformation as an op-
portunity to transform themselves. To be successful, digital
twin initiatives necessitate the establishment of different
asset data services, engineering master data, effective visu-
alization tools, and mechanisms for cooperation and
workflow for each asset. Assemble a Digital Twin model with
reliable information sources and make adjustments at
critical control points to improve product or operation
performance over the short and long terms. There is a chance
predictive maintenance and Digital Twin simulations will
help you save money while also reducing the risk of failure
[18]. To assist in the development of digital transformation
programs and projects, develop a Digital Twin architectural
roadmap. It is critical to be able to derive insight from your
data. When delivering or launching a project, employ a
Digital Twin to evaluate how an organization connects to its
existing state and what it will do if something changes in-
ternally or externally. Making better and more accurate
decisions with the data you have is easier when using a
Digital Twin to evaluate process modifications before they
are implemented. This provides a plethora of new options.
Because of the revolutionary benefits of Digital Twin
technology, these companies stand to benefit greatly, as they
will be able to maximize their projects’ creative potential
without adding to their risk profile [19]. Efficiencies in daily
management and operational safety become more crucial as

the volume and complexity of freshly completed con-
struction projects grow. Elemental problems arise from the
combination of static and dynamic aspects, such as the
presence of hundreds of rooms, each with a distinct purpose.

According to national rules, China’s hospital space is
divided into divisions for the general public: medical,
clinical, surgical, and also other specialized technology areas.
There are numerous factors that must meet strict O&M
quality standards, including temperature, humidity, sewage,
exhaust, and air exchange [20]. Complicated crossroads can
be created in daily routines by everyone from patients to
family members to physicians and office personnel. That is
why securing the building appears to be more important
than it usually is. Furthermore, many hospital operations in
China are delegated to an external team, resulting in ad-
ditional quality uncertainties and management issues [21].
BIM looks to be more like a single digital shadow and so only
partially realizes a digital twin [22]. However, by delivering
timely optimization ideas based on the current status mirror,
DT can aid decision-making rather than simply reflecting it.
Services such as energy forecasting, failure prediction, and
operation guidance are all improved by the building’s life-
time service through the use of real-time monitoring (RTM)
[23]. This study evaluates how DT and BIM help in devel-
oping intelligent dispatch system in the construction
projects.

2.1. Drawbacks of the Study. The field of Digital Twins for
such physical Environment is still very much in infant stages,
as well as the need to recognize the developments in the
fundamental technological solutions and maintain a con-
vergent frame of reference for long-term development re-
search. This document performed a comprehensive review
to recognize the advancement of technological innovations
that aid in the transformation of BIM to Digital Twins in
building design applications. Nevertheless, investigation in
Digital Twins for the Physical Environment is still in its
infancy, as well as the need to recognize advances within
fundamental technological solutions as well as to establish a
concurrent context for future expansion investigation.

2.2. Objectives of the Study. A novel Digital Twin-Building
Information Modeling (DT-BIM) hybrid model is proposed.
With the help of Artificial Intelligence, this model identifies
resource shortages, analyzes requirements, makes decisions,
dispatches resources, and updates all processes in the da-
tabase (AI). As a result, when compared to the imple-
mentation of the individual technology to the same
application, this hybrid model produces better results. The
study’s findings revealed that these hybrid technologies aid
dispatched systems in construction projects to a greater
extent.

3. Methods

Digital Twin (DT) is a technology that aids in the easy access
of any user-defined application with ease. This trending
technology is a combination of software and hardware



implementation for a given on-demand application; and this
is a specialized property of the technology. Furthermore, DT
works with the support of various sensors required for
identification of the required material along with the In-
ternet of Things (IoT) [24]. Hence, it will be a best future
technology. On the other hand, another trending technology
is Building Information Modeling (BIM). The unique
property of this BIM technology is to provide a visual
representation of the building with an advanced illustration
of physical and functional characteristics of the given place
or the building [25]. These two technologies with their
advanced features will make the building construction an
easier task. Henceforth, in this research work, a novel hybrid
model of these two technologies named Digital
Twin—Building Information Modeling (DT-BIM) is pro-
posed and the results were discussed.

Figure 1 represents the proposed architectural model of
the hybrid DT-BIM model. In the proposed model, BIM
supports the prediction support for the simulation work and
the Al-based visualization along with the data storage. This
Al-based visualization works with the support of DT
technology. The predicted or the simulated results are stored
in the database for the future prediction process. In the DT-
BIM model, two major blocks are used to simulate the
dispatching of the required construction materials, and
sensors to identify the requirements. In the first block, the
decision on the Construction Materials Dispatch (CMD) is
performed with the analysis of energy consumption, cost,
and the comfortability of the end user who will be occupying
the building. After making the analysis with the support of
BIM, the materials will be dispatched to the construction site
and all the details will be updated in the database. In the Real
Building (RB) block, all the required sensors will be fixed in
the construction area to analyze the shortage of the con-
struction materials and also certain sensors to identify the
issues in the building (if any). These details will be updated in
the database along with the data transfer to the CMD block
for further processes.

3.1. Digital Twin-BIM-Hybrid Model. To recognize emerging
technologies that will aid in the transformation of BIM to
Digital Twins in this as the authors created a level ladder
classification structure based also on building life cycle to
match the actual state-of-the-art in Digital Twin applications
in order to systematically classify the multiple studies,
implementations were further classified in each level of this
taxonomy depending on the study areas.

The difficult part is determining what a delegate test
implies and how small or large it must be.

Spt = digg?xT(I@ TR S, t*)’ (1)
Smap = dighi P(S t I T;t"),

where I, and Ty, are the sets of afflicted and shielded access
points at the time and the constants P and Q represent the
number of infectious and shielded access points up to time .
It omits time ‘s’ for matrix multiplication clarity.
To ascertain the generator §,
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Smap = dighrT(S 1 I Tgit")

T(Ig; Tr i S, p°)T(S t7)
T(IQ;TR;t*)

max

= digsZI

(2)

= digh i T(Io; Tr i S, t) - T (S, t7),

where S @ I, Ty, andt* represent the maximum number of
possible propagations for the same probability occurring in
the information source and T (St*) represents the proba-
bility and classifies for the information source.

In the BIM model, T'(I; Ty : St) is the probability which
has the realisations I,and T occurring in a source of in-
formation v and p* denotes protective. As aresult, if T'(St*) is
assumed to be homogeneous over, BIM is equivalent to DT
(Digital Twin) and BIM is used to detect the probability:

T(Ig; Tgit) = | Y TS 1), 3)
0€Q (S, p*.Ig:PR)

where Q(v, t*, I, Tg) is the set of all likely dissemination

classifications given I, andTk.

Let G be consistent.

Based on the K representation for the number of
possible propagation sequences, the same ¢ approach as a
source of the information in DT and BIM is used:

Sy = digly K(S, t, Iy, Tg),

s € I

(4)
Spu = K51 1oy )25, 1),
where
K(S, t, I TR) ="Q(S, £, I TR)‘ =0O(R+Q)! 1_[ |T;|—1,
pelgUPr
(5)

This presumption for the Q variety of feasible propa-
gation sequential nodes provides both information and
context around the same time for S,,; as well as S, ...

It calls for S,; and S, in the propagation center. Let
|TIZ| be the number of requirements. The subtree T" rooted at
requirements. Let v be the material foundation and BIM and
digital twin communication take place between i and j.

Let v be the material foundation and BIM and digital
twin communication take place between i and j. Place it at
the heart of the framework. Let S(t) denote the network’s
sensor set:

S(t) =S(t - 1)+ p*a(t). (6)

There at connection, the a(t) transverse and longitudinal
roads may become fractious. The network elements are
expected to move directly ahead, S(t— 1) turn left as well as
right, with a guaranteed connection, where

-1<B<1. (7)

If it is below zero, it indicates that the node is an
impacting counter (negative acceleration). Otherwise, it
moves at a faster pace.
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FIGURE 1: Proposed architecture.

At time ¢, the remaining battery energy (R1) and the
ingested energy (C1) of an access point are being shown
elsewhere here:

_ Rl
ﬁi(t) - Cli(t),
BIM = — (Tind)/f_ , B=1,
Y jeQd(T'jd)p

if s(t) < Smax Thens(t) = Smax, ®)

if s(t) < Smin Thens(t) = Smin,

i=1
Clgy = ) C1(i).

Jj=1

4. Results and Discussion

In general, scan-to-BIM refers to the process of converting
3D scanning point cloud information from data building
structures into a BIM model. Academically, the application
of bitmap image technology in construction is still in its early
stages, with no unified standard or implementation mode in
place. The scan-to-BIM scanner parameters for accuracy
(15mm), positional accuracy (15mm), and coverage (85
percent) are used to evaluate data collection quality (refer
Figure 2). Coverage is determined once the scanned building
meets the scanning accuracy and also resolution satellite
requirements (Table 1).

It is significant to assess the AI technology retrofitting
scheme for existing buildings using a digital twin, which can
improve the energy efficiency as well as reduce carbon
emissions from buildings. This paper examines in depth the
effect of photovoltaic solar module configuration angle on

energy consumption in buildings and photovoltaic device
electricity production. From Figure 3, the performance
analysis of energy consumption using different models has
been represented (Table 2).

The scan-to-BIM-based digital twin assessment Al
method is suggested in analyses and simulates the impact of
the environment building refitting schemes on energy
consumption in buildings and photovoltaic electricity
production, and the resulting changes contain similar energy
consumption. From Figure 4, we can see descriptive statistics
of digital twin and BIM (Table 3).

The real-time energy monitoring and management of
such a building are essential for creating effective and
sustainable structures. Building energy quality management
can benefit from BIM and DT applications. Creating a real-
time visualization of energy consumption in buildings that
resulted in a 17% energy savings attributable to easier data
acquisition resulted in improved control of lighting control
systems (refer Figure 5), likewise, by integrating BIM and
DT gadgets via open sending messages specifications and Al
technology (Table 4).

The viability of using Al techniques to predict the in-
frastructure based on data from the current model was
discussed, as were the methodologies as well as challenges of
smart building Digital Twins, that also suggested to integrate
BIM to analyze the energy usage of buildings. From Figure 6,
we can observe that the performance of digital twins per-
forms well compared with that of BIM and DT. It indicates
that our hybrid model is suggested to improve the dis-
patching process easier (Table 5).

It can be seen that a substantial percentage of the pre-
vious studies were classified as meaning that many of the
previous application areas of “Digital Twins,” beginning
with BIM-supported simulations for tasks such as 4D
building lifecycle simulations and enhancing energy eval-
uation, have been shown to help with evaluation of the
building’s lifecycle and accomplish a much more efficient
and environmentally building.
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TaBLE 1: BIM scanning process.

BIM decision-making and scanning process

Number Object Accuracy (mm) Resolution (mm) Coverage (%)
1 East 1.5 0.6-15 100
2 West 1.5 0.6-7 100
3 North 1.5 0.5-6 100
4 South 1.5 0.6-4 100
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FIGURE 3: Performance analysis for digital twin with artificial intelligence.

TaBLE 2: Performance result analysis for digital twin with AL

Year

Data type Total (%
P 2017 (%) 2018 (%) 2019 (%) 2020 (%) 2021 (%) (%)
Digital model 0.01 1.92 9.23 6.34 1.78 19.28
Digital shadow 0.01 2.76 4.67 3.12 0.01 10.57
Digital twin 0.01 1.93 19.45 22.92 5.92 50.23
Undefined 1.89 0.01 7.78 7.78 2.45 19.91

Total 1.92 6.62 41.13 40.14 10.16 100
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TABLE 3: Descriptive statistics and Pearson correlation analysis.

Parameters Mean Standard deviation 1 2 3 4
Digital technology 5.76 0.92 1.00

Building information modeling (BIM) 5.75 0.91 0.7564" 1.00

Automated project 5.79 0.93 0.7634" 0.812** 1.00

Progress monitoring 5.74 0.96 0.834"* 0.845"* 0.837** 1.00

Note: *p<0.1, **p<0.05, ***p<0.01, and n=2346.
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4.1. Future Direction of the Proposed Research. The different  avoid building collisions at an earlier stage. In the building
algorithms used in BIM technology in construction to  construction industry, Digital Twins play an important role
improve the visualization of the building project mostly to  in gathering information about the organization using
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TABLE 4: Result analysis for energy consumption for digital twin and BIM using Al technology.
Energy consumption for digital twin and BIM
Years BIM Digital twin Energy
consumption
2017 09.78 15.89 7.92
2018 10.34 14.56 9.23
2019 16.76 19.12 14.67
2020 17.36 25.87 16.12
2021 19.67 26.32 17.65
includes the implementation of the application from the
25 - software to the hardware. On the other hand, BIM is a
technology in the construction sector providing the visu-
2. alization of the building project to avoid collision of the
buildings at the earlier stage. In the building construction
sector, Digital Twin plays a significant role in collecting
515 4 information about the building with the Internet of Things
3 (IoT). The utilization of the information gathered aids in
< monitoring the assets in the constructed building, sched-
10 4 uling maintenance, and much more. BIM supports the
selection of materials with the help of earlier collected
5 / information. In this research work, a novel hybrid algo-
rithm named DT-BIM is proposed for combining the two
] technologies for the better construction and maintenance
0 . —T — —T : . of the buildings. From the results of the hybrid technology
2017 2018 2019 2020 2021

Overall Performance Analysis for
Digital Twin and BIM using AT Technology

DT and BIM Accuracy
—e— Digital Twin
—=— BIM

FIGURE 6: Overall performance analysis for Digital Twin and BIM
using Al technology.

TaBLE 5: Overall performance result analysis for Digital Twin and
BIM using Al technology.

Performance analysis for digital twin and BIM

Years using Al technology

BIM Digital twin DT with BIM
2017 4.01 9.01 5.14
2018 9.92 11.93 7.92
2019 15.23 19.45 12.23
2020 18.34 22.92 15.34
2021 19.78 23.92 16.78

advanced technology and the Internet of Things (IoT). So,
the intelligence obtained is used to supervise the resources in
the constructed building, schedule maintenance, and much
more. BIM facilitates a material selection by utilizing pre-
viously collected data.

5. Conclusions

Digital Twin and BIM are new emerging technologies that
are implemented in all the industrial sectors. In this re-
search work, these technologies are implemented for the
construction sector. Digital Twin is a technology that

of DT-BIM, this hybrid model provides better results in the
dispatch of the required construction materials to the
building construction location than the individual tech-
nology. It can be concluded that the future of the building
construction will depend on these two technologies. As a
result, when compared to such a successful execution of an
individual technology to the very same application, such a
hybrid model provides more accurate results. The results of
this analysis of accuracy in (97%) revealed that all these
hybrid technologies aid delivery systems in building
projects to a larger extent.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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Digital twin technology can support teachers in this major to complete monitoring related topics and application research and
serve teaching and scientific research through the establishment of automatic monitoring teaching model laboratory and in-depth
combination with the current students’ skill training needs in this major. This exploration aims to make the visual sensor industry
have a steady stream of talents. Promoting the development of visual sensor technology is to promote the development of science
and technology. Based on the teaching research of visual sensing design using digital technology, a set of teaching systems of visual
sensing design is designed by using the methods of literature research and investigation and analysis. Special topics are set up from
the aspects of professional subjects; regarding course content, various sensor principle research courses, visual sensor design
courses, experimental courses, and example courses are set up; teaching methods are divided into online and offline synchronous
classes; the evaluation method should focus on the distribution, examples, and practice. The results show that traditional
classroom teaching is seriously separated from extracurricular learning. Most students are in a state of passive acceptance of
knowledge and have few thinking activities. The established teaching system integrates brain and cognition, photoelectric
foundation, sensory imaging, visual sensing imaging, visual sensing technology courses, computer technology, virtual experiment
courses, and physical experiment courses. It can carry out more than 30 experiments of optical microscopic imaging and X-ray
imaging based on the principle of visual sensing. Therefore, the teaching effect and teaching mode of the proposed digital visual

sensing teaching system have been greatly improved.

1. Introduction

In the twenty-first century, people are used to digitization
and seek the optimal solution of learning and life through
big data. It means that people have unknowingly entered the
digital age, such as the music app that judges and recom-
mends users’ favorite songs through big data, lists of popular
film and television dramas, and online shopping of favorite
items. People have experienced great changes brought about
by the digital age. Now, everyone cannot live without
numbers. Digital twins (DTs) complete the mapping of the
physical model in virtual space in the real world. Physical
model refers to all kinds of equipment in the real world:
human, mechanical arm, numerically controlled machine
tool, automatic instrument, and mobile phone. The virtual
world can be simply understood as a digital world composed
of various intelligent computing devices; through the DTs

technology, every device in the real world will have a digital
entity in the virtual world, which has exactly the same
appearance and internal structure The characteristics of the
digital age include intelligence, integration, and parallelism
[1]. The traditional teaching mode needs to invest a lot of
physical equipment, venues, and personnel. It also has to
face the problems of normal loss and accidental damage of
physical objects, which cannot reduce the cost. Applying
DTs technology to online teaching can break the traditional
teaching mode and realize digital teaching.

Li and Wang (2017) [2] introduced the teaching ex-
ploration of sensor technology based on artificial intelligence
(AI). Compared with traditional network teaching, sensor
intelligent teaching system needs a more complex computer
operation mechanism, which is mainly reflected in the
following three aspects. (1) Models are established according
to the characteristics of different students. (2) Suggestions
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are shared according to existing teaching strategies such as
teaching objectives and training programs and combined
with data resources. (3) Human-computer interaction is
adopted in an intelligent teaching system. Liu et al. (2019) [3]
proposed teaching reform and explored the postgraduate
course of new sensor principle and application theory. Based
on the introduction of theory, the explanation and analysis
of application cases were added. For example, target rec-
ognition technology based on image acquisition and pattern
recognition was introduced into vision sensing technology.
The explanation of application cases was convenient for
students to master the basic principle, application, and data
processing methods of sensors and enriched the theoretical
teaching content; the teaching mode adopted multimedia
teaching; the assessment method was “30% theoretical
written test+30% experimental practice+20% usual
results + 20% report display.” Tao et al. (2019) [4] put for-
ward the information-based teaching design before, during,
and after class based on “craftsman spirit.” With the course
of robot vision and sensing technology as an example, it
showed the concept of allowing students to integrate into
enterprises and participate in scientific research, exhibitions,
and other activities, shaping the spirit of workers and
craftsmen, and carrying out “one lesson, one lecture.” The
second class, skill competition, discipline training, science
and technology festival, and other activities encourage co-
operation, exploration, and excellence. They used the pro-
cess of preclass guidance, classroom learning research,
simulation exercises, and after-class expansion.

This study uses a combination of literature research and
investigation and analysis to study the visual perception
instructional design of DTs. Pure Al or multimedia teaching
is used separately, and there is no combined teaching
method. The innovation is that the visual sensing design
teaching system is designed to be different from traditional
teaching. The establishment of the visual sensor design
discipline makes up for the regret that there is no profes-
sional visual sensor design course in the major. This system
pays more attention to teaching practice, helps reduce the
phenomenon that the input and output of education are not
proportional, and provides research ideas for other pro-
fessional settings such as auditory perception design.

2. Materials and Methods

2.1. DTs. DTs are the simulation processes that make full use
of physical model, sensor update, operation history, and
other data; fuse different disciplinarians, physical quantities,
scales, and probabilities; and complete the mapping in the
virtual space, so as to reflect the whole life cycle process of
the corresponding physical equipment. DTs create a virtual
model for physical objects in a digital way to simulate their
behavior in the real environment. Building a DTs production
system integrating the manufacturing process can realize the
digitization of the whole process from product design to
production planning to manufacturing execution and raise
the level of product innovation and manufacturing efficiency
and effectiveness to a new level. The DTs body refers to a
virtual model completely corresponding and consistent with
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the physical entities in the real world, which can simulate its
behavior and performance in the real environment in real
time, also known as the DTs model. It can be said that DTs
are technology, process, and method, and DTs body is object,
model, and data.

The application of DTs technology to the design of ef-
ficient teaching experiments can enable students to be ex-
posed to the current monitoring technology in an all-round
way and deeply understand the current situation of the
industry. It can train massive scarce talents in the direction
of deformation monitoring and improve the social service
function of the laboratory. The construction of the DTs
world is not only for graphical viewing but also for rapid
quantitative statistics and intelligent analysis. In the “DTs,”
one of the twins is an entity existing in the real world,
ranging from parts to factories, simple as screws and
complex as the structure of the human body. The other twin
only exists in the virtual and digital world, which is a
symmetrical mirror image of the real world created by digital
technology. It can map various attributes of physical
equipment into virtual space to form a digital image that can
be disassembled, copied, transferred, modified, deleted, and
repeated with the help of design tools, simulation tools,
internet of things, virtual reality, and other digital means.

2.2. Digital Technology. Digital technology, as its name
implies, is a technology that is based on numbers. From its
category, it is a computer technology and the basic appli-
cation category of modern computer technology. Digital
technology flourished after the twentieth century and has
been closely related to human development. Its basic
principle is to turn nonmeasurable data into measurable
data, and then the corresponding data model is established,
enabling it to be recognized by a computer. Digital code is
restored after operation, processing, storage, and trans-
mission [5]. The principle of digital technology is shown in
Figure 1.

2.3. Sensing Technology. The original circuit of the sensor is
similar to the principle of digital technology. It converts the
measured quantity into a certain physical quantity conve-
nient for application according to a certain law. A sensor
includes the sensitive element, conversion element, and
measuring circuit [6]. It has four concepts, and one of them
is the working principle of the sensor, as shown in Figure 2.

2.4. Visual Sensing Technology. Visual sensing design, as its
name implies, is one of a variety of sensing designs. It is a
visual processing system based on computer technology.
Human perception of external environmental information is
generally carried out through sensory organs. Among in-
dustry production, 80% of the information comes from
vision. Therefore, vision is the foundation and core in the
research field of sensing technology. At present, there are
two polarity methods for research on visual sensing tech-
nology. And researchers use two completely different
methods to study visual perception. The first one is to
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FIGURE 1: Schematic flow chart of digital technology.

FIGURE 2: Schematic diagram of sensing technology.

establish a model structure to simulate the “biological eye,”
which is called biological vision. Biological vision is similar
to building a single-lens camera eye to imitate the human
eye. Caltech has established a silicon biological structure
model, including silicon retina and silicon ear. People pay
more attention to the biometric system, but with the limi-
tation of low human eye pixel technology, it is hard to break
through the pixel work of the human eye. Also, since people
are with little knowledge about the working process of
sensory organs, so the biometric system has been difficult to
break through. Then another method is used more often. It is
to acquire an image through an image input device and then
analyze and distinguish the image, which is called computer
vision or machine vision [7]. Therefore, it does not have the
limitations of the above biological system. It is developing
steadily and is composed of six parts: sensor, lens, auxiliary
light source, image acquisition card, computer, and display.
Sensors have two kinds: CCD (charge-coupled device) and
CMOS (complementary metal-oxide-semiconductor). CCD
is not only superior to CMOS in imaging quality but also has
the advantages of linear array CCD and area array CCD.

Linear CCD can capture a one-dimensional image, and area
CCD can capture a two-dimensional plane image. Therefore,
most industrial sensors are CCD sensors [8]. According to
whether the light source is used or not, visual sensing is
divided into passive light vision and active light vision [9].
The principle flow chart of visual sensing technology and the
structure diagram of the visual sensor are shown in Figures 3
and 4, respectively.

2.5. Measurement Method. Visual sensing technology aims
to obtain depth information through a direct connection,
and it is an important development direction of visual
sensing technology. It includes volume vision measurement,
single-camera measurement, beam adjustment measure-
ment, and so on. The volume vision measurement is based
on the principle of stereo parallax, and it uses two or more
cameras using the known spatial position relationship.
Through the theories of epipolar geometry and parallax
principle, the scene image of the same measured object is
obtained, and the three-dimensional geometric information
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FIGURE 4: Structure diagram of a vision sensor.

of the measured object is solved. Single-camera measure-
ment refers to the use of a single camera to image the
measured object. It combines the control point technology
to realize the real measurement, which is a method to
measure the spatial three-dimensional geometric informa-
tion of the measured object. People cannot reverse it from a
single two-dimensional image through control point tech-
nology. Then, an accurate target probe is used, by adding the
single image 3D information to the prospective model, to
add additional geometric constraints. Consequently, the
accurate target probe can measure 3D geometric informa-
tion of space objects. Beam adjustment measurement is a
geometric model that is based on the spatial intersection of
imaging beams. It takes the beam adjustment algorithm to
optimize it as the core. Multiple measuring points are set at
different positions in the measurement space through the
camera. Through a high-precision image processing

algorithm and automatic image point registration tech-
nology, it collects measuring points from different posi-
tions and attitudes to obtain the iterative strip for beam
adjustment. And then, it obtains the accurate three-di-
mensional coordinates of the measuring points by using the
beam adjustment optimization algorithm. The measure-
ment method is used in the teaching reform and explo-
ration theory of the above new sensor principle and
application postgraduate course. The measurement method
is the basis and core of visual sensing technology. Without a
measurement method, everything cannot continue. The
teaching method of measurement method is multimedia
teaching. The assessment method adopts the proportion of
“30% theoretical written test+30% experimental
practice +20% usual results + 20% report and display.” The
contents of the new sensor principle and application course
are shown in Figure 5.
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3. Methods of Precision Teaching

Precision teaching is a new teaching method. It was used for
targeted education at the beginning of its birth, aiming to
obtain relevant data by designing and measuring the
teaching process, track students’ learning performance, and
provide data decision support for teaching. The main
measure is fluency, which is composed of “accuracy” and
“proficiency speed” of students’ corresponding knowledge
and skills. The traditional monitoring method of precision
teaching is to analyze by manually drawing measurement
tables, which is too cumbersome. And the results are often
not accurate enough due to the lack of big data and Al in the
early stage. However, the development of technology has
become mature and used in all aspects of life, such as
precision marketing. It can intelligently set the minimum
value of reliability and confidence of the data mining al-
gorithm. For students, it can automatically prompt the
knowledge points that may not be good in the follow-up. For
teachers, it can automatically predict the overall teaching
effectiveness of the class and analyze the associated
knowledge points.

3.1. A Priori Algorithm. An algorithm based on precise
teaching and big data is proposed. Based on the unique
digital mining technology in the digital age, it analyzes
students’ weak subjects to launch courses suitable for stu-
dents. In the background, teachers can also identify the
shortcomings of classes through observation data to adjust
learning methods over time.

Basic definition. Definition 1 (support): let I={il,i2, ...,
in} be a set containing N items, transaction T be a set of
items, T<I and D be a set of T. Let A be a set of items,
transaction T'contain X, and only X<T, that is, X is contained
in T, X—> Y is an expression of an association rule, and XcI,
Y, XnY=0.

Support(X — Y) = P(XUY)

{r:xuy —TTepy Y
- D x 100% = a

Definition 2 (confidence). the confidence of association
rules X— Y refers to the ratio of the number of transactions
containing X and Y to the number of transactions containing
only X, expressed as follows:

confidence (X — Y) = P(X|Y

_ support(XUY) (2)
~ support (X) x 100%’

4. Results

4.1. Analysis of Existing Problems. 1t is found that there are
few professional projects on visual sensing design in colleges
and universities. And, at present, the teaching content of
sensing design is biased towards junior college, for example,
bionic intelligent sensing design, robot visual sensing and
technology, image sensing technology, and application be-
long to photoelectric information science and engineering.



As aresult, the curriculum content is more inclined to junior
college than visual sensing design. Then, the visual sensing
design discipline is needed. Also, some students still do not
realize that they are the main body of the learning process,
their learning enthusiasm and initiative are not high, and
they cannot actively participate in teaching activities. Be-
sides, the limitation of teaching time and insufficient in-
teraction time between teacher and students are still the
traditional teaching state of “teachers say and students lis-
ten” [10]. The separation between classroom teaching and
extracurricular learning is serious. Most students are in a
state of passive acceptance of knowledge, and they have few
thinking activities. It is difficult to cultivate students’
thinking ability and innovative spirit. Students will find
theory teaching boring. The course evaluation method is not
perfect, and it is difficult to judge students’ comprehensive
ability. Therefore, it is necessary to improve the traditional
teaching methods and assessment methods. The reformed
teaching system is described below.

4.2. Reformation of Teaching System. Firstly, in terms of
course content, it establishes a major in visual sensing
technology. It is minor in computer technology, sensor
technology, principle, and application of new sensors. The
teaching content should also be continuously improved with
the development of the times. It refers to intelligent sensing
and detection technology [11], sensor and detection tech-
nology [12], and image sensing technology and application
[13]. For the established professional courses, it considers
the scientific system, the basic framework of visual sensing
technology courses, and the relationship between various
parts. It integrates brain and cognition, photoelectric
foundation, sensory imaging, visual sensing imaging, visual
sensing technology course, computer technology, virtual
experiment course, physical experiment course, and so on.
And it establishes this new professional basic course. The
teaching structure and content of the prepared handout are
shown in Figure 6.

The first module is the learning of various sensor
principles, including pressure and force sensors, position
sensors, liquid level sensors, energy consumption sensors,
speed sensors, acceleration sensors, radiation sensors,
thermal sensors, vibration sensors, humidity sensors,
magnetic sensors, gas sensors, vacuum sensors, biosensors,
and so on. It introduces the sensing technology, the concept
of the sensor, the application, development, significance,
principle, and general application scope of the sensor.

The second module is the study of computer technology.
In the digital age, all processes are inseparable from numbers
and computers. Therefore, computers are a key step to
learning visual sensing design well. They mainly explain the
basic principles of computers and programming-related
knowledge.

The third module is the learning of visual sensors, and it
is mainly focusing on the visual sensing imaging of infor-
mation. For example, in optical microscopic imaging, it
introduces the principles of optical Fourier analysis, dif-
fractive optics, and Abbe imaging. And it also introduces the
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basic principles and technologies of fluorescence micro-
scopic imaging, phase contrast microscopic imaging, po-
larization microscopic imaging, and electron microscopic
imaging. The basic principle and devices of X-ray imaging,
the basic principle of CT imaging, and the image recon-
struction algorithm of projection are also introduced.
Learning of visual sensor introduces the basic principle of
nuclear magnetic resonance imaging, the basic principle of
nuclear magnetic resonance imaging (MRI), Fourier-
transform image reconstruction, and so on. It introduces
ultrasonic imaging and medical B-ultrasound imaging.
Figures 7 and 8 show optical microscopy and X-ray imaging,
respectively [14].

The fourth module is the study of virtual and physical
experiments. It directly combines the teaching of the ex-
perimental process with the theory. The study of virtual and
physical experiments enables students to design virtual
animation experiments independently. This enhances stu-
dents’ creative ability, reduces the consumption of experi-
mental equipment, and lays a foundation for students to
conduct physics experiments. The teaching of the experi-
ment should be designed and comprehensively applied
experiments, and more than 30 experiments based on
various visual sensing principles such as optical microscopy
and X-ray imaging can be carried out. Therefore, teachers
should encourage students to conduct self-designed ex-
periments and 12-hour experimental classes. It is important
to simplify the experiment. Figure 9 shows an example of
animation when students are doing experiments. It clearly
expresses the concentration and earnestness of students in
the practical courses of visual perception.

The key point is to verify the compression principle and
increase the proportion of design and comprehensive ex-
periments so that students cannot be limited to reading the
experimental data only. People should also be able to
combine electronic circuit knowledge with computer control
technology, collect data on the computer, build a basic
automatic test system, enable students to give free play to the
space, and improve their hands-on ability and practical
ability in the process of free experiment [15].

The fifth module is an example of a visual sensing design
system. Firstly, the principle of visual sensing technology
and the imaging technology of visual sensing are briefly
introduced and reviewed, and it recalls the experimental
process through animation. Next, it introduces the appli-
cation examples of visual sensing design, such as the relevant
foundation of the robot, intelligent robot and its software
and hardware system, robot vision, and intelligent robot
examples [16].

In terms of teaching methods, it is recommended to use
offline new media teaching and teacher teaching, as well as
online video playback, animation interaction, and other
methods to provide learning for students. In the teaching
process, teachers should pay more attention to the intro-
duction of teaching content, pictures, animation, and other
forms of expression. In normal teaching, the text should be
combined with theoretical and experimental teaching
content. Students’ understanding of knowledge concepts is
more vivid and intuitive using new media teaching and
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animation. The use of new media teaching and animation
allows students to understand the structure of the visual
sensor and clarify the working principle of the visual sensor
and its application examples. It can also improve the
learning efficiency of students [17]. Figure 10 is an example
of students’ interactive learning through online animation.
The advanced computer system provides a new research
direction for the teaching mode.

4.3. Visual Sensing Design Course. The teaching effect is
scored according to a full score of 100. The proposed pre-
cision teaching method is compared with the teaching effect
of similar teaching methods in the literature [18, 19]. The
levels of student knowledge, classroom activity, and teacher-
student interaction are compared, as shown in Figure 11.
In Figure 11, the precision teaching model proposed has
the highest scores in the three dimensions of student
knowledge mastery, classroom activity, and teacher-student
interaction, all reaching more than 90 points. Among them,

the score of teacher-student interaction is 96 points, indi-
cating that the proposed teaching method based on visual
sensor design can greatly increase teacher-student interac-
tion and improve the overall effect of teaching.

5. Discussion

New media mainly adopts PowerPoint teaching and ani-
mation interaction in this process. Before this, the workload
is often tedious and trivial, with huge content and many
knowledge points. Students are very tired during class, lack
concentration, or cannot recall previous knowledge points.
The knowledge points of learning classroom content must be
focused, and the process of content teaching must be logical.
The important formula derivation process still needs to be
combined with the teacher’s handwritten presentation so
that the students can understand it by themselves. The
understanding of knowledge points is deeper than simple
formula memorization and straightening out the thinking of
the whole class. Meanwhile, the teacher arranges for students
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to study, organize, and analyze some key content. In the first
10 minutes of each class, the teacher asks the students to
summarize the learning content of the previous class and
briefly introduce the content of this class. This not only can
achieve classroom interaction and improve students’ en-
thusiasm but also can set an example and exercise for some
people who are eager to work as teachers. As for other
students, the teaching process is also an opportunity to
consolidate learning [20, 21].

When the intelligent visual sensor is introduced, stu-
dents are asked to review the content of the previous class
and cooperate with the teacher’s explanation of the intel-
ligent visual sensor to fully mobilize students’ learning
enthusiasm and give full play to the role of autonomous
learning. Through classroom multimedia theory teaching,
key content teaching, and application case analysis, students’
theoretical learning level can be improved, and students can
actively develop online learning and independent learning
and make interactive courseware for an explanation. It can
effectively stimulate students’ interest and enthusiasm in
teaching activities and promote the improvement of

students’ learning methods. Through the combination of
college student training projects and scientific research
projects, students are encouraged to combine the research
content and interest projects of the sensor major and invited
to participate in experimental research and design inno-
vative experiments. This promotes the organic combination
of theoretical research and scientific research practice. In the
process of teaching practice, the course gradually established
a teaching method that combines classroom learning, online
learning, experimental learning, and autonomous learning
[22, 23].

If only changing the course content and teaching
methods, teachers will only take temporary solutions not
effect a permanent cure. The reform of the teaching effect
assessment and evaluation methods should be further ex-
plored based on changing the weight ratios of various aspects
of the assessment results. The proposed method adjusts the
final score composition of the examination evaluation and
converts the ratio of the traditional “70% written test +20%
experiment + 10% usual score” to “30% theoretical written
test + 30% experimental practice+20% usual score+15%
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report display + 5% practice” ratio to increase the proportion
of practice sessions [24-26]. The changed test evaluation
standards are more practical. Finally, a demonstration
evaluation system is constructed based on basic theoretical
knowledge and experimental practical skills, supplemented
by a comprehensive evaluation method of classroom student
learning efficiency, interaction, and the display and expla-
nation of the final practical results. Basic theoretical
knowledge should fully cover knowledge points and com-
prehensive application capabilities.

The experimental design focuses on the candidates’
practical ability, the ability to design experiments in com-
bination with theoretical knowledge, the ability to complete
the experimental process, and the ability to analyze the
results. The usual assessment results are mainly the usual
attendance, the interactive knowledge questions and answers
with teachers and students in the classroom, and the
completion of homework [27-29]. At the end of term, the
display of research results is conducive to the combination of
theory and knowledge, focusing on the comprehensive
ability of subject investigation, data sorting, thinking and
summarizing, report writing, and oral expression. This
method can cultivate students’ comprehensive quality in
asking questions, analyzing problems, and solving problems.
Finally, the level of the internship score mainly depends on
the candidate’s ability to adapt to society [30-32].

6. Conclusion

Since entering the digital age, people rely more and more on
the use of machines. Nowadays, sensors are the core and
foundation of machine manufacturing, and the observation
of the world mostly depends on the eyes. Therefore, the
teaching and research of visual sensing design are very
crucial. A scheme to cultivate the ability of visual sensing
design, experiment, innovation, and practice are designed.
The system can be adopted by talents in intelligent machines,
biological systems, and machine detection, that is, set up
special disciplines from the perspective of professional
disciplines and set up various sensor principle research
courses, computer technology courses, visual sensor design
courses, experimental courses, and example courses in the
course content. Teaching methods are divided into online
and offline synchronous classes. Moreover, an accurate
teaching method based on a data mining algorithm is added
and applied, which has the effect of checking leaks and filling
vacancies. Regarding evaluation methods, the evaluation
proportion is “30% theoretical written test+30% experi-
mental practice +20% usual score+15% report and dis-
play + 5% practice,” focusing more on students’ practical
operation ability and practical application ability. The dis-
advantage is that it cannot go deep into everyone’s re-
quirements to make everyone learn better through their own
learning habits. The learning methods applicable to each
student based on this topic will be further explored so as to
make the research of this discussion more detailed.
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The paper expects to improve the efficiency and intelligence of somatosensory recognition technology in the application of
physical education teaching practice. Firstly, the combination of induction recognition technology and the Internet is used.
Secondly, through the Kinect sensor, bone data are acquired. Finally, the hidden Markov model (HMM) is used to simulate the
experimental data. On the simulation results, a gait recognition algorithm is proposed. The gait recognition algorithm is used to
identify the motion behaviour, and the results are displayed in the Web (World Wide Web) end built by the cloud server.
Meantime, in view of the existing problems in the practice of physical education, combined with the establishment and operation
of the Digital Twins (DTs) system, the camera source recognition architecture is carried out since the twin network and the two
network branches share weights. This paper analyses these problems since the application of somatosensory recognition
technology and puts forward the improvement methods. For the single problem of equipment in physical education, this paper
puts forward the monitoring and identification function of the cloud server. It is to transmit data through Hypertext Transfer
Protocol (HTTP) and locate and collect data through a monitoring terminal. For the lack of comprehensiveness and balance of
sports plans, this paper proposes a scientific training plan and process customization based on Body Mass Index (BMI), analyses
real-time data in the cloud, and makes scientific customization plans according to different students’ physical conditions.
Moreover, 25 participants are invited to carry out the exercise detection and analysis experiment, and the joint monitoring of their
daily movements is tested. This process has completed the design of a feasible and accurate platform for information collection and
processing, which is convenient for managers and educators to comprehensively and scientifically master and manage the physical
level and training of college students. The proposed method improves the recognition rate of the camera source to some extent and
has important exploration significance in the field of action recognition.

1. Introduction

In recent years, people’s demand for data application in the
process of sports and training has been increasing. In the
practice of physical education and training, somatosensory
recognition technology based on visual sensing systems has
attracted more and more attention and research [1]. After
2010, college students’ physical health problems were more
prominent, showing a downward trend year by year, and the
development of college physical education has urgent reform
requirements [2]. The state and government attach great
importance to the physical fitness of college students and the
development of physical education in colleges and

universities. Accordingly, with the application of big data
and the rise of visual technology, the demand for more
intelligent and scientific technology is also more urgent [3].
Based on the motion somatosensory recognition technology
of visual sensing, the Kinect bone tracking technology
without identification points has been widely developed and
applied because of its low cost, portability, easy imple-
mentation, and no identification points [4]. In computa-
tional mechanics, the introduction of the concept and
technology of the Digital Twins (DTs) system can achieve
real-time safety monitoring and early warning of solid
structures. The DTs system can not only be applied to civil
structures. Similarly, it can also be applied to the field of
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sports science. The system can not only track and monitor the
gait in real time but also optimize and improve the computer
simulation recognition technology. It is one of the methods
used. DTs are of great help to the modification and im-
provement of structural system redesign and provide a more
reliable basis. Source identification of digital images is an
important part of image extraction. Source identification of
digital images (i.e., imaging equipment identification) refers
to a given graph, which determines imaging and identifies
types through scientific and technological means and
methods. The camera source is identified by the identification
architecture of the DTs network. Firstly, the fingerprint of the
camera is extracted from the twin network. Secondly, the
residual network of attention mechanism is added to extract
features, and the camera source recognition can be realized.
Finally, the expected effect of the sample number is achieved.

The application of visual sensing technology mainly
focuses on three fields: visual monitoring, interface per-
ception, and content retrieval. In the field of elaboration and
analysis, all aspects of the human motion process are dis-
cussed and analysed by analogy. The identification and
understanding of motion behaviours are analysed, but some
studies on motion representation are relatively simple. In the
research based on the characteristics of the human model,
the angle between the various parts of the human body and
the trajectory of bone joints are collected and calculated to
achieve a more accurate description of the movement and
avoid the error caused by the change of the scene. This
method mainly describes the state of each part of the human
body in a three-dimensional space [5].

In view of the current development and in-depth de-
velopment of human visual sensing motion recognition
technology, it is increasingly necessary to conduct detailed
analysis in related fields. Firstly, after the sample data, al-
gorithm model, and motion behaviour characteristics are
analysed, the vision sensor training system is designed.
Secondly, the collected experimental data are tested in the
training system. Finally, through the DTs network, the
camera source identification method is proposed. The re-
search aims to provide a certain experience for the further
development of the perspective sensor training system in
physical education practice.

2. Materials and Methods

2.1. Construction of Kinect V2 System Using Physical
Education Practice

2.1.1. Introduction to Kinect V2. Kinect V2 is a new Kinect for
Windows product released by Microsoft in 2014. Kinect is a 3D
somatosensory camera with a microphone array, infrared
transmitter and receiver, and RGB (RGB colour mode) camera.
The image of the human part separated from the background is
input into the human part recognition model trained by the
cluster system, and the 25-node human model is output, and
the bone data are output at the speed of 30 f/s. Its official system
includes driver, original sensing data flow development in-
terface, user interface, and file data, which can be developed
twice. The device uses Time of Flight technology to obtain
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depth image information by calculating the projected infrared
and the return time of reflection. Then, through the corre-
sponding algorithm, the coordinate information of human
joint points segmented from the background image is esti-
mated. Among them, the bone data output by RGB intelligent
camera provides the basis for human motion recognition and
solves the problem of data extraction in computer vision.

Kinect V2 components and functions are shown in
Table 1.

2.1.2. Kinect V2 Hardware Requirements. System CPU
(Central Processing Unit) uses an Intel 7-generation pro-
cessor, dx11 (DirectX11), with a 64-bit operating system.
The hardware composition is shown in Figure 1.

In Figure 1, the CPU is the core of the computer, and the
computer acts as an “intermediary” in the Kinect V2
hardware. Kinect V2 stores the bone data related to the
human body and the user’s personal information on the card
reader and sends it to the computer. The computer sends this
information to the cloud space. When users visit the website,
they can see their own information on the computer
monitor.

2.1.3. Kinect V2 Application Principle. Kinect V2 equipment
first uses the infrared receiver to receive the infrared light
emitted by the infrared transmitter. By collecting the
encoded infrared spectrum, the depth image is processed
frame by frame. Then, the device separates the characters
and background to obtain the colour image of human
motion. Finally, the data are transmitted through Kinect V2.
The data flow process is shown in Figure 2.

(1) Depth Imaging. Among the three cameras of Kinect V2,
RGB camera is used to collect RGB images, also known as
colour camera. Two other cameras (infrared transmitters
and infrared cameras) are used to form a depth sensing
device.

The depth measurement technology in Kinect V2 isa 3D
detection technology based on PrimeSense, which obtains
depth information through the optical principle. The in-
frared ray emitted by the infrared transmitter goes to the
different reference planes of the specified scene, and the
diffraction grating divides it into multiple beams. The in-
frared spectrum forms some speckle patterns in these planes,
and different speckle patterns show different depth values to
determine the depth information.

Assuming that it points to the infrared emitter in the
x-axis positive direction and to the object in the z-axis
positive direction, the coordinate system conforms to the
right-handed spiral rule. Measuring the parallax of # in
the image, there are

=70’ (1)

(2)
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TaBLE 1: Kinect V2 components and functions.

Components

Functions

Infrared projector

Infrared photosensitive camera
Microphone

RGB camera

Control the camera motor
Serial cable

Infrared emission
Infrared spectral data analysis
Get voice data
Collect colour images and video data
Get the best angle by controlling the camera
Signal reception and transmission

Bone
Kinect V2 Data
Camera

Computer | ——

Card Reader

User
Information

Data
Upload
Display
Interactive
Display

FI1GURE 1: Kinect V2 hardware composition diagram.

Depth data flow

Color data flow

equations (1) and (2), there is

Kinect V2 Application
Bone data flow
FIGURE 2: The data stream of Kinect V2.
In equations (1) and (2), Z, is the depth distance from the Z,
real sensor to the object, A is the baseline length, e is the focal X, = _7 (Xo = X, +6,), (4)
length of the sensor, C is the displacement distance of point
0, and c is the parallax of the infrared image [6]. Combining Z,
Y, = — (Y,-Y,+4,). (5)

Zt
2o =1 (2 If D) (3

The depth distance Z, is obtained from the above
equation. Using the same principle, there are

In equations (4) and (5), the abscissa of o point is X,, the
ordinate of o point is Y,, the abscissa and ordinate of original
coordinate are X; and Y,, respectively, and the correction term
is d,. The three-dimensional coordinates of o point are cal-
culated, Z, represents the depth distance from the real sensor
to the object, and f represents the depth of the reference plane.



(2) Bone Recognition. Skeleton recognition is a process of
extracting the required information from noise, that is, the
process of removing interference information except the
human body in the picture. The identification process is
shown in Figure 3.

Kinect V2 uses the Poisson equation to filter the noise to
determine the existence of feature points on the body surface
[7]. By grasping the angle and direction of the surface
around the feature point, it determines the spatial position of
its existence and forms a distance field near the point to
obtain a relatively smooth shape.

2.2. Overall Network Architecture for Source Identification of
DTs Camera. DTs play an important role in the camera source
identification of the Kinect V2 system. Twins parasitize in
digital time and space in computers, such as entity space-time
and twin brothers in the corresponding digital space-time. DTs
have two evolution paths. One is Product Lifecycle Manage-
ment (PLM) to DTs. The other is from Physical Twins (PTs) to
DTs. The establishment of DTs corresponding to entities marks
the improvement of computer numerical simulation and
simulation concept and technology and is a breakthrough in
computational mechanics.
Generally, DTs have five life stages:

(1) Design phase: in this stage, DTs can be optimized by
finite element decomposition, which determines the
design scheme of the solid structure. In DTs, the
layout optimization can determine the design
scheme of mechanical sensors in the structure.

(2) Manufacturing phase: in this phase, less computation
will focus on manufacturing changes to the design, and
DTs will be checked as the entity structure changes to
ensure synchronization with the entity.

(3) Operational phase: in this stage, the calculation of the
design is relatively large and the most complex. This
stage mainly focuses on Tokyo load identification to
carry out calculation related to safety monitoring. Be-
cause of high difficulty, large quantity, and high com-
plexity, the real-time repeated calculation is needed.

(4) Maintenance phase: in this phase, the amount of
computation is concentrated mainly before main-
tenance and is closely related to the previous phase.
Real-time safety assessment does not hinder the
proposal and proposal of maintenance.

(5) Retirement phase: in this stage, there are calculation
of retirement decision and calculation of rehabili-
tation. The calculation of decision-making is like the
calculation of maintenance suggestions in the pre-
vious stage, and the calculation of rehabilitation is
like the calculation in the design stage. After the
comprehensive analysis of a declaration cycle and the
calculation of the optimal design, suggestions for
improvement of the redesign are proposed.

In order to realize the identification of the camera
source, this paper designs an identification architecture
based on a twin network. The overall structure is shown in
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Figure 4. The virtual frame is two branch networks of twin
network sharing weights. In the designed twin network, two
samples are needed to enter, the reference image P1 and the
test image P2. The input two images are filtered to obtain the
camera reference mode noise and the image to be tested. The
pattern noise extracted from the reference image P1 is the
“fingerprint” of the camera. Using the residual network with
an attention mechanism, two noise image features are
extracted. By calculating the distance between the feature
vectors, the similarity between the noise information of the
image to be measured and the “fingerprint” information of
the camera C is measured to determine whether the image
P2 can be seen as shot by the camera C and realize the
camera source discrimination.

For the accuracy of camera source identification, seven
different camera models are selected. The test images with
different resolutions are unified into 224 x 224 image blocks
to verify the performance of the designed method. The
recognition accuracy and receiver operating characteristic
curve are used as evaluation indexes to measure the per-
formance of image source recognition. The recognition
accuracy is defined as the ratio of the number of correct
images to the number of all recognized images.

2.3. Motion Category and Representation. Human move-
ment can be divided into three types based on three different
levels of complexity, namely, action, behaviour, and action
[8]. Among them, “action” is the most basic movement, the
basic elements of movement, and the necessary basis for the
formation of other complex movements. The time sequence
is short, and the geometric and statistical methods are
commonly used for identification. “Behaviour” refers to the
sequence of several continuous actions. Its time scale is
larger than that of “action,” and it can clearly show the
purpose of human motion. It is usually identified by sta-
tistics. “Behaviour” may contain multiple “action,” and the
relationship between each action and state needs to be
considered and linked in the recognition process. Finally,
“action” is the most complex, which is realized through
motion. However, it is not a simple mechanical combination
of individual motion, but a complete and purposeful motion
system with different degrees of complexity. Probability
statistics and artificial intelligence algorithms are usually
used to identify, among which the Bayesian network is the
representative method.

The behaviour process extracted from the video sequence
containing human motion that can reasonably and appro-
priately represent the motion data is called motion represen-
tation. In the process of motion recognition, motion
representation is an extremely important step. Different oc-
casions and environments need to choose different methods for
motion representation. When the motion scene is a large scene,
it is necessary to carry out remote camera and monitoring; only
the trajectory of the moving target is extracted. When the
motion situation is small, such as gesture recognition, it is
necessary to model the limb joints of the moving target in two-
dimensional (2D) or 3D. In general, four criteria are used to
measure the pros and cons of motion representation [9],
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FiGure 3: Kinect V2 recognition process.
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FIGURE 4: DTs network modelling for camera source recognition.

namely, compactness, completeness, continuity, and unique-
ness [10]. Most of the current motion representation can only
meet part of the above metrics. Generally, there are two
representation methods, one based on appearance and the
other based on the human model.

The representation method based on representation is to
analyse and represent the motion by directly using the colour
information or grey information in the image. This method of
directly using image information is relatively simple. Yamato
et al. (2016) took the two-dimensional network feature as the
motion feature [11] and divided the whole image into several
networks by binarization of the image extracted from the

moving target. They calculated the proportion of the number of
target pixels in each network in the whole grid, thus repre-
senting the movement of the target.

Another representation method is based on human
contour information or region information. Kale et al.
(2017) adopted a gait recognition method based on human
contour information [12]. They first extract the human
contour, calculate the contour width, and use the width
vector as the feature vector to complete the recognition.
There is also an apparent representation method based on
motion information (optical flow, target trajectory, speed,
etc.). However, due to a large amount of calculation and



insufficient robustness of this method, Psarrou et al. (2017)
used spatiotemporal trajectory technology to represent be-
haviour and further used the Markov process to model [13].

2.4. Identification Method Technology

2.4.1. Template-Based. The template-based method is to
transform the motion image sequence into a single or a set of
static templates and realize recognition by matching the
sample template to be identified and the known template.
The matching method is to directly match the sample of the
template to be identified and the known template and obtain
the category of the known template with the smallest dis-
tance as the recognition result. Bobick and Davis (2018)
transformed the image sequence into MEI (motion energy
image) and MHI (motion history image) and used Maha-
lanobis distance to measure the similarity between templates
[14]. MEI represents the coverage and intensity of motion,
and MHI represents the time change of motion.

Due to the different duration of motion in the same mode,
template time warping becomes very necessary. Arie et al.
(2016) linearized the template sequence before matching and
then matched it by voting [15]. The duration of action is often
random in the process of movement, so the linear time reg-
ulation method cannot completely solve the problem.

2.4.2. Based on Probability Network. As the most important
motion recognition method at present, the method based on
probability network can fully consider the dynamic process
existing in the motion process. Different from the template-
based recognition method, the method based on probability
network can model the subtle changes in time and space
scales through the probability method, so it has good ro-
bustness. At present, there are two kinds of probabilistic
networks: dynamic Bayesian network and hidden Markov
model. The hidden Markov model, as a special form of
dynamic Bayesian network, has been used as a conditional
random field in behaviour recognition [16]. Because it can
avoid the independence assumption in the usual probability
model, it is currently used most widely.

2.4.3. Grammar-Based Technology. The grammar tech-
nique is also called the syntax technique. Because of its
advantages of understanding complex structures and
utilizing prior information, there are more and more
opportunities for motion recognition. Huber et al. (2016)
used the deterministic syntax of adding orders to identify
discrete events [17]. Cho et al. (2017) used statistical
grammatical reasoning to solve automatic identification
[18]. Ivanov and Bobick (2016) used the technology of
instant grammar to identify the behaviour interaction of
multiagents [19] and divided the identification problem
into two levels. The bottom layer was the candidate feature
detected by the independent probability event detector,
which generated random syntactic analysis services for
context-free.
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2.5. Hidden Markov Model. It is the simplest dynamic
Bayesian network based on training and evaluation in the
probability and statistics model. In this paper, this algorithm
is used to study the recognition of motion. In the hidden
Markov model, the state is not directly visible but is visible
by using the output dependence of a specific observation
value. The model includes two random processes, as shown
in Figure 5.

The hidden Markov model has two parts. The first is the
Markov chain, and the output through this process is the
state sequence. The other is the random process of the output
corresponding to the observation value sequence and the
state sequence. Usually, hidden Markov models are defined
by five parameters.

2.5.1. N Hidden States. The hidden Markov model (HMM) is
a probability model about time series. It describes the process
of randomly generating unobservable state random sequences
from a hidden Markov chain and then generating an ob-
servation from each state to generate an observation random
sequence. Hidden Markov states satisfy Markov properties
and are actually hidden states in Markov models. However,
these states cannot be obtained by direct observation and can
be specifically represented by 01, 62, 03, ..., On.

2.5.2. M Observable States. M is the number of observed
values corresponding to a specific state, which can directly
observe the state associated with the hidden state in the model.
V1, V2, V3, ..., Vm are defined as the observed M observations,
and Q, is defined as the observed value of ¢ at any time.

2.5.3. Initial State Probability Matrix II. The initial state
probability matrix represents the probability matrix of the
implicit state at the initial time. For instance, when the initial
state probability matrix defining IT= (I, II,, IIs.. ., IT,),

I, = P(q; = 6,), L <i<N. (6)

2.5.4. Implicit State Transition Probability Matrix A. The
implicit state transition probability matrix A describes the
transition probability between states in the HMM. If de-
fining A = (a;;)nn» than there is

ajj = P(Qm =0;lq = 91’)- (7)

At time t, when state 6, is established, Equation (7)
indicates the probability of the observation state being at
time t and the implicit state of t+ 1.

2.5.5. Observation State Transition Probability Matrix B.
The probability of 6; is observed when the implicit state is 6;
at t. B represents the observation matrix of the observation
value; defining B = (bji)nws there is

bj=P(0,=V;lq =06,)1<j<N,1<k<M. (8)
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FIGURE 5: The process diagram double random about the hidden Markov model (HMM).

Therefore, in the hidden Markov model, there are

A =(N,M,IL A, B). (9)

Briefly,
A= (I, A, B). (10)

2.6. Hidden Markov Algorithm

2.6.1. Viterbi Algorithm. The Viterbi algorithm is an algorithm
that uses the dynamic programming idea to calculate the hidden
Markov chain model prediction so as to find the optimal path
problem. Define the observation sequence O= 0,0,0;...0p,
A=(A, B, 1), with P=(Q, O|A) as the maximum premise, and
find the specific Q* =g, g5, ..., g/ sequence.

(i) is defined as the maximum probability of O; O, O; ...,

O; obtained at time t at the state g, gy, ..., g» when g,= 0,
Initialize:
0, () =1ILb;(O,), 1<i<N,
1 i z( 1) (11)
¢, ())=0, 1<i<N.
Reasoning:
S, = 1mg;g%[at_1 ()a;], 2<t<T,1<j<N,
(12)
o(j) = argmax[é‘t_1 (i)a,-j], 2<t<T,1<j<N.
1<i<N
Ending is as follows:
P" = max[6; (1)),
. . (13)
qT" = arg max [0 (1)].
1<i<N
Optimal path is as follows:
qr' = ¢, (qr), t=T-1,T-2,...,1 (14)

2.6.2. Baum-Welch Algorithm. This algorithm can solve the
parameter estimation problem in the hidden Markov
model [20] and can easily calculate the model-related
parameters:

N N
P(O|)) = Z Z a,(Da;;b; (O By () 1<t <T - 2.

i=1 j=1

-

(15)

The idea of the dynamic algorithm can be used to obtain
A= (4, B, IT) by making the maximum value of P=(O|A) to
the local optimal solution.

& (i, j) is defined as the probability of 6; at time ¢ when
the training sequence O and the model parameter A are
known, and the Markov chain state 6; and ¢+ 1 are defined
as follows:

§3, j) = P(O"Jt =0, = ej M)- (16)
Reasoning is as follows:

. [at (i)aijbj (Op1)Bia (j)] 17

§(i, ) = PO . (17)

Thus, it is probable that
Z;\il ft (i> ]) = dy; (l)ﬁt (l)

The reevaluation equations are
ﬁi = 61 (1)’
YRR ACY)
D YEAGN (19)
—' _ ZZ;I BO,=v, £t (])
COSLEG)



2.7. Motion Recognition under Hidden Markov Model. In the
process of restoring motion recognition, all action sequences
are divided into N segments on average so that they cor-
respond to the N state in the hidden Markov model one by
one and N state transition sequences are generated for the
sequences. The transition process is shown in Figure 6.
The number of ¢ frame states g, in the m sequence and the
number of ¢+ 1 frame states g; are represented by equations

Nzw; =Nm(St+l =q;lS; =qi)' (20)

The number of frames 1 in the m state sequence and the
state g; is represented by an equation

N{" = N"(S, = q,)- (21)
In the probability of the initial state, there is
5N
I} = P(S, =q;) = 22 L 22
i ( 1 qz) ZiZmNT ( )

According to the above equation, the number of tran-
sitions between two adjacent frames in all state sequences is
calculated to obtain the transition probability A° of the
initial state. There is

Y N;
ai’j=P(St+1 =qj|5t=qj)=W. (23)

The Baum-Welch algorithm is used to learn the pa-
rameters, and the initial parameters are input into the
hidden Markov model for parameter training. Through this
process, the maximum motion action is selected as the
recognition result. The training and recognition process is
shown in Figure 7.

2.8. Technical Architecture. The system collects the bone
motion data of the target in real time through the camera of
Kinect V2 [21]. Skeleton data after coordinate mapping to
get smooth data, using space vector method to calculate the
angle characteristics between bone joints and using HMM
model to collect the motion characteristics of data model
training [22], select the maximum output probability, so as
to realize a reliable real-time training system design and
output.

2.8.1. Data Collection. The camera of Kinect V2 is used to
obtain the motion data of the target, and the bone data flow
is applied to the subsequent skeletal motion recognition.

2.8.2. Bone Algorithm Processing. The data collected from
the previous layer are filtered to obtain smoother bone data
[23], and the angle characteristics of bone joints by spatial
vector algorithm are calculated.

2.8.3. Motion Recognition. The data of predefined motion
actions in the previous layer are collected and calculated to
obtain the initial parameters of HMM, and the motion
action model is trained to obtain the output probability of
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many hidden Markov models. The maximum output
probability is selected as the recognition result by
comparison.

2.8.4. Application. Through the different training move-
ments identified by the previous layer, the data generated in
the process (movement time, movement number, perfor-
mance settlement, etc.) are stored and uploaded to the cloud
server [24]. The scientific analysis and management of the
system are carried out, and the scientific training plan that
meets the target characteristics is finally generated.
The architecture is shown in Figure 8.

2.9. Software Design. The system software architecture is
divided into four layers, including data layer, skeleton al-
gorithm layer, motion recognition layer, and motion per-
formance layer. The software client uses TCP/IP
(Transmission Control Protocol/Internet Protocol) com-
munication protocol to communicate with the cloud server
[25].

The client function design is shown in Table 2.

Figure 9 shows the software design process.

3. Results

3.1. Bone Joint Confusion Experiment. Motion recognition
design is based on bone joint data acquisition. In order to
ensure that cameras and software can collect and analyse all
the joints, five daily behaviours were monitored and ana-
lysed, including sitting, standing, pouring water, drinking
water, and using the phone. In the experiment, 100 groups of
samples were collected for each of the five behaviours, a total
of 500 groups. 40 groups of components were extracted from
the samples collected by each behaviour, and other samples
were tested according to the standard template library. The
matrix results obtained according to the test results are
shown in Table 3.

According to the results of sample confusion, the actual
motion and template have played a good classification and
comparison results, and the identification of behaviour
representation features is feasible. Due to the similarity
between the behavioural characteristics of some actions and
the joint angle, there is a low degree of recognition.

3.2. Training System Test. In order to test the feasibility of the
system, 20 men and 5 women were invited to participate in
the test for 3 days. In the three days, 25 people used this
system for training in the morning and afternoon, once a
day, and a total of 250 data samples were obtained. Sample
analysis results are shown in Table 4.

Through the comparative analysis of the recognition rate
and accuracy, it is found that the training system has a high
recognition rate of motion and can accurately measure and
analyse the joint angle and motion trajectory for motion
recognition. Among them, the accuracy of sit-up and squat is
the highest, which can meet the requirements of the market.
In contrast, the accuracy rate in monitoring and measuring
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TasLE 2: Client functionality.

Name Concrete functions
Information Through the information collection of students’ identity cards (campus card and meal card), the card number is
acquisition used as the number, and the USB (Universal Serial Bus) is used to read the information and save the record

4% use USB connection Kinect V2 for training motion data acquisition, through model design in the client for

Motion recognition . e . . .
& motion recognition, judge the basic information, and save its records

Feedback and Give feedback on the basic information of the target and real-time motion training data to the user through the
interaction front-end display device and realize the interactive function

Upload the user’s basic information and training data to the cloud and save its records. Concurrent information
Cloud upload

analysis to customize training plans
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TaBLE 3: Matrix results.

Final display

Actual action Sitting down

Standing up

Water pouring

Drinking water

Using mobile phone

Sitting down 96% 3.9%
Standing up 4% 97%
Water pouring — —
Drinking water — —
Using mobile phone — —

92.5% 5.3% 2.1%
7.2% 97% 6.7%
— — 89.9%

TaBLE 4: Test results.

Projects Numbers Success rate (%) Accuracy rate (%)
Setting 600 95.7 89
Squatting 270 96 94.8
The lead upward 200 94.8 92.5
Sit-up 240 97 96.8

the standing long jump is low, which may be due to the error
in the range of sight. Additionally, the distance between the
take-off points and the monitoring point also has a certain
impact on the accuracy. The specific results are shown in
Table 5.

Table 5 shows that the closer the distance between the
take-off point and the monitoring point, the higher the
accuracy obtained. The greater the distance between the
take-off point and the monitoring point, the lower the ac-
curacy obtained. The comparison of recognition rate and
accuracy is shown in Figure 10.

In view of the low error and accuracy in the test of this
standing long jump project, the actual situation and test
situation of the standing long jump test are compared. The
details are shown in Figure 11.

According to the results, the data results can maintain a
certain accuracy between 1.25 and 1.75meters, while the
data are not accurate beyond the subrange. The analysis

TaBLE 5: Accuracy at different take-off points and monitoring

points.
Take-off Monitoring Distance o
point point between Accuracy (%)
1.21 0.532 0.678 92.36
1.963 1.0236 0.9394 91.01
2.635 1.268 1.367 89.26

shows that the scene measurement environment may bring
light interference to the Kinect V2 camera based on the TOF
(Time of Light) principle, resulting in a lack of accuracy.
Meanwhile, there may also be site installation location de-
fects and test groups of individual body differences in force
majeure.

The skeletal confusion experiment is to ensure that the
camera and simulation software can collect and analyse
data. The training system test experiment is to check the
accuracy of all the collected data in the test system. After
analysis, it is found that the accuracy of the standing long
jump is the lowest. And then, the standing long jump is
tested again. Figure 12 is the comparison of the proposed
method and the baseline method for camera source rec-
ognition accuracy.

Figure 12 shows that the average accuracy of camera
source identification using the basic sensor mode noise
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identification method is 93%. When Alexnet is used as the
branch network of the twin network for camera source
recognition, the recognition accuracy is generally low.
The method is greatly affected by the number of samples
in the dataset, and the network is more inclined to learn
the features related to image content. It is proved that the
use of the neural network without pretreatment for
camera source recognition may not be as good as the
effect of camera source recognition by sensor mode noise.
The method designed is used for experiments, and the
average accuracy reaches 97%, which is 4% higher than
that of the sensor-based noise identification method. The
recognition method designed not only is more conve-
nient and automatic than traditional methods but also
has a certain improvement in recognition rate.
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FIGUure 12: Comparison of recognition accuracy between tradi-
tional camera source recognition method and visual sensor training
system (%).

4. Conclusions

With the continuous development of the global economy
and the reduction of trade barriers, it provides a broad
platform for the rapid development of international trade.
International trade is the participation of countries in the
world in the international division of labour and an im-
portant means to realize the smooth progress of social re-
production. Meantime, international trade is also an
important medium for economic, political, and cultural
exchanges between countries, and it plays an important role
in production and life. So, it is necessary to add the use of
data to educational practice. Besides, with the rapid devel-
opment of visual sensing technology, it has the research and
development conditions to realize nonwearable sensor
monitoring and training system. In this paper, a visual
sensor training system is designed by using joint data and an
algorithm model to collect and analyse the characteristics of
motion behaviour. Finally, the visual sensing training system
for physical education practice that can complete data
collection without wearing is realized, and the collected data
are uploaded to the cloud through the Internet. Meanwhile,
the proposed method combines the identification method of
sensor mode noise with deep learning and proposes a
camera source identification method by DTs network. The
recognition results are judged by the similarity measure of
the twin network and compared with the experimental
results, which proves that the method has better recognition
rate advantages. The data are analysed using the national
health standards, and reasonable and scientific training
plans are developed according to different sports data
sources. The software designed in this paper also has defects.
The software only simulates the research scene, and there are
some differences between the simulated scene and the real
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conditions. Therefore, when the simulation experiment is
carried out, the problems that appeared are not very
comprehensive. The corresponding hardware equipment
needs to be under suitable temperature and light, not ex-
ceeding 30 degrees; otherwise, it will affect the operating
speed of the hardware. The hardware equipment mentioned
in this paper needs to be in a suitable light environment to
ensure complete accuracy. Therefore, the necessary condi-
tions, such as shading of hardware equipment, will be im-
proved in the subsequent research. The management system
developed in this paper is intended to solve the problems of
old mechanism and malpractice in physical education in
colleges and universities and is committed to realizing the
scientific, integrated, and standardized management of
physical education and sports training for college students.
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The data used to support the findings of this study are
available from the corresponding author upon request.
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In the process of building construction, traditional architectural design and construction methods take a long time. The built
buildings perform poorly in terms of energy usage and energy conservation. The study expects to explore the potential safety
hazards of prefabricated buildings during the construction process. On this basis, a modelling study of the construction process
is carried out. The study uses Digital Twins (DTs) technology and prefabricated Building Information Modelling (BIM) to
conduct in-depth modelling research on the building construction process. The prefabricated building construction system
oriented to DTs technology can well solve the problems of structural damage and deformation in the production, trans-
portation, and assembly process of building components. Especially in prefabricated buildings, it can monitor and accurately
predict the damage of building components that may occur in the entire system due to structural problems and material
problems in real time. Regarding the building information model, the study uses third-party software to transfer the assembly
information to the network cloud to further realize the display of the BIM. The study shows that the maximum value of the
effective risk cases selected is 130, and its effective rate is 100%; after processing the data, it is found that the initial value is
always stable, and its value is 1; the extracted value is always changing, the maximum value is 0.86, and the minimum is 0.75. By
this result, the conclusion is that DTs technology and BIM can effectively monitor the indicators of risk problems during the
construction of prefabricated buildings and can further reduce potential safety hazards. Through building information
modelling, the development of intelligent industrialization of building construction design and the in-depth study of con-
struction modelling has practical application value.

1. Introduction

With the vigorous development of science and technology,
society is advancing rapidly, and the country’s economic
development is getting faster and faster. These changes and
developments are inseparable from the contributions made
by the construction industry [1-3]. The construction field
has gradually changed from the traditional building of
houses to the mode of intelligent and scientific construction.
With the acceleration of the process of urbanization in
China, the construction of prefabricated buildings [4-6] has
gradually become a new trend of the times. Under this new
trend, the system design and modelling of prefabricated
buildings [7-9] have become the focus of attention by related
researchers in the architectural field.

The in-depth analysis is conducted from a broader per-
spective. By the traditional architectural system, prefabricated
buildings [10-12] optimize the allocation and combination of
resources for the structure, system, and management of tradi-
tional buildings according to the needs of customers. Pre-
fabricated buildings enable customers to further experience
more efficient, comfortable, and acceptable humanized building
clusters. The biggest difference between prefabricated buildings
and traditional buildings is that prefabricated buildings are
essentially industrialized manufacturing. It can customize all the
construction of the building according to the customer’s pre-
determined order and transport the new construction to the job
site for reasonable assembly. The advantage of prefabricated
buildings is that they can save a lot of time and complete tasks
with high quality. The disadvantage of prefabricated buildings is
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that the cost is too high and the height of the building is limited.
Relevant researchers have conducted a lot of research on the
construction of prefabricated buildings. Studies have shown that
the rapid development of prefabricated buildings in Denmark is
very prominent. Meanwhile, researchers put forward the le-
galization of modulus and successfully used it as a standard
blueprint for modulus coordination. For the building assembly
system, this overcomes the original assembly monotonous ar-
chitectural style and realizes the diversification of the building
construction process. The development of prefabricated build-
ings in China is to gain experience from Soviet architecture and
develop in-depth. In recent years, Digital Twins (DTs) tech-
nology [13-15], as a concept beyond reality, has been widely
used in product design, product manufacturing, medical anal-
ysis, and engineering construction. The DTs technology can map
the building entities in the real physical space to the virtual space,
which has a certain impact on the construction of prefabricated
buildings. DTs technology [16-18] is applied to prefabricated
buildings, enabling the entire system to realize intelligent en-
gineering from a single building component, a single device to a
large-scale building. On the construction and safety issues in the
building process, Li et al. [19] used solar-driven photo-
electrochemical technology to study building materials. The
results show that low-viscosity dopants can increase the con-
struction strength of buildings. Shams et al. [20] studied the
safety construction restoration planning in building renovation
projects. They have combined the cost and duration of the
project to evaluate alternative construction schedules. The results
show that the construction of fire safety facilities can have an
impact on the final construction schedule. Kochovski et al. [21]
used the fog computing method to construct smart and safe
building applications. The privacy protection data management
through the smart contract of Ethereum shows that the use of
fog computing helps to improve the response rate, privacy, and
security.

According to the existing research and the problems, to
make the prefabricated building more efficient in the con-
struction process, the study adopts the DTs technology and
the Building Information Modelling (BIM) to discuss the
process modelling of prefabricated building. The innovation
here is that the construction process in the real physical
environment is easily affected by factors such as weather
conditions and air pollution. The DTs technology is intro-
duced to map the actual situation of the prefabricated
building to the virtual space and to conduct further mod-
elling research. Combining BIM and DTs technology, pre-
fabricated building construction has been studied. The
prefabricated building is provided with theoretical support,
which is of great significance.

2. Materials and Methods

2.1. DTs Technology. The prefabricated building construc-
tion system of DTs technology [22-24] can solve the
problems of structural damage and deformation in the
production, transportation, and assembly process of
building components. It should be noted that the DTs
technology in prefabricated buildings can monitor and
accurately predict the damage of building components in the
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entire system, which may occur due to structural problems
and material problems. The realization of this process can
effectively improve the safety and reliability of the pre-
fabricated building in the entire construction process. In
addition, DTs technology [25-27] can also effectively im-
prove the construction process of prefabricated buildings.
Figure 1 is a framework diagram of the DTs application.

DTs technology is the digital representation of physical
processes, people, places, systems, or equipment. DTs tech-
nology can promote the development of industry towards
intelligent development, and it is an important guarantee for
the development and construction of modern cities. Many
scientific research scholars have conducted research on the
digitalization process of intelligent industry. In response to
the challenges faced by traditional manufacturing, some
scholars have proposed a DTs-driven sustainability evaluation
information system structure for intelligent manufacturing
and dynamic evolution throughout the life cycle. In the end,
the effectiveness of the proposed DTs information architec-
ture and sustainability evaluation method is verified. Related
researchers have constructed a virtual intelligent network
space architecture Intelligent DTs-Software Defined Virtual
Networks (IDT-SDVNs). Simulation and performance
analysis of IDT-SDVNs have verified its effectiveness. Others
have used machine learning and DTs technology to build an
ECG heart rhythm classifier to diagnose and detect heart
diseases. Experts in related fields have found that the com-
bination of accurate BIM and big data generated by Internet
of Things (IoT) sensors makes the data in modern cities more
accurate and transparent. The public and open DTs model
makes smart city industrialization planning more precise. The
meaning of DTs technology is to simulate the real objects in
real life through digital models in the real world, to construct
virtual models of different dimensions and different disci-
plines. The characteristics of this virtual model are the
combination of virtual and real, iterative operation, and real-
time interaction. Prefabricated buildings can fully apply this
technology. Figure 2 is a framework of the interaction be-
tween the virtual space and the real space of DTs.

DTs technology is widely used. Due to its technical
characteristics, the difficulty of integrating intelligent
manufacturing and physical space, and the key character-
istics in practice, it is used by various industries. The
management and control system for DTs technology in-
cludes three parts: the prefabricated building application
layer, the prefabricated building model layer, and the pre-
fabricated building. Each part is divided into different
subsystems. The subsystems of the application layer are
collaborative process planning, optimization of production
parameters, and management and control of the production
environment. The subsystems of the model layer are the
design and manufacturing collaboration model, the pro-
duction management optimization model, and the quality
control management model. The subsystems of the data
layer are environmental data, material data, and machine
data. Figure 3 presents the operation and maintenance of the
prefabricated building system oriented to DTs.

Prefabricated buildings are complicated in the process of
component transportation and assembly, and knowledge of
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many disciplines has been applied. The management control
system is designed and constructed, and the construction of
this system has brought great benefits. The management and
control system oriented to DTs can carry out good sched-
uling control in all aspects of building structure and ma-
terials. Figure 4 is a frame structure diagram of DTs and the
production process.

The measurement and control of prefabricated building
entities is an important communication method between
DTs technology and building entities. The data collection of
the prefabricated building is completed through monitoring
sensors, which further drives DTs. In this process, the dis-
placement and rotation torque of the building components
during the assembly process will be effectively monitored.
The data are transmitted and processed, and each element of

the assembly process is effectively controlled. Figure 5 is the
solid frame of the survey and assembly building.

In the model algorithm, the collected prefabricated
building image data are expressed as the following objective
function. The principle of the objective function can be
expressed as follows:

n

min lew + uii(l —(wa‘ + b)yi). (1)

w,b,s,y, P
In Equation (1), w represents the weight matrix, w’
represents the transposition of the weight matrix, x’ repre-
sents the input, y; represents the output, b represents the
deviation, A, represents the eigenvalue of the matrix, and u;;
represents the element value of the i-th row and the i-column.
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In Equation (2), s is the similarity matrix between
samples. Equation (2) is a supplement to Equation (1).

T
s +s
L,=D,~ : (3)
2
In Equation (3), D, € R refers to a diagonal element, s
represents the coefficient matrix and s’ represents the
transposition of the coefficient matrix.

Z@Hﬁ”t =t+1. (4)

When further training the constructed model algorithm,
the learning rate update strategy and the polynomial decay
learning rate adjustment method are adopted, specifically
expressed as follows:

power
) : (5)

The initial learning rate is 0.0004, and the power is set to
0.8. In the training process, weighted cross entropy (WCE) is
used as a cost function to optimize model training. z (x, 6)
refers to the unnormalized log probability value of the pixel x
of the k-th category under the given network parameters. The
definition of softmax function p; (x, ) is shown as follows:

o epoch
initr x (1 - ————
max_epoch

exp{z; (x,0)} .
ZkK exp{zk, (x, 9)}

Pk (x> 9) = (6)

In Equation (6), K represents the total number of image
data categories. In the prediction phase, when Equation (6)
takes the maximum, pixel x is marked as the k-th category;
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k * = arg max{P, (x, 0)}. For ease of description, note N as
the total number of pixels contained in the training batch
image data. y; means the true semantic annotation of pixel
x;. pr(x;, 0) represents the prediction probability that pixel
x; belongs to the k-th semantic category. In other words, the
probability value after logarithmic normalization is simply
marked as p;;. The training process aims to find the optimal
network parameter 0% by minimizing the WCE loss
function £(x,0); that is, 0% is 6% = min€(x,0). In the
process of assembly building constructiofi, the unbalanced
training samples in the extracted image data usually make
the network focus on some easily separable categories. In
order to solve the problem of poor sample identification,
Online Hard Example Mining (OHEM) strategy is used in
the experiment to optimize the network training process.
The improved loss function is shown as follows:

£(x,0) =

1 N K
8(yi =k, pu <n)log py.
Zf\:’l Zf:l 8(yi =k pu<n) ;k; ¢ ¢
(7)

n € (0,1] means a predefined threshold, and §(-) means a
symbolic function. When the condition satisfies, it is equal to
1; otherwise, it is 0. The definition of loss function of as-
sembly building construction fusion weighting is shown as
follows:

N K
£(x,0) = - Z Z wikqilog P (8)
i=1 k=1

=1

Qi = q(y; = klx;) refers to the true label distribution of pixel
x; in the k-th category. wy is the weighted coefficient. In the
training process, the calculation strategy in Equation (9) is
adopted:

1
Y% " n (c+ puc)

In Equation (9), ¢ refers to the extra super parameter,
which is set to 1.0 during the experiment.

(9)

2.2. Prefabricated BIM. In the prefabricated building system, if
the building is compared with a physical system, then the
intelligent building is the effective integration of people,
building entities, and building information virtual entities. The
life cycle (LC) of prefabricated buildings is to use artificial
intelligence, big data, and IoT to predict. When some scholars
evaluated the LC of prefabricated buildings, they proposed a
link prediction method by similarity, which only relies on
limited known data to estimate the missing unit process data.
This calculation method shows the potential of LC prediction
and estimation in prefabricated buildings. Some foreign experts
proposed an energy management system model of fabricated
building microgrid by battery energy storage. The simulation
suggests that the framework can estimate the construction
operation cost more accurately and improve the overall per-
formance of the battery as a flexible resource in the con-
struction microgrid. In addition, some people have proposed a
two-stage optimization model framework for the integrated
optimization planning of renewable energy resources (RERSs)
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and batteries in prefabricated buildings by prosumer energy
management. Finally, the effectiveness is verified by perfor-
mance evaluation. In the field of prefabricated buildings, some
scholars have predicted the LC of power transformers. It is
found that the mean absolute percentage error (MAPE) of the
model on the test set is only 5.20%, and the accuracy is sig-
nificantly higher. Although there are many data analysis studies
on prefabricated buildings in the urban process, there are few
studies on the analysis of prefabricated buildings in smart cities

by using DTs technology, and there are few studies on the
digital development of prefabricated buildings. A risk pre-
diction model by DTs technology is proposed for the feature
extraction of multisource data of prefabricated buildings, which
is of great significance to the digital development and safety
maintenance of prefabricated buildings in modern cities.
BIM [28-30] can be displayed in the form of web pages.
By its complexity, the study uses third-party software to
transmit assembly information to the network cloud to
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further realize the BIM model presentation. In the BIM
platform, the study can zoom in and zoom out the BIM
model. Figure 6 shows the BIM model of assembly building
rotating cloud.

The assembly BIM can conduct in-depth and effective
modelling research on the construction process. In addition,
the prefabricated construction system for DTs technology
can well solve the structural damage and deformation of
construction components in the production, transportation,
and assembly process. It can real-time monitor and accu-
rately predict the damage of building components due to
structural and material problems in the whole system. The
practical application of the BIM model in China can be
reflected in the four stages of design, assembly, maintenance,
and operation management. Figure 7 is the process diagram
of BIM technology application.

The monitoring data of the assembly construction
process are simulated and analysed, and the whole con-
struction process is effectively monitored by feedback

control. The construction monitoring process of the
building is shown in Figure 8. First, the drawings are
designed, and the specific construction scheme is formu-
lated into equations. Second, the design compliance cal-
culation and presimulation calculation are carried out.
Third, the monitoring instruction file is issued for the next
stage of construction, and further construction monitoring
is carried out. Finally, data are analysed. Figure 8 is the
schematic diagram of the assembly building construction
monitoring process.

3. Results

3.1. Analysis of Construction Results of Prefabricated Buildings
Oriented to DTs Technology. The study models according to
the DTs technology prefabricated building. Regarding the
risk in construction, data processing of specific indicators is
carried out, and the specific results are shown in Figure 9.
Cronbach’s alpha is used to measure the reliability of the
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FIGURE 6: BIM model of assembly building turning cloud.
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data. Cronbach’s alpha value is between 0 and 1, and the
value in the 0.8-0.9 interval is considered to be very reliable.
For valid risk cases, when the maximum value is 130, the
effective rate is 100%. For invalid cases, its value is 0, which
means that the collected data are all valid. Figure 9 is a data
diagram of the risk index situation of the prefabricated
building construction.

Figure 9 shows the common factor variance data of the
risk indicators during the construction of the prefabricated
building, so the Kaiser-Meyer-Olkin (KMO) factor needs to
be verified. In general, the value of KMO is greater than 0
and less than 1. The closer the KMO value to 1, the stronger
the correlation between the factors. If the value of KMO is
closer to 0, the correlation between the factors is poor. If the
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value of KMO is less than 0.5, the selected index is not
suitable for factor analysis. After processing the data, it is
found here that the initial value has been very stable, and its
value is 1. The extracted value is always changing, the
maximum is 0.86, and the minimum is 0.75. The experi-
mental results show that the correlation between the factors
is better. Figure 10 is a data diagram of the variance of the
common factor of the risk indicators of the prefabricated
building during the construction process.

3.2. Analysis of BIM Results. The research analyses the data
through BIM, combined with the specific conditions of

the risk indicators, and the results shown in Figure 11 are
obtained. In Figure 11(a), the maximum value of vari-
ance is 52.12% and the maximum cumulative value of
each indicator is 65.02%. In Figure 11(b), the maximum
value of variance is 52.12% and the maximum cumulative
value of each indicator is 58.97%. In Figure 11(c), the
maximum value of variance is 18.45%, and the maximum
cumulative value of each indicator is 45.02%. The in-
fluence of the indicators on the total variance is analysed
and extracted, and the cumulative explanatory rate of
these three indicators is 65.02%. Figure 11 shows the total
variance data of the risk indicators during the con-
struction process.
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4. Conclusions

With the acceleration of China’s urbanization process,
prefabricated building construction has gradually become
a new trend of the times. Under the trend of this new era,
the system design and modelling of prefabricated build-
ings have become the focus. DTs technology and pre-
fabricated BIM are used to conduct in-depth modelling
research on the building construction process. The
method of building an information model is adopted, and
third-party software is used to transmit the assembly
information to the network cloud. Through the in-depth
modelling research of the building construction process,
the BIM display is further realized. The prefabricated
building construction system oriented to DTs technology
can well solve the problems of structural damage and
deformation that occur during the production, trans-
portation, and assembly of building components. Pre-
fabricated buildings can monitor and accurately predict
the damage of building components that may occur in the
entire system in real time. This study uses third-party
software to transfer the assembly BIM to the network
cloud to further realize the BIM model display. The
conclusion is as follows: DTs technology and BIM eftec-
tively monitor the indicators of risk problems in the
construction process of prefabricated buildings. Moni-
toring can effectively guide the designer on the potential
safety hazards that may arise when building components
are assembled. The disadvantage here is that the index
selection in the construction process is not comprehensive
enough, and the data collection area is narrow. These
deficiencies have a certain impact on the universality of
research. In the future, multilevel data will be selected,
research data will be supplemented, and the deviation of
research results will be reduced.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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Since the founding of the People’s Republic of China, the advantages of logistics are neglected, and the scale operation and the
welfare in the industry are difficult to achieve due to the influence of the economic system and social environment. Therefore, a
new intelligent logistics distribution management system based on machine vision and visual sensor image processing technology
is constructed to respond to the shortcomings of the traditional system, including slow efficiency, huge cost, complex data, and low
degree of informatization. Through the analysis and research on the visual sensor image processing technology and the order
processing, receipt management, distribution management, scheduling management, and return management that affect logistics
distribution, a simulation experiment is used to verify that the visual sensor image processing technology is rigorous, intelligent,
and efficient and has high precision. The intelligent logistics distribution management system can effectively solve the problems
existing in the traditional logistics distribution management. The experimental results show that the visual sensor image
processing technology can collect and analyze the target image and effectively track and monitor it in the logistics distribution
process. The average distribution precision of the intelligent logistics distribution management system reaches more than 99.5%,
which is greatly improved compared with 90% of the traditional logistics distribution. And it can greatly improve the distribution
efficiency, which increases by about 26.5%. The study realizes the information management of the logistics system and auto-
matically completes all the work according to the designed program, so that the real-time dynamic distribution can be transmitted
to the urban logistics distribution at any time.

1. Introduction

Logistics management is called the “third profit source” of
modern society, and it is reflected in the potential and
economic benefits of logistics systems [1]. With the proposal
of “Made in China 2025” and “Industry 4.0”, China’s in-
dustrial structure gradually shifts to intelligent informati-
zation [2, 3]. The development of e-commerce promotes the
prosperity of logistics distribution and prompts more and
more people to engage in the logistics distribution industry.
However, due to the development of the logistics distri-
bution industry, the number of data generated is becoming
increasingly huge. The traditional manual method usually
causes data confusion and loss, increases the workload, and
reduces work efficiency. The problem of “inefficient and high

consumption” in the logistics distribution industry gradually
becomes a bottleneck restricting the development of the
industry. Reducing logistics distribution costs and im-
proving logistics distribution services and logistics distri-
bution efficiency pose a challenge to the current logistics
distribution system [4, 5].

Therefore, constructing an intelligent logistics distri-
bution management system becomes necessary and urgent
[6]. In this case, an intelligent logistics distribution man-
agement system based on machine vision can update the
traditional logistics distribution system, and it can promote
the all-around development of the current logistics dis-
tribution system and help it develop intelligently [7].
Sternberg and Norrman [8] analyzed scientific papers,
project reports, specifications, and other publications
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related to The Physical Internet (PI) to help researchers and
decision makers develop efficient logistics systems, and PI
is tested based on four factors, namely organizational
readiness (technical blueprint), external pressure (com-
mitment effect), perceived benefits (business model), and
adoption. Liu et al. [9] applied collaborative business in-
telligence systems to hospital supply, processing, and
distribution logistics management models. The business
process theory is improved by using data mining tech-
nology to identify knowledge and collaborative technology
from complex data. For the application of the system, a
hierarchical collaborative system is proposed for the in-
telligent management of hospital logistics, and a database
for the collaborative system is established. Yang and Wu
[10] discussed the vehicle routing and its extension and
introduced the ant colony algorithm, focusing on the
principle of the ant colony algorithm, to improve the ant
colony algorithm, so that the problems in vehicle routing
can be solved. The results show that the improved algo-
rithm can improve the efficiency of logistics transportation,
reduce transportation costs, and increases economic
benefits. The development of Internet technology promotes
the development of intelligent logistics distribution man-
agement system. More and more new technologies are
gradually applied to the intelligent logistics distribution
management system. Sensor technology and sensor net-
works are widely used in target recognition in the logistics
distribution system.

Based on visual sensor image processing technology and
intelligent management, DTs are used to manage the dis-
tribution process efliciently, and the “black box” mode is
transparent. And an efficient, high-quality, low-cost intel-
ligent logistics distribution management system is built to
realize the integration, agility, automation, visualization, and
specialization of the logistics distribution management
system. The innovation is to construct a new intelligent
logistics distribution management system based on visual
sensor image processing technology through the analysis
and research on the visual sensor image processing tech-
nology, order management, receiving management, distri-
bution management, scheduling management, and return
management that affect the logistics distribution. The de-
mand, functional elements, operation process, and data flow
of the distribution center system are analyzed according to
the principle of software engineering. The overall archi-
tecture of the urban logistics distribution system is designed,
the functional levels and main functional modules of the
system are analyzed, and the system database is established.

2. Materials and Methods
2.1. Analysis of Relevant Concepts

2.1.1. Machine Vision. Machine vision is a new technology
developed based on artificial intelligence (AI), and it uses
machine observation to replace human eyes to identify,
measure, and judge things. It combines optical imaging,
image processing, sensors, digital simulation, computer
technology, and mechanical engineering technology
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together [11]. In real life, the objective model is created to
identify and obtain the target image and complete the ob-
servation and analysis of practical problems. And the ap-
plication of robots is expanded, and the microscopic and
macroscopic visions of things are developed [12]. The ma-
chine vision system has the characteristics of high flexibility
and strong automation and is usually used to identify things
in extreme working environments and scenes, which is
difficult to do by human eyes.

The classical machine vision system is generally com-
posed of a light source system module, an image capture
module, a digitization module, a digital image processing
module, an image intelligent judgment decision module, and
a mechanical control execution module. First, the machine
vision system captures and converts the target image by
using the image recognition shooting device and sends the
converted image signal to the dedicated image processing
system, obtaining the basic morphological characteristics of
the target. Second, the target color, brightness, pixel dis-
tribution, and other information are digitized, and the
digitized image is processed to obtain the significant char-
acteristics of the target. Finally, the field equipment is
controlled to achieve the existing purpose according to the
results of the intelligent discriminant decision. The optical
sensing equipment used in the process includes the com-
plementary metal-oxide-semiconductor (CMOS) and the
charge coupled device (CCD). The device can realize the
automatic acquisition of the target image and analyze the
target image to obtain the morphological information of the
target object, making judgments and decisions and realizing
the control of the target image [13, 14]. The structure of the
machine vision system is shown in Figure 1.

2.1.2. Intelligent Logistics. Intelligent logistics is based on the
current intelligent integrated system. The existing sensors,
bar code, radio frequency identification, and global posi-
tioning and other more advanced technical means of lo-
gistics industry involved in packaging, warehousing,
transportation, distribution, and handling links are used to
make the logistics system simulate human intelligence. After
that, the system has the ability to think, perceive, learn, and
solve problems. Intelligent logistics is automatic and effi-
cient, and it can reduce freight costs and resource con-
sumption and improve service levels [15]. In freight
transportation, intelligent logistics should ensure six “ex-
actness”, namely, exact goods, quantity, location, quality,
time, and price. And it should also perform the identifi-
cation, tracking, traceability, monitoring, and real-time
response of goods. Because of the impact of economic
globalization on transport costs, the competition in the
logistics industry is increasingly fierce, and the rational
allocation of resources and effective cost control attract
much attention. The development of science and technology
and the rise of the network make intelligent logistics an
effective means to reduce the cost of enterprises, improve
their service quality, and enhance their competitiveness [16].
Under the requirements of the new era, intelligent logistics
gradually becomes a system with intelligence,
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Figure 1: Composition of the machine vision system.

informatization, environmental protection, industrial syn-
ergy, globalization, and internationalization. Intelligent lo-
gistics has the characteristics of intelligence, integration,
hierarchy, flexibility, and socialization, which is reflected by
intelligent decision-making in the process of freight trans-
portation. The integration and hierarchy of the rational
allocation of freight transport links are realized. And re-
source allocation is carried out according to consumers’
demands. The structure of the intelligent logistics system is
shown in Figure 2.

The intelligent logistics distribution management system
(ILDMS) is based on AI, network information technology,
and the intelligent transportation system (ITS). It collects
real-time data in the process of logistics distribution, ana-
lyzes and processes them, and makes intelligent decisions.
And then the high efficiency and low consumption are
realized, and detailed information and consulting services
for personnel involved in various links are provided. In the
intelligent logistics distribution management system, “in-
telligence” is the core, “ability” is the key, “goods” is the
premise, “flow” is the realization, and “distribution” is the
organic combination of “distribution” and “delivery”. “In-
telligence” reflects the efficiency of information perception
and decision-making. “Ability” is the fast and effective
collaboration, the strong implementation ability, and high
automation between various facilities. “Goods” mainly refers
to the type, quantity, and quality of goods in the distribution
process. “Flow” refers to the flow of goods, and it is also the
core transportation link in logistics distribution. In the
whole logistics service, “distribution” is the nearest link to
the product terminal. How to send the customer’s required
goods in time under complex road conditions within a
period becomes the primary task of the intelligent logistics
distribution management system.

2.1.3. DTs. A model of DTs combined with the specific
logistics distribution system is proposed based on the five-
dimension of DTs and the modeling method, making DTs

applied to the specific logistics distribution. The five di-
mensions are physical distribution operation, virtual dis-
tribution operation, the physical distribution service system,
the twin data of logistics distribution, and system connec-
tion. The model is shown in Figure 3.

2.2. Target Image Processing Based on Visual Sensor Image
Processing Technology

2.2.1. Visual Sensors. The vision sensor is also known as an
intelligent camera. It is an embedded small machine vision
system that combines image acquisition, image processing,
information transmission, and I/O (Input/Output) control
modules. It is also a new technology in the field of machine
vision in recent years [17, 18]. The visual sensor is re-
sponsible for capturing and shooting the information of the
whole machine vision system. It is generally composed of
one or two sensors, and it needs auxiliary equipment, such
as optical projectors, to complete the operation. The most
important function of the visual sensor is to capture and
shoot a large number of original images of the target and
complete image processing and analysis [19]. The inte-
grated design of the visual sensor greatly reduces the
complexity of the device, improves its reliability, and
broadens its application fields. The visual sensor is gen-
erally composed of the image acquisition module, the
image processing module, the image processing software,
the communication device, and the I/O control interface.
The visual sensor has the characteristics of high integration
and strong functional modularization. It combines the light
source, camera, image processor, standard control, and
communication interface to realize the fast communication
between personal computers (PC) and programmable logic
controllers (PLC). As an independent intelligent image
acquisition and the processing module, the internal
memory of the visual sensor can store the downloaded
image processing algorithm [20]. The visual sensor system
is shown in Figure 4.
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In short, under the increasingly complex situation of the
logistics distribution industry, object recognition and de-
tection based on visual sensor image processing technology
has high precision, high intelligence, high anti-interference,
and simple composition, which meet the requirements of
intelligent control in modern logistics distribution. There-
fore, the target recognition detection is conducted based on
visual sensor image processing technology, hoping to build a
more excellent intelligent logistics distribution management
system.

2.2.2. Process Analysis of Target Image Processing. In lo-
gistics distribution, a large number of images are taken on
roads and in an open space. According to image engineering,
the target image should be analyzed and processed by three
steps, namely image preprocessing, image analysis, and
image feature extraction. The image analysis process is
shown in Figure 5.
The image enhancement algorithm is as follows:

7:1—(%). (1)

In equation (1), the range of gray function f is [0, M).
For the image of 8bit, M = 256. The simplified algorithm is
as follows:

log(f' (i, ) = & log (@(i, j)) + Bllog (f (i, ) ~ log (@(i, j))].
(2)

In equation (2), 7(1’, 7) and 7' (i, j) are the original and
the processed gray functions, respectively, and a, s, and f3 are
constants.

i+n/2  j+n/2

log(ﬁ(i,j))=%< Y > 10g(7(k.l))>. (3)

k=i-n/2 I=j-n/2

In equation (3), a(i, j) € (0,1] and «a log(a(i, j)) can
enhance the degree of the image especially in the dark or
bright area. The enhanced image f (i, ) can be obtained by
substituting f' (i, j) for f to calculate its inverse operation
f = (1- f)M. The above equation can enhance the image
details and the noise in the image, so equation (2) can be
converted to the following equation.

log(f1(i, j)) =log(T (a' (i, j))) + B, [log (f1 (i, j) — log @ (i, j)))].
(4)
In the above equation, f, is  in equation (2) and T is « in

equation (2).

By = Bo1, (x, )| MAXI, (B, = 3.0). (5)

I,(x, y) is the image gradient and MAXI, is the max-
imum image gradient. Its gradient operator is as follows:

P0[1>]] :I[i_l)j]_l[i+1’j]’
Pulivjl=2x(I[i+1,j-1]-1I[i—1,j+1]),
P90[i)j] :I[i>j_1]_1[i)j+1],
Puslisjl=2xI[i—1,j-1]-I[i—1,j+1].

(6)

P, [i, j] is the horizontal partial derivative, P, [i, j] is the
partial derivative at the direction of 45°, Py [i, j] is the
vertical partial derivative, and P,s5[i, j] is the partial de-
rivative at the direction of 135°.

1,0, j) = \/pg [i, j1 + Pisli, j1 + P2 i, j] + Piys [i, I, (7)

I,(x,y) is the image gradient. Equation (7) can be
simplified as follows:

1,06, j1 = [Po i, jll + [Pys [is ]| + [Pog i, j1 + |Py35 [i, j.
(8)

In the above equation, I, [i, j] is the gradient image.

2.2.3. B/S Architecture. The B/S architecture, namely the
Browser/Server architecture, is the continuation and im-
provement of the traditional C/S architecture. In the B/S
architecture, the server handles various complex business
logic, and the browser is responsible for the interaction with
users and interface display. The user sends a request to the
server through the interface displayed by the browser, and
the server receives the user’s request and processes it ac-
cordingly. Then the results of the user’s request are returned
to the browser, and all the displayed content on this page is
generated by the web browser. The traditional C/S archi-
tecture is the client/server architecture. It reduces the
amount of server computing and network data transmission
through the reasonable allocation of data computing and
processing on the client and server. The client also has some
processing ability. However, it is gradually replaced by B/S
due to the poor compatibility, poor scalability, and high
maintenance.

Compared with C/S, B/S has the following advantages:

(1) It is convenient and flexible. Users do not need to
install any client program on the computer, and just
open the browser to access texts, images, videos, and
audios. But in C/S, each client needs to install
software. If there are problems in installation, each
device needs to be maintained alone, which increases
the cost considerably.

(2) It has high compatibility. B/S has the ability to cross
platforms. Unlike C/S, users need not care whether
their operating system is compatible with software.

(3) It is easy to upgrade and maintain. The upgrading and
maintenance of B/S architecture are mainly concen-
trated on the server and all systems can be updated
synchronously by changing the web page, while C/S
cannot be separated and each client must manually
install the upgrade system, which costs a lot.
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3. Construction and Analysis of the Intelligent
Logistics Distribution Management System
Based on Visual Sensor Image
Processing Technology

Distribution management is the top priority in the intelligent
logistics distribution management system. How to reasonably
optimize the distribution route and scientifically schedule the
distribution vehicle in the process of logistics distribution
directly affect the efficiency and cost of the whole logistics
distribution [21]. Logistics distribution starts from the order
and ends when customers receive goods and pay for it. The
general process is as follows: the operator receives the order and
knows about the relevant information. The system dispatches
an appropriate vehicle to collect and load the goods, and the
distribution route is planned. Deliverers load goods according
to orders and complete distribution according to the planned
route. In the process of goods distribution, vehicles and dis-
tribution personnel are tracked and managed according to the
logistics distribution management system, and logistic infor-
mation is sent to customers in real time. When customers
receive goods, the clerk returns confirmation and cost settle-
ment, and the whole distribution management is completed
[22, 23]. The influencing factors in the distribution manage-
ment include the number and size of goods, customers’ re-
quirements, distribution costs, distribution routes, and
distribution modes. Enterprises should make scientific and
reasonable decisions on distribution routes and distribution
modes, realizing intelligent management of logistics
distribution.

3.1. Requirements for the Functions of the System

3.1.1. Order Processing. Order processing is performed in
the external window of the intelligent logistics distribution
management system, and it can be observed by customers
directly. It includes order receiving, order auditing, order
query, and order data processing. First, the operator should
arrange the distribution time and distribution distance and

upload them to the database of the system after receiving
customers’ orders. Second, the system verifies the infor-
mation of the order to judge whether to accept the order.
Then, the operators, distributors, and customers can query
the feedback of the system on the orders in real time and
know about the order distribution information. Finally, the
system responds to the orders promptly and evaluates the
delivery cost according to the time, place, distance, weight,
and other factors. The process of order processing is shown
in Figure 6.

3.1.2. Receipt Management. Receipt management is the
most basic and important link in logistics distribution. It
includes several parts, namely a receiving plan, a receiving
route, and replenishment processing. After receiving the
audited information, the salesman sorts the goods to be
delivered according to the demand, plans the receiving
route, replenishes the source in time, and makes the cor-
responding replenishment order. The specific process of
receipt management is shown in Figure 7.

3.1.3.  Physical  Distribution  Management  (PDM).
Distribution management is the core of the logistics dis-
tribution management system, and it includes loading de-
cisions, route decisions, and vehicle scheduling decisions.
The intelligent logistics distribution management system
makes the loading decision according to the actual situation
of the order and sends the generated order to the clerk, who
takes the goods from the warehouse. And then the goods are
delivered by vehicles. The system optimizes the distribution
route according to the real-time road conditions and tracks
the distribution in real time. The process of distribution
management is shown in Figure 8.

3.1.4. Scheduling Management. Scheduling management
refers to scheduling vehicles and dispatchers according to
the distribution plan generated by the system and tracking
the distribution process. Scheduling management includes



Advances in Civil Engineering

Order inquiry

A 4

A
Order
request

Order
accepted

Customer Auditor

l
41 CB-C a8 B

Order review  Approved — Data processing

B

Not approved

\
a8 B

Upload to
database

Receiving plan

FIGURE 6: Order processing flow.

ﬁgk%%% %ﬁ

Commodity

demand acquisition acquisition Add commodity @) .
% plan plan '— .
C dity sorti
Demand Commodity ommodity sorting
order judgment
%
Meet demand

F1GURE 7: Receipt management process.

h
OO0
Vehicle Information
Commodity
% / information 6% %
— >
Approved order  Order piocessing Comnpodity Distribution Scheduling Pickup
stowage route decision decision list
ision
information

Commodity
distribution plan

FIGURE 8: Distribution management process.

vehicle scheduling, dispatcher management, vehicle data
management, and distribution tracking management. In the
process, the distribution vehicles and distribution personnel
are arranged according to the decision, and the real-time
state in the distribution process is tracked and supervised by
the proper management and maintenance. The specific
process of scheduling management is shown in Figure 9.

3.1.5. Return Management. Return management is based on
customers’ returns, including return entry, return audit, and

return sorting. The salesman inputs the customer return into
the database in the system as the basis and audits the
returned goods. Returns are processed by an audit, and the
audit needs to communicate with customers when there are
some conflicts. The specific process of return management is
shown in Figure 10.

3.2. Construction and Analysis of the Intelligent Logistics
Distribution Management System. The intelligent logistics
distribution management system uses a geographic
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information system (GIS), a global positioning system
(GPS), an optimized distribution route, a multiobjective
decision-making device, and a high-precision digital map
and other advanced technologies to scientifically distribute
and schedule orders and vehicles, realizing intelligent dis-
tribution. According to the requirements for a wide, diverse,
dynamic, and complex intelligent logistics distribution
system, Browser/Server (B/S) is used to construct such a
system. The B/S architecture is the server and browser ar-
chitecture, and it is composed of the presentation layer,
application layer, and data layer. It has low requirements for
computers and simple maintenance procedures [24, 25]. The
architecture of the system is shown in Figure 11.

A large number of investigations are carried out on the
logistics industry, and the procedures involved in logistics
distribution should be familiar with. According to the
research results and the above framework, an intelligent
logistics distribution management system is designed
according to distribution management, customer

management, and financial management. Among them,
distribution management includes basic units, such as
information management, order management, scheduling
management, distribution management, warehousing
management, return management, and report manage-
ment. The specific structure of the intelligent logistics
distribution management system is shown in Figure 12.

3.3. Simulation Experiment

3.3.1. Target Recognition Verification Based on Visual Sensor
Image Processing Technology. The visual sensor image
processing technology is used to identify the vehicle and
goods in the process of intelligent logistics distribution. The
collected images are analyzed and processed by using the
image filtering algorithm and the image segmentation al-
gorithm, and the practical value is verified by analysis and
comparison.
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3.3.2. Design of Intelligent Logistics Distribution Management — process. The parameters set in the system design are shown
System. A good environment is the premise of system de-  in Table 1.

sign because the intelligent logistics distribution manage- In the actual verification, the same or similar logistics
ment system needs to deploy a good environment in the  distribution scenarios are selected, and the traditional
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TaBLE 1: Parameters of the intelligent logistics distribution management system.

Name Parameters

Operating system Linux 16.04

Database SQL Server2005

System structure Browser/Server

Development tools
Technical support

Microsoft visual studio.NET 2010
Net framework, ASP.NET, ADO.NET

(a)

FIGURE 13: Processing results by using the median filtering optimization algorithm (a) original image; (b) the image after median filtering.

logistics distribution mode and intelligent logistics dis-
tribution management system are used for distribution
activities, and the feedback results are compared and
analyzed.

4. Results

4.1. Influence of Visual Sensor Image Processing Technology on
Target Image Processing

4.1.1. Influence of the Filtering Optimization Algorithm on
Image Processing. The original images are usually collected
on roads or in an open area, so there are different kinds of
noise in them. Therefore, the image filtering algorithm is
used to remove the noise in the image. The processing results
by using the median filtering optimization algorithm are
shown in Figure 13.

Figure 13 shows that the noise in the original image can
be well filtered out by using the median filtering algorithm,
and the quality of the image is greatly improved in the
process. That is to say, the median filtering algorithm based
on visual sensors can better remove noise and remain image
details. Therefore, goods can be accurately identified and
distinguished to meet the requirements of logistics
distribution.

4.1.2. Influence of the Image Segmentation Algorithm on
Image Processing. Road images are randomly selected to be
analyzed and processed in the process of logistics distri-
bution by the target detection algorithm and the semantic
segmentation algorithm. The results of different algorithms
are shown in Figure 14.

Figure 14 shows that the detection algorithm only
identifies road conditions, and the recognition rate is limited
in identifying complex road conditions. The semantic seg-
mentation algorithm can identify the road conditions,
distinguish the details of the road conditions, and recognize
any road conditions. Therefore, the semantic segmentation
algorithm has obvious advantages in optimizing road
conditions.

4.2. Influence of the Intelligent Logistics Distribution
Management System Based on Visual Sensor Image
Processing Technology on Logistics Distribution

4.2.1. Impact Dsof the Logistics Distribution on the Accuracy.
In a similar logistics distribution scenario, the comparison
results of the type, quantity, and quality of the delivered
goods are shown in Figure 15.

Figure 15 shows that the intelligent logistics distribution
management system based on visual sensor image processing
technology is improved in types, quantity, and quality of
goods compared with the traditional logistics distribution
system. The average precision rate of the intelligent logistics
distribution management system reaches more than 99.5%,
which is greatly improved compared with about 90% of the
traditional logistics distribution. The quality of distribution
goods also reaches 98.4%, and the gap of the precision rate, the
quantity, and the types of goods is narrowed.

4.2.2. Impact on Logistics Distribution Efficiency. For the size
of customers, the optimal route of distribution scheduling
obtained by using the model based on DTs is shown in
Figure 16.
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FIGURE 14: Comparison of the processing results of road images between the target detection algorithm and the semantic segmentation
algorithm. (a) Analysis and processing of images by target detection algorithm; (b) analysis and processing of images by semantic seg-
mentation algorithm.
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Figure 16 shows that the cost of the optimized distri-
bution route obtained is reduced by about 9.92%. The op-
timal distribution method simulated by DTs is transmitted
to the physical layer through 5G wireless technology. In this
case, the driver receives real-time information through the
vehicle system, so that the distribution route and scheme can
be reasonably adjusted.

In similar logistics distribution scenarios, the distribu-
tion efliciency and cost of different goods are compared, and
the comparison results are shown in Figure 17.

Figure 17 shows that when the logistics distribution
scenario is consistent, the volume of the goods delivered
also affects the delivery time. Compared with the delivery
time of small goods, the delivery time of medium goods is
doubled, and the time required for transporting large goods
is about four times higher. However, compared with the
traditional logistics distribution system, the distribution
time of the intelligent logistics distribution management
system based on visual sensor image processing technology
is significantly improved. The time of transporting small
goods is shortened by about 1 day, the time of transporting
medium goods by about 2 days, and the time required for
transporting large goods by about 4 days. It is found that
the distribution efficiency is improved by about 26.5% by
using the intelligent logistics distribution management
system.

5. Conclusions

Affected by the economic system and social environment, the
problems in the logistics management system are exposed. For
example, the management mechanism is not clear, and the
material circulation channel is not smooth; the advantages of
logistics management is neglected, and scale operation and
enterprise benefits cannot be achieved, making goods detained
and increasing the cost. Based on machine vision, the intel-
ligent logistics distribution management system is designed by
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using visual sensing image processing technology and B/S
architecture under DTs. Through the analysis and research on
the visual sensor image processing technology, it is found that
receipt management, distribution management, scheduling
management, and return management affect logistics distri-
bution, and it is verified by the experiments, and the visual
sensor image processing technology has the characteristics of
precision, intelligence, efficiency, and perfect details. The in-
telligent logistics distribution management system designed
can effectively solve the problems existing in traditional lo-
gistics distribution management. The experimental results
show that the visual sensor image processing technology can
not only complete the acquisition and analysis of the target
image in logistics distribution but also effectively track and
monitor the target. The distribution process is simulated by the
algorithm kernel, and the path and total cost of logistics dis-
tribution are obtained. Compared with the traditional method,
it is verified that the distribution optimization method based on
DTs can adjust the plan timely and effectively according to road
and traffic conditions. The intelligent logistics distribution
management system can effectively improve the efficiency of
data processing, and the distribution accuracy is more than
99.5%. Also, the response time is shortened by about 26.5%.
The research broadens the application of visual sensor image
processing technology in the intelligent logistics distribution
industry. The study realizes the informationization of the lo-
gistics management system and the real-time control of the
whole distribution process. In this way, the real-time dynamic
distribution can be transmitted to the city logistics distribution
at any time, which helps management and decision-makers
work out solutions in real time. However, there is a short-
coming that needs to be improved. The model constructed
needs to be expanded and improved. Based on the actual needs,
the system is just designed with single-line logistics as the
model, and multiline logistics should be expanded and
optimized.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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In recent years, online education in China has made considerable achievements. But there are also some problems: the teaching
quality of online education is unsatisfactory; students’ online learning effects are frustrating, and students’ autonomous learning
ability is poor. Based on analysis, teachers’ literacy and Internet technology are important factors restricting the online teaching
reform, and online teaching easily falls into the dilemma of “shallow learning.” Digital twins can effectively realize the intelligent
interconnection and interaction of the physical world and the information world, optimize the remote teaching process, and
provide high-quality remote learning experience for learners. Based on this, the technology is used to the teaching of space
geometry to help students understand it and improve their performance. First, the principle and advantages of digital twins are
expounded. Second, the platform system based on digital twins is constructed. Then, the corresponding digital model is drawn by
using the drawing function of MATLAB software, and the system based on virtual reality (VR) is established. Finally, the students
of four classes of the same major are selected as the research subjects to test the teaching effect of advanced mathematics on the
digital platform. The results show that students’ scores in the traditional classrooms are form 2.5 to 5.5 and their average score is
4.049, while the scores of the students in the digital twin classrooms are between 5.5 and 9.5 and their average score goes up to
7.986. This shows that students’ performance in the digital twin classrooms is 97.2%, higher than that in the traditional classrooms.
A fully digitized spatial geometric model is implemented by using digital twins, and it can help students understand the
mathematical theory of spatial analytic geometry, and their learning effect is greatly improved. This study provides a new direction
for the application of new technologies in mathematics teaching.

1. Introduction

In the section of “spatial analytic geometry” of advanced
mathematics, a large number of spatial graphics are re-
quired. If the lecturer just draws some graphs on the
blackboard, it is difficult for students to understand them
due to the poor intuitiveness of the graphics when some
complex spatial geometric graphics are involved, affecting
the teaching effect.

A digital twin is a simulation technology that applies
multiple technologies to many disciplines, including a
variety of physical quantities and scales. It applies physical
models, various kinds of sensors, and the previous model
to map the physical model image into the virtual space to
construct a digital model. Thus, the whole manufacturing

cycle of digital equipment which fully corresponds to the
physical model and reflects the characteristics of the
physical model is obtained. The concept of digital twins
has been separated from the traditional realistic envi-
ronment, and it is a digital platform system composed of
one or more interconnected and cooperative system
modules [1-3].

The application of emerging computer technology is
studied by many scholars in China and foreign countries.
Qi and Tao (2018) sorted out the big data of the
manufacturing industry by using digital twins, including
their concepts and applications in product design, pro-
duction planning, manufacturing and predictive main-
tenance, and the application fields to new industries. On
this basis, they compared the similarities and differences
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between big data and digital twins [4]. Zhuang et al. (2018)
proposed a framework of intelligent production man-
agement and control methods for complex product as-
sembly workshops based on digital twins, and three core
technologies are established: real-time acquisition and
management of physical data in assembly workshops, the
use of digital twins to construct relevant digital models for
product assembly, and the use of big data and digital twins
for auxiliary work [5]. Lv (2019) proposed a compre-
hensive technology according to the relevant achieve-
ments to realize the human-computer interaction of the
Internet of Things (IoT) naturally and intelligently [6].
Skobelev et al. (2020) established an intelligent infor-
mation physics system based on digital twins to manage
agriculture and proposed a calculation method of plant
growth period prediction and yield prediction. And then a
“tube” model of parameter change in each stage of plants
is established. A method for calculating yield prediction is
also introduced, as well as the method for calculating the
start and end dates of each stage [7]. Lopez et al. (2020)
developed a hybrid soft sensor to monitor and predict the
evolution of cellulosic ethanol fermentation. This com-
bination of real-time data and the high-fidelity kinetic
model is realized by digital twins [8]. Chen et al. (2020)
established a evaluation model for teachers’ ability and a
data acquisition model for teachers’ professional ability
based on machine learning and digital twins. They also
fused the data collected by the two models, and the fusion
includes data cleaning and integration, data screening,
and clustering strategy screening [9]. Wu et al. proposed a
new method called “RegARD.” First, RegARD is used to
detect the symmetry reflected by buildings to constrain
rotation and reduce degrees of freedom. Second, the
nonlinear optimization equation and advanced optimi-
zation algorithm are used to solve the quadratic opti-
mization [10]. In short, digital twins are mainly applied to
mold manufacturing in various intelligent manufacturing
environments, or to the evaluation of the teaching level of
lecturers. The studies on the application of digital twins to
subject teaching, especially to mathematics teaching, are
few, which is also the innovation of this article. The
analysis method of the mathematical theory of spatial
analytic geometry based on digital twins is studied. This
provides a reference for the application of emerging
computer technology to mathematics teaching.
Nowadays, various new computer technologies
emerge one after another. Here, digital twins are studied
and used to improve the traditional teaching method of
advanced mathematics, and the digital twin podium
system is constructed, making the digital model of the
teaching model and providing an overall spatial map. The
standardized teaching process is proposed. The study
makes a prominent contribution to applying digital twins
to the teaching of solid geometry in colleges and uni-
versities. First, the principle and advantages of digital
twins are expounded and the platform based on digital
twins is constructed. Second, the corresponding digital
model is drawn by the drawing function of MATLAB
software, and the system under virtual reality (VR) is
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constructed. Finally, the learning effect of advanced
mathematics on digital twin platform is tested. The results
show that the teaching effect is greatly improved, and the
students’ ability to understand spatial analytic geometry is
also enhanced. The innovation is that the teaching mode
and the teaching classroom of space geometry are con-
structed based on digital twins. The practicability and
effectiveness of the teaching mode proposed are proved by
examples.

2. Construction of the Teaching System of the
Spatial Analytic Geometry Theory

2.1. Internet of Things (IoT). IoT is born at MIT (Massa-
chusetts Institute of Technology) in 1999. It is a new in-
formation service architecture based on Internet and
identification technology and communication technology
[11]. The objective of establishing this architecture is to
enable the information technology infrastructure to provide
safe and reliable “goods” information through the Internet
and create an intelligent environment to identify and de-
termine “goods,” promoting the information exchange
within the supply chain. IoT develops rapidly and brings
changes to human life and going deep into all aspects of
human life, causing a series of technical ethics problems,
security problems, and legal problems that need to be solved
urgently [12]. IoT is usually deployed in four layers to the
consumer side: the device domain, the network domain, the
data domain, and the application domain, which gives the
device the means to intelligently perceive the surrounding
environment, automatically assemble connection and de-
ployment strategies, solve the problems in data centraliza-
tion, provide users with some help, and give the device
simple processing ability. With the arrival of the sec-
ond decade of the 21st century, various traditional infor-
mation technologies begin to combine with IoT to create
new means to serve human society [13]. IoT architecture and
its application fields are shown in Figures 1 and 2,
respectively.

2.2. Digital Twins Podium

2.2.1. Digital Twins. All companies are actively promoting
digital transformation to trigger the core value of the in-
dustrial Internet. A large number of “physical entities” are
merging with “digital virtual institutions,” which is com-
monly known as “digital twins.” In 2002, Professor Dr.
Michael Grieves of the University of Michigan put forward
the concept of digital twins for the first time in an article. In
the Technical White Paper in 2013, the U.S. military called
the digital thread [14] and the digital twins as an important
force to change the future war situation. The U.S. military
believes that using this physical level data can create a set of
digital projections corresponding to the physical object of
the physical space in the virtual information space, and this
projection includes various equipment modules, which are
dynamically linked together and always coordinated in the
whole life cycle of products.
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Since then, the application field of digital twins is expanding,
and a series of applications such as analog simulation, virtual
assembly, and 3D printing are developed. After 2014, Al is
applied to various industrial products and equipment that have
not been used before with the continuous development of IoT
and AT (artificial intelligence), and the application of digital
twins is also applied to complete production and service links.
Moreover, digital twins no longer only refer to the technology
applied in the product design stage but are fully extended to the
whole production process and external service links. However,

digital twins are only proposed rather than applied a few years
ago because computer technology is not developed [15].

Digital twins run through different stages of the life cycle
of products, which perform the same function as PLM
(product lifecycle management) [16]. In other words, digital
twins really apply the original route of product lifecycle
management to the whole production process. Digital twins
take the product as fundamental and add various other
modules in each period of the whole life cycle to meet
different needs. Figure 3 shows the operation process of
digital twins.

2.2.2. Application Field of Digital Twins. Application of
digital twins to the design stage: digital twins are applied to
making digital models to simulate and test the performance
of their manufactured products. The main functions of the
technology applied at this stage are as follows: (a) digital
model design: the computer-aided design (CAD) drawing
software is used to construct a digital model that meets the
predetermined requirements, accurately expressing the real
physical parameter performance of the product and con-
structing a visual model in digital form so that a large
number of technical means can be used to verify and adjust
the accuracy of the original model; (b) simulation: a large
number of reproducible and variable parameter simulation
model tests are used to test the performance of the con-
structed product model under various actual conditions,
achieving the purpose of the performance test in the design
link [17].

Application of digital twins to the manufacturing
stage: digital twins are used for simulation, which can
significantly shorten the time required for offline prod-
ucts, and are very effective for product quality assurance
and reduce production costs. The technology used in the
production stage requires high coordination of various
production modules. The virtual production line is built
with computer technology to achieve the integration of
production modules and processes, and finally realize the
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simulation of the production process. Before product
production, the simulation of the whole production
process and products with different performance can be
realized. Finally, the prediction of the production process
and possible product problems is achieved, shortening the
time of offline products [18].

Application of digital twins to the service stage: due to
the rapid development of IoT and the popularity of various
industrial sensors, many products that do not use intelli-
gent production can use a large number of sensors in the
production process to obtain a large number of parameters
and performance parameters, ensuring the accuracy of the
production process and the stability of product perfor-
mance parameters, and finally improving product per-
formance and increasing wuser’s satisfaction. The
application of digital twins to the service stage includes the
following functions: (a) it gives early warnings in the re-
mote monitoring and production mechanical performance;
various installed sensors and production system moni-
toring means are used to build a visual remote monitoring
system and carry out regular data maintenance and data
analysis to analyze the hidden dangers of production
equipment, component modular and hierarchical orderly
production system; deep learning and other technologies
are used to predict the trend, optimizing the production
equipment maintenance plan and parts procurement plan
according to the above results and reducing the loss caused
by machine failure; (b) optimize customers’ production
indicators: equipment manufacturers can use big data for
analysis and establish equipment parameter adjustment
models for different actual environments to help their
customers adjust equipment parameters, improving the
product quality and production efficiency of downstream
product manufacturers; and (c) product use feedback: real-
time analysis can be carried out by using the monitoring
data of the equipment to understand the real needs of
downstream customers [19].

2.2.3. Digital Twins Podium. The digital twins platform is a
teaching system that connects real teaching and data
teaching space through the network. The relationship be-
tween virtual and reality is mapped, coordinated, and in-
teractive one by one. That is, the digital twins podium
includes virtual learning feature analysis technology and
teaching space interaction technology, and they are used to
improve the teaching effect and give students better learning
conditions. The application of virtual learning feature
analysis technology is to teach students according to their
aptitude, make the lecturer’s teaching plan match the specific
situation of students, and pay attention to the interaction
between teachers and students, realizing the accurate
management of the classroom and the high efficiency of
teaching. The interactive technology of teaching space refers
to the use of various technical means to construct a network
space containing all elements corresponding to the actual
teaching space and can realize the visualization of this space,
ensure real-time interaction, and construct a virtual teaching
space [20, 21]. Figure 4 shows the specific system of the
digital twins podium.

The digital twins podium includes four layers: the data
support layer, the modeling computation simulation layer,
the function layer, and the immersive experience layer.
Table 1 shows the structure of four layers of digital twins
podiums.

2.3. Graphics of Spatial Analytic Geometry

2.3.1. Drawing Software. Matlab is the abbreviation of
Matrix Laboratory [22, 23]. It is made by American
commercial companies. This software is mainly used for
mathematical analysis. Its functions include algorithm
development, data analysis, computer language numer-
ical simulation, and human-computer interaction. Its
function of drawing functions/data images is used in the
study.
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TaBLE 1: Hierarchy of digital twins podium.

Number

Name

Function

Composition

Data support layer

Because the construction of a digital twins podium
needs the interaction and IoT perception between
real and virtual space, the data layer is built and all
kinds of sensors and technical equipment are used to
collect information and realize the accurate mapping
between the two spaces. This can achieve a
comprehensive, three-dimensional, and profound
collection of classroom situations.

High-performance sensor data acquisition, high-
speed data transmission, life cycle online teaching
data management

Modeling
computation
simulation layer

It is mainly used in simulation experiments. The
establishment of the virtual model involves all-
around compound modeling, that is, it is necessary to
model the teaching process in real space from
different fields and basic principles. The focus of this
process is data analysis, which is the perfect
combination of virtual and reality.

Modeling algorithm, integrated computing
platform, virtual simulation technology platform

Functional layer

First, reality and the online teaching process need to
be the same in all aspects, and can accurately and
dynamically simulate the real process. Second, the
simulation results of a large number of models need
to be comprehensively summarized and integrated,
which is also the main advantage of the digital twins
system. The third is to use a series of data
visualization transformations to map the real
operation scene to the online virtual space in a
multidimensional and dynamic way, simulating the
actual (e.g. smart logistics scene) and virtual
interaction.

Virtual teaching space and its mapped real
teaching space, multiscale and integrated
description of students’ learning state and
environment, realizing the dynamic, visual and
realistic operation scene of students’ online
learning state and environment
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Number

Name

Function

Composition

Immersive
experience layer

First, teachers use big data visualization, Al (artificial
intelligence), and intelligent cloud systems to present
the full picture of the actual teaching space in detail.
Second, students can immerse themselves in the
process of students’ learning and development based
on the intelligent cloud system through remote
cooperation. Third, teachers use detailed data
modeling, simulation, visualization, and other
technologies to realize highly expressive operation
scenes, and present virtual learning places in an all-
round way without boundaries through augmented
reality technology; the learning environment is based
on real technology and remote control, which makes
students highly interactive. Combined with the “big
data + AI” platform and analysis software, the
mapping and mirroring of real application scenes are
digitally controlled in the virtual learning space, the
digital and seamless communication and interaction
between teachers and students are felt, and their
virtual control virtual reality and practicality are used
to achieve the goal of innovative learning and
educational activities based on digital twins platform.

User interface

2.3.2. Drawing with Matlab Drawing Function. The Mesh
grid function in Matlab is used to draw spatial geometry.
First, the equation of spatial graphics is provided, and it can
be in the form of the parametric equation, polar coordinate
equation, general equation, spherical coordinate equation,
cylindrical coordinate equation, and so on. Then, the
number of grids needed to draw the graphics is determined,
and plot3, surf, and mesh are used to draw the spatial ge-
ometry. Matlab has a function view that can observe spatial
geometry from different angles. The view (0, 0) can be set as
the front view, view (90,0) as a side view, view (0,90) as top
view, and (%, y, z) point as an observation point. When
spatial geometry is drawn, the outside of the surface can be
set to a transparent state. The alpha function in the software
can achieve this effect. H in alpah (h) is the transparency and
it is between 0 and 1, where 0 is the fully transparent state
and 1bit is the fully opaque state.

2.4. Virtual Reality Technology and Teaching Equipment

2.4.1. VR (Virtual Reality) Technology. VR is first proposed
in the United States around 1980. It is a comprehensive
technology integrating computer technology, sensor tech-
nology, human psychology, and physiology. It simulates the
external environment by using a computer simulation
system. The main simulation objects include the environ-
ment, skills, sensing equipment, and perception and provide
users with multi-information, three-dimensional dynamic,
and interactive simulation experience. So far, it has been
combined with IoT [24, 25].

VR has three main characteristics: immersion, inter-
activity, and imagination. Immersion means that the sim-
ulated environment created by the computer is very similar
to reality, which makes the user think the scene is real, and

then carry out real interactive activities in this environment.
Interactivity means that users can manipulate and respond
to objects in the virtual world. For example, in the virtual
world, users can perceive objects with their hands and eyes.
Eyes can perceive the shape of objects, and hands can
perceive the weight of objects and can process objects in-
dependently. Mobile imagination means that the virtual
world broadens people’s imagination in the real world. It can
not only imagine the real existence of the real world but also
imagine the existence or nonexistence of the real world. The
application of this technology can greatly improve the
students’ research on the theoretical analysis methods of
spatial analytic geometry and mathematics.

2.4.2. Student Learning Equipment. During the teaching of
the theoretical analysis of spatial analytic geometry and
mathematics, students need to use HTC VIVE wearable
equipment with two handles and a VR helmet, as shown in
Figure 5. HTC VIVE is developed using a unity development
engine and network communication technology based on
Network View.

The built-in system of HTC VIVE is developed with a
unity engine. Computer configuration for development:
GTX2080 for the graphics card, Intel i7-7300 for CPU,
HDMI 1.4 for video output, windows 10 for the operating
system, and C#.

2.5. Mixed Teaching and Management Platform. This plat-
form enables the learning and practice resources in the
teaching process to be allocated according to the teaching
needs, and the language points and skill points in the current
learning resources are fragmented. It is convenient for
teachers to use in the classroom and students to study
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Ficure 5: HTC VIVE wearable device.

independently after class [26-28]. Figure 6 shows the
modules contained in the teaching platform, and Table 2
shows the overview of the functions of the platform.

2.6. Analysis of the Teaching Process of Spatial Analytic
Geometry. Figure 7 shows the overall flow chart.

Figure 7 shows the online immersion teaching system
based on digital twins, which includes three parts: (1)
teaching data collection and management based on hybrid
platform; (2) teaching data analysis and modeling based on
multidimensional analysis; and (3) online immersive
teaching experience based on augmented reality technology.

Figure 8 shows the data acquisition and management.

Figure 8 shows the teaching data acquisition and
management on the hybrid platform using image acquisition
and recognition technology. Multiple technologies are used
to collect students’ features during online learning, and
image data acquisition is completed by camera and facial
expression, as well as their limb behavior recognition. Here,
students are required to open the camera in Tencent
Classroom, and mobile phones take the photos of students
regularly in front of the camera. The convolutional neural
network (CNN) in deep learning is used to recognize the
facial expressions and behaviors of students, and then
classify them.

Figure 9 shows the application data based on precision
teaching and management.

Figure 9 shows the analysis and modeling of teaching
data, and the teaching process and materials can be visu-
alized in multiple dimensions. The teaching materials in-
clude electronic teaching materials, electronic lesson plans,
and courseware.

Figure 10 shows the teaching experience of the aug-
mented reality technology.

Figure 10 shows the online immersive teaching ex-
perience based on augmented reality technology, which
mainly includes the interaction and integration of real and
virtual teaching space. The digital virtual scene is con-
structed by using big data and artificial intelligence. In
terms of integration and innovation, a variety of tech-
nologies are used, including 3D modeling, big data
modeling, big data simulation, big data visualization, and
virtual reality technology.

Digital twins are used to build a digital twins platform,
and the augmented reality technology is used to assist in
teaching so that students can learn the theory of analytic
geometry and mathematics in three-dimensional space in
the virtual reality environment. The teaching process of this

system includes (a) a hybrid platform is used for teaching
data collection and management, and multiplatform and
multisource data are used for data collection; (b) the system
is used for accurate teaching data management, the teaching
through multidimensional, dynamic, and visual process, and
teaching material collection and teaching process; and (c)
the constructed system is used for teaching on the VR digital
twins platform, and the digital virtual system constructed by
the interactive system of reality and virtual teaching space is
used for teaching [29, 30].

2.7. Matlab Program Procedures. Matlab is used to construct
the surface, and the program diagram is shown in Table 3.

3. Design of the Teaching Platform

3.1. Case Analysis. 'The students in four classes of the same
major of a university are randomly selected to investigate the
effect of the teaching program. The teaching program based
on digital twins is not carried out on the students in two
classes, and the numbers of students in these two classes is 29
and 30, respectively, named group A and group B. The
students in other two classes are taught by using the teaching
program based on digital twins. The numbers of students in
these two classes is 31 and 28, respectively, called group C
and group D. A week later, some exercises with a certain
difficulty are used for in-class test, and there are 10 ques-
tions, of which 7 are conventional questions, 2 are difficult
questions, and 1 is highly difficult questions. The scores of
the four classes are shown in Table 4.

Through the Matlab virtual graphics of the teaching
system as shown in Figure 11 above, it is found that the effect
of the graphics is good, the spatial curve can be observed
from different directions, and the grid lines can depict the
spatial quantitative relationship, which shows that the
Matlab software is effective in describing the spatial three-
dimensional geometry and can be observed from multiple
angles, which helps students understand the mathematical
theory easily.

3.2. Comparison of the Teaching Effect. Figure 12 shows the
statistical data of each student’s performance in the four
classes. Figure 13 shows the comparison of the teaching
effects of the traditional classroom and the digital twin
classroom.

Figure 12 shows that the four classes A, B, C, and D are
taught in different classrooms. Classes A and B are in tra-
ditional classrooms, and classes C and D are in digital twin



Advances in Civil Engineering

Mixed teaching and management platform

Hands-on
learning

Practice safety
Education

Practical
practice test

Digital twin experiment
training environment

Demonstration
experiment instruction

Practice report
submission

Practice Extension
Project

FIGURE 6: Modules included in the teaching platform.

TaBLE 2: Overview of the functions of the platform.

Objects

Functions

The platform enables students to master the learning process independently and carries out orderly learning according to their

Students

plans and processes. Way of autonomous learning is used to stimulate students’ enthusiasm and interest in autonomous

learning, exercise their learning ability, practical ability, and innovation ability, finally forming the habit of lifelong learning.

The system should also provide teachers with relevant function settings, help release learning resources and practice resources,
and guide and supervise teaching activities. Teachers use the platform to complete teaching resources before the beginning of the

Teachers

course, such as course teaching, theoretical animation, reference materials and operation manuals, organization of design and
teaching process, and the release of design and practice. In the teaching process, teachers use the tasks provided by the forum to

guide, monitor, and evaluate students’ learning progress, adjust the teaching process according to students’ teaching ability, and
improve students’ teaching skills.
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FIGURE 8: Data acquisition and the structure of the management module.

classrooms. The figure shows that there are differences in the
scores of each student. The scores of the students in Classes
A and B are from 2.5 to 5.5, and those of the students in
Classes C and D are between 5.5 and 9.5. Obviously, the
scores of each student in Classes C and D are higher than
those in other two classes. This shows that the teaching mode
based on digital twins can significantly improve the per-
formance of each student in the class. The average scores of
the four classes are counted, as shown in Figure 12(e). The

average scores of Classes A and B are 4.045 and 4.053 and
those of Classes C and D are 7.861 and 8.111. The average
score of the students in Classes C and D is 7.986, which is
97.2% higher than that of the students in Classes A and B,
indicating that the use of digital twins in mathematics
teaching can significantly improve the students’ perfor-
mance and enhance the teaching effect.

Figure 13 shows that the average score of the students
in the digital twin classrooms is higher than that of the
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students in the traditional classroom. The average
number of correct answers in the two classes in the
conventional classroom is 7.4 and 7.6, respectively, while
the average number of correct answers is more than 8 for

the teaching mode with digital twins platform; the
average score of the students on the digital twins platform
is more than that in the conventional classroom; the
difference between medium and high difficulty questions
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TaBLE 3: Matlab program of geometry.

Advances in Civil Engineering

r=0:0.2:5qrt(2);

t=0:0.2:2 * pi+0.2;

[T, R] =mesh grid(¢, r);

X=cos(T). * R;

Y=sin(T). * R;

Z=X2+2 % Y2

axis([-3, 3, -3, 3, —15]);

hold on;

quiver3(0, 0, 0, —1.5, 0, 0, 2.2, “k,” “filled” “LineWidth,”1.6)
quiver3(0, 0, 0, 0, —1.5, 0, 2.2, “k,” “filled” “LineWidth”, 1.6)
quiver3(0, 0, 0, 0, 0, 0, 2.5, 3, “k,” “filled” “LineWidth,” 1.6)
text(0, —0.6, 8, “Z”);

text(0, —4, 0, “Y”);

text(—4, 0, 0.2, “X);

axis off;

hold on;

set(gef, “color,”[1 1 1]);

surf(X, Y, Z, “FaceColor,” “g”);

z2=6-2 x X2-Y2

surf(X, Y, Z, “EdgeColor,””None”);

hold on;

X =squrt(2) = cos(t)

Y=squrt(2) * sin(t)

Z=X2+2 % Y2
plot3(X, Y, Z, “k”,”LineWidth,” 3);
hold on;
view(0, 90)

TABLE 4: Score statistics of four classes.
Students/classes A B C
1 2.5 33 7.9 6
2 3.4 4 7.1 8.2
3 4 4 9.4 8
4 49 3.9 8.1 8.3
5 4.6 3.4 5.6 7.5
6 5 3.5 6.9 7.7
7 3.6 3.5 9.9 8.2
8 3 3.3 9.3 8.9
9 2.5 5 6.4 7.5
10 3.7 4.1 7.9 8.8
11 4.9 4.2 9.3 8
12 3.9 34 5.5 9.1
13 3.8 3.1 9.6 9.9
14 3.7 5.2 8.4 9
15 5.3 2.5 10 7.4
16 4 29 6.1 7.8
17 3.7 5.1 6.4 9.3
18 4.1 5.3 9.8 9.7
19 3 4.4 6.8 6.2
20 4.4 4.5 7 7.6
21 5.1 4.4 7.2 9.6
22 4.8 2.9 9.6 9.1
23 5.4 5 7.2 7.6
24 2.8 4.2 9.4 9.8
25 4.6 5.5 5.9 9.5
26 41 3 5.6 6.1
27 5.1 3 9.9 5.5
28 3.6 5.3 9.5 6.8
29 3.8 5.2 6.6
30 4.5 8.9
31 6.5

z =x?+2y? and z = 6 — 2x* — y? are the three-dimensional geometries, and the program provided in Section 2.7 is used to construct the surface. Figure 11

shows the effect diagram drawn by Matlab.
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FIGURE 11: Actual effect graphics drawn by Matlab: (a) stereoscopic view, (b) front view, (c) side view, (d) top view.

is not great because medium and high difficulty questions
are based on a complete understanding of knowledge and
related to personal talents and conditions, so they have
little impact. This test shows that the mathematics class

with a digital twins podium is beneficial to students’
understanding and can significantly accelerate students’
understanding of new concepts of spatial analytic
geometry.
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4. Conclusion

Digital twins can effectively realize the intelligent inter-
connection and interaction of the physical world and the
information world and optimize the remote teaching pro-
cess. With the rapid development of computer and Internet
technology, “big data+ AI” becomes a new driving force,
thinking mode and problem-solving method in modern
society, and it is also used in the subject teaching nowadays.
Theoretical analysis and teaching method of analytical ge-
ometry and mathematics are introduced based on digital
twins. First, the principles of IoT and digital twins are
expounded; second, the related digital twins platform system
is constructed; furthermore, the corresponding digital model
is drawn by using the drawing function of Matlab software,
and it is brought into the classroom for teaching analysis by
using virtual reality technology; finally, the effect of digital
twins teaching of spatial analytic geometry mathematics is
evaluated and tested. The results show that the digital spatial
geometric model can be made by using digital twins, which is
conducive to analysis and calculation, and the use of virtual
reality technology can help students understand the
mathematical theory of spatial analytic geometry and im-
prove the teaching effect. This research provides a new di-
rection for the application of new technology in
mathematics teaching.

There are still some shortcomings in the work. For
example, the system has high requirements for hardware,
and the application of the theories and the implementation
of the models need certain software and programming
language, which will be the direction for the follow-up re-
search. In future, a simple mobile terminal teaching system
will be developed and the teaching process will be optimized,
making the model more simple. And “big data + AI” will be
used to explore a more efficient teaching mode.
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In the water environment, construction, and civil engineering industries, digital twins have gradually become a popular solution in
recent years, and in digital twins, accurate data prediction and category recognition are important parts of it. Artificial neural
network (ANN), a widely used data-driven model, can accurately identify nonlinear relationships in the water environment. In
this paper, a recognition model for black-odorous water bodies based on ANN was established to directly identify the sensory
description of water bodies. This study used water quality data and sensory description (color and odor) as samples to train
backpropagation (BP) neural networks. The training results show that the accuracy of the color and odor models reaches 86.7%
and 85.8%, respectively. It can thus be suggested that the sensory description can be accurately recognized by BP neural network.
The application results indicate that all seven rivers had black-odorous phenomenon within a year. The recognition models have
been instrumental in water resource management. Meanwhile, the models provide a reference for the evaluation and early
warning of black-odorous water bodies in other regions.

1. Introduction

Digital twins can take the real data of the physical world as
the input, and the generated data can be used to predict and
identify the physical object, so as to know how the system is
affected by these inputs. At the same time, technologies
related to the Internet of Things are gradually being pro-
moted [1]. In the water environment industry, digital twins
have gradually become a popular solution in recent years.
Besides, at present, more and more attention has been paid
to the researches on water resources in sustainable cities.
Because the black-odorous water bodies cause serious
pollution to cities, it is particularly important to accurately
identify the degree of the black-odorous water bodies.
Urban rivers are an important part of urban ecology, but
they are often used as a way to discharge sewage due to the
inconsistency between urbanization and sewage treatment
[2], and a considerable amount of sewage was discharged
into urban rivers. The water quality of urban rivers dete-
riorates with the accumulation of pollutants, which makes

urban rivers turn black with an odor. The identification and
evaluation of black-odorous water bodies is the prereq-
uisite for water resource management. Water quality index
or pollution index are common methods for water quality
assessment. However, the weights of index change with the
regions, which leads to the geographical limitation of the
index-based methods. Moreover, it is difficult for an index
to describe the black-odorous phenomenon intuitively.
Therefore, a concise model without geographical limita-
tions for describing black-odorous water is necessary.
“Black-odor” is a sensory description of polluted rivers [3].
Chinese Ministry of Housing and Urban-rural Develop-
ment defines black-odorous waters as urban water bodies
with unpleasant colors and odors (working guidelines for
the treatment of urban black-odorous water issued by
Chinese Ministry of Housing and Urban-rural Develop-
ment). Therefore, the color and odor, the concern of res-
idents, can directly express the black-odorous
phenomenon of water. Environmental protection depart-
ments have a large amount of water quality monitoring
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data, but only after site visits can obtain an objective de-
scription of water bodies, it is obviously difficult to perform
continuous site investigations. Therefore, finding out the
nonlinear mapping between the water quality monitoring
data and the sensory description of the water body can use
the existing monitoring data to directly identify the color
and odor of water body, which can greatly facilitate water
resource management.

Machine learning methods have been gradually applied
in various fields in recent years [4]. Artificial neural network
(ANN) can identify the nonlinear mapping by adjusting the
interconnected relationship between internal nodes. ANN
has the ability to learn autonomously and find optimal
solutions rapidly, so it has been widely used in water
environment.

The aim of this study is to explore the relationship
between water quality monitoring data and water sensory
description. For this purpose, a recognition model for
black-odorous water bodies based on ANN was established.
The water quality monitoring data and sensory description
(color and odor) of an inland river system in Linyi were
selected as samples to train the models. The models pro-
posed in this study can directly use existing monitoring
data to identify black-odorous water bodies, which provide
a reference for identifying black-odorous water bodies in
other regions and facilitate water resource management.
The rest of the paper is structured as follows. Section 2
introduces the related research of black-odorous water and
ANN. Section 3 introduces the data and method for
building the model. The results and conclusions are pre-
sented in the Sections 4 and 5.

2. Related Works

2.1. Black-Odrous Water Bodies. Sustainable development is
an essential part of the smart city construction. And water
pollution is a key factor hindering the sustainable devel-
opment of smart cities. The black color and odor of rivers are
caused by a series of biogeochemical processes mainly re-
lated to Fe, Mn, S, N, and C [5]; among them, the biological
transformations related to the sulfur cycle are the main
reason. FeS and MnS blacken the water, and volatile sulfur
compounds make water smelly [3, 6]. The sources of these
pollutants are mainly from urban sewage and other natural
factors, such as dissolved organic matter from large plant
litter [7]. The rapid proliferation of algae and bacteria caused
by the above phenomena has greatly reduced the dissolved
oxygen (DO) in the water and exacerbate the deterioration of
water quality [8, 9]. Moreover, bottom sediments of black-
odorous water bodies may cause secondary pollution [10].
The primary task to solve such environmental problems is to
identify and evaluate black-odorous water bodies. Ji et al.
[11] evaluated the black-odorous river by calculating the
Nemerow index. Wei et al. [12] monitored and evaluated
two black-odorous rivers in Wuhan based on the Nemerow
index and remote-sensing technology. Moreover, the eval-
uation of black-odorous rivers belongs to the water quality
assessment, so methods of water quality assessment are also
valuable.

Advances in Civil Engineering

2.2. Water Quality Assessment and Early Warning. Yan et al.
[13] proposed a weighted comprehensive index based on the
geometric weighting method to evaluate water bodies in
Shanghai. Pan et al. [14] proposed a multivariate statistical
method that can assess the spatial variations of groundwater
quality. Miao et al. [15] established a correlation model
between water quality index and satellite data based on
Canadian water quality index and remote sensing to evaluate
surface water quality. Liu et al. [16] integrated Bayesian
regression and isolation forest algorithms to predict the
trend of water quality. However, from the formulas of above
models change with regions, the established models cannot
be generalized to other water bodies.

2.3. Artificial Neural Network. In the study of water quality
assessment, Wu et al. [17] utilized an unsupervised learning
ANN to evaluate the impact of seasonal factors and human
activities on water quality. Bo et al. [18] established a risk
assessment model for groundwater pollution based on ANN.
Gebler et al. [19] evaluated the ecological status of rivers by
using ANN models. Bansal and Ganesan [20] proposed an
ANN-based water quality index calculation method.

ANN can make accurate predictions through a mass of
data [21]. Yang et al. [22] established a turbidity early
warning system using ANN and probability analysis.
Delpla et al. [23] used trend analysis and ANN to predict
major events and daily time series of turbidity. Jin et al.
[24] analyzed the internal trend of surface water quality
based on ANN integrated with improved genetic algo-
rithm. Azimi et al. [25] applied ANN and fuzzy clustering
to predict probability of adverse changes in drinking water
quality.

ANN is widely applied in simulation [26]. Jiang et al. [27]
used a combination of Monte Carlo simulation and ANN to
assess water quality risks. Wang et al. [28] utilized a least
squares support vector machine to quantitatively determine
the concentration of pollutants. Salari et al. [29] applied
polynomial least squares method and feedforward neural
network to simulate the concentration of DO, total dissolved
solids, and other indicators. Garcia-Alba et al. [30] built an
ANN based on a spatiotemporal evolution model for ana-
lyzing estuary water quality. Pradhan et al. [31] took ANN to
simulate daily runoff.

The studies mentioned above show that ANN can deal
with nonlinear problems in environmental science. There-
fore, the nonlinear mapping between the water quality
monitoring data and the sensory description can be rec-
ognized by the ANN. In addition, the established model can
directly use the the monitoring data on water quality, which
greatly facilitates the management of water resources.

3. Materials and Methods

3.1. Data and Samples. Bacteria consume a large amount of
DO due to the high content of dissolved organic carbon,
which makes the water body turns black with an odor [8], so
DO is an important indicator. In fact, the black-odor
phenomenon is caused by a series of biochemical reactions
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TaBLE 1: Mean and standard deviation of the color model.
Yellow-green Deep green Gray-black Black
Mean SD Mean SD Mean SD Mean SD
DO 5.94 0.65 5.76 0.40 5.54 1.49 5.47 0.21
COD 26 12.91 33.27 13.14 44.09 14.62 46 6.16
BOD; 6.6 3.25 8.7 3.56 11.17 3.55 12.1 2.75
NH; - N 3.26 2.21 4.16 4.21 6.67 4.15 19.7 1.25
TP 0.59 0.36 0.75 0.38 1.17 0.52 2.75 0.99
TABLE 2: Mean and standard deviation of the odor model.
Odorless Slight Odorous Severe
Mean SD Mean SD Mean SD Mean SD
DO 5.94 0.65 5.76 0.40 5.54 1.49 5.47 0.21
COD 26 12.91 33.27 13.14 44.09 14.62 46 6.16
BOD; 6.6 3.25 8.7 3.56 11.17 3.55 12.1 2.75
NH; - N 3.26 2.21 4.16 4.21 6.67 4.15 19.7 1.25
TP 0.59 0.36 0.75 0.38 1.17 0.52 2.75 0.99
Input Hidden Layer Output

Ficure 1: Topology of the color model.

Hidden Layer

F1GURE 2: Topology of the odor model.

related to Fe, Mn, S, N, and C. Moreover, N and P are
important causes of eutrophication of water bodies.
Therefore, it is unreasonable to select DO as the only

indicator. However, sulfur-containing organic compounds,
Fe and Mn sulfides, are not conventional water quality
monitoring items. Only the selection of conventional water
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quality indicators can improve the applicability of black-
odorous water identification models. This paper refers to the
indicators of black-odorous water bodies in several studies
[32-35] and working guidelines for the treatment of urban
black-odorous water (Chinese Ministry of Housing and
Urban-rural Development); meanwhile, this paper considers
the correlation between indicators and black-odorous water
bodies, and the universality of monitoring items, DO, COD
(chemical oxygen demand), BOD; (biochemical oxygen
demand), NH; - N (ammonia nitrogen), and TP (total
phosphorus) are selected as the indicators of black-odorous
water.

The sensory description of the water body is also added
to the model. In this study, two apparent elements, color and
odor, are selected as the outputs. The water color is divided
into yellow-green, dark green, gray-black, and black; the
odor is divided into odorless, slight, odor, and severe. The
odor is judged at 1 m from the river bank. In the on-site
investigation, full consideration is given to the diversities in
perception, and 20 experimenters provided the sensory data
(water color and odor) at the same time. The results are
determined by majority principle. The mean and standard
deviation (SD) of water quality monitoring data are shown
in Tables 1 and 2 (the unit of the mean value is mg/L).
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3.2. BP Neural Network. BP neural network, using back-
propagation learning algorithm, is a classic feedforward
neural network. Theoretically, it has been proved that a
three-layer neural network can achieve arbitrary accuracy
with approximate functions. In this paper, the BP neural
network is used to build two models: color model and odor
model.

In both the color and odor model, the input variables are
the monitoring data, including DO, COD, BOD;, NH; — N,
and TP, so the input layer has five nodes. The output results
are I, I1, II1, and IV indicating the degree of water color and
odor. In the color model, I to IV indicate yellow-green, dark
green, gray-black, and black; in the odor model, I to IV
indicate odorless, slight, odorous, and severe. The number of
hidden layer nodes were determined by trial and error. The
topology of color model is shown in Figure 1. The topology
of odor model is shown in Figure 2.

The rectified linear unit (ReLU) is an activation function
with a simple structure (equation (1)), where w! and b
represent weight and bias. It has no saturation region, so
there is no problem of gradient disappearance in ReLU. In
addition, its unilateral inhibition mechanism is consistent
with the neurobiological mechanisms, which makes it have a
faster convergence rate than Sigmoid and tanh function.
Therefore, ReLU was selected as the activation function of
the input layer. The activation function of the output layer
used the Softmax function, which can express the results of
multiple classifications in the form of probability (equations
(2) and (3)), where S; represents probability, V; is the output
of the prestage unit, and i and N indicate the category index
and the total number of categories. In the case of single
classification problem, N categories are in the form of one-
hot encoding, only one category y; =1, and the other N-1
categories are 0. The Softmax cross-entropy loss function
(equation (4)) was chosen to represent the model error:

f(x)= max(O, w x + b), (1)
e’

S = ZN L% (2)
j=1

5
Odor
1.5
1.2 1
g
]
0.6 T T T T T T
0 10000 20000 30000 40000 50000
Training times
(b)
N
i=1
N
Loss = — Z y;In S, (4)

i=1

3.3. Application. The established model was applied to an
inland river system composed of seven rivers in Linyi City.
The inland river system is located between Yi River and Shu
River, and it is composed of Ligong River, Xiaobudong
River, Yubai River, Pengbai River, Xiebai River, Xiaodungou
River, and Huangbai River. Those rivers form a complex
river system with different functions [36]. The main pol-
lutants in those rivers are DO, COD, BOD;, NH; — N, TP,
fluoride, petroleum, sulfide, etc. Among them, DO, COD,
BOD;, NH; - N, TP, and petroleum often exceed the
standard; as a result, black-odorous phenomenon occa-
sionally occurs in those rivers. The data of this study are from
the routine monitoring data of 12 monitoring sections (June
2016 to May 2017). And the locations of the monitoring
sections in the rivers are shown in Figure 3.

4. Results and Discussion

4.1. Training Results of Models. The samples were divided
into a train set and a test set at a ratio of 8: 2, and the models
were trained to have the ability to recognize the color and
odor of water bodies. The color and odor models have been
trained 50,000 times. We used the ratio of the number of
correctly predicted results to the number of total samples to
represent the accuracy of the models. In the color model, the
accuracy of train set reached 86.7%, the accuracy of test set
reached 84.6%, and the error (loss) is shown in Figure 4. In
the odor model, the accuracy of train set reached 85.8%, and
the accuracy of test set reached 83.3%, and the error (loss) is
shown in Figure 4. The training results confirm that the
above two models meet the requirements and can accurately
identify the color and odor of the water body through the
water quality monitoring data.



Advances in Civil Engineering

Xiaobudong River

 S0/L10T
- ¥0/L10C
- €0/L10C
- C0/L10C
~ T0/L10¢
- CI/910C
- [1/910C
- 01/910C
- 60/910¢
- 80/910C
- £0/910C

- 90/910C

IV 4

IIT +

09T

1

Ligong River

- S0/L10C
- ¥0/L10C
- €0/L10C
- ¢0/L10C
~ 10/410C
- C1/910C
- [1/910C
- 01/910C
- 60/910C
- 80/910C
- £0/910C

- 90/910C

IV

IIT

[PAaT

I_

Date

Date

—a— Color
—eo— Odor

—a— Color
—o— Odor

®)

(a)

Xiebai River

- S0/410C
- ¥0/410C
- €0/410C
- ¢0/L10C
- 10/410C
- CI/910C
- T1/910C
- 01/910C
- 60/910C
- 80/910C
- £0/910C

- 90/910¢

IV 4

III

[oA9T

I_

Yubai River

- S0/L10C
- ¥0/L10C
- €0/210C
- C0/L10C
~ 10/L10C
- CI/910C
- 11/910C
- 01/910C
- 60/910C
- 80/910C
- £0/910C

- 90/910C

IV 4

Date

Date

—a— Color
—eo— Odor

—a— Color
—o— Odor

(d)

(©)

: Continued.

FIGURE 5



Advances in Civil Engineering

Pengbai River Xiaodungou River
IV + IV +
11T III +
o) )
> 54
Q Q
— —
1T 11
I 14
T T T T T T T T T T T T T T T T T T T T T T T T
\O [ [} (o)) (=) — o — o o <t [Te} \O [ ) (=) (=} — N — [\ o <t [Xa}
(=) =} (=} (=] — — — (=) (=} (=] (=) (=} (=} (=} (=} [=} — — — (=} (=} (=} o o
L 2 2 2 2 2 L2 L2 2 2 < S 2 L2 2 2 0L 2 2 2 2
O O O O o o O o~ o~ [N o~ o~ O \O O N} =) o) o) [SN D~ D~ D~ D~
= =2 =2 2 2 =2 2 =2 5 = = = D T L
(=) [=3 (=3 (=] f=} (=3 (=] (=) (=3 (=] (=) (=3 (=} (=} (=} (=} [ (= o (=} (=} (=} (= (=
N [o\} N N N N N N N N N N [N} N N N N N N [N} [\l N N N
Date Date
—a— Color —a— Color
—o— Odor —e— Odor
(e) )
Huangbai River
IV 1
11T
)
>
L
—
1T
I_
T T T T T T T T T T T T
\O [ [c9) [} (=} — (o] — [ [sa) < wn
o (=) (=) (=} — — — o (=) (=) (=} (=}
L 2 2 2 2 ¥ ¥ 2 2 2 2 <
O ) o e} O O o o~ o~ D~ D~ D~
= =2 2 2 =2 2 =2 =5 =5 =5 S =
(=) (=) (=) [} (=} (=3 (=} (=) (=) o [=} (=}
(o)} N (o'} N [a\} N (o)} (9} N N N N
Date
—a— Color
—o— Odor

(g)

FiGURE 5: Line chart of water color and odor in each river.

4.2. Applications of Models. The models were applied to
identify the color and odor of seven rivers in Linyi Devel-
opment Zone, and the outputs are shown in Figure 5.
Opverall, the color and odor of the same river have almost the
same trend. This paper regards class III as black-odorous
rivers. The output results show that all seven rivers had a
black-odorous phenomenon within a year. Among them, the
variation trend of color and odor in the Yubai River, Pengbai
River, Xiaobudong River, and Huangbai River is highly
correlated with the seasons; in the wet season, the water

quality tends to deteriorate, while in the dry season, the
water quality tends to improve. This is because farmland,
and farms are distributed along the rivers, and the polluted
soil will enter the river channels with rainwater, which
caused the rivers to turn black with an odor. By contrast, the
water quality of the Ligong River also changes with the
seasons, but the Ligong river is prone to be black-odorous
river in the dry season; this inconsistency may be due to the
direct discharge of sewage in some regions. The results of
Xiebai River and Xiaodungou River have no obvious



correlation with the seasons; they are likely to be related to
the discharge of wastewater from the surrounding industrial
parks. Therefore, the drainage system of the study area needs
to be improved. In addition, the walls of the rivers need to be
constructed.

5. Conclusion

This paper established recognition models for black-odorous
water bodies based on BP neural network. The input vari-
ables are the conventional water quality monitoring indi-
cators; they are DO, COD, BOD;, NH; — N, and TP, and the
outputs are water color and have odor. The accuracy of the
color and odor models reached 86.7% and 85.8%, respec-
tively. The results show that the models can accurately
recognize the color and odor of water bodies based on water
quality monitoring data. The models were applied to seven
rivers in Linyi City. The application results show that black-
odor phenomenon occurred in those rivers from June 2016
to May 2017. This is the first study to use water quality data
to identify the color and odor of black-odorous water bodies,
which provides new insights into water resource
management.

Being limited to data, this study lacks enough samples,
and the accuracy of the models can be improved. In addition,
the BP neural network has limited ability to identify non-
linear relationship, so the advanced algorithms should be
applied to the research.
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