Air Pollution, Air Quality, and Climate Change
Air Pollution, Air Quality, and Climate Change

Guest Editors: Sachin D. Ghude, Pavan S. Kulkarni, D. M. Chate, Mrinal Biswas, Samir Pokhrel, and Anne Boynard
Editorial Board

Paulo Artaxo, Brazil
Guy Brasseur, USA
Mladjen Ćurić, Serbia
Raymond Desjardins, Canada
Klaus Dethloff, Germany
Panuganti C. S. Devara, India
Julio Diaz, Spain
Shouting Gao, China
Luis Gimeno, Spain

Sven-Erik Gryning, Denmark
Ismail Gultepe, Canada
Hiroyuki Hashiguchi, Japan
Didier Hauglustaine, France
Ivar S A Isaksen, Norway
Yasunobu Iwasaka, Japan
Hann-Ming H. Juang, USA
George Kallos, Greece
Harry D. Kambezidis, Greece

Richard Leaitch, Canada
Monique Leclerc, USA
Zhanqing Li, USA
Gwo-Fong Lin, Taiwan
Edward Llewellyn, Canada
Kyaw T. Paw, USA
Sara C. Pryor, USA
Eugene Rozanov, Switzerland
Zhihua Zhang, China
Contents

**Air Pollution, Air Quality, and Climate Change**, Sachin D. Ghude, Pavan S. Kulkarni, D. M. Chate, Mrinal Biswas, Samir Pokhrel, and Anne Boynard
Volume 2014, Article ID 983426, 2 pages

Volume 2014, Article ID 471864, 7 pages

**Estimation of Total Yearly CO₂ Emissions by Wildfires in Mexico during the Period 1999–2010**, Flor Bautista Vicente, Noel Carbajal, and Luis Felipe Pineda Martinez
Volume 2014, Article ID 958457, 8 pages

**Assessment and Validation of i-Skyradiometer Retrievals Using Broadband Flux and MODIS Data**, S. Dipu, G. Pandithurai, A. S. Panicker, T. Takamura, Dong-In Lee, and Dongchul Kim
Volume 2014, Article ID 849279, 8 pages

**Multiyear Measurements of the Aerosol Absorption Coefficient Near the Surface in a Small-Sized Urban Area in Portugal**, Sérgio Nepomuceno Pereira, Frank Wagner, and Ana Maria Silva
Volume 2014, Article ID 830349, 8 pages

Volume 2014, Article ID 197072, 8 pages

**Aerosol Modulation of Ultraviolet Radiation Dose over Four Metro Cities in India**, A. S. Panicker, G. Pandithurai, G. Beig, Dongchul Kim, and Dong-In Lee
Volume 2014, Article ID 202868, 5 pages

**Estimates of Aerosol Indirect Effect from Terra MODIS over Republic of Korea**, Woon-Seon Jung, A. S. Panicker, Dong-In Lee, and Sung-Hwa Park
Volume 2013, Article ID 976813, 8 pages

Volume 2013, Article ID 740453, 9 pages

Volume 2013, Article ID 572954, 15 pages
The introduction of gases and particulate contaminants in the atmosphere due to natural or human activities causes air pollution. The concentration and toxicity of these contaminants define air quality and in the long term contribute to climate change. Both air pollution and climate change influence each other through complex interactions in the atmosphere. This issue has 9 very interesting manuscripts, touching various aspects of air pollution and air quality and their impact on climate change.

Five out of nine articles deal with aerosols studies and their contribution to air pollution, radiative transfer, and cloud properties. B. P. Singh et al. studied the effect of burning of crackers and fireworks during festive season of Diwali on aerosol properties. They found significant increase in the aerosol optical depth, aerosol absorption coefficients, and aerosol scattering coefficients during affected period as compared to nonaffected periods. S. Tiwari et al. analyzed interannual and intraseasonal variability of aerosols, particularly fine mode particles (PM$_{2.5}$) at a dense traffic intersection and in the vicinity of a thermal power plant in the megacity of Delhi, India. They observed that during the study period PM$_{2.5}$ concentration exceeds Indian National Ambient Air Quality Standards (NAAQS) on significant number of days. They also found the strong influence of different seasons and meteorological parameters on the concentration of PM$_{2.5}$.

A. S. Panicker et al. used satellite data to study the effect of aerosols on UV erythemal dose over megacities of Delhi, Mumbai, Kolkata, and Chennai in India. S. N. Pereira et al. analyzed time series of aerosol absorption coefficient over Evora, Portugal. They observed a strong annual cycle in aerosol absorption coefficient with high values during winters compared to summers. They noted that it may have resulted due to the combination of several factors, with emphasis on use of biomass (wood) burning for domestic heating during winters and lower boundary layer height restricting atmospheric dispersion of aerosols. W.-S. Jung et al. analyzed satellite data to study the seasonal variability of aerosol-cloud properties and aerosol indirect effect over four different regions in Korean Peninsula during the period 2000–2009. They also estimated aerosol indirect effect for summer monsoon period to find the role in modulating precipitation. S. Dipu et al. used zenith sky transmittance and surface radiation measurements to improve the retrieval of cloud microphysical parameters and found them in good agreement with the satellite data. D. M. Lal et al. used satellite data of lightning flashes and cloud ice size during the period 2000–2012 to study the interrelation between the two. They observed that total lightning increases with increase in the cloud ice size and attends maximum at certain optimum cloud ice size and after that lightning decreases with increasing cloud ice size. S. K. Kharol et al. in their manuscript reported long-term rainfall trends during summer monsoon over six major Indian cities. They also analyzed the variation in precipitation in the upwind and downwind directions to study the urban forcing and dynamics. F. B. Vicente et al. studied the effect of wildfires in Mexico and estimated...
total yearly emissions of CO$_2$ in Mexico during the period 1999–2010 due to wildfires.

Through this special issue on air pollution, air quality, and climate change, we tried to bring forth the current issues in the field of air pollution and climate change.
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The association of lightning flashes with mean cloud ice size over continental and oceanic region in the tropical areas has been analyzed using the observations from various satellite platforms (MODIS, TRMM, and LIS) for the period 2000–2011. We found that frequency of lightning in general is higher over the continental region compared to oceanic region, whereas larger size of cloud ice is observed over the oceanic regions compared to the continental regions. Relationship between lightning and cloud ice size shows similar features over both continental and oceanic regions. For the first time, we show that total lightning increases with increase in the cloud ice size; attains maximum at certain cloud ice size and then decreases with increase in cloud ice size. Maximum lightning occurred for the mean cloud ice size of around 23–25 μm over the continental region and mean cloud ice size of around 24–28 μm over the oceanic region. Based on our observation we argue that the relation between lightning and mean cloud ice size follow the curve linear pattern, and not linear.

1. Introduction

Generation of lightning in atmosphere is still a matter of debate. It is a commonly established fact that ice is a key element to generate and separate the positive and negative charges inside the cloud which assists formation of lightning in the atmosphere [1]. During the occurrence of deep convection, water vapors are uplifted and condensed to form the different sizes of noninductive hydrometers (ice crystal, hail, drops, etc.); afterwards they are evaporated/sublimated and dispersed zonally and meridionally in the upper troposphere [2]. During upward motion, hydrometers collide with each other generating the charge on ice crystals, graupel, and liquid water [3, 4]. Some of the earlier studies [3, 5] have shown that approximately $5 \times 10^{-4}$ e.s.u. (0.17 pC) charges are transferred per collision between the crystals and graupels of radius approximately 50 μm. This activity mostly takes place at the height where the temperature is colder than $-10^\circ$C [6]. Similarly, in other studies based on field measurement the charge density around 1 to 10 C/km$^3$ at the levels between the isotherms of $-10$ to $-25^\circ$C have been reported [7]. Carey and Rutledge [8], Petersen et al. [9, 10], and Dye et al. [11] have found that strong updraft and production of significant lightning occurs at the height where the temperature is in between 0°C to $-40^\circ$C. It is also believed that most of the noninductive charges inside the thunderstorm (due to rebounding collisions between graupel and ice crystals in the presence of super-cooled liquid water) are generated in this temperature region [4, 12–18]. The separation of the charge among the particles inside a cloud depends on the relative motion of hydrometers, whereas the rate of charge transfer and polarity depends on the size of particle, temperature and the liquid water content [19–21]. In addition, charges are also generated on crystal during condensation, evaporation, and sublimation/melting of ice. The rapid growth of electrification has been reported when cloud particles are frozen and form the ice during updraft [22, 23]. Laboratory experiment [3] showed that graupel pellets gain much more charges if graupels are growing by riming and collide with ice. Some laboratory experiment also showed that during freezing of distilled water very small negative charges are generated, whereas during melting much larger negative charges are...
Aerosol also affects the cloud ice concentration and its size by reducing the mean droplet size, which enhances the ice concentration in the region where temperature is less than zero [26]. Takahashi [27] found that increasing tendency of lightning flashes is positively correlated with increasing concentration of cloud ice as well as its size. Sherwood et al. [28] reported that occurrence of maximum lightning is associated with small size of cloud ice. In another study, decreasing size of cloud ice with increasing aerosol concentration has also been reported [29].

In recent study over central India [30] a positive correlation has been found between ice concentration and lightning during premonsoon and monsoon seasons, whereas Deierling et al. [1] reported significant correlation between both precipitation and nonprecipitation ice mass with total lightning over Northern Alabama and Colorado/Kansas. Similar relation between lightning and cloud ice masses has also been reported in other field observations [1, 10, 17, 31–34]. The combined effect of aerosol with thermodynamic effect over India [35] and threefold enhancement of cloud-to-ground lightning flash density over Houston, Texas [36], raises the issue of pollution or heat island effect as a cause. As ice is a form of frozen cloud drops above the freezing level during deep convection, some results reported positive relation of lightning with strong updraft [11, 37–39].

Sizes of cloud ice represent the meteorological condition, aerosol effect, atmospheric dynamics, and are closely related to the cloud electrification and lightning discharge. It is still not clear whether small or large ice sizes increase the lightning flashes. Sherwood et al. [28] reported that small ice generate more lightning, whereas less cloud electrification in small cloud ice area is also reported [18, 40]. In this study we have presented the relationship between size of cloud ice and lightning flashes on global scale (over tropical regions). Lightning flashes and effective radius of cloud ice are considered over both continental as well as oceanic region.

2. Data

In this study monthly mean cloud effective radius of ice phase (cloud particle size) (QA-W) from Moderate Resolution Imaging Spectroradiometer (MODIS) Level-3, cloud ice concentration from 3A12 version 6, and area averaged lightning from Lightning Imaging Sensor (LIS) on board of Tropical Rainfall Measurement Mission’s (TRMM) satellite for the period of 2000–2011 data sets have been used for analysis. MODIS Level-3 was first launched on 18 December, 1999, on board the Terra platform and subsequently on 4 May, 2002, on board the Aqua platform, which is uniquely designed (high spatial resolution, wide spectral range, and near daily global coverage) to observe and monitor cloud effective radius and other Earth changes. We have used MODIS 1° × 1° gridded level-3 monthly averaged cloud particle size from Terra platform (2000–2011) over continental region shown in Figure I(d) as L1 [lat. (−35)–(−22), long. (−67)–(−47)], L2 [lat. (−12)–(−8), long. 9–29], and L3 [lat. 24–34, long. 68–83] in our analysis. Similarly, we used MODIS 1° × 1° gridded level-3 monthly average cloud particle size data set from Aqua (2002–2011) over the oceanic region shown in Figure I(d) as O1 [lat. (−32)–(−20), long. (−146)–(−126)], O2 [lat. 12–22, long. 49–73], and O3 [lat. 0–18, long. 124–149]. We have also used MODIS, Terra platform data set, for the period of 2000–2001 for oceanic region. The agreement between MODIS monthly average cloud particle size data product from Terra and Aqua is observed to be 90% (R = 0.95) suggesting that both data sets are quite consistent. TRMM Microwave Instrument (TMI) profiling gives global vertical hydrometer profiles and surface rainfall mean on 0.5° × 0.5° grid resolution. This data set is available at TRMM Online Visualization and Analysis System (TOVAS) web-based interface (http://gdata1.sci.gsfc.nasa.gov/daac-bin/G3/gui.cgi?instanceid=TRMM_Monthly). We have used area average monthly vertical profile of cloud ice concentration retrieved by 3A12 algorithm over the continental region (L1, L2, and L3) and oceanic region (O1, O2, and O3). We have also used lightning data from LIS which is a science instrument on board the TRMM observatory launched on 28 November, 1997. The detection efficiency of LIS is more than 80% in both daytime and nighttime with resolution (4 to 7 km) over a large region (600×600 km) of the Earth’s surface for total lightning (i.e., intracloud + cloud-to-ground) [41].

2.1. Selection of Study Area. Figures I(a) and I(b) show the example of spatial distribution of size of cloud ice and lightning, respectively, for the year 2005. Year 2005 is neither drought year nor very heavy rainfall year. It is considered as normal rainfall year [42]. In order to study the association between size of cloud ice and lightning, we have selected three regions over the continental region as L1, L2, and L3 and over the ocean as O1, O2, and O3 shown in Figure I(d). We have used 12 years (2000–2011) of monthly cloud ice size and lightning data over the study area (L1, L2, L3 and O1, O2, O3) for analysis.

3. Results

3.1. Spatial Distribution of Cloud Ice Size and Lightning. Figure 1 shows the spatial and seasonal pattern of lightning and cloud effective radius (cloud particle/ice size) over the tropical regions for the year 2005. A clear spatial change in lightning and cloud ice can be seen in Figure 1. It is interesting to note from Figure 1 that frequency of lightning in general is higher over the continental region compared to oceanic region. The annual average lightning flashes over the areas L1, L2, and L3 are generally greater than 500 flashes/km²/month, whereas over the areas O1, O2, and O3 are less than 25 flashes/km²/months. On the other hand, larger size of cloud ice is observed over oceanic region compared to continental regions. The average cloud ice size is greater than 30 μm (some places more than 40 μm) over the oceanic region (O1, O2, and O3) and less than 25 μm over the selected areas (L1, L2, and L3) on continental region. During spring months (March, April, and May; MAM), intense lightning can be seen (Figure I(d)) over the continental
regions such as Uruguay and surrounding regions (East part of Argentina and south Brazil), central part of United State, Colombia, Central African Republican and surrounding region, Democratic Republican of Congo (DRC), eastern part of South Africa, India (Indo Gangetic plain and in some other parts), South-East part of China, Thailand, and Indonesia. Lightning frequency greater than 150 flashes/km²/month (Figure 1(d)) and the average effective cloud ice diameters between 22 and 25 µm (Figure 1(c)) have been observed over these regions. The lightning frequency over Mexico, Guatemala, Nicaragua, Angola, Namibia, and the entire part of Brazil during spring months has been observed to be less than 25 flashes/km²/month (effective cloud ice diameter 28–31 µm). In comparison with continental regions (discussed above) the low lightning frequency (<5 flashes/km²/month) and large ice particle size (31–40 µm) has been observed over the oceanic region. In Figure 1, the similar features are also evident during summer monsoon (June, July, and August; JJS), winter (December, January, and February; DJF), and fall months (September, October, and November; SON).

3.2. Relationship between Cloud Ice Size and Lightning. In order study the relationship between cloud ice size and lightning in detail we have analyzed the monthly mean cloud effective radius and total lightning (for the period 2000–2011) averaged over the continental (L1, L2, and L3) and oceanic (O1, O2, and O3) areas shown in Figure 1(d). Months corresponding to the cloud ice size between 19 and 34 µm are grouped in the bin size of 1 µm (we have considered all the months (12×12 = 144 months) for frequency count). We have noticed that there were hardly any months in which monthly mean cloud ice size was less than 19 µm or greater than 34 µm during the study period. Lightning corresponding to each bin (of 1 µm) is then added to obtain total lightning for every 1 µm bin between 19 and 34 µm. Figure 2 shows relationship between cloud ice size and lighting over the three different regions.
Figure 2: Relationship between mean cloud ice size and lightning over continental region (a) L1 (A), L2 (B), and L3 (C) and over oceanic region (b) O1 (A), O2 (B), and O3 (C).
continental (Figure 2(a)) and oceanic regions (Figure 2(b)). It can be seen that relationship between lightning and cloud ice size shows similar pattern over both continental and oceanic regions. Maximum lightning occurred for the mean ice cloud sizes of 24, 25, and 23 $\mu$m over the continental regions L1, L2, and L3, respectively. Similarly, over the oceanic regions O1, O2, and O3 maximum lightning occurred for the slightly greater mean cloud ice size of 26, 24, and 28 $\mu$m, respectively. It is interesting to note from Figure 2 that total lightning increases with increase in the cloud ice size, attains maximum at certain cloud ice size, and after that starts decreasing with increasing cloud ice size.

In order to understand this relationship we have analyzed vertical distribution of cloud ice concentration and relationship between cloud size with ice concentration over the continental and oceanic region. Figures 3(a) and 3(b) show the cloud ice concentration at different altitude averaged during 2000–2011 period over the continental region L1 and oceanic region O2, respectively. It can be seen that ice concentration increases from altitude of 6 km, attains maximum concentration around 8–11 km over L1 and 10–14 km over O2 region, and decreases nearly to zero concentration at 18 km. Figure 4 shows the distribution of cloud ice concentration as a function of mean cloud size at an altitude of 12 km (near to same height) over L1 and O2 regions, respectively. It can be seen from Figure 4 that cloud ice concentration over L1 and O2 regions increases with respect to ice size up to 24 $\mu$m, attains maximum concentration at 24 $\mu$m, and ice concentration decreases with ice size above 24 $\mu$m. Similar relationship between ice concentration and ice size is also seen for the altitudes ranged between 8 and 14 km (not shown here). The charge is generated due to growth of ice size by condensation (deposition, combination of collection, etc.) and collision among them during upward motion [41, 43]. This process enhances the electric filed inside the cloud and generate lightning. During convection, cloud ice grows its size by combination of collection and condensation or deposition. The increasing ice concentration with respect to mean ice size from 19 to 24 $\mu$m in Figure 4 can be attributed to the growth of ice size. Therefore, generated charge (due to collision and condensation) increases with increasing the ice concentration and attends the maximum charge with the maximum ice concentration at 24 $\mu$m inside the cloud. Hence, increasing lightning frequency with increasing the ice concentration with respect to ice size from 19 to 24 $\mu$m with maximum lightning at 24 $\mu$m can be seen in Figure 2. Takahashi [27] has also found increase in lightning with increase in the ice concentration and ice size, compliments to our results. The latent heat is generated during condensation or deposition increases the updraft velocity of the hydrometers, which enhances the hydrometers concentration at high altitude (Figure 3) as well as electric filed inside the cloud. Ziegler and MacGorman [44] and Dey et al. [11] found that altitude range of about 7–10 km is favorable for electrification of clouds for generating lightning discharge. This is consistent with Figure 3 where we observed maximum ice concentration between 8 and 14 km altitude ranges. It can also be seen from Figure 3 that although maximum ice concentration over both land and oceanic regions are found approximately in same altitude range (8–14 km), yet less lightning occurs over oceanic region. It might be due to weak updraft velocity in mix-phase region over ocean as compared to continental region.

On the other hand, increased size of cloud ice increases its terminal velocity and thereby reduces the uplift velocity.
Therefore, larger particle descends isothermally towards the ground and begins to melt [45]. In this case charge with opposite polarity is also generated on hydrometer [43], however, unable to generate the charge to produce the lightning due to slow sublimation and low concentration of ice. Takahashi [4] also showed that the charge transfers per collision slow down with increase in ice diameter size. Therefore, the negative relationship between total lightning and mean cloud ice size which is greater than 26–28 μm instead of positive correlation for the size less than 19–25 μm can be seen in Figure 2. It is reasonable to conclude from Figures 2, 3, and 4 that the highest mean ice size of around 24 μm contributes to maximum ice concentration in the altitude range between 8 and 14 km and therefore results in the maximum lightning (over land and oceanic regions) for ice size of around 23–25 km. This concludes that maximum lightning observed around 23–25 μm over the continental region and mean cloud ice size of around 24–28 μm over the oceanic region is associated with the large ice concentration at around 24 μm.

4. Conclusions

In this work, we have analyzed 12 years (2000–2011) of monthly mean satellite observations of lightning from LIS, ice concentration from TRMM (3A12, V6), and effective diameter of cloud ice form MODIS over the Tropical Ocean and continental regions. We have examined the association of lightning flashes with mean ice size over these regions. A clear spatial change in lightning and cloud ice size from spring to winter season is seen. In general, total lightning is observed higher over the continental regions as compared to the lightning observed over oceanic region, whereas mean cloud ice size is observed higher over the oceanic region compared to the continental region during all the seasons. It is observed that the relationship between lightning and mean cloud ice size is same over both continental and oceanic regions. It is also observed that maximum lightning occurred for the mean cloud ice size of around 23–25 μm over the continental region and mean cloud ice size of around 24–28 μm over the oceanic region. However, for the first time, we found that relationship between lightning and mean cloud ice size follows the curve linear pattern and is not linear. We found that total lightning increases with increase in the cloud ice size and attends maximum at certain cloud ice size, then lightning decreases with increasing cloud ice size. The altitude profile show increase in ice concentration from 6 km, attends maximum concentration around 8–11 km over continent and 10–14 km over oceanic region, and decreases to zero concentration at around 18 km. Ice concentration within this region shows maximum around 24 μm. This concludes that maximum lightning observed around 23–25 μm over the continental region and 24–28 μm over the oceanic region is associated with the large ice concentration at around 24 μm.
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The phenomenon of wildfires became a global environmental problem which demands estimations of their CO₂ emissions. Wildfires have deteriorated the air quality increasingly. Using available information on documented wildfires and a data set of satellite detected hot spots, total yearly emissions of CO₂ in Mexico were estimated for the period 1999–2010. A map of the main vegetation groups was used to calculate total areas for every vegetation type. The yearly number of hot spots per vegetation type was calculated. Estimates of emitted CO₂ in a wildfire were then accomplished by considering parameters such as: forest fuel load, vegetation type, burning efficiency, and mean burned area. The number of wildfires and total affected areas showed an annual variability. The yearly mean of affected area by a single wildfire varied between 0.2 and 0.3 km². The total affected area during the period 1999 to 2010 was 86800 km² which corresponds to 4.3% of the Mexican territory. Total CO₂ emissions were approximately 112 Tg. The most affected vegetation types were forest and rainforest.

1. Introduction

The enormous growth of the yearly number of forest fires of natural and anthropogenic origin has become a global environmental problem that affects worldwide ecosystems. Maps indicating the position of wildfire's occurrence practically cover a high percentage of the area of affected countries. Since there is a large variability in the characteristics of ecosystems, determined basically by topography, latitude, humidity, atmospheric and oceanic flows, soils, and so forth, the quantification of biomass per unit of area in each type of vegetation became a fundamental issue to estimate the aerosols emissions by wildfires. Biomass burning causes damages to vegetation, injuries to animal species, and land cover changes. The aerosols, produced by forest fires, influence the air quality and they alter the natural geochemical cycles in the atmosphere. Biomass burning significantly affects the ecosystems at functional level [1–3]. Practically in the whole American continent, from Alaska, Canada, until Argentina, occur a large number of wildfires where boreal forest, forest, rain forest, shrub land, grassland, and other vegetation types are devastated. In tropical regions, forest ecosystems are mostly affected by large fuel availability. In Mexico factors such as climate, incidence of hurricanes, topography, and soil bring on conditions for wildfires every year [4, 5]. These fires burn large areas of vegetation causing locally several environmental problems and in relatively large distances severe conditions of air pollution [6].

Wildfires have negative impacts on the economy of affected countries. Several countries of Africa and Brazil have reported negative effects for tourism activities due to damages caused by wildfires in the vegetation of ecosystems. Countries such as India, Russia, Asia, Canada, and United States also annually reported economic losses by biomass burning [7]. In Mexico, losses of about US$ 337 million in wood and about US$ 39 million in reforestation costs have been reported for 2003 [7]. To explain this order of magnitude of economic losses in Mexico, it is convenient to analyze the statistics associated with wildfires. Between 1999 and 2010, a maximum number of about 10000 fires were reported and documented annually in Mexico, reaching the affected area values of 3000 km² [8]. It means that at these rates of
vegetation consumption in 20 years about 3% of the Mexican territory has been devastated by wildfires. However, a large number of wildfires that occur in inhospitable and remote areas are detected only by satellite sensors and they are not documented. The most affected regions are located in the Sierra Madre Oriental and in the southeastern part of Mexico.

There are several factors contributing to initiate the ignition in the established vegetation types. It includes basically human activities and those associated to drought periods [9]. The increase in emissions caused by biomass burning is a global scientific issue due to the generated pollution and to the potential damages associated with the greenhouse effect [2, 10, 11]. Diverse gas emissions by wildfires like carbon dioxide (CO$_2$), carbon monoxide (CO), NO$_x$, and water vapor [11–17] which are the result of vegetation burning have been documented worldwide. Kasischke and Penner [18] summarized the results of papers submitted to the meeting sponsored by Global Observation of Forest Cover/GLOBAL Observation of Land Dynamics and International Geosphere-Biosphere Program/International Global Atmospheric Chemistry/Biomass Burning Experiment. Chang and Song [19] estimated biomass burning emissions in tropical Asia. They applied burned areas estimated from newly published 1 km L3JRC and 500 m MODIS burned area products (MCD45A1). Relevant for the global warming are those of greenhouse effect like the CO$_2$ and methane. Another hazardous aspect is that a single wildfire plume of smoke may be transported large distances by wind effect leaving a pollution cloud over inhabited regions. Damoah et al. [20] showed that a plume of smoke from forest fires in Russia traveled over long distances from 10 to 31 of May, 2003. The plume of smoke was observed in several regions of the globe (Canada, Scandinavia, North-Atlantic, Germany, Europe, and Greenland). In this sense, biomass burning may have global implications.

It is difficult to quantify the amount of emitted pollutants into the atmosphere by wildfires, due to multiple factors involved in the ignition [2, 21]. However, there are methods to estimate the amount of produced pollutant in a wildfire by considering some parameters such as forest fuel load, vegetation type, burning efficiency, and burned area. This may represent an advantage for potential pollutant estimations in a wildfire event but may represent a problem when there is not enough information for all parameters. Nevertheless, other sources of data can be included such as satellite images, laboratory data, and field measurements [22].

Despite the complexity to quantify emitted pollutants by wildfires, different methodologies have been applied to estimate values and ranges of CO$_2$ emissions from biomass burning in different parts of the world. An estimation of CO$_2$ emissions in Greece yielded an order of magnitude of 2.2 Tg (1 Tg = 10$^6$ Ton) [21]. Calculations of emitted CO$_2$ by wildfires in the State of California, USA, deliver an approximated value of 6 Tg [13]. CO$_2$ emissions by wildfires in USA in the period 2002–2006 varied in the range 80–213 Tg [23]. An evaluation carried out for Russia and North America on CO$_2$ emissions by wildfires produced an order of magnitude varying between 828 and 1103 Tg [24]. A global estimation of CO$_2$ emissions by wildfires in 1994 yielded an approximated value of 5716 Tg [17]. All these estimated quantities on CO$_2$ emissions by wildfires have implications on the chemical composition of the atmosphere. Thus it is essential to calculate CO$_2$ emissions in other regions of the world to understand the influence of this phenomenon, since it alters the carbon biogeochemical cycle and favors the global climate change by greenhouse effects [25–27]. In this research, we present estimations of the total CO$_2$ emissions by wildfires occurred in Mexico in the period from 1999 to 2010. The calculations are based on satellite information on fire hot spots, land cover, vegetation types, and other sources of information about wildfires.

2. Materials and Methods

Figure 1 shows the main vegetation groups in Mexico, according to the classification given by the National Institute for Statistics, Geography, and Informatics [28]. Different types of vegetation were grouped based on ecological floristic and physiognomic affinities. In the classification system performed by INEGI, was considered the development of vegetation by their degree of disturbance both by natural and anthropogenic causes. Mexico occupies an area of about 1964375 km$^2$. From this area, about 2.5% is superficial water (lakes, dams, and rivers). As a first step, the corresponding total area of each type of vegetation was calculated applying GIS (Geographical Information System). In Table I, it is shown that shrubland occupies the largest area in Mexico with about 25.98% of the total area of Mexico. It is followed by forest with 17.51%, rainforest 14.24%, farming 13.52%, and grassland with 13.25%. These five types of vegetation embrace 84.5% of the total area. Although they were contemplated
### Table 1: Available and calculated information on the considered ecosystems [29]. This data set was applied to estimate CO\(_2\) emissions.

<table>
<thead>
<tr>
<th>Vegetation type</th>
<th>Percentage of total area (%)</th>
<th>Biomass load (ton/km(^2))</th>
<th>Burning efficiencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainforest</td>
<td>14.24</td>
<td>5000–55000</td>
<td>0.2</td>
</tr>
<tr>
<td>Forest</td>
<td>17.51</td>
<td>5000–10000</td>
<td>0.3</td>
</tr>
<tr>
<td>Farming</td>
<td>13.52</td>
<td>500–10000</td>
<td>0.4</td>
</tr>
<tr>
<td>Grassland</td>
<td>13.25</td>
<td>150–550</td>
<td>0.96</td>
</tr>
<tr>
<td>Schrubland</td>
<td>25.98</td>
<td>50–200</td>
<td>0.95</td>
</tr>
<tr>
<td>Grassland-farming</td>
<td>1.24</td>
<td>350–5275</td>
<td>0.68</td>
</tr>
<tr>
<td>Rainforest-grassland</td>
<td>1.45</td>
<td>2575–27775</td>
<td>0.58</td>
</tr>
<tr>
<td>Farming-rainforest</td>
<td>1.16</td>
<td>2750–32500</td>
<td>0.30</td>
</tr>
<tr>
<td>Other vegetation</td>
<td>7.1</td>
<td>325</td>
<td>0.95</td>
</tr>
</tbody>
</table>

in the calculation, the rest of the vegetation types embrace percentages of 1-2%.

Although in Mexico thousands of wildfires are documented annually by the National Forest Commission (CONAFOR), there are enormous inaccessible regions where a large number of wildfires occur. The information given by CONAFOR considers only total number of documented wildfires and total affected areas per federal state of the country. The total number of documented wildfires and total affected areas per year for the whole country are given in Figure 2(a). Since the geographical information per federal state is not coincident with the geography of the ecosystems, yearly averaged affected areas per fire for the considered period (1999–2010) were calculated from the available data for the whole country. An alternative to fill the lack of information about all wildfires that occur in Mexico is by using satellite data. For this purpose, daily records of detected hot spots in Mexico for the period 1999–2010 were applied. The data set was obtained from reports made by the National Forest Commission (CONAFOR). The estimation of CO\(_2\) emissions was carried out as follows: the equation proposal by Seiler and Crutzen [32], actualized by Levine [29], was applied:

\[ CO_2(x, y) = \beta C(x, y), \]

where \(CO_2(x, y)\) is the amount of carbon dioxide in Mg (1 Mg = 1 Ton) emitted by each forest fire (hot spot). \((x, y)\) means the position (longitude, latitude) of the wildfire. \(\beta = 0.90\) is the fraction of emitted \(CO_2\) for tropical vegetation [29]. The variable \(C(x, y)\) is written in the form \(C(x, y) = \alpha \cdot M(x, y)\), where \(M(x, y) = ABE\) \((A = \text{burned area in km}^2, B = \text{burned biomass load in Mg/km}^2, \text{and } E = \text{burning efficiency})\). \(\alpha = 0.45\) is the percentage of carbon contained in the biomass [29]. From points a-6, all required information was available to estimate the \(CO_2\) emissions by wildfires in Mexico into the atmosphere (Table 1).

### 3. Results and Discussion

Although the distribution of hot spots was determined for all types of vegetation and for every year applying a GIS process, this procedure is documented in Figures 3(a) and 3(b) for two
of the most important vegetation types for CO₂ emissions, that is, for forest and rainforest. The principal incidence of wildfires (red points) in forest (Figure 3(a)) occurs on the western side of Mexico, along the Western Sierra Madre, Southern Sierra Madre, Trans-Mexican Neovolcanic Belt, and Sierra Madre of Chiapas. In contrast, wildfires in rainforest occur dominantly in the Peninsula of Yucatan and along the coastal plains of the Gulf of Mexico and Pacific Ocean (Figure 3(b)). The number of wildfires in each vegetation type varies from year to year and the incidence of wildfires in different types of vegetation is not necessarily correlated. For example, in 2003 occurred relatively few wildfires in forest but in rainforest the incidence of wildfires was especially high. Even within the same type of vegetation, the distribution of wildfires strongly changes from year to year. It seems that climatic factors like rainfall, humidity, drought periods, and hurricanes influence regionally the potential incidence of wildfires. These climatic factors are reflected in parameters
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like normalized difference vegetation index (NDVI), relative humidity, relative green maps, fuel availability, and others which are applied to predict conditions for incidence of wildfires and to explain its regional variability. In the Peninsula of Yucatan, in the years 1999, 2004, and 2005, the number of wildfires was small compared with the rest of the years where the density of wildfires was always very high. This analysis reveals the importance of separating the incidence of wildfires in each type of vegetation. This kind of analysis could also provide strategies to prevent the occurrence of wildfires or to be prepared for a possible large incidence of fires.

Another important aspect to be analyzed in the question of wildfires is its occurrence in the different types of vegetation. Once the polygons for all considered vegetation types were determined (see Figure 3 for forest and rain forest), the number of hot spots in each type of vegetation was calculated. In order to complete the discussion on the incidence of wildfires in the different types of vegetation, a histogram of yearly accumulated number of hot spots in every vegetation type is given in Figure 4. Although the variability in the number of hot spots seems to be correlated for all vegetation types, there are large changes in the number of hot spots for each vegetation type. For example, for rainforest, the number of hot spots varied from about 16,000 in the year 2000 to only a few hundred in 2005. It is also of interest to remark that there are years with a large number of wildfires in all vegetation types and years where the number of wildfires decreases dramatically. In the period of time considered (1999–2010), a recurrent minimum in the number of wildfires seems to occur every 5–6 years. In years with a minimum number of detected hot spots, there are even vegetation types without any incidence of wildfires.

Once the total yearly number of wildfires was determined for every type of vegetation, the corresponding yearly mean of affected area was then applied. In Figure 5 (a), yearly means of affected areas, calculated from the total documented wildfires by the National Forest Commission, are displayed. Due to the scarce regional information about affected areas by every wildfire, we had to calculate a yearly mean affected area for the whole country. With the information on yearly mean affected area and with the yearly number of wildfires, it was possible to estimate the yearly affected area for every type of vegetation and the total yearly affected area. Comparison of yearly mean affected area and total yearly affected area considering all wildfires in all types of vegetation indicates that these two variables are occasionally positively and sometimes negatively correlated (Figures 5(a) and 5(b)). In 2004, a small yearly mean affected area coincided with a small total affected area by all wildfires. On the contrary, in 2005, a relative large yearly mean affected area is negatively correlated with a very small total affected area. The number of hot spots in 2005 was the smallest in the considered period. Considering that the CONAFOR documented in this year about 9000 wildfires, it is obvious that there were problems with the detection or availability of hot spots for CONABIO.

In the years 2003 and 2006, a positive correlation takes place; that is, large yearly means affected areas coincide with large total affected areas considering all wildfires. From this analysis on affected areas, for example, large yearly mean affected areas and very small total yearly affected areas, the importance of regionally well-documented wildfires acquires relevance. The total yearly affected area seems to have a large variability, whereas the yearly mean affected area per wildfire remains dominantly in the same order of magnitude, about 0.2–0.3 km². The total affected area during the period 1999 to 2010 was approximately 86800 km² which corresponds to about 4.3% of the Mexican territory.

By applying (1) and using the number of wildfires, yearly means of affected areas, the biomass load, and burning efficiencies for each vegetation type, the total yearly emissions of CO₂ into the atmosphere by wildfires were estimated. It is important to mention that due to the wide variety of vegetation in Mexico, there is still insufficient information about total forest fuel per area for each type of vegetation. However, we consider that the collected information about biomass load and burning efficiencies could yield a good order of magnitude of total yearly emissions of CO₂. The total yearly emissions of CO₂, \( T_E \), were then calculated from the sum of all emissions. To analyze the role played by every type of vegetation in the total yearly emissions (\( T_E \)), time series of the percentage of emissions of CO₂ for every type of vegetation is given in Figure 6. Whereas for rainforest, forest, and grassland, their percentages in the total emissions remain largely the same, and there are other vegetation types with a growing influence like grassland-rainforest, rainforest-farming, and rainforest-grassland. The principal problem in Mexico related to wildfires is in rainforest regions where about 50–60% of the total emissions of CO₂ to the atmosphere occur. It is followed by forest regions with about 20% of the total emissions. The emissions by the vegetation type rainforest-farming grew from about 2% in 1999 to 7% in 2010, and this could be a warn signal for the CONAFOR. Although the percentages of emissions by farming areas show some oscillations, they remain approximately between 6 and 10%. Other vegetation types, farming-grassland, and shrubland reach values around 1%. Although the available...
Figure 5: Mean affected area per fire obtained from documented wildfires (CONAFOR) (a) and total affected area considering all reported hot spots in all vegetation types (CONABIO) (b).

Figure 6: Time series of the percentages of each vegetation type in relation to the total yearly emissions. The considered period is from 1999 to 2010.

information is scarce, we think that this analysis reveals very well what is happening in the; therefore it could be relevant to the design of firefighting strategies.

3.1. Total Emissions of CO₂. We have carried out a careful analysis on the distribution of wildfires in the different ecosystems and we have discussed about the relative importance of the vegetation types in the emissions of CO₂ to the atmosphere. It allowed for obtaining information on the tendencies in the incidence of wildfires in the vegetation types. It was possible to determine total affected areas separately, that is, in every vegetation type and for every year in the considered period. The principal aim of this research work was to estimate the total emissions of CO₂ considering the incidence of the wildfires for the main groups of vegetation in Mexico. In Figure 6, the percentage of yearly emissions of CO₂ for every ecosystem was displayed. It provided relevant
evidence about the tendencies related to the emissions by wildfires in every type of vegetation. We consider that the knowledge about the tendency of damages of vegetation types by wildfires is very important to establish policies to protect threatened areas. In Figure 7, the time series of the yearly total emission of CO\textsubscript{2} by wildfires during the period 1999–2010 in Mexico is given. The total emission of CO\textsubscript{2} for this period is 112 Tg and the annual mean is 9.3 Tg with a standard deviation of 7.5 Tg. The estimated quantities in this work are relevant because it gives an idea about the tons of CO\textsubscript{2} emitted into the atmosphere and its impact on the greenhouse effect. The most affected regions due to these emissions are located in the southern part and in the peninsula of Yucatan. It corresponds to areas with forest and rainforest (see Figure 3). The results reflect the magnitude of the problem of air pollution, principally in the months with major presence of wildfires which regularly occur from January to May, although in some years it extends until August [6]. It is important to mention that the presented results may have uncertainties in the estimation of total yearly emissions of CO\textsubscript{2} due to the lack of information or due to the form in which available data were applied. The documentary sources provide only the available information but it is not the required, and it is incomplete. However, the results are relevant because they provide a quantitative idea about the emissions of CO\textsubscript{2} generated by forest fires that occur in Mexico every year. We are aware that currently there is a degree of uncertainty about the magnitude of CO\textsubscript{2} emissions by biomass burning. The same occurs with the pollution affecting the air quality in urban areas near regions with a high incidence of forest fires with the corresponding CO\textsubscript{2} emissions. The difficulties that we found to estimate the CO\textsubscript{2} emissions by wildfires in Mexico have been with approximations ridded, but the principal barrier was that wildfires are not well documented. Finally in Table 2, we compare the results obtained in this work with other estimations realized in different parts of the world and with different methodology.

4. Conclusions

Using available data like documented wildfires, the position of satellite-detected hot spots, biomass load for every type of vegetation, and biomass burning efficiencies, important information on yearly variability and distribution of wildfires was obtained. We found that emissions of carbon dioxide (CO\textsubscript{2}) due to wildfires represent a problem that affects predominantly the vegetation types: rainforest, forest, grassland, and farming in Mexico. The total CO\textsubscript{2} emissions to the atmosphere during the period 1999 to 2010 were of the order of 112 Tg, with a yearly mean emission of about 9.3 Tg. According to our results, the emissions of CO\textsubscript{2} to the atmosphere by wildfires are in the order of magnitude of those reported in other studies realized in different parts of the world. In the same period, an area of approximately 86800 km\textsuperscript{2} was affected by the wildfires. The analysis on the incidence of wildfires in different types of vegetation revealed interesting aspects about the relative importance of each ecosystem. We found that the relative significance of forest and rainforest in the question of wildfires remained approximately constant in the period 1999–2010. In contrast, the relative importance of rainforest-farming and rainforest-grassland is continuously growing. Since there are in Mexico vast inaccessible regions where also a large number of wildfires occur, our estimations acquire importance because the whole Mexican territory was considered through the detected hot spots in the calculation of total yearly emissions of CO\textsubscript{2}. We are aware that there is a lot of work to be in a position where better estimations for the emissions of CO\textsubscript{2} can be carried out, but we consider our results as an important first step in that direction.
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Table 2: Reported values of CO\textsubscript{2} emissions by forest fires in different parts of the world.

<table>
<thead>
<tr>
<th>CO\textsubscript{2} emissions in Tg</th>
<th>Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2</td>
<td>Greece [21]</td>
</tr>
<tr>
<td>6</td>
<td>California (USA) [13]</td>
</tr>
<tr>
<td>112</td>
<td>This work—Mexico (1999–2010)</td>
</tr>
<tr>
<td>147</td>
<td>USA [23]</td>
</tr>
<tr>
<td>966</td>
<td>Russia North America [24]</td>
</tr>
<tr>
<td>5716</td>
<td>Global [17]</td>
</tr>
</tbody>
</table>
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Ground-based network of cloud measurements is presently limited and there exists uncertainty in the cloud microphysical parameters derived from ground-based measurements. Bias in the i-skyradiometer derived cloud optical depth (τc) and droplet effective radius (Reff) and the importance of these parameters in the parameterization of clouds in climate models have made us intend to develop a possible method for improving these parameters. A new combination method, which uses zenith sky transmittance and surface radiation measurements, has been proposed in the present study to improve the retrievals. The i-skyradiometer derived parameters τc and Reff have been provided as a first guess to a radiative transfer model (SBDART) and a new retrieval algorithm has been implemented to obtain the best combination of τc and Reff having minimum bias (−0.09 and −2.5) between the simulated global and diffuse fluxes at the surface with the collocated surface radiation measurements. The new retrieval method has improved τc and Reff values compared to those derived using the transmittance only method and are in good agreement with the MODIS satellite retrievals. The study therefore suggests a possible improvement of the i-skyradiometer derived cloud parameters using observed radiation fluxes and a radiative transfer model.

1. Introduction

The main challenges in numerical weather prediction using general circulation models are the representation of clouds and cloud related small-scale processes. Out of many cloud microphysical parameters, cloud optical depth (τc) and cloud droplet effective radius (Reff) are the key parameters, which determine the radiative properties of clouds such as reflection, transmission, and absorption of solar radiation [1]. The effects of the cloud related subgrid scale processes are mainly parameterized in terms of these bulk model variables, Reff and τc. However, the climate models poorly simulate these variables [2, 3], but a better representation of Reff is essential to parameterize cloud microphysical process in numerical weather prediction and climate models [4, 5].

Sparse observations of cloud microphysical parameters using both ground-based instruments and remote sensing methods make it more difficult to improve the model simulations of these parameters. Even though satellite retrievals provide cloud microphysical properties globally, its coarse spatial and temporal resolution makes it insufficient to study the cloud microphysical properties in detail. Hence, accurate ground-based measurements of the cloud microphysical parameters on both local and global scales are important for validation of satellite retrievals, aerosol indirect effect estimates, and also for the improvement of model predictions [6].

Several methods have been used to retrieve cloud optical properties using ground-based and aircraft measurements. [7] derived τc from aircraft mounted solar radiometric measurements. The main drawback of this method
includes limited temporal coverage and increased expense. Retrievals of cloud optical depth and effective cloud fraction using ground-based measurements of zenith radiance have been reported by [8]. Total liquid water path measured by microwave radiometer has also been used to obtain the $R_{\text{eff}}$ and this retrieval was applied to ARM (atmospheric radiation measurement) data to derive $\tau_c$ [9]. Recently, [10] reported that the $\tau_c$ retrieved from AERONET (Aerosol RObotic NETwork) zenith radiance observations at 440 and 870 nm compared well with ARM MFRSR (multifilter rotating shadowband radiometer) observations.

The i-skyradiometer (POM-02) used in SKYNET is a unique instrument that can measure zenith transmittances at 1.6 and 2.2 $\mu$m wavelengths similar to those of MODIS (moderate resolution imaging spectroradiometer) and can derive $\tau_c$ and $R_{\text{eff}}$ simultaneously. [11] compared $R_{\text{eff}}$ retrieved from the i-skyradiometer channels 1.6 and 2.2 $\mu$m with $R_{\text{eff}}$ retrieved from radar reflectivity alone, radar reflectivity constrained with microwave radiometer (MWR) column liquid water path (LWP), and MODIS satellite and reported a bias in the POM-02 retrievals of $R_{\text{eff}}$ compared to the cloud radar and MODIS retrievals. Their study points towards the need for improvement of $\tau_c$ and $R_{\text{eff}}$ derived from i-skyradiometer. The present study is therefore aimed at providing a new method to improve the retrievals of $\tau_c$ and $R_{\text{eff}}$ from i-skyradiometer (POM-02) using a radiative transfer model in conjunction with collocated ground-based measurements of global and diffuse shortwave fluxes.

### 2. Data and Instrumentation

Observations of zenith sky transmittance and global and diffuse short-wave radiative fluxes carried out over two stations, (i) Chiba (35.7$^\circ$N, 139.7$^\circ$E), an urban site in Japan, and (ii) Cape Hedo (26.87$^\circ$N, 128.25$^\circ$E), a marine environment as part of the SKYNET (http://atos.cr.chiba-u.ac.jp/) programme, [12] have been used in the present study. The study also utilizes measurements of cloud base and top heights and transmittance measurements. In this study, nonprecipitating water clouds with base below 2 km have been considered. For Chiba station, observations, during 4 days in April, May, and July of 2007 and, in Cape Hedo, 10 days during February, March, and April of 2008, have been considered for the analysis.

Shortwave pyranometer (made by Kipp and Zonen (model CM21)) has been used to measure global radiation over Chiba. It measures the global radiation in the spectral range 0.3 to 3.0 $\mu$m on a plane surface, which results from the direct and diffuse solar radiation incident from the hemisphere above, with a spectral sensitivity of 7 to 14 $\mu$V/W/m$^2$. Since the diffuse radiation was not available over Chiba during the analysis period, global solar radiation measurements were used in the study. A shaded Pyranometer (made by Kipp and Zonen (model CM21)) under a shading ball is used to measure the diffused radiation over Cape Hedo. Cloud base and cloud top heights were derived from frequency modulated continuous millimeter wave cloud radar (FMCW); a threshold radar reflectivity of −15 dBZ was used for selection of nonprecipitating clouds. Detailed technical description of FMCW radar and its comparison with a monostatic 95 GHz cloud radar SPIDER can be obtained from [13].

$\tau_c$ and $R_{\text{eff}}$ were retrieved from the ground-based measurements of the transmitted solar radiation using Sun/Sky scanning radiometer called i-skyradiometer (POM-02). The POM Sun/Sky radiometer is manufactured by Prede Co., Ltd., Tokyo, which comes under the Asia-Pacific SKYNET network for aerosol monitoring and satellite ground-truth around the world. It has a narrow field of view (1.2$^\circ$) that makes measurements in several narrow spectral bands in the ultraviolet visible and near-infrared parts of the spectrum. POM includes a dedicated sun tracker, which can follow the sun for direct radiation measurements and can also make programmed scans across the sky at defined angles away from the sun. There exist two versions of the POM sky radiometer, POM-01 and POM-02. The POM-01 sky radiometer uses a single detector and a rotating filter wheel to measure radiation in seven narrow bands from 0.315 $\mu$m to 1.020 $\mu$m (0.315, 0.4, 0.5, 0.675, 0.87, 0.940, and 1.02 $\mu$m). It is connected to a computer running the operating software in order to make measurements and store data. The POM-02 has all the features of the POM-01, but with an extended wavelength range and has a second optical system with an indium gallium arsenide infrared detector. The filter has 11 wavebands, such that it can measure sky radiances and transmittance at 1.02, 1.6, and 2.2 $\mu$m. For simultaneous determination of $\tau_c$ and $R_{\text{eff}}$ from transmittance measurements, it is necessary to adopt both absorbing and nonabsorbing wavelength. At water-absorbing wavelength, water droplet absorbs more solar radiation as particle increases in size compared to nonabsorbing wavelength, which absorbs less solar radiation. Among the three near-infrared wavelengths (1.02, 1.6 and 2.2 $\mu$m), 1.02 $\mu$m has been adopted as nonabsorbing wavelength, while the other two are water-absorbing wavelengths. Zenith sky cloud transmittance measurements at 1.02, 1.6 and 2.2 $\mu$m were used to derive $\tau_c$ and $R_{\text{eff}}$ [1]. The retrieval procedure compares measurements of the cloud transmittance from the ground at water-absorbing and nonabsorbing wavelengths with look-up tables of the transmittance precomputed for plane-parallel, vertically homogeneous clouds using a radiative transfer code r-star4b [14]. Details of the retrieval algorithm are available in [1].

The i-skyradiometer is a radiance-based instrument, which works best for overcast conditions; hence overcast cases are considered in the study. The accurate determination of sky condition is desirable for identifying cloud type and cloud coverage. The whole sky imager (WSI) is a ground-based system, which enables temporal and spatial high-resolution sky observations. It provides real time processing and display of daytime sky conditions using common image processing algorithm, which estimate the cloud cover fraction. The WSI consists of a web camera, which looks down at a slowly rotating mirror that has a black strip to occlude the direct solar irradiance from the camera. The images of the sky are collected by a local computer and processed into percent cloud cover data. The digital image analysis was based on red to blue ratio, which is used to distinguish between
clear and cloud pixels [15]. WSI data captured at every 10 minutes were used for selecting cloud cases. Figure 1 shows an example of cloud cases selected for April 4, 2008 at Cape Hedo, Japan. Further, satellite measurements are the only means of getting the global coverage of $\tau_c$ and $R_{\text{eff}}$. Hence, a comparison of the improved retrieval has been carried out with MODIS (Terra) level 2 products, with a spatial resolution of 1 km (MOD06). The swath data is averaged over an area of 4 km with experimental site as center and is compared with the improved retrieval.

3. Methodology

An assessment of the retrieval of cloud microphysical parameters from POM-02 and a new retrieval procedure has been proposed for improving the retrievals of $\tau_c$ and $R_{\text{eff}}$ in conjunction with ground-based radiation measurements. A radiative transfer model, Santa Barbara discrete-ordinate atmospheric radiative transfer code (SBDART) [16], which simulates global and diffuse solar radiative fluxes at the surface and the collocated surface radiation measurements, has been used in the study [17–19]. A detailed description of SBDART uncertainty is available in [20–22]. The cloud optical parameters, $\tau_c$ and $R_{\text{eff}}$ retrieved from i-sky radiometer were assumed as a first guess (retrieval from skyradiometer) for the SBDART model. In addition, cloud base and top heights derived from a Frequency modulated continuous wave millimeter wave cloud radar (MMCR), MODIS column integrated water vapor, TOMS ozone, and climatological values of greenhouse gases such as CO$_2$, CH$_4$, and N$_2$O were also constrained as inputs to the model [16]. Integrated water vapor is an important constituent of the atmosphere, which has high absorptivity of solar radiation. Its effect on aerosol optical depth and surface irradiance should be considered if the data from different months are mixed together [23]. Due to the complexity in the distribution of greenhouse gases across the globe and the lack of availability of these parameters, we used default values, which is independent of season and geographic location.

Global and diffuse fluxes simulated by SBDART model (global fluxes over Chiba and diffuse fluxes over Cape Hedo) are compared with observed fluxes for different combinations of $\tau_c$ and $R_{\text{eff}}$. The new retrieval algorithm has been introduced for obtaining different combinations of the cloud microphysical parameters. Considering the fact that there is an underestimation in $R_{\text{eff}}$, the initial value of $R_{\text{eff}}$ has been incremented up to 8 $\mu$m at an interval of 1 $\mu$m. Several studies have reported a threshold value of $R_{\text{eff}}$ less than 12 $\mu$m for nonprecipitating clouds [24]. Since only nonprecipitating clouds have been considered in the study, $R_{\text{eff}}$ greater than 12 $\mu$m is ignored during each step procedure [25]. The $R_{\text{eff}}$ computation was performed only in forward direction as the $R_{\text{eff}}$ values obtained from POM-02 (initial guess) were mostly found to be in the lower range; also the lower limit for $R_{\text{eff}}$ in SBDART model is 2 $\mu$m. However, forward and backward step have been performed for $\tau_c$ up to 20 at an interval of 2.5. Earlier studies reveal that $R_{\text{eff}}$ and $\tau_c$ are related through the equation $\tau_c = 1.5 \ast \text{LWP}/\rho_l \ast R_{\text{eff}}$ [26], where $\rho_l$ is density of liquid water and LWC can be obtained through the equation $\text{LWP} = 0.14 \ast \Delta z$ [27], where $\Delta z$ is cloud depth. Hence, $R_{\text{eff}}$ and $\tau_c$ computed after each step are checked for whether
the parameters hold the relationship, $\tau_c \times R_{eff} \leq 0.21 \times \Delta z$, obtained from the above equations provided by [26, 27]. After each iteration, SBDART simulated short-wave global and diffuse sky fluxes at the surface using different combinations of $\tau_c$ and $R_{eff}$ that are compared with the observed fluxes and the best combination of $\tau_c$ and $R_{eff}$, which simulates the fluxes having the least bias with observations, were selected as the most accurate retrievals. A flow chart illustrating the new retrieval procedure using the radiative transfer model, SBDART, is shown in Figure 2.

4. Results and Discussions

Initial retrievals of $\tau_c$ and $R_{eff}$ from i-skyradiometer using [1] have been used as first guess in SBDART to simulate shortwave fluxes (diffuse and global) at the surface and the comparison of SBDART simulated global (over Chiba) and diffuse fluxes (over Cape Hedo) with that of observation is presented in Figure 3. It can be noted from the figure that there is large difference between the observed and model derived initial fluxes (from initial guess values) over both regions. The mean bias in the model simulated fluxes was found to be $-11$ Wm$^{-2}$ over Chiba and $8$ Wm$^{-2}$ over Cape Hedo while the correlation coefficients between the observed and model simulated initial fluxes were obtained as 0.79 and 0.92 over Chiba and Cape Hedo, respectively. The large bias indicates that there is an uncertainty in retrieved products of $\tau_c$ and $R_{eff}$.

In the improved retrieval algorithm, the i-skyradiometer derived cloud optical properties ($\tau_c$ and $R_{eff}$) were used as the first guess for SBDART model (Figure 2) and the combination of $\tau_c$ and $R_{eff}$ having the least bias in simulated fluxes has been estimated as the best combination. The fluxes simulated by the radiative transfer model using the best estimates of $\tau_c$ and $R_{eff}$ over Chiba and Cape Hedo have shown good agreement with observation (Figure 4). The improved retrieval algorithm has made a reduction in mean bias of simulated flux over Chiba from $-11$ to $-2.5$ Wm$^{-2}$ (global) and also over Cape Hedo from $8$ Wm$^{-2}$ to $-0.09$ Wm$^{-2}$ (diffuse). The correlation coefficients between the improved and observed fluxes have been increased to 0.99 and 0.98 over Chiba and Cape Hedo, respectively. The best estimated values of $\tau_c$ and $R_{eff}$ from the new retrieval method were found to be improved as compared to those of the transmittance only retrievals obtained from POM-02. A better comparison of the improved retrievals of $\tau_c$ and $R_{eff}$ with that of initial retrievals can be obtained from Figures 5 and 6. The $R_{eff}$ retrieval from transmittance method [1] is found to be lower as compared

![Figure 3: Comparison of observed and model simulated fluxes using initial guess of $\tau_c$ and $R_{eff}$ over (a) Chiba (global fluxes) and (b) Hedo (diffuse fluxes).](image3)

![Figure 4: Comparison of observed and model simulated fluxes using the best combinations of $\tau_c$ and $R_{eff}$ over (a) Chiba (global fluxes) and (b) Hedo (diffuse fluxes).](image4)
to improved retrievals (Figure 5). The increase in improved retrievals of $R_{\text{eff}}$ is almost about double, which is in good agreement with radar and satellite retrievals reported by [11]. The improved retrievals for $\tau_c$ values have shown an increase of 8.4% over Cape Hedo and 13% over Chiba (Figure 6).

The retrievals of $R_{\text{eff}}$ and $\tau_c$ from both methods are compared with satellite retrievals and four cases (two from Chiba site (11 April and 18 May, 2007) and two from Cape Hedo site (28 February and 10 April, 2008)) are presented in Figures 7 and 8, respectively. The $R_{\text{eff}}$ derived using [1] method has shown values, between 2 and 4 $\mu$m, much lower than the MODIS derived $R_{\text{eff}}$, between 6 and 11 $\mu$m. The improved retrieval of $R_{\text{eff}}$ has shown considerable increase from the initial values [1] in all the cases over both stations, with a magnitude between 3 and 12 $\mu$m (Figure 7). In all of the four days, the satellite had overpass during morning hours between 10:30 and 11:50 over the sites and improved retrievals have shown good agreement with the MODIS derived cloud effective radius during those hours. Comparison of the improved retrieval of $\tau_c$ has been carried out with the initial and satellite derived $\tau_c$ and is provided in Figure 8. In all of the four cases, the values of $\tau_c$ from improved retrieval method are found to be comparable with those derived from MODIS. Over Chiba station, the MODIS derived $\tau_c$ is found to be 20 on May 18, 2007. But the initial value derived by [1] method is much lower (14.5) and new retrieval technique has improved $\tau_c$ to 17.25, more close to the MODIS derived value. However, on April 11, 2007, $\tau_c$ derived using the three methods was comparable, the MODIS observation and the $\tau_c$ derived using [1] method were in good agreement, and the improved algorithm has not made any considerable change in the initial value. The new retrieval method has improved $\tau_c$ over Cape Hedo station also. On April 10, 2008, the MODIS derived $\tau_c$ over Cape Hedo was 19 and the initial value was 10. The new retrieval method has made an increase in $\tau_c$ to 20, which is closer to MODIS observation. Even though the new retrieval method produced considerable improvements in $R_{\text{eff}}$ on February 28, 2008, the method could not improve $\tau_c$ considerably (Figure 8).

Further, sensitivity of the retrieved cloud microphysical parameters to the errors in observed fluxes used for improving the initial guess has also been carried out for understanding the robustness of the retrieved parameters. A sensitivity experiment has been conducted by introducing an error of 5% in the observed flux and found that it can induce an error of 2.5 units in the retrieved $\tau_c$ (with constant $R_{\text{eff}}$), whereas in $R_{\text{eff}}$ an error of 2.0 $\mu$m can occur (with constant $\tau_c$). The error associated with the assumption of vertical inhomogeneity in the retrieval of $\tau_c$ using Kikuchi et al. [1] method is within 2% and it is argued that the cloud optical depth could be derived accurately from the measurements of transmittance [1]. Our analysis suggests that the POM-02 derived $\tau_c$ and $R_{\text{eff}}$ can be improved by utilizing collocated radiation measurements. The methodology proposed here for finding the best combination of $\tau_c$ and $R_{\text{eff}}$ using POM-02 retrievals as first guess and radiative fluxes as reference can...
be used for improving the POM-02 retrievals, as accurate radiative flux observations are available in SKYNET sites.

5. Summary

Clouds remain the greatest source of uncertainty in global climate change research. Limited observations using ground-based instruments and the course resolution of satellite measurements add more uncertainty in the estimation and prediction of cloud microphysical parameters. Bias in the cloud parameters, $\tau_\alpha$ and $R_{\text{eff}}$, derived using i-skyradiometer (a unique instrument that can measure zenith sky transmittances at 1.6 and 2.2 $\mu$m wavelengths and can derive $\tau_\alpha$ and $R_{\text{eff}}$ simultaneously) made it important to provide a technique for improving these parameters. A new combination method, which uses zenith sky transmittance and surface radiation (global and diffuse) measurements, has been proposed to improve the retrievals of $\tau_\alpha$ and $R_{\text{eff}}$. The method uses a radiative transfer model (SBDART) and the i-skyradiometer derived $\tau_\alpha$ and $R_{\text{eff}}$ have been provided as first guess. Further, a new retrieval method has been implemented to obtain the best combination of $\tau_\alpha$ and $R_{\text{eff}}$ having less bias between the simulated global and diffuse fluxes at the surface with the collocated surface radiation measurements.

The $\tau_\alpha$ and $R_{\text{eff}}$ derived using the new retrieval method have shown considerable improvement compared to the parameters derived using [1] method and the instantaneous values are seen in good agreement with the MODIS satellite observations. The new retrieval of $R_{\text{eff}}$ has shown an increase in the magnitude of $R_{\text{eff}}$ with values between 3 and 12 $\mu$m.

![Graphs showing cloud effective radius over time for different dates and locations](image-url)
Figure 8: Initial, improved and satellite derived cloud optical depth for Chiba (11 April and 18 May, 2007) and cape Hedo (28 February and 10 April, 2008).

which is more closer to the MODIS derived $R_{\text{eff}}$ between 6 and 11 $\mu$m, while the $R_{\text{eff}}$ derived using [1] method is in the range of 2 to 4 $\mu$m. The MODIS satellite observed $\tau_c$ lies between 15 and 30 and the $\tau_c$ derived using the improved retrieval method has been found to be closer to MODIS observations compared to that obtained from [1] method. Our study therefore suggests that the POM-02 derived $\tau_c$ and $R_{\text{eff}}$ can be improved. The retrieval method suggests that POM-02 derived $\tau_c$ and $R_{\text{eff}}$ can be improved by utilizing the collocated radiation measurements. Indeed, this result may also used to improve the retrieval algorithm of skycalimeter for more robust cloud retrievals and hence, better retrievals of cloud parameters especially in SKYNET; an Asian surface network for aerosol-radiation measurements can be achieved.
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Measurements of the aerosol absorption coefficient, between 2007 and 2013, were made at the ground level in Évora, a Portuguese small town located in the southwestern Iberian Peninsula. Such a relatively long time series of absorbing aerosols is unique in Portugal and uncommon elsewhere. The average aerosol absorption coefficient was close to 9 Mm−1 and clear cycles at both daily and seasonal time scales were found. An average increase by a factor of two (from 6 to 12 Mm−1) was observed in winter if compared to summer season. The daily variations were similarly shaped for all seasons, with two morning and afternoon peaks, but with magnitudes modulated by the seasonal evolution. That was not the case if Sundays were considered. These variations can be explained in terms of the impact of local particle sources, related mainly to traffic and biomass burning and upward mixing of the aerosol due to variable mixing layer heights, either daily or seasonally. Also, a strong negative correlation between the aerosol absorption coefficient and the wind speed was verified, and an exponential decay function was found to fit very well to the data. The wind direction seems to be not correlated with the aerosol absorption coefficient.

1. Introduction

It is recognized that light absorbing aerosol particles influence directly the radiative balance and exert a net warming effect on the atmosphere [1–4]. Hence, they can eventually counterbalance the radiative cooling effect of the other aerosol types which are mostly light scatterers [5, 6]. The radiative warming induced by absorbing particles can even be as important as the effect due to greenhouse gases [7, 8]. However, the discrepancies between different scientific contributions in terms of quantifying their importance to the radiative forcing (e.g., [8, 9]) keep the uncertainties high. The influence of absorbing particles seems to be more important at the regional than at the global scale [10]. Changes in the regional atmospheric stability due to atmospheric heating, in the presence of absorbing particles, can cause changes in the hydrological cycle [2, 8, 11].

Other effects, for example, observations of reduced albedo resulting from long-range transported particles into Arctic areas, were reported by Stohl et al. [12]. Recently, it was estimated that absorbing particles may have contributed to more than half of the observed Arctic warming since 1890, most of this occurring during the last decades [13].

Additionally, these absorbing particles exert an indirect radiative effect due to their influence in modifying cloud properties [14, 15]. Furthermore, their absorption of sunlight contributes to degraded visibility in polluted regions [16] and also to adverse effects on human health [17–19] as their size is mostly in the fine size range (e.g., [20, 21]). They also have impact on atmospheric chemistry and photochemistry (e.g., [22]) and through absorption of solar radiation [23]. In urban areas, the absorption of radiation in the visible spectrum is dominated by black carbon (BC) [24, 25], which is primarily introduced in the atmosphere as primary particles from combustion processes. Motor vehicles constitute the main source of black carbon in many European urban areas [26–29]; the emission levels of absorbing particles depend on multiple factors, for example, type of fuel and engine.
characteristics; for this reason its prediction is difficult and measurements must be carried out.

Globally, biomass burning, fuel burned for cooking and heating, on-road and off-road diesel engines and industrial activities of many kinds represent the largest contribution for the emitted BC mass. The difficulty in quantifying emissions from such diverse sources is a basic contribution to the uncertainty in evaluating BC’s climate role. Bond et al. [30] provide a large uncertainty range of 2000 to 29000 Gg y\(^{-1}\) for its global emissions which inevitably reflects in the large uncertainty bonds (90%) related to the recent estimates for the total climate forcing of BC.

The absorption coefficient of atmospheric particles is a fundamental optical parameter that needs to be known with good accuracy in order to improve our knowledge of the effects of aerosols on the climate. Models of radiative transfer require the amount of absorption (and scattering) by particles in the atmosphere. Therefore, long-term measurements of this aerosol optical property are important for improving our understanding of aerosol climatology and predictive modeling capabilities.

2. Measurements

Évora, Portugal (38.5 N, 7.9 W, 290 m a.s.l), is located in the southwestern region of the Iberian Peninsula as shown in Figure 1. It is a Portuguese municipality with less than 60000 inhabitants. More than 40000 inhabitants reside in the urban area of the city itself, which is the biggest one within a vast rural and sparsely populated region. The distance from the capital, Lisbon, is some 130 km. The regional landscape is of low altitude (average height is below 250 m a.s.l) and it consists primarily of wide plains. There are no significant polluting industries, neither in the city nor in the regional vicinity; for that reason the local regular production of absorbing particles should be to a large extent related to traffic circulation; during the colder periods of winter and fall wood burning is often used for domestic heating [31]. Regarding traffic circulation, the information obtained from the municipality is sparse; nevertheless, it is possible to estimate the number of vehicles entering the city as being 12000–15000 day\(^{-1}\). The city spreads over a smooth prominence while its buildings are not elevated (mainly comprising one to three floors) thus allowing the city to be, in principle, well ventilated.

The light absorption coefficient of aerosols, \(\sigma_{ap}(\lambda)\) at the wavelength \(\lambda = 670\) nm, was measured with a Multiangle Absorption Photometer (MAAP 5012, Thermo ESM Andersen Instruments, Erlangen, Germany). Aerosol particles are deposited on a quartz fiber filter; a laser illuminates the filter matrix perpendicularly, and simultaneous measurements of radiation penetrating through the filter and scattered back at four detection angles are made. The determination of the aerosol absorption coefficient is made via radiative transfer calculations including the scattering effects from the filter matrix and the light scattering aerosol component. The scattering measurements allow the correction for multiple scattering processes involving the deposited particles and the filter matrix, which improves considerably the determination of aerosol absorption coefficient over other filter-based methods, as demonstrated by comparison with a reference method [32, 33]. The absolute measurement uncertainty of the MAAP has been estimated to be 12% [32, 34], while laboratory intercomparisons of multiple MAAP instruments suggested a unit-to-unit variability below 3% [35]. The aerosol was sampled at about 10 m above ground surface, at the Évora Geophysics Centre (CGE) facilities located within the urban centre of the city (Figure 1). The measurements span the period between April 2007 and April 2013. Measurements were taken every minute and further averaged to hourly values which were the basis for the data analysis, at different timescales, presented in the following sections.

Regarding the seasonal statistics the usual periods of winter (DJF), summer (JJA), spring (MAM), and fall (SON) were considered. Basic meteorological quantities were also recorded at the same site, namely, the wind speed and direction as well as the temperature in an hourly basis.

3. Results and Discussion

3.1. General Overview. The temporal evolution of the absorption coefficient, measured between April 2007 and April 2013, is presented in Figure 2; daily, monthly and yearly values are shown. The seasonal temperature is also depicted for the different seasons. Figure 3 shows the frequency distribution of hourly values of the absorption coefficient, the frequency distribution of the wind direction, and the absorption coefficient as function of both the wind speed and wind direction. The measurements show that \(\sigma_{ap}(670)\) was most frequently observed with magnitudes below 10 Mm\(^{-1}\) (the third quartile is about this value), even if a few hourly values of \(\sigma_{ap}(670)\) as high as 120 Mm\(^{-1}\) could be detected. Only 1% of the data were above 50 Mm\(^{-1}\). The mean absorption coefficient for the

![Figure 1: Map of the Iberian Peninsula showing Évora and map of Évora showing the location of Évora Geophysics Centre (CGE/black square) monitoring site within the city core as well as the main traffic roads.](image-url)
whole period was found to be $8.7 \pm 9.9 \text{ Mm}^{-1}$, with a respective median value of $6.2 \text{ Mm}^{-1}$; the relatively high standard deviation originates from the hourly values which were used for the statistical computations. Mean values for different years were in the range of $8–10 \text{ Mm}^{-1}$ and of $6.7 \text{ Mm}^{-1}$ for the respective median values and no interannual trend is evident. The magnitudes of the absorbing coefficient reported here are comparable to the findings of Mogo et al. [36] for the absorption coefficient (at 660 nm) in a similar sized and populated small Portuguese town during a nine-month period (October 2009 to July 2010); in a city such as Granada, in the south of Spain and with a population one order of magnitude larger, the mean $\sigma_{ap}(670)$, during two years of measurements (December 2005 to November 2007), was reported to be $21 \text{ Mm}^{-1}$ by Lyamani et al. [37]. However, in a background site, located in the Spanish Mediterranean Basin, the measured absorption coefficient was about three times lower ($2.8 \text{ Mm}^{-1}$ at 637 nm) [38]. Some examples of measurements performed in other parts of the world show the high variability that can be observed in areas of different human impact. Absorption measurements in large world urban areas can be one order of magnitude higher than the ones observed in this study [39–42]. In areas with low human impact the absorption coefficient can be several times lower or even one order of magnitude lower in the case of remote areas as in [43–45].

Also, as Figure 3 shows, the distribution of the absorption coefficient is clearly asymmetric, right skewed, and it is well characterized by a lognormal curve (with modal value $6.6 \text{ Mm}^{-1}$), which is often observed in diverse extensive aerosol properties [46–50]. The measured wind speed was moderate, as it rarely exceeded the $4 \text{ ms}^{-1}$ (mean value of $2 \text{ ms}^{-1}$); however, a significant influence in the magnitude of the absorption coefficient is clearly observed (Figure 3(c)). The strong negative correlation between wind speed and $\sigma_{ap}(670)$ levels indicates the predominance of local particle sources. Low wind speeds keep the pollution close to the source and hence local pollution levels rise while strong winds favor particle dispersion out of the source region which in turn leads to lower pollution levels close to the source. In Section 3.2 we show that the relation between the absorption coefficient and the wind speed is very well accounted by an exponential decay pattern. The prevailing wind directions measured at the site (Figure 3(b)) are mainly westerly because of the dominant winds in the extra tropical northern latitudes where the Portuguese territory is located. As one could expect the wind direction seems not to be correlated with the aerosol absorption coefficient as one can observe between the wind speed and the aerosol absorption coefficient. This noncorrelation between wind direction and the absorption coefficient is the consequence of the predominance of local particle sources and of the location of CGE inside the ring road where significant traffic circulates.

### 3.2. Seasonal Variations

The temporal evolution of $\sigma_{ap}(670)$ previously presented in Figure 2 reveals a clear annual cycle; higher values and variability were observed during winter and autumn periods with the maximum values being attained, every year, during the winter months. This regularity is shown in Figure 4 where the monthly statistics of the absorption coefficient are considered. In Table 1 several statistical parameters are presented in terms of monthly and seasonal timescales. The annual cycle should result from the combination of several factors, related both to particle production and meteorology. On one hand, the additional input of soot during the colder period, due to domestic heating, is a main contribution as wood is often used as the main fuel. Additionally, we cannot discard the possibility of some increase in traffic during autumn/winter, due to worse weather conditions, contributing to the observed increase in $\sigma_{ap}(670)$; although no trustworthy information on that issue was available, the empirical observations suggest this fact. On the other hand, during the colder seasons the boundary layer height is generally smaller, with lower capacity for atmospheric dispersion, and temperature inversions are more frequent due mainly to the long wave radiative losses during the winter clear sky nights, typical in this region; hence, the concentrations of particles near the ground are expected to be higher. During the warmer periods the intense convective activity due to the solar heating of the ground surface induces the opposite effect. As Table 1 shows, the monthly absorption coefficient remains around $6 \text{ Mm}^{-1}$ ($5 \text{ Mm}^{-1}$ if median values are considered) between April and August, and then it increases during September until maximum mean values, $12-13 \text{ Mm}^{-1}$, are reached during the winter months (December to February). This variation represents a twofold increase if summer and winter, which are the most dissimilar seasons, are compared in terms of magnitudes of the absorption coefficient. The standard deviation increased even by a larger factor (Table 1). The upper quartile is also much higher during winter but not the lower quartile which is relatively constant throughout the year. In the following section it will be shown that this increased variability is mainly caused by the amplitude of the daily cycles observed in each season.

A clear negative correlation between local wind speed and absorption coefficient, already noticed in Section 3.1, was verified in all the seasons. The increase in wind speed causes an increase in ventilation; the dispersion of particles in the ambient air is enhanced and consequently causes a decrease in pollution.
in the observed particle concentration and thus in the absorption coefficient. Exponential decay curve fittings apply very well to the observed dependency between $\sigma_{ap}(670)$ and wind speed. These features are shown in Figure 5 including the exponential fittings applied for the case of winter and summer and also for the whole data between 2007 and 2013 (see also Table 2). These types of curves were also used by Wang et al. [51] for absorbing particles. Such decreasing trends are an indication of the closeness of the air pollution sources which is the case of urban/suburban environments. It is worth mentioning the similarity of the year and seasonal decay constants (Table 2) and the fact that for high wind speeds the concentration of particles is almost independent of the season.

3.3. Diurnal Variation. The diurnal variation of the absorption coefficient is characterized by two distinct and prominent peaks, in the morning and in the afternoon, as shown in Figure 6. These sharp enhancements seem to be driven by vehicular emissions as they are coincident with the morning and afternoon traffic rush hours. This type of daily evolution is often found within urban areas (e.g., [37, 52–56]). During the afternoon, the decrease in traffic circulation, before the following afternoon rush hour, and the typical daytime development of a convective boundary layer lead to a decrease in the $\sigma_{ap}(670)$ levels. During the night period, traffic is weakly present and thus the levels of suspended particles attain the minimum, which is perceptible in Figure 6. Also, the morning peak is lower than the late afternoon peak,
Table 1: Basic statistical properties of $\sigma_{ap}(670)$ organized for each month and season between 2007 and 2013. Q1 and Q3 indicate the quartiles; P1 and P99 indicate the 1st and 99th percentiles.

<table>
<thead>
<tr>
<th>Month</th>
<th>Mean (Mm$^{-1}$)</th>
<th>SD (Mm$^{-1}$)</th>
<th>Q1 (Mm$^{-1}$)</th>
<th>Median (Mm$^{-1}$)</th>
<th>Q3 (Mm$^{-1}$)</th>
<th>P1 (Mm$^{-1}$)</th>
<th>P99 (Mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan.</td>
<td>12.9</td>
<td>13.6</td>
<td>4.8</td>
<td>8.6</td>
<td>15.7</td>
<td>0.7</td>
<td>73.6</td>
</tr>
<tr>
<td>Feb.</td>
<td>11.1</td>
<td>11.2</td>
<td>4.5</td>
<td>7.6</td>
<td>13.1</td>
<td>0.7</td>
<td>61.7</td>
</tr>
<tr>
<td>Mar.</td>
<td>8.4</td>
<td>8.5</td>
<td>3.9</td>
<td>6.2</td>
<td>9.8</td>
<td>0.7</td>
<td>47.5</td>
</tr>
<tr>
<td>Apr.</td>
<td>6.5</td>
<td>4.9</td>
<td>3.2</td>
<td>5.2</td>
<td>8.4</td>
<td>0.7</td>
<td>23.4</td>
</tr>
<tr>
<td>May.</td>
<td>6.6</td>
<td>4.9</td>
<td>3.5</td>
<td>5.4</td>
<td>8.4</td>
<td>0.9</td>
<td>25.1</td>
</tr>
<tr>
<td>Jun.</td>
<td>6.4</td>
<td>4.3</td>
<td>3.5</td>
<td>5.5</td>
<td>8.2</td>
<td>0.9</td>
<td>20.9</td>
</tr>
<tr>
<td>Jul.</td>
<td>5.6</td>
<td>4.7</td>
<td>3.0</td>
<td>4.6</td>
<td>6.8</td>
<td>0.8</td>
<td>22.4</td>
</tr>
<tr>
<td>Aug.</td>
<td>6.0</td>
<td>4.7</td>
<td>3.2</td>
<td>4.9</td>
<td>7.4</td>
<td>0.7</td>
<td>23.1</td>
</tr>
<tr>
<td>Sep.</td>
<td>8.1</td>
<td>6.2</td>
<td>4.2</td>
<td>6.5</td>
<td>10.0</td>
<td>1.2</td>
<td>31.2</td>
</tr>
<tr>
<td>Oct.</td>
<td>9.9</td>
<td>9.3</td>
<td>4.4</td>
<td>7.3</td>
<td>12.0</td>
<td>0.8</td>
<td>48.7</td>
</tr>
<tr>
<td>Nov.</td>
<td>11.1</td>
<td>11.8</td>
<td>4.5</td>
<td>7.6</td>
<td>13.2</td>
<td>0.7</td>
<td>65.1</td>
</tr>
<tr>
<td>Dec.</td>
<td>12.2</td>
<td>12.6</td>
<td>4.8</td>
<td>8.6</td>
<td>14.7</td>
<td>0.6</td>
<td>70.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Season</th>
<th>Mean (Mm$^{-1}$)</th>
<th>SD (Mm$^{-1}$)</th>
<th>Q1 (Mm$^{-1}$)</th>
<th>Median (Mm$^{-1}$)</th>
<th>Q3 (Mm$^{-1}$)</th>
<th>P1 (Mm$^{-1}$)</th>
<th>P99 (Mm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Winter</td>
<td>12.2</td>
<td>12.6</td>
<td>4.8</td>
<td>8.3</td>
<td>14.6</td>
<td>0.6</td>
<td>70.0</td>
</tr>
<tr>
<td>Spring</td>
<td>7.2</td>
<td>6.4</td>
<td>3.5</td>
<td>5.6</td>
<td>8.8</td>
<td>0.7</td>
<td>31.5</td>
</tr>
<tr>
<td>Summer</td>
<td>6.1</td>
<td>4.6</td>
<td>3.2</td>
<td>5.0</td>
<td>7.6</td>
<td>0.8</td>
<td>22.2</td>
</tr>
<tr>
<td>Autumn</td>
<td>9.7</td>
<td>9.5</td>
<td>4.4</td>
<td>7.1</td>
<td>11.6</td>
<td>0.8</td>
<td>50.3</td>
</tr>
</tbody>
</table>

Figure 4: Basic statistics of the absorption coefficient measured between April 2007 and April 2013. Computations were based on the hourly values. The quartiles are depicted and PS and P95 indicate the 5th and 95th percentiles.

and a higher rate of decrease in $\sigma_{ap}(670)$ is observed. This is likely related to the afternoon rush hour being broader, temporally, and maybe also to the effect of the mixed layer during, afternoon in the dispersion of the pollutants, which is not the case later in the evening and in the nighttime periods. These features are common to all the working days (Monday to Friday). However, Saturday presents less prominent peaks, particularly in the morning, and during Sundays the morning peak in $\sigma_{ap}(670)$ is virtually absent, corresponding to the typical lack of activity and very low traffic levels in this period of the week.

The features above described apply regardless of the season, and they are visible in the “average” curve of Figure 6 which considers all the measurement periods (2007–2013). However the magnitude and variability observed in the three curves (average and the seasonal values) of the absorption coefficient are significantly different if summer and winter seasons are compared (spring and autumn can be found in between). The daily evolution of $\sigma_{ap}(670)$ is similar in both seasons but larger values of $\sigma_{ap}(670)$ are observed in winter and the differences between maxima and minima are noticeably larger during that season.

In winter the absorption coefficient can increase by a factor up to six, in the week days, between the early morning minima and the late afternoon maxima. During summer the variability is much lower as the differences observed between minima and maxima are related roughly by a factor of two.

Also, the abovementioned average difference between the first and the second peaks is in fact mainly accounted for by the winter data because during summer both peaks are fairly similar.

Table 2: Parameters (±standard errors) of the exponential fitting ($y = y_0 + a \cdot \exp(bx)$) between the wind speed and the absorption coefficient for 2007–2013 and for winter and summer seasons.

<table>
<thead>
<tr>
<th>Season</th>
<th>$y_0$ (Mm$^{-1}$)</th>
<th>$a$ (Mm$^{-1}$)</th>
<th>$b$ (m$^{-1}$s)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007–2013</td>
<td>3.4 ± 0.5</td>
<td>17.9 ± 0.9</td>
<td>−0.7 ± 0.1</td>
<td>0.99</td>
</tr>
<tr>
<td>Winter</td>
<td>3.7 ± 0.6</td>
<td>22.8 ± 0.9</td>
<td>−0.6 ± 0.1</td>
<td>0.99</td>
</tr>
<tr>
<td>Summer</td>
<td>3.7 ± 0.4</td>
<td>10.4 ± 0.8</td>
<td>−0.7 ± 0.1</td>
<td>0.98</td>
</tr>
</tbody>
</table>
4. Conclusions

Measurements of the absorption coefficient in the visible range (670 nm) made in a small Portuguese town, located in the southwestern Iberia Peninsula, are analyzed. The time series upon which this work is made is unique in Portugal as it spans over a relatively large period of time, between 2007 and 2013.

The average absorption coefficient, $\sigma_{ap}(670)$, was $8.7 \pm 9.9 \text{ Mm}^{-1}$ with a lower median value of $6.2 \text{ Mm}^{-1}$, as the distribution of $\sigma_{ap}(670)$ was shaped log normally. Its temporal variation was characterized by both clear seasonal and daily cycles. The seasonal cycle revealed that the highest and lowest values of $\sigma_{ap}(670)$ were observed in winter and summer periods, respectively. Thus, winter and summer were the most dissimilar seasons, while spring and autumn could be found in between; therefore, the analysis was more detailed in extracting the differences between summer and winter. An average increase by a factor of two in the absorption coefficient (from 6 to 12 Mm$^{-1}$) was observed in winter if compared to summer season. This fact was attributed to the additional input of aerosols, particularly due to domestic heating, and also to the average atmospheric conditions, namely, the lower boundary layer height and frequent temperature inversions.

Concerning the daily variations, the influence of local activities in the absorbing particle levels, namely, due to traffic, was shown with morning and afternoon peaks being related to the traffic rush hours of the day; also, the reduction in human activities in Sunday mornings was particularly evident.

A strong dependence of the absorption coefficient on the wind speed was found and an exponential decay function fitted very well to the data. This indicates an increase in the atmospheric particle dispersion as the wind speed increases.

In spite of some differences, the wind direction was less influential, likely because the sampling site is located within the city centre, inside the ring road, and hence traffic pollution is transported to the measurement site from all directions; thus, all the quadrants are able to influence the measurement site.
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During Diwali festival, extensive burning of crackers and fireworks is made. Weeklong intensive observational campaign for aerosol study was carried out at a representative urban location in the eastern Indo-Gangetic Plain (IGP), Varanasi (25.3° N, 83.0° E), from October 29 to November 04, 2005 (Diwali on November 01, 2005), to investigate behavioral change of aerosol properties and radiative forcing between firework affected and nonaffected periods. Results show a substantial increase (∼27%) in aerosol optical depth, aerosol absorption coefficients, and aerosol scattering coefficients during affected period as compared to non-affected periods. Magnitudes of radiative forcing at top of atmosphere during affected and non-affected periods are found to be +10 ± 1 and +12 ± 1 W m⁻², respectively, which are ∼31 ± 7 and ∼17 ± 5 Wm⁻², respectively, at surface. It suggests an additional cooling of ∼20% at top of atmosphere, ∼45% cooling at surface, and additional atmospheric heating of 0.23 K day⁻¹ during fireworks affected period, which is ∼30% higher than the non-affected period average.

1. Introduction

Importance of aerosols in regional and global climate has gained wide knowledge base during the last couple of decades. General impact of these aerosols is to cool the atmosphere and to compensate the atmospheric warming caused due to enhanced greenhouse gases. However, atmospheric warming due to aerosols is also noticed when absorbing particles, such as black carbon (soot) and/or mineral dust, are present [1, 2]. Significant heating to the atmosphere may play a crucial role in various boundary layer processes under favorable atmospheric conditions [3]. The presence of such aerosols is higher in the atmospheric boundary layer [4], but they are also reported in the free troposphere till stratosphere. Boundary layer aerosols are characterized as short-lived and showed spatiotemporal variation in mass and number concentrations. Depending on weather condition and location, the regional variability in physical, chemical, and optical characteristics of aerosols is influenced by mixing various types of aerosols, produced by different natural and/or anthropogenic processes [3, 5], for example, aerosol production from biomass burning [6], biogenic production [7], industrial effluents [8], and so forth. The impact of aerosol is also found to be associated with climatic elements [9].

During recent decades, there have been a number of studies to characterize aerosols on local scale; however, studies on instant increment of aerosols within 1-2 days, due to fireworks, are available for only a few locations, for example, during New Year event [10], Millennium festival [11], Diwali festival [12–14], and so forth. Further, studies reported for firework generated aerosols are more inclined towards the impact of firework generated, gaseous as well as particulate, pollutants on health [15, 16], air quality [12–14, 16, 17], number and mass concentration [10, 11], and
interrelationship between gaseous pollutants and particles [10, 18], but the impact of fireworks generated aerosols on climate in terms of atmospheric forcing has never been assessed for any location so far.

The present study is an attempt to understand the changes in optical characteristics of aerosols and also to understand changes in radiative impacts that are caused due to mixing firework generated aerosols in the ambience. Data for this intensive observation period (IOP) was collected for an urban location in Indo-Gangetic Plain (IGP), Varanasi (25.3N, 83.0E, 76 above mean sea level), during October 29 to November 04, 2005 (Diwali was celebrated on November 01). The objectives of the work are to broaden our understanding towards the effect of fireworks on climate and also to quantify their impact in terms of radiative forcing. To the best of our knowledge, this is the first time to report the impact of firework generated aerosol on radiative balance and heating of the atmosphere.

2. Site Description, Weather, and Data

Varanasi is a representative urban station in the central part of IGP. Varanasi is amongst few locations in India for which the column ozone and solar ultraviolet radiation are observed along with surface weather parameters, by the office of India Meteorological Department (IMD) at BHU, Varanasi, for the purpose of global database at World Ozone and Ultraviolet Radiation Data Centre (WOUDC). Weather parameters for the present study are obtained from surface weather observatory being managed by IMD, BHU, Varanasi.

Surface weather parameters and aerosol optical depths (AODs) are collected at every half-to-one hour interval during the entire campaign that includes the pre- and post-Diwali period. Weather was mostly calm and stable during the IOP. Mean sea level pressure during this period varied from 1011 to 1016 hPa and wind was mostly calm. For the IOP, daily maximum and daily minimum surface temperature and relative humidity varied from 29.0 to 31.0 °C, 11.1 to 19.0 °C, and 67% to 89%, respectively. General weather of Varanasi during IOP is, however, shown in Figure 1.

Multiwavelength AODs have been collected using MicroTOPS-II. The MicroTOPS-II used in this study was compared with another set of MicroTOPS-II at the National Physical Laboratory, New Delhi (NPL), before IOP. MicroTOPS-II at NPL was calibrated at Solar Light Company, USA, in 2004. More details for comparison, however, can be found elsewhere [19]. AODs were measured at 340, 500, and 870 nm wavelengths (full width at half maximum: ±2–10 nm) and signals at 936 and 1020 nm are used to compute column water vapor (CWV). As per Morys et al. [20], pointing accuracy of the MicroTOPS-II is better than 0.10 and long-term stability of the filter used in the instrument is better than 0.1 nm per year. In order to check the repeatability of the instrument, frequent observations were taken at about 11 seconds interval on a fairly clear forenoon of October 30, 2005. This series of observation showed average and standard deviations of AODs at 340, 500, and 870 nm as 1.213 ± 0.013, 0.967 ± 0.009, and 0.403 ± 0.005, respectively, over ~7 minutes of continuous measurements. This suggests that the observations made during IOP are consistent and can be considered as possessing good quality.

The spectral variations of AODs provide useful information on columnar size distribution of aerosols, which can be represented by Ångström power law [21] as,

$$
\tau_\alpha (\lambda) = \beta \lambda^{-\alpha},
$$

where $\tau_\alpha (\lambda)$ is AOD at wavelength $\lambda$ (in μm), $\beta$ is turbidity coefficient, and $\alpha$ is Ångström exponent (AE). $\alpha$ is a good indicator of size range of the dominant particle population in an aerosol sample [22, 23], and turbidity coefficient ($\beta$) indicates total aerosol loading, which is equal to aerosol optical depth ($\tau_\alpha$) at 1.0 μm wavelength.

First order derivative of $\alpha$ (i.e., $\alpha'$) is a derived parameter, which is calculated using more than two wavelengths. This parameter is useful for the estimation of type of aerosols [19]. In the present study, $\alpha'$ is computed using AODs obtained at central wavelengths of 340, 500, and 870 nm.

3. Methodology

AODs, single scattering albedo (SSA), and asymmetric parameter (AP) are crucial aerosol properties for the estimation of aerosol direct radiative forcing (DRF). Since direct measurements of SSA and AP were not available at Varanasi, these parameters have been estimated using standard procedures (described in next section) of Optical Properties of Aerosols and Clouds (OPAC) model [24].

3.1. Estimation of Aerosol Optical Parameters. OPAC model provides wide range of optical and microphysical properties of aerosols pertaining to 61 discrete wavelengths (between 0.3 and 40 μm), eight values of RH, and various aerosol compositions. We have followed an approach that uses the available measurements as anchoring point in standard continental average aerosol model of OPAC, which is then fine-tuned to match the measurement in order to derive optical properties of aerosols (see [5] for details). As measured
aerosol composition over the station was not available during the study period, we have assumed possible composition in the OPAC model. Once an appropriate atmosphere is generated in the OPAC model, measured AODs from MicroTOPS-II were used as a reference to constrain other crucial aerosol optical parameters (i.e., SSA and AP). Comparison of OPAC derived and measured spectral AODs are shown in Figure 2. Modelled spectral AOD values were found to be lying within standard deviations of measured spectral AODs, for all the days during IOP. Difference between observed and modelled values was found within 5%.

Using the above-mentioned approach, OPAC model is run for each day of IOP. Though this is an alternative method to derive crucial aerosol optical parameters in the absence of observations, it is an established and widely used method in the literature ([5] and references therein). In this method, however, there are chances of uncertainties due to vertical aerosol distribution. In the absence of vertical aerosol profiles, as in the present case, the surface aerosol properties are attributed to column properties, assuming vertical profiles in OPAC model, as suggested by Srivastava et al. [5]. Additionally, uncertainties may also be generated due to OPAC accounted external mixtures of different aerosol components to form aerosol types. Being an urban station in the central part of IGP, the probability of internal mixing or coating of aerosols may be possible, which can deliver certain uncertainties in the end result.

**Figure 2**: Comparison between measured and model (OPAC) derived spectral AODs for intensive observation period (IOP, October 29 to November 04, 2005).
3.2. Estimation of Aerosol Direct Radiative Forcing. Aerosols are significant contributors to direct radiative forcing (DRF). Some of these particles, for example, BC and mineral dust, show absorbing nature [1, 2] and contribute significantly to the warming of lower atmosphere due to short-wave absorption [25]. In the present study, net flux is computed in the shortwave region (0.30–3.0 μm), separately for top of atmosphere (TOA) and surface, with and without aerosols, using the Santa Barbara DISORT atmospheric radiative transfer (SBDART) model [26]. The input parameters for SBDART model are spectral AOD, SSA, and AP, which are either measured or obtained by OPAC model. SBDART uses six standard atmospheres to consider vertical profiles of atmospheric parameters, such as average temperature, pressure, water vapor, and ozone density [26]. Location of Varanasi falls in the tropical classification, which is characterized by average water vapor of 4.117 g cm$^{-2}$ and average columnar ozone of 253 DU. These data are close to observations over Varanasi during October-November months. Surface albedo over the station was considered to be 0.18, which is slightly less in comparison to Kanpur (an industrial city situated ~300 km away from Varanasi) [27].

Diurnal average of aerosol direct radiative forcing (DRF) at TOA and at surface is estimated by computing the difference in net radiative fluxes, with and without aerosol, respectively, at TOA and surface. The difference between TOA and surface forcing is considered as atmospheric forcing (ΔF), which represents the amount of energy trapped or absorbed by aerosols within the atmosphere and which is available to be transformed into heat.

4. Results and Discussion

4.1. Aerosol Optical Characteristics. Figure 3 shows measured AOD at 340, 500, and 870 nm wavelengths, along with the Ångström exponents (α), computed for the wavelength pair of 340–870 nm and α’ (computed with the help of wavelength pairs 340–500 nm and 500–870 nm). By and large, opposite behavior is observed between AOD and α [12, 28, 29]. AOD was found to increase (with decreasing α) from October 30 till November 01 (Diwali) and decrease (with increasing α) on subsequent days (Table 1 and Figure 3). Results suggest enhanced loading of aerosols during Diwali period, most probably due to excessive burning of firework and crackers [10–12, 30]. α’ is a parameter that provides information on types of aerosol in the aerosol population [19]. Positive α’ suggests dominance of coarse-mode aerosol particles [19, 31–34]. Table 1 shows that α’ is positive during IOP indicating persistent dominance of fine-mode particles during all these days; however, it was the lowest on Diwali. It suggests that IOP is dominated by fine mode particle; but there is inclusion of other fine mode particles due to burning of fireworks during Diwali day. Babu and Moorthy [30] also found enhanced AODs during the event of firework, which was caused due to enhanced presence of black and organic carbon, generated by burning of different types of crackers and fireworks during Diwali. Singh et al. [12] have reported enhancement of 5.7% and 5.5% for AOD$_{340}$ and AOD$_{500}$, respectively, during Diwali at Kanpur.

The variations in OPAC derived parameters, such as absorption coefficients, scattering coefficient, and SSA at 500 nm (SSA$_{500}$), are also shown in Table 1. In general, the behavior of scattering coefficient was found similar to that of absorption coefficient and AOD, but it was different to that of AE. Scattering and absorption coefficients were found to be maximum (461.6 and 24.2 Mm$^{-1}$, resp.) on Diwali. The type of aerosols which contribute maximum to the scattering coefficient may include water-soluble inorganic species, such as sulfates and nitrates, arising from emissions of SO$_2$ and NO$_x$, and contributions from fossil fuel and biomass combustion sources. However, those aerosol types that contribute maximum to the absorbing coefficient may include BC, which is largely associated with firework [30].

Since scattering and absorbing type of aerosols are well mixed in the real atmosphere, their ultimate effect in terms of heating/cooling of the atmosphere depends on SSA of aerosol population. For the present case, minimum value of SSA$_{500}$ (=0.95) was observed on November 02, the next day of Diwali. It suggests extended influence of absorbing particles emitted due to burning of fireworks during Diwali night [10, 11, 30], which was affective till the next day. Absorbing aerosols are found to be associated with lower SSA values [35].

Spectral variations of average AOD, absorption coefficient, scattering coefficient, and SSA are shown in Figures 4(a)–4(d), respectively, for affected (October 31, November 01 and 02) and nonaffected (October 29, 30, November 03 and 04) periods. Significant differences in all the parameters were observed at all the wavelengths, for affected and nonaffected periods. It is found that AOD increased with the advent of Diwali and reached to its maximum value on November 01 (Diwali) for each wavelength (Figure 3). The burning of fireworks and crackers invariably contributes to the anthropogenic aerosols [12, 14]
Table 1: Daily mean values of AOD, column water vapor and AE, absorption coefficients, scattering coefficients, and SSA from October 29, 2005, to November 04, 2005.

<table>
<thead>
<tr>
<th>Days (2005)</th>
<th>Category</th>
<th>AOD$_{500}$</th>
<th>AE$_{310-470}$</th>
<th>CWV (cm)</th>
<th>Abs. coeff$_{500}$ (Mm$^{-1}$)</th>
<th>Scatt. coeff$_{500}$ (Mm$^{-1}$)</th>
<th>SSA$_{500}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>October 29</td>
<td>NA</td>
<td>1.06</td>
<td>1.26</td>
<td>1.63</td>
<td>15.58</td>
<td>320.20</td>
<td>0.954</td>
</tr>
<tr>
<td>October 30</td>
<td>NA</td>
<td>0.98</td>
<td>1.21</td>
<td>1.34</td>
<td>15.01</td>
<td>303.20</td>
<td>0.953</td>
</tr>
<tr>
<td>October 31</td>
<td>AF</td>
<td>1.31</td>
<td>1.18</td>
<td>1.39</td>
<td>20.80</td>
<td>406.20</td>
<td>0.951</td>
</tr>
<tr>
<td>November 01</td>
<td>AF</td>
<td>1.49</td>
<td>1.15</td>
<td>1.61</td>
<td>24.23</td>
<td>461.60</td>
<td>0.950</td>
</tr>
<tr>
<td>November 02</td>
<td>AF</td>
<td>1.17</td>
<td>1.16</td>
<td>1.58</td>
<td>18.70</td>
<td>351.10</td>
<td>0.950</td>
</tr>
<tr>
<td>November 03</td>
<td>NA</td>
<td>1.10</td>
<td>1.13</td>
<td>1.51</td>
<td>17.03</td>
<td>338.10</td>
<td>0.952</td>
</tr>
<tr>
<td>November 04</td>
<td>NA</td>
<td>0.72</td>
<td>1.14</td>
<td>1.45</td>
<td>14.08</td>
<td>218.10</td>
<td>0.954</td>
</tr>
</tbody>
</table>

NA: nonaffected, AF: affected.

Figure 4: Spectral variation of (a) AOD, (b) absorption coefficient, (c) scattering coefficient, and (d) SSA for firework affected (October 31, November 01 and 02, 2005) and nonaffected periods (October 29, 30, November 03 and 04, 2005).
and increases AODs [36]. AODs at all other wavelengths were found to increase for firework affected period (Figure 3). Average AOD_{500} for affected period shows the value of 1.3, which is ∼27% higher than the nonaffected period average. Similar increment in absorption coefficient (21.2 Mm\(^{-1}\), increase of 27.4%) and scattering coefficient (406 Mm\(^{-1}\), increase of 27.4%) was also noticed for firework affected period in comparison to nonaffected period. It is to be mentioned here that, apart from the emissions of absorbing aerosols, different water-soluble species (like sulfate, nitrate, etc.) are also emitted from fire crackers burning, which are of scattering in nature. As a result, an enhancement in both absorption and scattering coefficients was observed. For the same period, however, AE had decreased by 6.2%.

4.2. Aerosol Radiative Forcing and Implications to Atmospheric Heating Rate. Broadband aerosol direct radiative forcing (DRF) at the TOA, surface, and in the atmosphere for each day during IOP is shown in Figure 5. Negative value of surface forcing implies a net cooling effect, whereas positive value for TOA and within atmospheric implies a net warming effect. Significant day-to-day variability was observed in surface and atmospheric forcing values. The surface and atmospheric forcing was maximum (∼38 and 47 Wm\(^{-2}\), resp.) on Diwali (November 01), whereas aerosol DRF at TOA was minimum (9 Wm\(^{-2}\)) on Diwali.

Average aerosol DRF estimated at TOA, surface, and in the atmosphere, during affected and nonaffected period, is shown in Figure 6. Magnitudes of forcing at TOA during the affected and nonaffected periods were +10 ± 1 and +12 ± 1 Wm\(^{-2}\), respectively; however, the forcing at surface was −31 ± 7 and −17 ± 5 Wm\(^{-2}\), respectively. These estimates indicated an additional cooling of 2 Wm\(^{-2}\) at the TOA (∼20%) and 14 Wm\(^{-2}\) at the surface (∼45%) during firework affected period. Results could be due to enhanced loading of aerosols (absorbing and/or scattering type) over the station during firework period. Apart from the aerosol loading of absorption/scattering type aerosols, TOA and surface forcing are also sensitive to the albedo of the underlying surface [37]. The atmospheric forcing values during affected and nonaffected periods were estimated to be +41 ± 6 and +29 ± 4 Wm\(^{-2}\), respectively, which translate to an additional atmospheric warming of +12 Wm\(^{-2}\) during firework affected period.

The higher value of surface cooling and strong atmospheric heating in the atmosphere suggests their association with various aerosol properties, for example, size range and chemical composition of aerosol population, and raises several climatic issues [4, 9, 38, 39]. An important aspect in this regard is the aerosol-generated atmospheric heating rates, which can be calculated from the first law of thermodynamics and hydrostatic equilibrium as

\[
\frac{\partial T}{\partial t} = \frac{g}{C_p} \frac{\Delta F}{\Delta P} \times 24 \text{ (hr/day)} \times 3600 \text{ (sec/hr)},
\]

where \(\partial T/\partial t\) is heating rate in kelvin per day (Kday\(^{-1}\)), \(g/C_p\) is lapse rate, \(g\) is acceleration due to gravity, \(C_p\) is specific heat capacity of air at constant pressure (1006 Jkg\(^{-1}\) K\(^{-1}\)), \(\Delta F\) is atmospheric forcing due to aerosols, and \(\Delta P\) is atmospheric pressure difference, which was considered to be 300 hPa in the present case.

The estimated atmospheric daily heating rates during the study period are also shown in Figure 5 (in parenthesis). Heating rates are found to be increased to higher magnitudes (0.90 Kday\(^{-1}\)) on Diwali, which decreased afterwards to attain a lower magnitude (0.46 Kday\(^{-1}\)) on November 04. Average atmospheric heating rate was found to be
0.78 ± 0.11 Kday−1 for the affected period, which is approximately 30% higher than the non-affected period (average about 0.55 ± 0.07 Kday−1). Considering the non-affected period to represent normal atmospheric conditions, atmosphere is found to be heated up by 0.23 Kday−1 due to enhanced aerosol loading related to burning of fireworks.

5. Conclusions

Increase of particulate number density is a common feature during fireworks burning event. During Diwali festival, fireworks are burnt in peak duration of 1-2 hours. An intensive observation program was conducted from October 29 to November 04, 2005 (Diwali on November 01.) at an urban location in Indo-Gangetic Plain, Varanasi, India, to study the optical properties of aerosols, radiative forcing, and atmospheric heating rates caused due to Diwali fireworks.

Study shows enhancement of ~27% in the values of AOD2500, absorption coefficients, and scattering coefficients for firework affected period in comparison to nonaffected period. Estimated top of atmosphere and surface forcing were found to be +10 ± 1 and −31 ± 7 Wm−2, respectively, for firework affected period and +12 ± 1 and −17 ± 5 Wm−2, respectively, for nonaffected periods. The estimated forcing caused an additional cooling of ~20% at top of atmosphere and ~45% at surface due to enhanced loading of aerosols (absorbing and/or scattering type) over the station during firework period. The resultant atmospheric forcing was +41 ± 6 and +29 ± 4 Wm−2 during firework affected and non-affected periods, respectively, which exerted an additional atmospheric heating of ~0.23 Kday−1 during firework affected period. In view of increasing population and extensive use of fireworks (and crackers) in major urban locations, the routine measurements of aerosols will certainly be helpful to understand the additional burden of aerosols caused due to fireworks burning. Such observations are also useful for understanding their impact on regional climate.
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This paper discusses the influence of aerosols on UV erythemal dose over four metro cities in India. Tropospheric Emission Monitoring Internet Service (TEMIS), archived UV-index (UV-I), and UV daily erythemal dose obtained from SCIAMACHY satellite were used in this study during June 2004 and May 2005 periods covering four important Indian seasons. UV-Index (UV-I), an important parameter representing UV risk, was found to be in the high to extreme range in Chennai (8.1 to 15.33), moderate to extreme range in Mumbai and Kolkata (5 to 16.5), and low to extreme over Delhi (3 to 15). Average UV erythemal dose showed seasonal variation from 5.9 to 6.3 KJm⁻² during summer, 2.9 to 4.4 KJm⁻² during postmonsoon, 3 to 4.5 KJm⁻² during winter, and 5.1 to 6.19 KJm⁻² during premonsoon seasons over the four cities. To estimate the influence of aerosols on reducing UV dose, UV aerosol radiative forcing and forcing efficiency were estimated over the sites. The average aerosol forcing efficiency was found to be from −1.38 ± 0.33 to −3.01 ± 0.28 KJm⁻² AOD⁻¹ on different seasons. The study suggests that aerosols can reduce the incoming UV radiation dose by 30–60% during different seasons.

1. Introduction

Ultraviolet radiation, in spite of its nominal presence in solar spectrum, is important in human health perspectives. The UV region of the spectrum mainly consists of UV-C (200–280 nm), UV-B (280–315 nm), and UV-A (315–400 nm). Out of these UV-B is the most important spectral range, as it directly influences the human health. Enhanced exposure to UV-B can damage both terrestrial and oceanic organisms and also results in increases in the incidences of cataracts and skin cancer in humans [1, 2]. Very high levels of UV radiation also are reported to result in the extinction of minute biological species [3]. The impact of UV irradiance on human skin is characterized with UV erythemal dose. UV-index (UV-I) serves as a primary indicator of impact of UV radiation on human health. The UV radiation reaching the earth surface is modulated by the ozone concentration, cloud cover, solar zenith angle, and aerosols. The influences of ozone on UV radiation are well documented [4]. Several studies report the influence of cloud cover on UV radiation. Reference [5] reported that, for a solar zenith angle of 50°, average UV-B transmission was observed to be 30% for overcast skies and found to be ranging between 61 and 79% according to cloud amount. The paper [6] has shown that the effect of cloud for UV wavelengths is less than that for the whole solar spectrum and less than that for the visible part of the spectrum. However studies on influence of aerosols on UV are sparse, especially across Indian subcontinent [7–9]. A few studies reported the variation of UV radiation and UV-index over Indian region [10, 11]. However most of the studies ignore the aerosol component and its influence on UV radiative transfer. The role played by aerosols on the UV radiative transfer in the atmosphere is also uncertain [9]. Reference [12] has suggested that aerosol vertical (height) distribution can also affect surface UV irradiances by 2–5% for optical depth observations at visible wavelengths. And [13] has shown that the increase of anthropogenic aerosols has significantly decreased the biologically active UV radiation (5 to 18%) in nonurban areas of industrialized countries. It is suggested that aerosols are partially efficient to reduce UV radiation.
increase due to ozone depletion [14, 15]. Hence in this paper, the modulation of UV radiation by aerosols, quantified through aerosol forcing efficiency over four metro cities in India (Chennai, Mumbai, Delhi, and Kolkata), is discussed. The data and methodology are explained in Section 2. A detailed description of variations of UV erythemal dose, UV-I, AOD, and forcing estimates is explained in Section 3 and conclusions are provided in Section 4.

2. Data and Methodology

The locations selected for this study are four metro cities in India, which are characterized with high industrialization and high population density. Chennai (13.08°N; 80.27°E) is situated in south of India and is characterized with typical tropical conditions, namely, high solar irradiance and high humidity, throughout the year. Mumbai (18.97°N; 72.83°E) is in the western part of India and is the financial capital of India. It is a highly urbanized and industrialized area and is a peak point of air pollution. Kolkata (22.57°N; 88.37°E) is in the eastern part of India, located on the bank of river Ganges. New Delhi (28.61°N; 77.23°E) is the political capital of India and is characterized by extreme weather events especially during premonsoon and winter seasons.

The Tropospheric Emission Monitoring Internet Service (TEMIS) archived daily datasets of UV erythemal (UVE) dose rate and UV-index (UV-I) are used in this study. TEMIS (http://www.temis.nl/general/index.html) provides global datasets of trace gases, aerosols, and UV products obtained from satellite instruments such as SCHIAMACHY (SCanning Imaging Absorption SpectroMeter for Atmospheric CHartographY), GOME (Global Ozone Monitoring Experiment), and ATSR (Along-Track Scanning Radiometer). UV-I and UVE used in the study are obtained from SCHIAMACHY satellite products. The data are available for selected specific locations on http://www.temis.nl/uvradiation/scia/stations_uv.html. UV-I is a measure of UV risk to human health. The clear-sky UV-I is the effective UV irradiance (1 unit equals 25 mWm⁻²) reaching the Earth’s surface. The clear-sky UV-I is based on the CIE action spectrum for the susceptibility of the Caucasian skin to sunburn (erythemal) and it is valid for cloud-free conditions. The convention regarding UV-I is that, index values between 1 and 2 (minimal), between 3 and 4 (low), 5 and 6 (moderate), 7 and 9 (high) and above 10 (very high or extreme), which may be vulnerable to sensitive skin [9, 16]. UV erythemal dose (UVE) represents the UV irradiance weighted to represent the incoming UV radiation affecting human skin. It is the integration of the erythemal UV-I from sunrise to sunset, with a time step of 10 minutes. The integration takes cloud cover into account and hence estimates the daily erythemal UV dose, the total amount of UV radiation absorbed by human skin during the day, and is expressed in KJm⁻². Aerosol concentration is generally represented by aerosol optical depth (AOD) [17]. We used AOD at 550 nm obtained from MODIS level-3 products at a resolution of 1° × 1° over the study regions for this analysis.

There are several methods suggested in the literature to estimate radiative forcing [18–23]. To estimate the UV radiative forcing and hence forcing efficiency, we used the differential method suggested by [21]. In this method, the day with lowest AOD (highest UVE) is selected as a clear-sky day (no aerosol condition). The UV radiative forcing (UVRF) is estimated for each day using the equation as suggested in [24]:

\[
UVRF = [F ↓ - F ↑]_{UVEachday} - [F ↓ - F ↑]_{UVEclearday}
\]

where downward fluxes were obtained from TEMIS archived UVE irradiances. Upward fluxes were derived as product of average albedo in UV region (0.07) [25, 26] and downward UV erythemal radiation. The downward flux during day with minimum AOD (maximum UVE) was chosen as “clear-sky day” and upward fluxes for clear-sky day also were derived using albedo as explained above. The difference is calculated to obtain radiative forcing for each day as shown in the equation. In a month, we used only days whose AOD observations lie in condition suggested by [27] that is, AOD values falling within mean AOD ± 3σ condition. The UVE also was considered only for the corresponding days.

Since radiative forcing estimates in each day differ according to AOD conditions, it is standardized by estimating forcing efficiency \((F_{eff})\), defined as radiative forcing per unit increase in AOD [19, 21]. Generally \(F_{eff}\) is estimated by regressing between daily radiative forcing and daily mean AOD. However this method may not provide a representative value of surface forcing because of the day-to-day variation in the aerosol absorbing characteristics and scattering direction changes [21]. Hence we used the ratio method suggested by [19] by taking ratio of daily mean radiative forcing and AOD, to estimate forcing efficiency from radiative forcing over the four experimental locations.

3. Results and Discussions

3.1. Variations of UV Erythemal Dose, UV-Index, and AOD.

Figure 1 shows the monthly variation of UV erythemal dose and UV-I over different metro cities in India. UVE dose and UV-I were found to be high during June over all the four sites. The reason for this high UV irradiance could be associated with the lower solar elevation during summer periods. The minimum values of UV-I and UVE were observed during December-January. This also could be mainly associated with high solar elevation angles of irradiance during winter compared to other factors such as cloud cover or ozone concentration variation [3]. The highest value of UVE was found to be up to 6.85 KJm⁻² during June 2004 (over Mumbai). It steadily decreased and reached its minimum during December. The erythemal dose showed a steady increase from January 2005 and was found to reach a value of 6.7 KJm⁻² (over Mumbai) during the month of May in 2005. The seasonal mean UVE was found to be 5.95 to 6.4 KJm⁻² during monsoon months over the four locations. The seasonal mean UV erythemal dose values ranged between 2.86 and 4.36 KJm⁻², 2.04 and 4.45 KJm⁻², and 5.11 and 6.26 KJm⁻², respectively, during post-monsoon, winter and premonsoon over different locations (Table 1). In all seasons, Chennai showed higher UV
Table 1: Variation of UV erythemal dose, UV-aerosol forcing efficiency, and percentage of UVE reduction over Chennai, Mumbai, Kolkata, and Delhi.

<table>
<thead>
<tr>
<th>Station</th>
<th>UV erythemal dose (KJ m(^{-2}))</th>
<th>(F_{\text{eff}}) (KJ m(^{-2}) AOD(^{-1}))</th>
<th>UVE reduction in %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Postmonsoon 04</td>
<td>Winter 04-05</td>
<td>Premonsoon 05</td>
</tr>
<tr>
<td>Chennai</td>
<td>4.36 ± 0.34</td>
<td>4.45 ± 0.77</td>
<td>6.19 ± 0.06</td>
</tr>
<tr>
<td>Mumbai</td>
<td>4.08 ± 0.58</td>
<td>3.82 ± 0.71</td>
<td>6.26 ± 0.54</td>
</tr>
<tr>
<td>Delhi</td>
<td>2.86 ± 0.39</td>
<td>2.04 ± 0.51</td>
<td>5.11 ± 0.99</td>
</tr>
<tr>
<td>Kolkata</td>
<td>3.72 ± 0.14</td>
<td>3.06 ± 0.67</td>
<td>5.48 ± 0.77</td>
</tr>
</tbody>
</table>

The variation of aerosol loading represented by AOD is shown in Figure 2. AOD showed higher values in the months of June and July and then showed a sharp decrease in August and September over all the four locations. It is expected to have lower AOD in monsoon due to rain and washout. However, 2004 was a below-normal monsoon year [28] and rains intensified in August and September over the subcontinent. This could be the major reason for higher aerosol loading in early monsoon months. The AOD showed a substantial increase in postmonsoon seasons. Lower AOD values were observed during winter season (except over Kolkata). High AOD values in premonsoon season are majorly associated with the high convection and associated surface lifting of particles [29–31].

3.2 Aerosol—UV Forcing and UV Reduction. Aerosol UV radiative forcing and forcing efficiency were calculated as explained in Section 2. We confined our forcing calculations to post-monsoon, winter, and premonsoon seasons only, as the AOD in monsoon season could be contaminated due to cloud cover in active monsoon conditions. The estimated radiative forcing efficiency (UV radiative forcing per
Figure 3: Monthly variation of aerosol-UV forcing efficiency over Chennai, Mumbai, Kolkata, and Delhi.

unit optical depth) is depicted in Figure 3. Monthly mean $F_{\text{eff}}$ ranged from $-0.75$ to $-3.9 \text{ KJm}^{-2} \text{ AOD}^{-1}$ on different seasons. Table 1 depicts the total erythemal dose variations and aerosol forcing efficiency values in different seasons. The forcing efficiency was found to be varying proportional to AOD. The $F_{\text{eff}}$ over Chennai was up to $-2.07 \pm 0.33 \text{ KJm}^{-2} \text{ AOD}^{-1}$ during premonsoon. The $F_{\text{eff}}$ varied between $-1.56$ and $-1.93 \text{ KJm}^{-2} \text{ AOD}^{-1}$ over Mumbai, $-1.21$ and $-1.78 \text{ KJm}^{-2} \text{ AOD}^{-1}$ over Delhi, and $-1.71$ and $-3.01 \text{ KJm}^{-2} \text{ AOD}^{-1}$ over Kolkata. It can be seen from Table 1 that the total UV erythemal dose over Chennai during postmonsoon was $4.36 \pm 0.34 \text{ KJm}^{-2}$, and it can be observed that $F_{\text{eff}}$ was $-2.06 \text{ KJm}^{-2} \text{ AOD}^{-1}$. This implies that a unit increase in AOD is able to reduce the UV erythemal dose rate by 47.1%. The lower reduction in UV erythemal in winter over Chennai (30%) is associated with lower AOD observed during the season. Over Mumbai, it can be seen that unit increase in AOD can reduce the UV erythemal dose rate by 31 to 41% during different seasons proportional to aerosol loading. The UV reduction was found to be highest over Delhi during postmonsoon (60%). It varied between 35 and 60% over Delhi on different seasons. The aerosol-induced UV reduction was 50.3 to 55.8% over Kolkata during different seasons. The results obtained here are in accordance with the earlier findings. Reference [32] suggested that aerosols can reduce UV radiation with more than 50% in cloud-free conditions. Reference [33] found a reduction of UV by 40–50% caused by smoke aerosols. Reference [9], using a hybrid method, has reported a UV reduction of 40–56% over another Indian city, Pune, during 2004-2005. Reference [3] found a reduction of 40–50% in UV-B on biomass burning days and a reduction of UV-B by 35–40% on dusty days over Hyderabad, another urban location in India.

4. Conclusions

(1) Tropospheric Emission Monitoring Internet Service (TEMIS) archived UV-index, UV daily erythemal dose obtained from SCIAMACHY satellite, and AOD from MODIS satellite were used to study the variation of UV parameters and its aerosol-induced reduction.

(2) The analysis was carried out over four highly urbanized metro cities of India, namely, Chennai, Mumbai, Delhi, and Kolkata.

(3) UV erythemal dose and UV-index were found to be high during June over all the sites and were found to be minimum in December-January. The reason for this UV irradiance variation could mainly be associated with the lower solar elevation during summer periods than other factors such as aerosol, cloud cover, or albedo.

(4) Over the four locations, UV-Index was found to be in extreme range (greater than 10) in premonsoon (March–May) and in early monsoon months (June, July). It steadily decreased and was found to be in high range (7–9) during postmonsoon (October, November) (except over Delhi).

(5) The aerosol UV radiative forcing and forcing efficiency (forcing per unit AOD) were estimated using differential method that is, utilizing observed fluxes and minimum AOD conditions.

(6) The average aerosol forcing efficiency was found to be varying from $-1.38$ to $-3.01 \text{ KJm}^{-2} \text{ AOD}^{-1}$ on different seasons.

(7) Our study suggests that aerosols can reduce the incoming UV radiation dose by 30–60% during different seasons.
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Moderate resolution imaging spectroradiometer (MODIS) data have been analyzed over four different regions (Yellow sea, Korean inland, East Sea, and South Sea) in Republic of Korea to investigate the seasonal variability of aerosol-cloud properties and aerosol indirect effect during the past decade (2000–2009). Aerosol optical depth (AOD) was found to be consistently high during spring. Cloud ice radius (CIR) also showed higher values during spring, while an enhancement in cloud water radius (CWR) and fine mode fraction (FMF) was observed during summer. AOD and aerosol index (AI) were found to be higher during January to June. However, FMF and CWR showed enhancement during July to December. Aerosol indirect effect (AIE) in each year has been estimated and found to be showing positive and negative indirect effects. The AIE for fixed cloud ice path (CIP) showed positive indirect effect (Twomey effect) over Yellow sea, while the AIE for fixed cloud water path (CWP) showed a major negative indirect effect (anti-Twomey effect) over all regions. During Changma (summer monsoon) period, the AIE for both CIP and CWP showed dominant anti-Twomey effect in middle and low level clouds, indicating the growth of cloud droplet radius with changes in aerosols, enhancing the precipitation.

1. Introduction

Aerosols are known to impact the formation and the life cycle of clouds by acting as cloud condensation nuclei (CCN) or ice nuclei (IN). A wide range of measurements shows that anthropogenic aerosols induce changes in clouds and their optical properties. These changes are popularly known as aerosol indirect effect (AIE) [1–3]. It is important to understand and quantify the microphysical impact of both natural and anthropogenic aerosols on clouds, in order to understand and predict climate change. The main identified AIEs include the cloud albedo effect [4] and cloud life time effect [5]. The “Twomey effect” (positive indirect effect) refers to a decrease in a cloud effective radius with increasing aerosol content for a fixed liquid water path. Contrary to this effect, an increase in the cloud droplet size with the aerosol load, or an “anti-Twomey effect” (negative indirect effect), was also reported in some parts of the world for certain environmental conditions [6]. It has also been reported that the AIE could be an important factor in modulating the response of large scale systems such as monsoons [7–9]. However, studies on AIE and its influence on precipitation are sparse across the world [10–12].

Aerosols in Asian regions are known to be an important factor in modulating different weather phenomenon. Korean peninsula is surrounded by oceanic areas on its three territories. Hence aerosol-cloud properties have been analyzed over three oceanic and the continental region over Republic of Korea. Aerosols in wet environment have a great significance in the development of clouds and precipitation. Especially, heavy rainfalls in East Asian monsoon region are related to Changma/Baiu/Meiyu frontal system [13] and interaction
between aerosol and clouds in monsoon is a main important factor [14]. Summer monsoon in Korea is characterized with humid, moist environment [13] and hence aerosol indirect effect could be different as compared with dry period. Clouds in East Asian monsoon region also show different structures and components according to the cloud levels or height [15]. Especially, cloud height and type are shown to be as important as cloud cover in modifying the radiation field of the earth-atmosphere system [16].

In this study, we investigate the seasonal and monthly variability of aerosol-cloud properties and associated indirect effect using Terra moderate resolution imaging spectroradiometer (MODIS) satellite data for four different regions in Korean peninsula. Also the AIE has been exclusively estimated during summer monsoon (Changma) period in different cloud types to find the possible role of AIE in modulating precipitation.

## 2. Data and Methodology

Oceans exert a strong influence on precipitation development over Korea. The aerosol-cloud properties and their variations were investigated over three oceanic and one continental regions in Korea. The selected regions include Yellow sea (R1, 124°–126°E & 35°–38°N), Korean inland (R2, 127°–129°E & 35°–38°N), East sea (R3, 130°–132°E & 35°–38°N), and South sea (R4, 125°–128°E & 32°–34°N) (Figure 1).

In this study, we used MODIS level 3 daily data sets of aerosol index (AI) over Korean peninsula for 5 years (from 2000 to 2004) and ozone monitoring instrument (OMI) for 5 years (from 2005 to 2009) because of absence of satellite data. The daily data have been averaged to find monthly variations during different seasons namely, spring (March–May), summer (June–August), autumn (September–November), and winter (December–February).

For AIE estimation, each of the selected regions was further subdivided into grids of 1° × 1° and analyses were performed for each grid. The MODIS 1° × 1° derived daily CWP and CIP have been divided into 14 different bins, ranging between 1 and 350 at an interval of 25. The indirect effect for each bin has been calculated using the below expression as explained in [17], that is,

\[
AIE = \frac{d \ln r_e}{d \ln \tau_a},
\]

where \(\tau_a\) is aerosol optical depth and \(r_e\) is the cloud effective radius (\(r_e\): cloud ice radius for fixed CIP and cloud water radius for fixed CWP). Simple linear regression has been performed between AOD and CIR (for fixed CIP bins) and AOD and CWR (for fixed CWP bins) to estimate the AIE for cloud water and cloud ice radii, respectively.

In addition, back-trajectories were analysed to determine the pathways and origins of aerosol to Korea using hybrid single-particle Lagrangian integrated trajectory (HYSPLIT) from air resources laboratory (ARL). Vertical motion calculation method was isobaric and meteorological data were obtained from national centers for environmental prediction (NCEP), global data assimilation system (GDAS). Back-trajectories were generated for 120 hours back in time from central point in each region.

## 3. Results and Discussion

### 3.1. Seasonal Variability of Aerosol Cloud Properties

Regional and monthly variations of aerosol-cloud parameters have been analyzed over the period 2000–2009 and are depicted in Figures 2 and 3. It is found that the aerosol parameters show significant variability, which in turn influences the cloud properties. The AOD, indicating the aerosol loading, [18] is found to have the highest average value (0.45) over R1 compared to other regions (Figure 2(a)). The long-range transport of aerosols from adjacent deserts in Mongolia and China [19–21] could be the main reason for this higher aerosol loading over R1. The AOD values were found to be higher during the period from January to June and were found to have consistently lower values from July to December in all regions. The AOD values were found to be consistently high during spring season (March–May). The average AI (Figure 2(b)), an indicator of absorbing aerosol concentration, also showed higher value (0.77) over R1 compared to other regions. Furthermore, the trend of AI was similar to that of AOD, suggesting the long range transport of more absorbing aerosols from adjacent deserts in Mongolia and China over the January–May period (Figure 4). The AI had a consistently high value from March to June in all regions for every year, except in 2009. R2 showed high...
fluctuations in FMF variations compared to other regions (Figure 2(c)). In summer, FMF values were found to be high over R2 compared with oceanic area and it could be because of transported air pollutants from urban areas and strong convection current. In other seasons, FMF showed relatively low value over R2 compared with ocean and it could be due to stable condition of atmosphere. It was conjectured that R2 indicated the characteristics of inland area. All oceanic areas showed a higher average value of FMF compared to Korean inland (except during summer season). This indicates an abundance of sea salt accumulation mode aerosols over oceans, which have the highest probability of acting as CCN [22]. FMF values were found to be high during summer for all regions in all the years. The climatological mean of ANG, which indicates the size distribution of aerosols, is shown in Figure 2(d). ANG is found to be lower during spring season over all the regions (except over R2). Lower values of angstrom exponent indicate the dominance of larger coarse mode particles. Reference [20] has shown that there is a significant reduction in ANG over Korean region in past decade. Hence lower Angstrom exponent over all three regions affirms the influx of transported coarse mode dust aerosols from adjacent arid regions of Mongolia and China. The reason for higher AOD over R1 region compared to R2, in spite of having similar sources of transport, could be associated with the abundance of sea salt aerosols over R1 region, which further grows due to its hygroscopic nature [23]. Along with this, the significant reduction in aerosol concentration in past decade due to controlled anthropogenic activities over Korean inland [20] could be another reason for lower AOD over R2.

The average CIR was also higher (25.9 μm) over the R1 region (Figure 3(a)), compared to all other regions, indicating strong ice nucleation. This CIR enhancement could be associated with increase in transported dust particles from arid regions, which are reported as ideal cloud ice nuclei [11, 24, 25]. High concentrations of dust particles acting as ice nuclei in clouds could lead to changes in a cloud’s microphysical
and radiative properties. Dust sources are mostly the deserts, dry lake beds, and agricultural areas with soil disturbance. Analogous to the FMF, the CWR consistently had higher values during the summer months for all years (Figure 3(b)). This could be associated with the changes in wind patterns during the Changma period (summer monsoon), bringing sea salt aerosol CCN to land and hence increasing the CWR (Figure 4(b)). R2 showed high fluctuations in FMF variations compared to other regions. It had a value of almost one during summer. It is assumed that there were transport of air pollutants and strong convection current over R2 region. The similarity in FMF and CWR trends indicates larger cloud water droplet nucleation due to sea salt fractions [26, 27]. On the other hand, FMF and CWR showed lower values during winter (December–February) (Figures 2 and 3), characterized with higher atmospheric stability as compared with summer. Additionally, cloud water nuclei were more dominant in winter than ice nuclei.

A climatological mean back trajectory image for different selected regions in different seasons is shown in Figures 4(a)–4(d). The simulations of HYSPLIT have shown that the long range transports of dust aerosols from continent of China are the major responsible component for this aerosol enhancement. The main path of air mass with aerosols transported over a long-range begins from the Taklamakan Desert through the Gobi Desert and Shandong Peninsula, and ends in the central region of the Korean peninsula (except during summer).

3.2. Aerosol Indirect Effect Estimates. The AIE which is the principal source of uncertainties in climate predictions [28] has been estimated for both CIP (Figure 5(a)) and CWP bins (Figure 5(b)) for each season from 2000 to 2009 as explained in Section 2. The climatological mean AIE values during 2000–2009 for fixed CIP and CWP bins in different seasons are shown in Figure 5. The AIE of ice droplets during different seasons showed Twomey (positive indirect effect) and anti-Twomey (negative indirect effect) effects (Figure 5(a)). R1 in spring showed a climatologically dominant Twomey effect and had a positive value of 0.09. This is related to an increase in aerosol particles from dry areas, forming clouds with more droplets and less precipitation efficiency, which in turn leads to high reflection of solar radiation. Oceanic regions in summer also showed dominant Twomey effect. It may be associated with an increase in the cloud amount. R2 showed a dominant anti-Twomey effect in summer and was found to have an average negative indirect effect value of −0.04. This could be related to the growth of cloud droplets and increased precipitation during the Changma period (summer monsoon). All regions except R2 showed an anti-Twomey effect in autumn. The AIE of cloud water droplets in each season generally had a negative value and showed an anti-Twomey effect (Figure 5(b)). This could be associated with an increase in water droplet nucleation, which would result from the high transport of sea salt aerosols from the oceans, subsequently working as efficient CCN. Sea salt can act as giant CCN (GCCN) which trigger early onset of precipitation [26]. R1 in spring showed a Twomey effect and had a positive AIE value of 0.02. This is related to an increase in aerosol particles transported from dry areas, resulting in high reflection and increased cloud lifetime.

Especially in Changma (summer monsoon in June-July) period, there persists strong moist environment. Hence aerosol indirect effect could be different as compared to dry period. Cloud in this Asian monsoon region also shows different structures and components according to the cloud levels or height. Especially, cloud height and type are shown to be as important as cloud cover in modifying the radiation field of the earth-atmosphere system [16].

Hence the climatological mean AIE during Changma period is investigated during 2000 to 2009 by considering the cloud level height. The cloud levels have been divided into
three intervals of cloud top pressure (high cloud, \( P_c \geq 440 \text{ mb} \); middle cloud, \( 440 \text{ mb} < P_c \leq 680 \text{ mb} \); and low cloud, \( P_c > 680 \text{ mb} \)) [29]. The AIE has been estimated for both CIP and CWP bins during Changma period in each region for all three types of cloud during 2000 to 2009 and hence climatological mean value is computed (Figure 6). Since low clouds do not contain ice droplets, AIE for ice droplets has been estimated only for high and middle clouds (Figure 6(a)). The AIE for ice droplets in each cloud level also showed a dominant anti-Twomey effect (negative indirect effect), indicating the increase in cloud drop size with enhanced aerosols. Middle clouds also showed a strong anti-Twomey effect (except over R3). However, high cloud in R1 showed a Twomey effect and had a positive value of 0.01. This could be associated

![Figure 4: Climatological mean back-trajectories of the air mass arrived over R1 (red), R2 (green), R3 (blue), and R4 (pink) in (a) spring, (b) summer, (c) autumn, and (d) winter.](image-url)
with high reflection at the cloud top. The AIE for CWP bins has been estimated for middle and low clouds, since high cloud has fewer amounts of water drops compared to ice pellets (Figure 6(b)). In particular, low clouds in each region showed a strong anti-Twomey effect and it could be associated with the development of precipitation in comparison with middle cloud. The enhanced anti-Twomey effect could be attributed to enhanced moisture content available to individual hygroscopic aerosols, increasing cloud drop growth, resulting in precipitation. The R2 region showed a strong anti-Twomey effect in middle (−0.12) and low clouds (−0.19). This clearly indicates that the development of precipitation during Changma is influenced by an anti-Twomey effect over Korean inland. The differences in AIE during entire summer and exclusively during Changma period could be due to the fact that Korean summer consists of dry clear sky periods and wet Changma periods. The AIE for ice droplets (for fixed CIP bins) during Changma period also showed a dominant anti-Twomey effect. In particular, the AIE value at low clouds showed a strong anti-Twomey effect, indicating...
higher probability of precipitation development compared to middle clouds. Finally, the AIE during the Changma period could be considered as a clear indicator for precipitation predictions.

Several studies report AIE estimates over different parts of the world. The AIE values reported in this study are in agreement with those reported in earlier studies. It reported indirect effect values of 0.07 to 0.11 on different experimental days using ground-based methods over Oklahoma [17]. It also obtained similar AIE values using ground-based observations [30]. AIE value is reported between 0.13 and 0.19 in Alaska region [31]. It also found AIE values of 0.03 to 0.71 over East China Sea region [2]. Even though positive AIE values have been majorly reported, few studies report negative indirect effects in certain environmental conditions [6, 24]. AIE was studied on two contrasting monsoon seasons over Indian region [10]. It is found that the AIE values were positive during bad monsoon years and were negative during good monsoon years. The negative indirect effects ranged between −0.007 and −0.22 over different regions in good monsoon conditions, indicating the increase in cloud effective radii with changes in aerosol loading and hence inducing precipitation. However, the positive indirect effect values were found to be ranging between 0.15 to 0.37 in bad monsoon conditions, which reduces the cloud effective radii and precipitation.

4. Summary and Conclusions

This study presents the seasonal variability of aerosols and cloud properties by using Terra MODIS satellite data for four different regions in the Korean peninsula over 10 years. The selected regions include Yellow sea (R1, 124°–126°E & 35°–38°N), Korean inland (R2, 127°–129°E & 35°–38°N), East sea (R3, 130°–132°E & 35°–38°N), and South sea (R4, 125°–128°E & 32°–34°N). It is found that aerosol parameters show significant seasonal and monthly variability, which in turn influences cloud properties.

The AOD and AI values were found to be higher during January to June for all years. This obviously is associated with the long-range transport of aerosols from deserts and continent of China, indicated by small Ångstrom exponents values, representing the presence of large dust aerosols. The CIR also showed higher values during spring, while the CWR and FMF showed an increase during summer in all years. This is related to an abundance of accumulation mode aerosols which influence condensation, formation, and enhancement of cloud droplet size. The AOD, CIR, and AI were found to be higher in R1 than other regions. The FMF over R2 is higher in summer as compared with other seasons.

The AIE values for ice droplets in each year were estimated for different seasons and found to have both positive and negative indirect effects. However, the AIE of cloud water droplets in each season generally had a negative value. The AIE during the Changma period at different cloud levels showed a strong anti-Twomey effect, especially in low cloud for water droplets. This portrays that aerosols play an important role in increasing cloud drop size and hence precipitation during Changma period.

Acknowledgments

This research was supported by the National Research Foundation of Korea (NRF) through a Grant provided by the Korean Ministry of Education, Science & Technology (MEST) in 2013 (no. 200603874). MODIS and TOMS/OMI data used in this study were produced with the Giovanni online data system, developed, and maintained by the NASA-GES DISC which is acknowledged with thanks. One of the authors, A. S. Panicker, acknowledges director of IITM, Professor Goswami and Dr. Beig for their encouragements.

References


Research Article

Interannual and Intraseasonal Variability in Fine Mode Particles over Delhi: Influence of Meteorology

S. Tiwari,1 D. S. Bisht,1 A. K. Srivastava,1 G. P. Shivashankara,2 and R. Kumar3

1Indian Institute of Tropical Meteorology (Branch), Prof Ramnath Vij Marg, New Delhi 110060, India
2Department of Environmental Engineering, P. E. S. College of Engineering, Mandya, Karnataka 571401, India
3Sharda University, Knowledge Park III, Greater Noida 201306, India

Correspondence should be addressed to D. S. Bisht; dsbisht@tropmet.res.in

Received 23 May 2013; Revised 26 September 2013; Accepted 3 October 2013

A cademic Edi to r:D .M.Cha te

Copyright © 2013 S. Tiwari et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Fine mode particles (i.e., PM$_{2.5}$) were collected at Delhi, India, for three consecutive years from January 2007 to December 2009 and were statistically analyzed. Daily mean mass concentration of PM$_{2.5}$ was found to be 108.81 ± 75.5 μg m$^{-3}$ ranged from 12 to 367.9 μg m$^{-3}$, which is substantially higher than the Indian National Ambient Air Quality Standards (NAAQS). Among the measurements, ∼69% of PM$_{2.5}$ samples exceeded 24 h Indian NAAQS of PM$_{2.5}$ level (μg m$^{-3}$); however, ∼85% samples exceeded its annual level (40 μg m$^{-3}$). Approximately 30% of PM2.5 mass was in the range of 40–80 μg m$^{-3}$, indicating abundance of fine particles over Delhi. Intraseasonal variability of PM$_{2.5}$ indicates highest mass concentration during postmonsoon (154.31 ± 81.62 μg m$^{-3}$), followed by winter (150.81 ± 74.65 μg m$^{-3}$), summer (70.86 ± 29.31 μg m$^{-3}$), and monsoon (45.06 ± 18.40 μg m$^{-3}$). In interannual variability, it was seen that in 2008, the fine mode particle was ~23% and ~36% higher as compared to 2007 and 2009, respectively. Significantly negative correlation was found between PM$_{2.5}$ and temperature (−0.59) as well as wind speed (−0.38). Higher concentration of PM$_{2.5}$ (173.8 μg m$^{-3}$) was observed during calm conditions whereas low concentration (79.18 μg m$^{-3}$) was observed when wind speed was >5 Km/hr. In winter, greater exposure risk is expected, as the pollutant often gets trapped in lower atmosphere due to stable atmospheric conditions.

1. Introduction

Aerosols, suspended in the atmosphere, are distributed through turbulence and direct atmospheric transport of air masses. These aerosols interact with Earth’s energy budget, directly as well as indirectly. As a direct effect, aerosols scatter, absorb, and reflect solar energy that enters and exits in the Earth’s atmosphere, while as an indirect effect, they altered the size, shape, and location of clouds and affected the precipitation in lower atmosphere [1–4]. Apart from this, atmospheric aerosols, especially fine particles, have received much attention during the last two decades due to their potential adverse impacts on human health and agricultural production. Particulate matters with aerodynamic diameters less than 2.5 μm (i.e., PM$_{2.5}$), called fine particles, have especially been found to be associated with increasing respiratory illness, carcinogens [5], asthma [6], and ultimately in increasing the number of premature deaths [7–9]. Many epidemic studies have linked airborne concentrations of PM$_{2.5}$ and PM$_{10}$ with a variety of health problems, including morbidity and mortality [10].

Due to industrial and population growth, increased transportation system, burning of fossil fuel, high rate of urbanizations, and migrations are unavoidable in a developing country. India is the world’s seventh largest country, second to China in its population. Rapid growth in megacities, especially in Delhi and Mumbai, is a cause of concern for air quality. Note that Delhi is the fourth most polluted and the seventh most populous metropolis in the world. According to a local survey, 30% of Delhi’s population was found suffering from respiratory disorders due to air pollution, and this number is about 12 times the national average [11]. Over the station, the presence of industrial activity and traffic emissions are likely to be the most important sources of air pollutants. Increasing particulate matter has already noted to affect human health in megacities [12, 13]. As PM$_{2.5}$
particles have relatively large surface to volume ratio and longer residence times in the atmosphere, they possess a higher proportion of persistent organic compounds than larger particles [14]. In addition to this, high levels of PM$_{2.5}$ have been associated with amenity problems such as visibility degradation associated with haze [15].

The problem of pollution is not only the issue for Delhi, but also it is the case for several megacities of the entire world. Some studies on air quality assessment in Delhi have been carried out for PM emissions, effect of CNG regulations, air toxicity, and air quality index [16–18]. According to these studies, the transport sector of Delhi shares ~72% of the total airborne pollutants [16, 19]; however, major sources of air pollution in Delhi are emissions from vehicles (67%), coal based thermal power plants (13%), industrial units (12%), and domestic exhaust (8%). In 1991, the air pollutants daily emission loads over Delhi were ~1,450 metric tons (http://envfor.nic.in/divisions/cpoll/delpolln.html), which is still in the higher range except prescribed standards of the World Health Organization [20]. The magnitude and urgency of the problem as a global environmental issue need a systematic understanding of the potential causes of pollution and their contribution to air quality. Mostly, in megacities, the main sources of fine particles are the combustion of fossil fuels from automobiles, construction equipments (mobile sources), furnaces, and power plants (stationary sources), where such particles are produced by combustion processes and mixed in the ambient air by mechanical processes [13, 21].

In the present study, fine mode particles (i.e., PM$_{2.5}$ mass concentrations) were obtained from Central Pollution Control Board (CPCB) during the period from January 2007 to December 2009 in Delhi. The observed aerosol data was analyzed and presented in the present study with objectives (i) to assess interannual and intraseasonal variability of PM$_{2.5}$ mass concentration over Delhi and its possible sources and (ii) to understand the effect of ambient meteorological parameters on aerosol formation and existence during different atmospheric conditions.

2. Data Collection and Sampling Site

Delhi, situated between 28°21’17” to 28°53’ latitude and 76°20’37” to 77°20’37” longitude with height of ~218 meter above mean sea level, is around 160 km away in the south from the southern part of the Himalayas. It is bounded by the Thar desert of Rajasthan in the west, plains of central India in the south, and Indo-Gangetic Plains (IGP) in the east. The area of the city is 1,483 km$^2$ with ~18 million inhabitants. It experiences severe weather conditions between different seasons from hot and humid weather in summer to cold and dry weather in winter [22]. During the whole year, the prevailing wind was found to be easterly, northerly, and northwesterly, and to be strongest wind was in summer. Apart from such swings of weather in annual cycle, the whole northern part of India, especially the IGP, experiences thick foggy conditions during winter with lower boundary layer. More details about the station and the meteorological conditions are discussed elsewhere [23].

3. Results and Discussion

3.1. Temporal Variability in Fine (PM$_{2.5}$) Mode Particle.

Day to day variability in mass concentrations of fine mode particle (PM$_{2.5}$) during the study period from January 2007 to December 2009 was plotted and depicted in Figure 1. The daily mean mass concentration of PM$_{2.5}$ over Delhi during the study period was 108.81±75.5 𝜇g m$^{-3}$ that ranged from 12 to 367.9 𝜇g m$^{-3}$ which is substantially higher and far in excess of their annual averages stipulated by the Indian National Ambient Air Quality Standards (NAAQS; http://cpcb.nic.in/National_Ambient_Air_Quality_Standards.php; 40 𝜇g m$^{-3}$) and the US National Ambient Air Quality Standards (http://www.epa.gov/air/criteria.html; US NAAQS: 15 𝜇g m$^{-3}$). During the study period, ~69% PM$_{2.5}$ samples were found to exceed the 24 h limit of NAAQS for PM$_{2.5}$ standard (60 𝜇g m$^{-3}$). Mass concentrations of PM$_{2.5}$ show considerable
day to day variability, with the lowest value of 12 μg m⁻³ (on 18th August 2009) and the highest of 368 μg m⁻³ (on 1st March 2008), which could be due to the meteorological effect.

Interannual monthly mean mass concentrations of PM$_{2.5}$ and its standard deviation during 2007 to 2009 were plotted and shown in Figure 2. Monthly mass concentrations of PM$_{2.5}$ were observed to be in the following order: January > February > October > April > March > June > May > September > July > August (2007), November > December > February > October > January > March > April > May > June > July (2008), and December > January > October > February > March > June > April > May > July > August > September (2009). On the basis of monthly analysis, PM$_{2.5}$ indicates the highest concentrations in winter and postmonsoon months. Also, we analyzed interannual variation of fine mode particles and were found the highest value during 2008 (135.44 ± 77 μg m⁻³) varying from 12.0 to 367.9 μg m⁻³) followed by 2007 (103.7 ± 77.5 μg m⁻³), varying from 22.2 to 367.9 μg m⁻³) and 2009 (87.1 μg m⁻³) varying from 12.0 to 345.9 μg m⁻³). In 2008, the fine mode particle was higher by ~23% and 36% as compared to 2007 and 2009, respectively, which could be due to synoptic meteorological changes over the station (see Section 3.2). Intraseasonal variability of mass PM$_{2.5}$ was studied and shown in Figure 3. On the basis of annually season, the highest mass PM$_{2.5}$ concentrations were during postmonsoon (154.31 ± 81.62 μg m⁻³) followed by winter (150.81 ± 74.65 μg m⁻³), summer (70.86 ± 29.31 μg m⁻³), and monsoon (45.06 ± 18.40 μg m⁻³). In overall, the lower mass concentration of fine particle was observed during monsoon due to washout effect, whereas the higher concentration was during winter due to low level inversion. PM$_{2.5}$ concentrations during monsoon in 2007 and 2009 were nearly equal to the annual mean NAAQS except in 2008 (53.13 μg m⁻³); however, it was approximately four times higher during postmonsoon and winter whereas during summer, it was approximately double the NAAQS.

Very high mass concentration of PM$_{2.5}$ during winter and postmonsoon is basically due to meteorological and emission effects [24, 25]. The mixing height is observed to be lower due to low temperature and calm winds during these periods. On the other hand, burning of fire crackers during Deepawali festival, which is generally celebrated in the last week of October or in the first week of November every year all over India, is another important cause of generation of particulate matters during postmonsoon season [26–29]. Minima were observed during monsoon season due to washout effect [24]. Bach et al. [30] reported an increase in total suspended particulate matters (TSPM) on an average by 300% at 14 locations; however, they also reported at one location that, due to fireworks on New Year’s Eve, the lung penetrating size ranges particles increases up to 700%. Increase in particle number is witnessed in the accumulation mode range (>100 nm) during the Millennium Fireworks in Leipzig, Germany [31]. Further, Liu et al. [32] reported the chemical composition and particle size of typical fireworks mixtures. An enhancement in PM$_{1.5}$ up to 6 times and PM$_{10}$ up to 4 times on a lantern day (fireworks) in Beijing (China) is found relative to those over normal days [33].

Frequency distribution of PM$_{2.5}$ mass concentrations over Delhi during study period was also studied (Figure 4). It is divided into nine different categories of 40 μg m⁻³ intervals within the limit of NAAQS from 0 to 360 μg m⁻³. In overall study, mass concentration of PM$_{2.5}$ skewed toward higher to lower concentrations in respect of corresponding spectrum except 0–40 μg m⁻³ (15%). The highest contribution was 30% (40–80 μg m⁻³) followed by 17% (80–120 μg m⁻³), 14% (120–160 μg m⁻³), 10% (160–200 μg m⁻³), 9% (200–240 μg m⁻³), 3% (240–280 μg m⁻³), 2% (280–320 μg m⁻³), and 1% (320–360 μg m⁻³). It clearly indicated that mass concentrations of PM$_{2.5}$ was higher (85%) than their National Ambient Air Quality Standard limits (40 μg m⁻³); however, ~30% of...
samples (significant fraction) were observed between 40 and 80 \( \mu g \) m\(^{-3}\) ranges, which indicates that the environment of Delhi is more dangerous in the health point of view due to high loadings of fine particles into the atmosphere of Delhi. This feature is basically due to emissions from anthropogenic sources and climatic conditions of Delhi. Meteorological parameters such as temperature, relative humidity, wind speed, rainfall, and mixing height play crucial role in dispersion, transportation, and accumulation of the atmospheric pollutants. In general the atmosphere of Delhi during winter season is characterized by low relative humidity and low solar heating of land accompanied by low ventilation coefficients that result in less dispersion of aerosols, which in turn leads to an increase in the concentrations of fine mode particles. Due to this process, there is a greater exposure risk in trapping the air pollutants in the lower layer of the atmosphere thereby resulting in high mass concentrations of PM near to the surface. In such conditions, the probability of the formation of secondary aerosols is higher ([34] and references therein). Apart from this, long range transport of fine particles may also play crucial role during postmonsoon [24, 34]. Crop harvest and clearing agricultural land by burning the biomass during postmonsoon are common practices in the largely agricultural surroundings. The burning smoke reaches Delhi contributing to substantial smog formation and enhancement in PM and ozone levels [35]. In a recent study, Awashti et al. [36] reported higher concentrations of PM\(_{2.5}\) (69 \( \mu g \) m\(^{-3}\)) as compared to NAAQS, which varied from 44 to 147 \( \mu g \) m\(^{-3}\) at Patiala district of India, which is located northwest of Delhi near the foothills of the Himalayas. They found that the concentration of fine particulate matter was increased substantially (78%) during postmonsoon (October to November) due to burning of crop residue with the maxima observed from 100 to 147 \( \mu g \) m\(^{-3}\) in 2009. Similar results with higher concentrations of aerosols are also reported by Badarinath et al. [37] using satellite-based measurements during exhaustive burning of rice crop residue in IGP region in the months of October to November. Therefore, the significantly high concentrations of fine size aerosols observed over Delhi have larger influence of certain anthropogenic activities related to agriculture during the winter season [24].

The daily mean mass concentration of PM (108.81 ± 75.5 \( \mu g \) m\(^{-3}\)) during the study period at Delhi is found to be relatively lower than the previously reported values (171 \( \mu g \) m\(^{-3}\)) by Khillare et al. [38] during 2004, which can be attributed to introduction of metro-rail and use of CNG for public transport in Delhi. Lowering in the concentrations of PM\(_{2.5}\) may increase in the proportion of petrol-fueled four- and two-wheeler vehicles, three-wheeler converted to CNG, and poor CNG kit in three-wheeler public transport system, which was first generation of CNG three-wheeler vehicles introduced in Delhi. Apart from these, the other significant fallout of the ruling was in the industrial sector—approximately 500 heavy industries were either shut down or relocated to areas outside the Delhi administrative boundaries. Yet, there remains a tremendous amount of potential to reduce the air pollution impacts in Delhi as the demand rises for infrastructure and services. Reynolds and Kandlikar [39] examined the opportunities for combined benefits of Delhi’s fuel switching strategy—not only for local air pollution but also for climate related affects—and evaluated the potential for extending such services to other cities. Gadde et al. [40] have identified the contribution of ~14% (globally) of the open burnt rice straw in the states of Punjab, Haryana, and Uttar Pradesh. In addition to this, Delhi’s low nighttime temperature during the winter (~2°C) and indoors and outdoors heating of biofuels for heating purpose are accomplished with small coal-burning boilers, stoves, and open burning of leaves and woods [41]. Guttikunda and Calori [42] have done a GIS-based emissions inventory at 1 km × 1 km spatial resolution for air pollution analysis in Delhi and found the mass concentrations of PM\(_{2.5}\) (123 ± 87 \( \mu g \) m\(^{-3}\)) which is higher to present study. Dey et al. [43] have also reported higher outdoor fine particulate (PM\(_{2.5}\)) mass concentrations (148.4 ± 67 \( \mu g \) m\(^{-3}\)) over Delhi. Overall, the level of PM\(_{2.5}\) in Delhi is comparable to Beijing, China (115 \( \mu g \) m\(^{-3}\)) [44], and to the wintertime in California’s San Joaquin Valley, USA (138 \( \mu g \) m\(^{-3}\)) [45], and is higher than the Belgrade City (75 \( \mu g \) m\(^{-3}\)) [46].

Recent increase in the proportion of diesel cars and diesel light trucks appears to be the cause of increase of PM concentrations. Besides this, the particulate pollutants in Delhi environment are also contributed to nonexhaust particles originating from wear and corrosion of road pavements, vehicle components, and particles originating in surroundings as well as industrial processes, increasing construction activities, loss of vegetation, and thermal power plants. The four wheelers, which were converted from petrol to compressed natural gas (CNG), are characterized by poor quality of piston rings as well as the improper maintenance of air filters, which generate white smoke, causing increase in PM levels [47]. Apart from generation of particles in the vicinity
of the city, particles from nearby thermal power plants also contribute significantly to the particle level of Delhi. Note that three major power plants, namely, Badarpur, Indraprastha, and Rajghat with the total electricity generation capacity of 1,087 MWs, are situated in the vicinity of measurement location. These power plants produce nearly 6,000 metric tons (Badarpur 3,500–4,000, Indraprastha 1,200–1,500, and Rajghat 600–800) of fly ash per day and are responsible for as much as 10% of the total air pollution load. Furthermore, Delhi is also dealing with massive dust due to continuous constructional activities and a failed effort to control burning of garbage and biomass.

3.2. Effect of Meteorology on PM<sub>2.5</sub> Mass Concentrations. Yearly mean mass concentrations of PM<sub>2.5</sub>, temperature (Temp.), relative humidity (RH), and wind speed (WS) along with their standard deviation, minimum, and maximum values in Delhi during 2007 to 2009 are assembled in Table 1. Large variations were seen in interannual and intraseasonal (as discussed in Section 3.1) mass concentrations of fine mode particles over Delhi during the study period, which is directly influenced by ambient meteorological conditions. The annual mean mass concentration of PM<sub>2.5</sub> during 2008 was higher than in 2007 and 2009, although very good agreement was seen between mass concentrations and meteorological parameters such as WS, temperature, and RH. The highest mean WS (5.2 Km/hr) was observed in 2008, whereas the lowest was in 2009 (4.7 Km/hr) and the intermediate was in 2007 (5.0 Km/hr). Seasonwise occurrence of calm conditions was studied and higher occurrence of calm conditions was observed during winter period of 2008 as compared to 2007 and 2009; however, there are less calm conditions observed in other seasons. The RH was found similar to WS with lower in 2009 (mean RH: 59%) as compared to 2007 (mean RH: 64%) and 2008 (mean RH: 63%). There is no significant relationship seen between annual variability between mass concentrations with RH; however, good agreement was seen on intraseasonal variability on mass concentrations and RH. Seasonwise variations between them have been studied and higher concentration of fine particles was observed during winter period as in 2007 (171 μg m<sup>−3</sup>), 2008 (163 μg m<sup>−3</sup>), and 2009 (118 μg m<sup>−3</sup>) and corresponding RH was 72%, 62%, and 64%, respectively. In another study, Singh [48] suggested that RH plays a very crucial role in altering the radiative properties of atmospheric aerosols as hygroscopic nature. A very good agreement between columnar aerosol optical depth and RH over Rajkot was observed by Ranjan et al. [49]. Devara and Raj [50] observed that the higher relative humidity and lower temperature during monsoon period at Pune caused the growth of cloud droplets which results in higher rainfall. In the case of temperature, it was higher during 2009 (Mean: 26°C) compared to 2007 (Mean: 25.4°C) and 2008 (Mean: 25.1°C). Also, large variation was observed between maximum and minimum temperature during interannual variability and varied from 9.4 to 39.0°C in 2007, 9.2 to 35.0°C in 2008, and 11.8 to 37.8°C in 2009. Statistically, the variability in temperature was seen during intraseasonal with highest magnitude during summer (31.5°C) followed by monsoon (31.0°C), postmonsoon (23.5°C), and winter (18.0°C).

Regression analysis between daily mass concentrations of PM<sub>2.5</sub> and meteorological parameters such as WS, temperature, and RH during study period was performed and depicted in Figure 5 (Figure 5(a): WS; Figure 5(b): temperature, and Figure 5(c): RH). Very good agreement was observed between mass concentrations with WS and temperature; however, very weak relationships were seen between PM and RH in the overall study due to large variability in RH during different seasons. A good agreement was seen during intraseasonal which was discussed earlier. Significant correlation between PM<sub>2.5</sub> and WS over Delhi was observed (−0.38 (r), slope: Y = 6.97725 − 0.01784X; N = 755; P < 0.0001), which is significant at 99% confidence level (Figure 5(a)). The mass concentrations were separated in different WS (calm conditions and WS ≤ 5 Km/hr and ≥5 Km/hr). Very high mass concentrations (173.8 μg m<sup>−3</sup>) of PM were observed when WS was in calm conditions; however, when the WS was in <5 Km/hr, it was still showing higher mass concentration (124.77 μg m<sup>−3</sup>) which is three times higher than NAAQS. Very low PM mass concentrations (79.18 μg m<sup>−3</sup>) were observed in higher WS (>5 Km/hr). Also, it was seen that the concentrations of pollutants decrease effectively with increasing wind speed, suggesting the dilution of pollutants through dispersion. Similarly to WS, the correlation between PM and temperature was also observed to be very high (−0.58 (r)), which is also significant at 99% confidence level (slope: Y = 31.21856 − 0.05543X; N = 755; P < 0.0001) (Figure 5(b)). We also separated the concentrations against temperature (indicated as vertical line) and found that the higher concentrations (164.66 μg m<sup>−3</sup>) were observed when the temperature was less than 22.5°C; however, very low concentrations (77.14 μg m<sup>−3</sup>) were observed to be >22.5°C. Wallace and Kanaroglou [51] studied the relationship between temperature and fine particulate matter during day and night at Ontario, Canada, for the
period from 2003 to 2007. They found that in nighttime, the 54% concentrations of fine particles increased due to low level inversion and lower temperature but it was found opposite during daytime and the concentration decreased about 14% during daytime. Due to large variability during day and night temperature along with interannual and intraseasonal variability, very poor relationship (0.14) between RH and mass concentrations of PM was observed during the study period. Interesting results were seen in the separation of lower (<55%) and higher (>55%) RH; in case of <55% RH, the lower mass concentration (96.96 μg m⁻³) was observed; however, in >55% RH, the mass concentration was found to be relatively higher (114.6 μg m⁻³). High wind speed was associated with lower pollutant levels in most of the cases, whereas in the case of RH and temperature, it was opposite. On the basis of these relationships, it can be mentioned that the interplay of meteorological variables with pollution plays a key role in assessing the impact of pollution for a region. Seasonal correlation analysis between fine particle and meteorological parameters was also performed and depicted in Table 2.

The WS and temperature was found to be negatively correlated during winter and post-monsoon seasons; however, a poor correlation was observed during summer and monsoon. Very interesting results were seen in the case of RH having positive relationship (=0.35) during postmonsoon whereas significant negative correlation (−0.48) was seen during summer. No relationship was observed during monsoon and winter. It is clearly indicated that meteorological parameters play a vital role in dispersion and accumulation of aerosols in different seasons. Chate and Devara [52] studied the impact of RH on nucleation mode particle during winter of 1997 and 1998 and found that they have positive impact on growth in submicron aerosols (0.013 to 0.133 μg m⁻³) during cold season; however, during the same period in the present study, we have not found any significant relation in larger particle (2.5 μg m⁻³) as compared to nucleation aerosols. In another study, Cheng and Lam [53] investigated the impact of wind on TSP concentrations in Hong Kong and found a similar relationship. Also, Chaloulakou et al. [54] investigated the relationship among PM and meteorological parameters such

![Figure 5: Day to day relation between wind speed and PM₂.₅ (a), temperature and PM₂.₅ (b), and relative humidity and PM₂.₅ (c) during 2007 to 2009. Vertical and horizontal lines indicate the dominance of the metrological parameters and PM₂.₅ mass concentration.](image-url)
Table 2: Interannual and intraseasonal correlation coefficient between PM$_{2.5}$ and meteorological parameters (wind speed: WS, temperature: Temp., and relative humidity: RH) in Delhi during 2007 to 2009.

<table>
<thead>
<tr>
<th></th>
<th>2007 PM$_{2.5}$</th>
<th>2008 PM$_{2.5}$</th>
<th>2009 PM$_{2.5}$</th>
<th>Overall PM$_{2.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>−0.30</td>
<td>−0.56</td>
<td>−0.30</td>
<td>−0.38</td>
</tr>
<tr>
<td>Temp.</td>
<td>−0.60</td>
<td>−0.54</td>
<td>−0.56</td>
<td>−0.59</td>
</tr>
<tr>
<td>RH</td>
<td>0.03</td>
<td>0.11</td>
<td>−0.01</td>
<td>0.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Winter PM$_{2.5}$</th>
<th>Summer PM$_{2.5}$</th>
<th>Monsoon PM$_{2.5}$</th>
<th>Postmonsoon PM$_{2.5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>−0.50</td>
<td>−0.16</td>
<td>−0.09</td>
<td>−0.58</td>
</tr>
<tr>
<td>Temp.</td>
<td>−0.58</td>
<td>−0.02</td>
<td>−0.11</td>
<td>−0.51</td>
</tr>
<tr>
<td>RH</td>
<td>0.19</td>
<td>−0.48</td>
<td>−0.18</td>
<td>0.35</td>
</tr>
</tbody>
</table>

as wind speed over Athens, Greece, and found very good agreement with wind speed ($r = −0.43$) and mass PM. They also found good agreement between temperature and fine particles below $10^3$ °C ($−0.36$) and found a positive correlation above $30^\circ$ C ($0.41$). Further, PM$_{2.5}$ concentrations measured near a highly trafficked road in Paris were found to be inversely proportional to the wind speed [55].

4. Conclusions

Mass concentrations of PM$_{2.5}$ were collected during three consecutive years over Delhi at a busy traffic intersection at I.T.O., from January 2007 to December 2010. The data were analyzed for annual and seasonal variations of PM$_{2.5}$ mass concentration and their results are summarized and given below.

The capital of India, Delhi, is found to be heavily loaded with fine particulate matter (PM$_{2.5}$) showing daily mean mass concentration (108.81 ± 75.5 μg m$^{-3}$) which is substantially higher than the Indian NAAQS. Approximately 69% samples of PM$_{2.5}$ mass were exceeded to 24 h Indian NAAQS PM$_{2.5}$ level (60 μg m$^{-3}$) whereas 85% samples were exceeded to its annual level (40 μg m$^{-3}$). Most of the samples existed between 40 and 80 μg m$^{-3}$ (~30%) and indicated that the environment of Delhi is susceptible to a health point of view, generated due to anthropogenic emissions and meteorological conditions over Delhi. Intraseasonal variability of PM$_{2.5}$ indicates the highest mass concentrations during postmonsoon (154.31 ± 81.62 μg m$^{-3}$) followed by winter (150.81 ± 74.65 μg m$^{-3}$), summer (70.86 ± 29.31 μg m$^{-3}$), and monsoon (45.06 ± 18.40 μg m$^{-3}$). In 2008, the fine mode particle was ~23% and ~36% higher as compared to 2007 and 2009, respectively; these large interannual variations are found due to synoptic meteorological changes. Significant negative correlations are found between PM$_{2.5}$ and temperature (~0.59) as well as wind speed (~0.38). Higher concentrations of PM$_{2.5}$ (173.8 μg m$^{-3}$) were observed during calm conditions, whereas 124.77 μg m$^{-3}$ was observed when WS was below 5 Km/hr. Very low PM mass concentrations (79.18 μg m$^{-3}$) were observed in higher WS (>5 Km/hr). The high correlation is expected due to the cause that concentrations of pollutants decrease effectively with increasing WS and temperature, which suggests the dilution of pollutants into the atmosphere. In winter, greater exposure risk is expected, as the pollutant often gets trapped in lower atmosphere due to stable atmospheric conditions, thereby leading to higher levels. On the basis of the present study, it can be concluded that the interplay of meteorological variables with pollution plays crucial role in assessing the impact of pollution.
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The present study focuses on analyzing the precipitation trends over six Indian cities during the summer monsoon (June–September) covering the period 1951–2007 and also attempting to investigate possible urban forcing and dynamics by examining the variation in precipitation in the upwind and downwind directions. The analysis shows negative trends in the total number of rainy days over Hyderabad (−10.4%), Kanpur (−7.1%), Jaipur (−10.5%), and Nagpur (−4.8%) and positive trends over Delhi (7.4%) and Bangalore (22.9%). On the other hand, decreases of −21.3%, −5.9%, −14.2%, and −14.6% in seasonal rainfall are found over Delhi, Hyderabad, Jaipur, and Kanpur, respectively, whereas Bangalore and Nagpur show 65.8% and 13.5% increase. The lesser rainfall and rainy days, along with the mostly declining trend, in the downwind directions of the cities may imply an urban influence in precipitation associated with the increased anthropogenic emissions due to expansion of the urban areas and the increase of population. However, the large spatiotemporal variability of precipitation and the lack of statistical significance in the vast majority of the trends do not allow the extraction of safe conclusion concerning the aerosol-precipitation interactions around Indian cities.

1. Introduction

Rainfall is a key physical process that transports water from the atmosphere back to Earth’s surface and links weather, climate, and hydrological cycle [1, 2]. Especially for India, precipitation has serious importance in the regional climate, annual crop, food grains, and local economy and, therefore, analysis of the long-term trends in precipitation was the subject of numerous studies [3–5]. Duhan and Pandey [5] analyzed 102 years of precipitation records in central India (Madhya Pradesh) founding a spatial-averaged decreasing trend of −2.59%, with a maximum decrease of −12%, but only 3 out of the 45 stations exhibited significant decreasing trend in annual precipitation. However, pronounced spatiotemporal differences were observed between the 45 stations on seasonal basis. Analysis of 100 years of surface rainfall observations over India suggested that the mean monsoon rainfall has not been significantly changed, but several locations across the country exhibited an increasing trend in heavy rainfall (>70 mm/day) during the summer monsoon season [6]. Furthermore, the increase in extreme rainfall (>120 mm/day) events during the Indian summer monsoon (ISM) is particularly pronounced during the last 50 years [7]. The extreme rainfall events analysis by Malik et al. [8] suggested that ISM exhibits characteristically different patterns in the year 2000 as compared to the period 1951–2000 with an increase in magnitude and frequency of extreme rainfall events and a decline in moderate ones. In contrast, Guhathakurtha et al. [9] noted decreasing trends in the frequency of monsoon rainy days in most parts of the country by examining changes in extreme rainfall events over India during the period 1901–2005. Similarly, Dash et al. [10] found
a significant decrease in the frequency of moderate and low rainy days over India during the last half century. In synopsis, the precipitation fluctuations in India are largely random over the century, with no systematic change detectable on either an annual or a seasonal scale [11].

Basistha et al. [4] noted main causes of precipitation fluctuations in India, including the global and/or regional climate change implying a weakening monsoon circulation, land use land cover (LULC) changes corresponding to reduction in forest cover and increasing irrigated agriculture, and the increasing trend of anthropogenic aerosol and pollution levels. Bawiskar [12] analyzed sixty years (1948–2007) of daily temperature and wind datasets during premonsoon season (March–May) and observed a significant decrease in temperature gradient between Indian landmass and adjoining oceanic regions as a result of global warming. This decreasing trend directly affects the kinetic energy and cyclonic circulation over the area and can weaken the monsoon circulation in the lower troposphere. On the other hand, Rosenfeld [13] suggested that urban aerosols and anthropogenic pollution may reduce, or even vanish, the precipitation from clouds and humid environment. Aerosol particles from both natural and anthropogenic sources are among the factors that could contribute to enhanced warming and precipitation redistribution over India [14, 15].

Atmospheric aerosols may affect precipitation through their direct, semidirect, and indirect effects in solar radiation and clouds. The former mostly acts to suppress precipitation by decreasing the amount of ground-reaching solar radiation, and, hence, reducing the heat availability for evaporating water and energizing convective rain clouds. The second is defined by the strong absorbing capability of the carbonaceous aerosols, which absorb solar radiation and heat the atmosphere, leading to stabilization of the lower troposphere and suppression of convective clouds. Besides these effects, aerosols can also have important microphysical effects on clouds and precipitation through their influence on cloud drop nucleation (indirect effect), which affects cloud lifetime, cloud albedo, and precipitation [16, 17]. Anthropogenic aerosols serve as small cloud condensation nuclei (CCN), which may slow down cloud-drop coalescence as well as the ice precipitation and prolong the time required in conversion of cloud water into precipitation [18]. Givati and Rosenfeld [19] quantified the microphysical effects of air pollutants on precipitation in a regional scale and found a decrease of 15–25% in orographic precipitation in the downwind direction of the pollution sources. Similarly, Rosenfeld et al. [20] highlighted the role of air pollution in the loss of water resources in hilly areas and suggested a 30–50% decrease in precipitation during hazy conditions at the mountains. Borys et al. [21, 22] provided evidence on suppression of precipitation in winter orographic clouds due to atmospheric pollutants that increase the CCN concentration leading to formation of smaller cloud droplets. The reduced drop size caused smaller fall velocities and smaller amounts of snowfall. Furthermore, Rosenfeld et al. [23] suggested that increase in aerosol concentration beyond a threshold would decrease the vigor of convective clouds because of both direct and indirect microphysical effects. On the other hand, several studies [24–26] suggested reduction in ground-reaching solar radiation, evaporation, and daytime temperature over heavily polluted areas due to formation of fog-like haze associated with increased anthropogenic pollutants. However, to establish any link between aerosols and precipitation over India is a real challenge, since changes in ambient meteorological conditions, in intraseasonal monsoon variability, and in land cover and normalized difference vegetation index (NDVI) can also influence precipitation [27–31]. On the other hand, several studies [32–35] observed a reverse effect, that is, enhancement of precipitation with aerosols.

Furthermore, land use changes affect several atmospheric properties and processes, such as boundary layer dynamics [36], convection [37], mesoscale circulations [38], cloud properties [39], and precipitation [40–42]. A significant impact of urbanization on the spatiotemporal patterns of precipitation was also highlighted in the literature [43–45]. India has witnessed an explosive growth of population (0.3 billion in the year 1950 to 1.04 billion in the year 2002) accompanied by uncontrolled urbanization over the last five decades. The population growth is mainly detected in urban areas due to the large-scale migration of rural population. Around urban areas, natural landscapes have been modified by artificial surfaces during construction, which are more capable of storing solar energy and converting it to sensible heat resulting in an increase of temperature (Urban Heat Island, [46, 47]) compared to surrounding environments. Kaufmann et al. [48] analyzed the impact of urbanization in the Pearl River Delta, China, and suggested more than ∼300% increase in urban areas, which were strongly related with reduction in rainfall causing dry winters over the region. To this respect, Lee et al. [49] suggested a significant weakening of ISM due to an increase in surface albedo and reduction in surface roughness. Modeling investigations by the same authors show that monsoon circulation and rainfall are being influenced by the major modifications of the biosphere in the Indian subcontinent, mainly caused by surface energy balance altering, the planetary boundary layer motion fields, moisture convergence, and hydrological cycle. More recently, Kishthawal et al. [50] found a significant increasing trend in the frequency of heavy rainfall over urban regions in India during the monsoon season, with this increasing trend to be more pronounced over areas with faster urbanization.

In the present study, we have analyzed the long-term (1951–2007) variations and trends in precipitation (rainfall amount and number of rainy days) over six Indian cities (namely, Delhi, Hyderabad, Bangalore, Kanpur, Nagpur, and Jaipur). In order to examine possible urban aerosol-pollution forcing on precipitation amount and trends, the analysis has been performed over the upwind and downwind directions of each city during the rainy monsoon (June–September) period. Moreover, extensive literature survey and discussions are provided for possible linkage of the long-term precipitation trends with the increasing anthropogenic aerosols and LULC changes around the urban centers.
Table 1: Upwind and downwind grids around the six selected locations along with the dominant surface wind flow and the dispersion of pollutants during the monsoon period.

<table>
<thead>
<tr>
<th>Location</th>
<th>Upwind grid</th>
<th>Downwind grid</th>
<th>Surface wind</th>
<th>Dispersion of pollutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delhi</td>
<td>27.5°N–78.5°E</td>
<td>29.5°N–76.5°E</td>
<td>Mostly from southeast</td>
<td>Mostly to northwest</td>
</tr>
<tr>
<td>Hyderabad</td>
<td>16.5°N–77.5°E</td>
<td>18.5°N–79.5°E</td>
<td>Mostly from southeast</td>
<td>Mostly to northwest</td>
</tr>
<tr>
<td>Kanpur</td>
<td>25.5°N–81.5°E</td>
<td>27.5°N–79.5°E</td>
<td>Mostly from southeast</td>
<td>Mostly to northwest</td>
</tr>
<tr>
<td>Jaipur</td>
<td>25.5°N–76.5°E</td>
<td>27.5°N–74.5°E</td>
<td>Mostly from southeast</td>
<td>Mostly to northwest</td>
</tr>
<tr>
<td>Nagpur</td>
<td>20.5°N–78.5°E</td>
<td>22.5°N–80.5°E</td>
<td>Southwest</td>
<td>Northeast</td>
</tr>
<tr>
<td>Bangalore</td>
<td>11.5°N–76.5°E</td>
<td>13.5°N–78.5°E</td>
<td>Southwest</td>
<td>Northeast</td>
</tr>
</tbody>
</table>

Figure 1: Locations of the 6 Indian urban cities used in the analysis (a) and monsoon onset map (b) obtained from [http://en.wikipedia.org/wiki/File:India_southwest_summer_monsoon_onset_map_en.svg](http://en.wikipedia.org/wiki/File:India_southwest_summer_monsoon_onset_map_en.svg).

2. Selected Sites and Climatology

Six urban locations at different regions of India have been considered for the analysis (Figure 1(a)). Except from the variations in the land use, topography characteristics, and meteorological conditions, the selected urban sites present large differences regarding the monsoon onset as shown in Figure 1(b). This figure shows shifting of the intertropical convergence zone (ITCZ) northwards during the summer monsoon season. The winds are from southwest (except the northwestern part of the country), while the monsoon rainfall affects primarily (beginning of June) the southeastern Indian regions and by the end of July has affected the whole territory except from the northwestern regions (Thar desert and Indian Trans-Himalaya). Detailed information about climatology, land use, and specific characteristics of the different Indian regions can be found in Ramachandran and Cherian [51]. In order to qualitatively assess the urban forcing in precipitation changes, upwind and downwind pixels around the six cities are selected based on the dominant monsoon surface wind flow (Table 1). The sites located in central-south India (Hyderabad, Nagpur, and Bangalore) are influenced by the southwest monsoon flow (Arabian Sea branch; see Figure 1(b)), while the rest sites (Delhi, Jaipur, and Kanpur) are mainly influenced by the Bay of Bengal branch and the dominant surface winds are from east-southeast direction (Figure 1(b)).

2.1. Delhi. Delhi is the capital of India situated in the northern part of the country (28.38°N, 77.12°E, 218 m ASL). It is the largest center of small industries and main commercial center in northern India. The city is densely populated and has a large number of automobiles, thus adding additional loading of industrial and urban emissions, in addition to the desert dust transport during premonsoon and monsoon [52]. The climate of the area is monsoon-influenced subtropical with large variations in temperature and precipitation between winter and summer seasons. The prevailing winds are mainly easterly, northerly and northwesterly during the summer season [53].

2.2. Hyderabad. Hyderabad (17.47°N, 78.42°E, 547 m ASL) is the fifth largest city in India with ~5.5 million inhabitants and is also considered as one of the most polluted due to population growth and associated anthropogenic activities observed during the last decades. The decennial growth of population (1981–91) is 39.7% against the growth rate of
24.2% for the state. As a consequence, the traffic density has been increased contributing ~75% of all sources of air pollution in Hyderabad [54]. Additionally, dust transported during premonsoon and monsoon, crop residue burning in autumn, and forest fires in the dry period of the year affect the atmosphere over Hyderabad [55–57]. The climate of the region is semiarid with a total rainfall amount of ~700 mm occurring mostly during the monsoon season (June–September) under the influence of the strong south-westerly winds.

2.3. Bangalore. Bangalore (12.58°N, 77.38°E, 920 m ASL) is located in the Deccan Plateau in the southern part of India, which is influenced by the Arabian Sea and the Bay of Bengal. Due to its high elevation, Bangalore usually enjoys salubrious climate throughout the year, although freak heat waves can make life very uncomfortable during summer months. The coolest month is January with an average low temperature of 15.1°C and the hottest month is April with an average high temperature of 33.6°C. Bangalore receives rainfall from both the northeast and the southwest monsoons and the wettest months are September, October, and August [58]. The climate of the area is classed as the seasonally dry tropical savanna climate with four seasons.

2.4. Kanpur. Kanpur (26.28°N, 80.24°E, 142 m ASL) lies in the central part of the Indo-Gangetic Plains and is one of the most polluted cities in India [59]. It is characterized by a very hot summer and cold winter; the temperature during summer goes up to 40°C and in winter it is dropped below 0°C. Kanpur is the 9th most populous city in India and is highly congested, overcrowded and with high aerosol levels [60].

2.5. Jaipur. Jaipur, the capital city of Rajasthan state (26.53°N, 75.50°E, 432 m ASL) located in the northwestern India (close to Thar desert), is one of the fastest growing cities in the country. The climate of the area is extremely hot with humid summers and chilly winters, while aerosols of desert origin dominate [61]. During the monsoon months there are frequent heavy rains and thunderstorms, but flooding is not common. The winter months of November to February are mild and pleasant, with average temperatures in the 15–18°C range and little humidity. However, there are occasional cold waves that lead to temperature near freezing. Monsoon usually starts in the third week of July, but the area does not experience much of rainy days due to its semi-arid climate.

2.6. Nagpur. The city of Nagpur (21.09°N, 79.09°, 310 m ASL) located in the central India has been classified under dry or semihumid climate throughout the year except the monsoon months of June–September [62]. The climate witnesses a very hot weather during April–June, while in winter the temperature hovers around 12°C and, sometimes, even dips down to zero. The rainfall is driven by the south-westerly monsoon winds. The mean annual rainfall ranges between 1000 mm and 1300 mm, of which about 80% is received during monsoon.

3. Dataset and Methodology

The daily gridded rainfall data at 1° × 1° spatial resolution from India Meteorological Department (IMD) was used [63]. The IMD product uses gauge data from 1803 stations to estimate accumulated rainfall in the 24 hours ending 08:30 IST (03:00 UTC) during the period 1951–2007. IMD uses the Shepard [64] interpolation technique for gridding data from individual stations over the Indian subcontinent (6.5°N to 37.5°N, 66.5°E to 101.5°E). In this method, the interpolated values are computed from a weighted sum of the observations. More specifically, for a given grid point, the search distance is defined as the distance from this point to a given station, while the interpolation is restricted to the radius of influence. For search distances equal to or greater than the radius of influence, the grid point value is assigned a missing code when there is no station located within this distance. More details about IMD gridded rainfall datasets have been described elsewhere [63]. In the present work, we used the gridded points over the 6 urban centers and the rainfall data in the downwind and upwind directions from the stations, based on climatology of surface wind direction during the rainy monsoon season. It should be noted that the dominant surface wind flow may differentiate during the drought monsoon years, as a response of anomalies in pressure pattern [65], without being considered in the analysis. The upwind and downwind grids remain the same during the whole study period (Table 1), and this may affect the rainfall amount and trends. Thus, for a more detailed analysis, except of the higher spatial resolution grid around the urban areas, the upwind and downwind regions have to account for the daily surface-wind flow. Furthermore, the gridded daily rainfall data over Indian region were analyzed to identify the number of rainy days for each year at the selected stations and in the upwind and downwind directions. The rainy days were detected by noting the rainfall values and the days with rainfall values above ”0” were considered as rainy. The variability in precipitation at any grid point depends on large-scale dynamics and the regional/local forcing as well. Therefore, a higher resolution rainfall dataset, like APHRODITE (0.25° × 0.25° and 0.5° × 0.5° resolution), may be more effective in capturing the fluctuation in precipitation due to changes in local emissions and LULC changes [66]. Qualitative comparison between the two gridded databases (IMD and APHRODITE) has been recently performed by Krishnan et al. [67], who found an overall satisfactory agreement concerning the spatial distribution of the trends in rainfall rate over India during the summer monsoon (JJAS) season in the period 1951–2007. We may also point out that the aerosol data is not available in such a high spatial resolution similar to APHRODITE data sets.

4. Results

4.1. Regional Monsoon Meteorology. The ISM is characterized by south-westerly winds in the lower troposphere affecting the most part of the Indian subcontinent and adjoining oceanic regions from June to September being the main source of precipitation over the whole south Asia. This
The windspeed is larger over sea (above 9 ms$^{-1}$) Gangetic Plains (IGP), and the southern slopes of Himalayas. in central and peninsular India, while the latter controls (b) the BoB branch. The former dominates the weather scenes mainland. The ISM has two branches, (a) the AS branch and (b) the BoB branch. The former dominates the weather scenes in central and peninsular India, while the latter controls the weather scenes in Bangladesh, northeastern India, Indo-Gangetic Plains (IGP), and the southern slopes of Himalayas. The wind speed is larger over sea (above 9 ms$^{-1}$), while lower speed intensities are observed in the central and northern India. The southern studied locations, that is, Bangalore, Hyderabad, and Nagpur, are influenced more by the abundant moisture from the south-westerly winds than those located in IGP, that is, Delhi and Kanpur, and as a consequence, the monsoon precipitation is larger over southern India and decreases gradually towards the northern parts of the country. This fact may also redistribute the rainfall over the study regions between intense and weak monsoon years.

4.2. Trends in Total Number of Rainy Days. Figure 3 shows the multidecadal trend (1951–2007) in total number of rainy days over the six Indian cities during summer monsoon; the mean number of rainy days is also shown in each panel. Overall, the analysis shows large heterogeneities in the number of rainy days as well as in the multidecadal variability and trends. Thus, Hyderabad, Kanpur, Jaipur, and Nagpur exhibit negative trends in the total number of rainy days; however, positive trends are observed for Delhi and Bangalore results that are in general agreement with those found by De and Prakas Rao [69]. Statistically significant trend at 95% confidence level is shown only at Bangalore strongly influenced by the large peak in 2005. According to the analysis, the total number of rainy days suggests a 7.4% and 22.9% increase over Delhi and Bangalore; however, over Hyderabad, Jaipur, Kanpur, and Nagpur a decrease of $\sim$10.4%, $\sim$10.5%, $\sim$7.1%, and $\sim$4.8%, respectively is found. Large interannual variability in the total number of rainy days is observed over all cities attributed to intense and weak monsoon years, which may, in turn, cause significant anomalies in the aerosol field [31]. The large differences in the monsoon onset, duration, and intensity over Indian subcontinent (Figure 1(b)), along with the high spatial variation in the intensity of prolonged dry or drought conditions over the country are the main reasons for the different fluctuations in precipitation dataset over the different locations and, therefore, for the different trends [67]. However, in Bangalore these fluctuations are much smoother, due to its proximity to the AS and BoB, except an abnormal increase in rainy days up to 100 in 2005. This extreme value, also detected in the rainfall amount (Figure 4), seems to be mostly attributed to topography and local forcing since in the upwind region of the city (Figure 10) the variability in rainfall is much more fluctuated with several peaks and gaps, on which the 2005 peak is not so intense. However, at the pixel over Bangalore, as well as in the downwind region, the precipitation exhibits an abnormal increase in 2005. The analysis reveals that the most rainy days are observed in Nagpur (88 ± 9) and Hyderabad (73 ± 9) corresponding to ~72% and ~60% of the total days during the monsoon season. On the other hand, the number of rainy days is less in Jaipur (50 ± 10), Delhi (55 ± 10), and Bangalore (51 ± 12).

Earlier studies suggested that tropospheric warming leads to enhancement of moisture content in the atmosphere, which is associated with an increase in heavy rainfall events [50, 70, 71]. Similarly, significant increasing trends in the frequency and magnitude of extreme rain events have been found over India; however, considerable decline was observed in the frequency of moderate events over central India during 1951–2000 monsoon season [7]. They also suggested a 10% increase in the level of heavy rainfall events per decade from 1951 to 2000, whereas the number of extreme rainfall events indicated an increase of more than double. Further study of the trends in rainy days with light, moderate, and heavy rainfall amount (not shown) also revealed large heterogeneities between the sites, with increasing, neutral, or decreasing trends, which were not statistically significant in the vast majority of the cases. The present analysis revealed an increasing trend of heavy rainfall events (>25 mm) over Bangalore (statistically significant) and Nagpur; however, Delhi,
Jaipur and Kanpur suggested decreasing trends, whereas Hyderabad exhibited mostly neutral trend. The differences between the current results and those reported by Badarinath et al. [72] may be attributed to the different locations considered for the analysis, since we have not included any coastal urban center.

4.3. Trends in Seasonal Precipitation. The ISM rainfall is very important for the economic development, disaster management, and hydrological planning of the country, while the crop failure, drought, or famine due to deficient monsoon becomes very critical to local population [73]. The area-averaged rainfall over the whole country does not show any significant trend; however, large variations can exist at regional scale [74]. Figure 4 shows the trends in monsoonal rainfall over the 6 Indian cities during 1951–2007 accompanied with the mean seasonal rainfall amount and its standard deviation. Furthermore, the slope, the % variation, and the P value from the linear regressions are given at each panel. A general characteristic for all cities is the large year-to-year variability suggesting presence of intense and weak monsoon years [75]. Over Delhi, the seasonal rainfall ranges significantly, from a minimum of ~150 mm to a maximum of ~1000 mm (mean of 609 ± 207), while over Hyderabad it presents lesser variability (310 mm to 965 mm) with similar mean value. Kanpur exhibits a mean of 705 ± 245 mm, while Jaipur and Bangalore present the lowest amounts of rainfall (about 485 and 415 mm, resp.). The semiarid environment close to Thar desert is responsible for the low rainfall in Jaipur, while for Bangalore the main reason is the regional topography and the high mountains around the city able to receive the largest amounts of precipitation. Finally, over Nagpur the seasonal rainfall ranges from a minimum of ~500 mm to a maximum of ~1500 mm. Furthermore, the multidecadal variability exhibits significant differences between the urban sites. Large spatial distribution in monsoon rainfall was also reported by Prasad et al. [29] over Indian subcontinent, while Gautam et al. [76] observed different trends in rainfall over northern India depending on month, for example, positive trend in June and negative for the rest of the monsoon (July–September). Furthermore, no clear periodicity in the rainfall amount was found from the statistical analysis. On the other hand, negative trends in seasonal rainfall are observed over Delhi (−21.3%), Hyderabad (−5.9%), Kanpur (−14.6%), and
Figure 4: Trends in monsoonal rainfall amount (JJAS) over different Indian cities during 1951–2007. The mean values along the standard deviations as well as the results from the linear regression in the data series are given.

Jaipur (−14.2%); however, Bangalore and Nagpur exhibit increasing trend in monsoon rainfall, corresponding to 65.8% and 13.4%, respectively. Statistically significant trend is considered only in Bangalore, and influenced by the extreme value in 2005, which is even 3 times larger than the climatological mean. Similarly to our findings, De and Prakas Rao [69] observed increasing trend of rainfall over Bangalore. The rainfall trends in Delhi and Nagpur seem not to coincide well with the trends in the rainy days, that is, decrease in rainfall and increase in rainy days for Delhi and the opposite for Nagpur. This inconsistency, although can be partly explained via variations and trends in the rain intensity, may be only pixel-dependent, since in the upwind and downwind regions of both cities (Figures 5 and 9) the two parameters covary.

4.4. Trends in Number of Rainy Days and in Seasonal Precipitation at Upwind and Downwind Grids. According to Rosenfeld [13] and Toon [77] urban and industrial air pollution suppresses precipitation-forming process in convective clouds. Furthermore, Borys et al. [21] suggested that even a little amount of anthropogenic sulfate aerosols may reduce the orographic snowfall rate by up to 50% in the Colorado City Mountains. The most vulnerable regions for precipitation suppression effects are those that are in the downwind direction to the populated urban centers [19]. Thus, the precipitation was found to decrease over hills and mountains downwind of major coastal urban areas in California and Israel, while the suppression rate was found to be 15%–25% of the annual precipitation [19, 78]. In this respect, we further examine the trends in rainfall and number of rainy days in the upwind and downwind directions of the selected urban centers. It is to be noted that due to large spatial distribution of precipitation, the values may differentiate even in nearby pixels, so a qualitative rather than quantitative analysis can be revealed from the following figures.

Figure 5 shows the long-term (1951–2007) trends of (a) rainfall and (b) total number of rainy days at downwind and upwind grids around Delhi during the southwest monsoon (JJAS) period. The seasonal rainfall exhibits a negative trend over the downwind grid. However, the total number of rainy days remains nearly constant over the region. Contrary to the downwind direction, the upwind one shows a pronounced increasing trend in both the seasonal rainfall and total number of rainy days. Note also the significant larger precipitation amount and number of rainy days in the upwind direction. Therefore, there is evidence that the large variation in rainfall, total number of rainy days, and their associated trends, even in a $2^\circ \times 2^\circ$ (~200 $\times$ 200 km) region, may be forced by
the urbanized area and the local emissions of aerosols and pollutants that suppress precipitation. These results are rather contradictory to those found by Kishtawal et al. [50] who reported an increase in heavy rainfall due to urbanization, since in our case no statistically significant difference was found in the trends of rainfall and number of rainy days.

More or less similar decreasing trends of seasonal rainfall and total number of rainy days at downwind grid of the cities are observed for Hyderabad (Figure 6), Kanpur (Figure 7), Jaipur (Figure 8), and Nagpur (Figure 9). However, the trends in both rainfall and total number of rainy days in the downwind directions present significant variability, since the precipitation is a strong function of the local and regional topography, the synoptic meteorology, and wind speed. More specifically, Hyderabad presents a neutral variation in rainfall amount (for downwind pixel), but a pronounced decreasing trend in the number of rainy days. Kanpur shows similar to Hyderabad trends in rainfall and number of rainy days for the downwind pixel, while Jaipur exhibits neutral variation in the number of rainy days and a slight decrease in rainfall. On the other hand, in Nagpur the slight decreasing trend in the number of the rainy days was mostly pronounced for the heavy rainfall amounts (not shown), while a similar decreasing trend is observed in rainfall. In contrast, Bangalore exhibits slight increasing trend in seasonal rainfall and rainy days at the downwind direction, mainly driven by the large rainfall amount in 2005 (Figure 10). However, the difference in rainfall amount between upwind and downwind pixels around Bangalore is about four-fold, or even more
at specific years, a fact that indicates a strong influence of the regional topography also. Similar feature, that is, much lower values at the downwind pixel, is also observed for the total number of rainy days. On the other hand, increasing trends of the total number of rainy days at upwind grid of the cities are observed over Hyderabad, Kanpur, and Bangalore, while Nagpur and Jaipur exhibit slightly negative or neutral trends. Table 2 summarizes the % variations in rainfall and number of rainy days as obtained from the linear regression analysis. Despite the significant differences between the sites, the results show that the trends in rainfall and total number of rainy days at the downwind directions are mostly negative, while higher precipitation at the upwind directions occurs.

### 5. Discussion

This section aims to associate the multidecadal variability in precipitation amount between upwind and downwind areas around the cities with trends in anthropogenic aerosols and pollutants, the growing rate of population and LULC changes due to urbanization. Several ground-based and satellite observations highlight an increase in aerosol loading over Indian subcontinent, especially for the anthropogenic component, during the last decades [27, 79, 80]. This is a direct consequence of the increase in population density [81], demands for energy, urbanization, and industrialization being a major reason for the continuation of the solar dimming phenomenon [72, 82] and the formation of atmospheric brown clouds [83]. Increasing trends in aerosol optical depth (AOD) during the last decade have been observed over Delhi [84], Kanpur [85], Hyderabad [86], Trivandrum [87], Pune [88], and several other locations in India [51]. However, the increasing AOD trends exhibited significant spatiotemporal heterogeneity over Indian mainland and adjoining oceanic regions as revealed from the aforementioned studies. The main finding is that a large increase in anthropogenic AOD occurs in the winter season mainly due to increasing rates of Black Carbon, organics, and sulphates [89]. According to this, Ramanathan et al. [14] reported that aerosols attenuate significantly the surface heating and evaporation and slow down the hydrological cycle, while Menon et al. [90] observed a large change in the precipitation distribution over south Asia attributed to the increased anthropogenic emissions.

### Table 2: Percentage (%) variation in rainfall and number of rainy days in upwind (up) and downwind (down) directions of the 6 Indian cities. The statistically significant trends in 95% confidence level are defined via bold.

<table>
<thead>
<tr>
<th>Station</th>
<th>Rainfall Direction</th>
<th>Number of rainy days Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>up</td>
<td>down</td>
</tr>
<tr>
<td>Delhi</td>
<td>23.41</td>
<td>−17.84</td>
</tr>
<tr>
<td>Hyderabad</td>
<td>−7.40</td>
<td>−0.40</td>
</tr>
<tr>
<td>Kanpur</td>
<td>21.95</td>
<td>11.88</td>
</tr>
<tr>
<td>Jaipur</td>
<td>−17.84</td>
<td>−19.23</td>
</tr>
<tr>
<td>Nagpur</td>
<td>−10.71</td>
<td>−13.60</td>
</tr>
<tr>
<td>Bangalore</td>
<td>−29.38</td>
<td>60.74</td>
</tr>
</tbody>
</table>

FIGURE 9: Same as in Figure 5 but for Nagpur.

FIGURE 10: Same as in Figure 5 but for Bangalore.
More recently, Gautam et al. [91] found a strong influence of the increasing aerosol amount during premonsoon to the monsoon onset, duration, and intension. On the other hand, Lee et al. [49] noted a decrease in seasonal surface temperatures over Indian subcontinent as a result of massive irrigation that led to weakened Indian monsoon circulation.

However, several studies have shown a contrasting feature of precipitation that may increase or decrease due to anthropogenic aerosols, while the mechanisms remain mostly unclear involving microphysical, thermodynamic, and dynamic processes. Ayers [92] and Alpert et al. [93] disputed on the suppression of precipitation due to urban pollutions. Rosenfeld [94] noted suppression of rain due to forest fires in Indonesia via satellite observations, whereas Lin et al. [95] highlighted increasing rainfall trend associated with elevated aerosol layers during the biomass burning season in Amazonia. Jirak and Cotton [96] reported decrease in precipitation during the past half-century at downwind directions of Denver and Colorado Springs, contrary to other studies [97–99] that found increasing rainfall downwind of major urban areas possibly due to giant CCN from paper mills exhausts. On the other hand, Warner [100] by analyzing long-term ground measurements showed no evidence of subsequent changes in surface precipitation results that agree with
those of Woodcock and Jones [101] over Hawaii. Therefore, there are critical difficulties for the quantitative examination of the rainfall trends over the urban environments in view of the trends in aerosol loading above them, since both parameters are significantly linked to other factors as well. This is also true in the current analysis, since no clear trend was found for the precipitation variation between upwind and downwind areas. The evidence of mostly decreasing trend and lesser precipitation amount in the downwind directions downwind areas. The evidence of mostly decreasing trend and lesser precipitation amount in the downwind directions are not statistically significant at the majority of the cases. The low-level moisture convergence, which is not considered in the current work, may play an important role in the cloud and low-level moisture convergence, which is not considered in the current work, may play an important role in the cloud and low-level moisture convergence, which is not considered in the current work, may play an important role in the cloud and

In depth investigation into the microphysical properties of polluted clouds over the urban environments may better explain the precipitation trends and their association with aerosols and local pollutants. This is the concept of the recent, and still ongoing, cloud aerosol interactions and precipitation enhancement experiment (CAIPEEX) campaign over selected sites in India [15, 103].

The rapid population growth, LULC changes, and accelerated socioeconomic activities have modified the environment over India during the last decades [104]. Furthermore, LULC changes can significantly contribute to overall climate change and rainfall patterns [105]. Lamptey et al. [106] have investigated climatic sensitivity to agriculture and urban land cover over northeastern United States and found an increase of more than 1 K over the urban sites during summer and winter as a result of urbanization. The urban areas in India have experienced rapid human and industrial development during the last 50 years, which caused serious environmental degradation. Figures II(a)–II(c) show the false color composite of Bangalore, Nagpur, and Hyderabad cities, respectively, during 1972–73 (Landsat-MSS) and 2006–07 (IRS-P6 AWIFS). Bangalore represents an uneven landscape with intermingling of hill and valleys with bare rocky outcrops and falls into high elevation zone. The change analysis between false color composites during 1972-73 and 2006-07 suggests large-scale expansion of Bangalore city; however, in addition to urban expansion, increase in vegetation conditions was also observed, which may be related to the increase in total precipitation (Figure 4) and number of rainy days (Figure 3), since the increase in leaf area index increases evapotranspiration and surface heating, thus favoring precipitation [107]. Nagpur city lies on the Deccan plateau of the Indian Peninsula and the surrounding region is undulating plateau rising northward to the Satpura range from 889 to 2142 feet high and is drained by several rivers. Nagpur also experienced expansion of urbanization along with increased vegetation activities over the study period. A large dam constructed towards south of the city is evident in 2006-07 image, which did not exist during 1972-73. The slight increase in rainfall (Figure 4) can be addressed to the increase in vegetation and enhanced evaporation from the man-made lake. Figure II(c) shows a significant expansion in the urban area of Hyderabad during the last 3 decades, as well as important changes in the LULC outside the city, directly affecting the anthropogenic emissions and AOD [86]. Therefore, the changes in rainfall patterns, and mainly those between downwind and upwind directions around the urban areas, may be associated to the large LULC changes around the Indian cities and to increased number of automobiles, industries, and anthropogenic emissions. However, the linkage between urban areas expansion, anthropogenic emissions, and rainfall trends depends also on regional meteorology, topography, aerosol properties, and concentration of undisturbed cloud-active particles [108].

Figure 12 shows the population growth for the six Indian cities from 1971 to 1998. A pronounced increasing trend in population is found in all cities and, especially in Delhi, closely associated with the increasing aerosol and pollutant emissions [89]. However, Figure 12 covers only a part of the studied period and, therefore, the trend in population growth is expected to be higher if the 6 last decades are taken into account. Detailed analysis of the growing in population density and associated changes in precipitation has recently been reported by Kishtawal et al. [50]. The tremendous increase in population and associated emissions along with serious land degradation and LULC changes around the Indian cities enhance the urban heat island effect and modify the urban microclimate, which may also have effects on precipitation. Thus, the variation in precipitation amount and trends at upwind and downwind regions of the urban centers may partly be explained by the LULC changes, increase in population and emissions.

6. Conclusions

In the present study, we have analyzed the trends in monsoon rainfall and number of rainy days over six major Indian cities (Delhi, Hyderabad, Kanpur, Jaipur, Nagpur, and Bangalore) during the period 1951–2007. The study also provided an extensive literature overview concerning the precipitation
trends and anthropogenic factors influencing it around the urban environments. The main results are summarized as follows.

(i) A decrease of $-21.3\%$, $-5.9\%$, $-14.2\%$ and $-14.6\%$, in seasonal monsoon rainfall was observed over Delhi, Hyderabad, Jaipur, and Kanpur, respectively, whereas Bangalore and Nagpur showed $65.8\%$ and $13.4\%$ increase during the period 1951–2007.

(ii) The total number of rainy days showed $7.4\%$ and $22.9\%$ increase over Delhi and Bangalore cities; however, over Hyderabad, Jaipur, Kanpur, and Nagpur it showed $-10.4\%$, $-10.5\%$, $-7.1\%$, and $-4.8\%$ decrease in the monsoon season. These findings will be helpful to the public planners and agricultural scientists to work out irrigation and water management options as well as to prevent floods and droughts. However, in the vast majority of the cases the above-mentioned trends in rainfall amount and number of rainy days are not statistically significant at $95\%$ confidence level. Overall, the analysis did not reveal a clear trend in precipitation, which seems to be location-dependent.

(iii) The differences observed between the cities due to regional meteorology and topography and the statistical insignificance of the trends (in the vast majority of the cases) prevent us from a safe conclusion about the trend in monsoonal precipitation, although an evidence of a decreasing trend in the majority of the stations. In general, the decreasing trend seemed to be more pronounced in the downwind directions of each urban environment implying a possible anthropogenic forcing in precipitation, although such an influence cannot be quantified due to lack of statistical significance. The long-term rainfall data revealed that the suppression of precipitation exhibits a slight increasing trend during the last decades further motivated from the continuously increasing emission rates. The urban areas produce large amounts of pollutants, which increase the number of cloud condensation nuclei in the atmosphere and decrease the mean droplet radius. This creates a lack of coalescence and inhibits precipitation formation, especially in the downwind to the cities directions. On the other hand, urban pollution may increase heavy rainfall as some studies showed. Aerosol-cloud-precipitation interactions are complicated phenomena involving several microphysical, dynamic, and thermodynamic processes. Therefore, a more detailed analysis and evaluation of the results necessitate measured gauge precipitation in upwind and downwind directions of the cities as well as advanced model simulations.
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