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Retraction
Retracted: The Relationship between Urinary Stones and Gut
Microbiomeby 16S Sequencing

BioMed Research International

Received 12 March 2024; Accepted 12 March 2024; Published 20 March 2024

Copyright © 2024 BioMed Research International. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This investi-
gation has uncovered evidence of one or more of the follow-
ing indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Manipulated or compromised peer review

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this arti-
cle is unreliable. We have not investigated whether authors
were aware of or involved in the systematic manipulation
of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and
Research Publishing teams and anonymous and named
external researchers and research integrity experts for con-
tributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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In the article titled “Construction of Protein-related Risk
Score Model in Bladder Urothelial Carcinoma” [1], the
Acknowledgments section should read as follows:
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gene selection, and the construction and for verification
of the risk model.
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Background. As the most aggressive type of skin cancer, cutaneous melanoma (CM) is experiencing a rapidly rising mortality in
recent years. Exploring potential prognostic biomarkers or mechanisms of disease progression therefore has a great significance
for CM. The purpose of this study was to identify genetic markers and prognostic performance of N6-methyladenosine (m6A)
regulators in CM. Method. Gene expression profiles, copy number variation (CNV), and single nucleotide polymorphism (SNP)
data of patients were obtained from The Cancer Genome Atlas (TCGA) database. Results. Genomic variation and association
analysis of gene expressions revealed a high degree of genomic variation in the presence of m6A-regulated genes. m6A patients
with high-frequency genomic variants in the regulatory gene tended to develop a worse prognosis (p < 0:01). Unsupervised
cluster analysis of the expression profiles of m6A-regulated genes identified three clinically distinct molecular subtypes,
including degradation-enhanced subgroup and immune-enhanced subgroup, with significant prognostic differences (p = 0:046).
A novel prognostic signature, which was established according to m6A-related characteristic genes identified through genome-
wide expression spectrum, could effectively identify samples with poor prognosis and enhanced immune infiltration, and the
effectiveness was also verified in the dataset of the chip. Conclusion. We identified genetic changes in the m6A regulatory gene
in CM and related survival outcomes. The findings of this study provide new insights into the epigenetic understanding of m6A
in CM.

1. Introduction

As the most aggressive type of skin cancer, cutaneous mela-
noma (CM) resulted in 287,723 new cases and 60,712 deaths
worldwide in 2018 [1]. Although it accounts for only 4% of
all skin cancer cases, it is far more dangerous than other skin
cancers. The treatment and control of CM still remain less
effective, though great efforts have been devoted to the
improvements in managing advanced regional and metasta-
tic CM [2]. UV exposure is known to be closely associated
with the development of melanoma [3]. The incidence of
CM shows regional variations such as ethnic skin phenotypes
and differences in sun exposure [4]. A study demonstrated
that the mortality of melanoma patients is rapidly increasing

in recent years [5] and also pointed out the management of
melanoma patients remains a complex and evolving subject
[6]. Thus, exploring potential prognostic biomarkers or the
mechanism of disease development is highly necessary for
CM.

RNA methylation has become a common phenomenon
and a key regulator of transcript expressions [7]. N6-
Methyladenosine (m6A), which is methylated at the N6 posi-
tion of adenosine, is considered to be the most common con-
served internal transcriptional modifications of messenger
RNAs (mRNAs), microRNA (miRNAs), and long noncoding
RNAs (lncRNAs) [8]. The deposition of m6A is encoded by a
methyltransferase complex involving three homologous fac-
tors, including methyltransferases (termed as “writers”),
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demethylases (termed as “erasers”), and recognition from
m6A binding proteins (termed as “readers”). The m6A dys-
regulation consists of multiple cellular processes even in
human cancers. It has been demonstrated that m6A mRNA
demethylase FTO could regulate melanoma tumorigenicity
and react to anti-PD-1 blockade [9]. The m6A methyltrans-
ferase METTL3 promotes osteosarcoma progression by regu-
lating the m6A level of LEF1 [10]. Furthermore, METTL3 (an
oncogene) maintains SOX2 expression via the m6A-
IGF2BP2-dependent mechanism in colorectal carcinoma
cells and therefore could serve as a potential biomarker for
cancer prognosis prediction [11].

So far, however, little is known about the relationship
between m6A-related genes and CM. The Cancer Genome
Atlas (TCGA) database allows an easy access to human can-
cer data of gene expressions, copy number variation (CNVs),
and single nucleotide polymorphism (SNPs), which all play
important roles in the development and progression of
human cancers [12]. However, the CNV and SNP of m6A-
related genes remain unknown to us.

This retrospective study developed a novel gene signature
based on m6A regulators in CM with data acquired from
TCGA database and also analyzed the performance of the
signature. By analyzing genomic variations and gene expres-
sion associations, we found that these m6A regulatory genes
showed high genomic variations; interestingly, patients with
m6A regulatory genes of high-frequency genomic variation
tended to develop a worse prognosis (p < 0:01). Three clinical
subtypes with different molecular characteristics and signifi-
cant prognostic differences were identified by performing
unsupervised clustering analysis on the expression profiles
of m6A regulatory genes. m6A-related characteristic genes
were determined based on genome-wide expression profiles.
A new prognostic signature was then built for identifying
subgroups with poor prognosis and enhanced immune infil-
tration, and its performance was validated in the training set
and validation set. In summary, we determined genetic
changes in the m6A regulatory genes in CM and patient sur-
vival outcomes. The findings of this study provide new
insights into the epigenetic understanding of m6A in CM.

2. Materials and Methods

2.1. Data Resource and Processing. All CM clinical data, copy
number variation (CNV), single nucleotide polymorphism
(SNP), and mRNA expression data were retrieved from
TCGA-Assembler of the TCGA website [13] and down-
loaded in May 2019. For transcriptome data, we obtained
472 samples and downloaded data of read counts. Data was
normalized by R package DESeq. For SNP data, we obtained
a total of 469 samples, and the downloaded data was proc-
essed by MuTect [14]. For CNV data, there were 940 samples
acquired by R package RTCGA. Here, the “deletion” was
defined as segment_mean < −0:2, and the “amplification”
was defined as the segment_mean > 0:2. For clinical informa-
tion data, initially, there were a total of 389 clinical samples;
after integrating the data and excluding samples with a sur-
vival time shorter than 90 days, a total of 250 CM samples
were finally decided for further analysis.

The expression spectrum dataset GSE65904 [15] with
214 melanoma samples from Illumina HumanHT-12 V4.0
Expression BeadChip platform was downloaded from the
Gene Expression Omnibus (GEO) database. The samples
with a survival time shorter than 90 days were selected,
resulting in a final of 189 samples. Multiple probes corre-
sponding to a gene were retained and shown as the median
of the gene expression level, while probes corresponding to
multiple genes were eliminated. Finally, the expression pro-
file of genes was obtained. The work flow chart is shown in
Figure 1.

2.2. Univariate Cox Survival Analysis. Here, the prognostic
performance of m6A regulatory genes was examined. Based
on the expression profile of m6A regulatory genes and clini-
cal follow-up data of the samples, each m6A regulatory gene
was evaluated using R software package survival, and the for-
est map was plotted applying R software package forestplot.

2.3. Clustering Analysis. For a better classification of the
patients, an unsupervised clustering method was employed
in hierarchical clustering analysis of the expression profile
of CNV-related m6A regulatory genes. The clinical subtypes
were selected according to the minimum intragroup variance
and the maximum intergroup variance of the method.

2.4. Differential Expression Gene Analysis. Gene differences
between each clinical subgroup were analyzed using R soft-
ware package DESeq2, with ∣log 2ðfold changeÞ ∣ >2 and
FDR < 0:05 serving as the thresholds.

2.5. Analysis of Immune Cells and Immune Infiltration. The
ssGSEA (single-sample gene set enrichment analysis) algo-
rithm was applied to quantify the relative abundance of cell
invasion in each tumor microenvironment (TME) of a CM
patient. The gene sets labeled as TME-infiltrating immune
cell type were obtained from Charoentong et al.’s study
[16], which investigated a variety of human immune cell sub-
types, including activated CD8 T cells, activated dendritic
cells, macrophages, natural killer T cells, and regulatory T
cells. The enrichment fraction calculated by ssGSEA was
used to represent the relative abundance of TME-
infiltrating cells in the samples. Patient’s infiltration score
was assessed by the R package Estimate.

2.6. KEGG Pathway Enrichment Analysis of Different Clinical
Subgroups. ssGSEA KEGG pathway analysis was performed
on each sample using R software package GSVA [17] to cal-
culate the difference of enrichment score of each pathway in
different clinical subgroups. Moreover, the relationship
between enrichment scores of each sample pathway and clin-
ical subgroup was analyzed by performing Pearson correla-
tion. p < 0:05 was the threshold value in determining the
KEGG pathway that was the most relevant to the clinical
subgroup.

2.7. Principal Component Analysis. Principal component
analysis was performed according to the expression profile
of m6A-related gene markers, with the first principal compo-
nent being considered the scoring coefficient. A scoring
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model was established to calculate the risk score of each sam-
ple according to the model. Samples scored above 75% were
assigned into the high-risk group with immunorejection phe-
notypes, while those scored below 75% were in the low-risk
group.

2.8. Statistical Analysis. All statistical data were analyzed by
SPSS 23 (IBM, Chicago, USA) and R language. The associa-
tion between CNV and SNP of m6A regulatory genes and
clinicopathological characteristics was examined by the chi-
squared test. The association between three CM key genes
and CNV and SNP of m6A regulatory genes was analyzed
by the chi-squared test. The Kaplan-Meier curve and log-
rank test were applied to evaluate the prognostic perfor-
mance of the alterations in m6A regulatory genes. All statis-
tical results with a p value ≤ 0.05 were considered to be
significant.

3. Results

3.1. The m6A Regulatory Genes Showed a High Frequency of
Genomic Variation in CM Patients. A total of 17 m6A regu-
latory genes were recruited in this study. 136 out of the 242
SNP of m6A regulatory genes with sequencing data appeared
as independent samples (Table 1). Among them, the “writer”
gene KIAA1429 in 44 samples and the “reader” gene
IGF2BP1 in 41 samples demonstrated a higher SNP, with
all the “reader” genes showing a higher SNP frequency than
that of the “writer” or “eraser” genes; noticeably, the fre-
quency of SNP of the “eraser” gene was the lowest
(Figure 2(a)). We also observed that in all 469 CM samples
with CNV data, the m6A regulatory genes had a high fre-
quency of CNV (Figure 2(b)). For example, the “writer” gene
WTAP showed the highest frequency of 57.08% of its CNV
events, and the frequency of the “reader” gene IGF2BP3
was 52.1% (Table 2). These results indicated a high frequency
of genomic SNP in the m6A regulatory gene in CM, and

these abnormalities may affect gene expression and lead to
different clinical outcomes in CM patients.

3.2. CNV of m6A Regulatory Genes Was Associated with
Adverse Clinical Outcomes. Considering that changes in
CNV can affect gene expression levels through dosage com-
pensation effects, to this end, the effect of m6A-regulated
gene changes on mRNA expression was evaluated. In 472
KM samples, mRNA expression levels showed a significant
correlation with CNV patterns. For all 17 regulatory genes,
except for IGF2BP3 and IGF2BP1, increased CNV of the rest
15 genes was related to a higher mRNA expression and dele-
tion in mRNAs with decreased expression (Figure 3(a)). Fur-
thermore, the prognostic differences between samples of
m6A regulatory genes with the high-frequency and low-
frequency CNV abnormalities were analyzed. We observed
that patients with a high CNV tended to show worse clinical
outcomes (p < 0:001), directly indicating that abnormal copy
number of m6A regulatory genes was related to poor clinical
outcomes (Figure 3(b)). Finally, by analyzing the relationship
between the expressions of m6A regulatory genes and
patients’ prognosis, we observed that RBM15, YTHDF1,
WTAP, and METTL14 genes were significantly associated
with CM prognosis (Figure 3(c)). Specifically, high-
expressed YTHDF1 was indicative of a poor prognosis and
could therefore be considered a risk factor, at the same time,
low-expressed RBM15, WTAP, and METTL14 were also
related to a poor prognosis and were all seen as protective
factors. In order to further determine the prognostic value
of m6A regulators, a risk score model (m6AScore) was estab-
lished based on a multivariate regression method to calculate
the risk score of each patient in TCGA cohort, and the prog-
nostic value of m6AScore was determined by univariate and
multivariate Cox survival analyses. The results of univariate
analysis demonstrated that m6AScore and a variety of clini-
cal features such as T, N, and stages were strongly correlated
with CM patients’ prognosis (Figure 3(d)), while multivariate
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Figure 1: The work flow chart.
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Figure 2: SNP and CNVs of m6A regulatory genes in CM patients: (a) frequency of SNP of different m6A regulatory genes in CM samples;
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analysis showed that only m6AScore, N3, N2, and T4 had a
significant prognostic correlation (Figure 3(e)). In addition,
HR of N3, N2, and T4 was abnormally high. These results
indicated that m6AScore has a more stable prognostic per-
formance than T, N, M, and stage or other clinical features.

3.3. Different Molecular Subgroups Identified by Unsupervised
Cluster Analysis Based on Expressions of m6A Genes. Given
that m6A regulatory genes are associated with CM prognosis,
unsupervised hierarchical cluster analysis was conducted
based on the expression profiles of 15 CNV-related m6A reg-
ulatory genes. We observed that these 15 genes were divided
into three main categories (Figure 4(a)) with different expres-
sion patterns of m6A genes. Further analysis showed that 12
genes (80%) out of the 15 genes in the three subtypes had sig-
nificant expression differences (Figure 4(b)). Subsequently,
prognostic differences among the three types of samples were
examined, and the data demonstrated that m6A Cluster3 was
related to a significantly better prognosis than m6A Cluster1
and m6A Cluster2 (Figures 4(c) and 4(d)). These results sug-
gest that the three m6A Clusters have different molecular
characteristics, which will lead to different clinical outcomes.

3.4. The Regulatory Characteristics of m6A Cluster. To
explore the relationship between the biological behaviors of
CM and m6A Cluster, the enrichment scores of each sample
in the KEGG pathway were calculated by ssGSEA to further
determine the differences of the enrichment scores
(Figure 5(a)). Significant differences in 44 KEGG pathways
can be observed; interestingly, 40 pathways showed signifi-
cant positive correlations with m6A Cluster2, and they were
mainly important signaling pathways involved in tumor
development, for example, VEGF_signaling_pathway,
basal_cell_carcinoma, and drug_metabolism_cytochrome.

In addition, the remaining 4 KEGG pathways, namely, ubiq-
uitin_mediated_proteolysis, non_homologous_end_joining,
basal_transcription_factors, and RNA_degradation, were
significantly upregulated in m6A Cluster3 and are mainly
related to the degradation process. 28 immune cell compo-
nents were calculated for each patient by the ssGSEA, and a
significant difference in the distribution of 19 immune cells
(67.9%) was detected (Figure 5(b)). Among these significant
immune cells, memory B cell and type 2 T helper cell showed
the highest scores in m6A Cluster1, while the remaining 17
immune cells all had the highest scores in m6A Cluster2.
These results suggested that m6A Cluster3 is related to
immune processes and a better CM prognosis, while m6A
Cluster2 is related to a stable immune microenvironment
and a worse prognosis. We also compared the relationships
between the 3 m6A-related molecular subtypes and the pre-
viously reported genomic subtypes (BRAF, RAS, NF1, and
triple-WT) [18]). The data showed that m6A Cluster3 had
the largest intersection with the RAS subtype, whereas m6A
Cluster1 and m6A Cluster2 had the largest intersection with
triple_WT (Figure 5(c)). In our study, the results that m6A
Cluster1 and m6A Cluster2 were indicative of a poorer prog-
nosis and higher frequency of m6A copy number are consis-
tent with triple-WT with significantly more copy number
fragments.

3.5. Identification of m6A Gene Markers and Molecular
Characteristics. To determine the gene expression differences
among the m6A cluster samples, we identified 5,533 differen-
tially expressed genes based on the gene expression profile. It
has been found that m6A Cluster2 and m6A Cluste1/m6A
Cluster3 had the most differentially expressed genes, as com-
pared with m6A Cluster1 (Figure 6(a)). Gene expression pro-
files of these 5533 genes were extracted for cluster analysis,

Table 2: Different CNV patterns occur in CM patients.

Types Genes Diploid Deletion Amplification CNV sum Amplification (%) Deletion (%) Percentage

Writers

METTL3 338 93 40 133 30.08% 69.92% 28.24%

METTL14 354 76 41 117 35.04% 64.96% 24.84%

WTAP 203 246 24 270 8.89% 91.11% 57.08%

KIAA1429 268 10 194 204 95.10% 4.90% 43.22%

RBM15 236 70 75 145 51.72% 48.28% 38.06%

ZC3H13 303 76 92 168 54.76% 45.24% 35.67%

Readers

YTHDC1 361 68 52 120 43.33% 56.67% 24.95%

YTHDC2 324 100 47 147 31.97% 68.03% 31.21%

YTHDF3 282 14 175 189 92.59% 7.41% 40.13%

YTHDF1 271 3 198 201 98.51% 1.49% 42.58%

YTHDF2 346 55 70 125 56.00% 44.00% 26.54%

HNRNPC 338 93 40 133 30.08% 69.92% 28.24%

IGF2BP1 3342 43 90 133 67.67% 32.33% 3.83%

IGF2BP2 358 51 62 113 54.87% 45.13% 23.99%

IGF2BP3 228 18 230 248 92.74% 7.26% 52.10%

Erasers
FTO 329 116 36 152 23.68% 76.32% 31.60%

ALKBH5 336 209 26 235 11.06% 88.94% 41.16%

Total 8217 1341 1492 2833 52.67% 47.33% 25.64%
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Figure 3: Relationship between m6A regulatory genes and CNV: (a) the relationships between CNV and expression levels of m6A regulatory
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and the data demonstrated that these genes divided the sam-
ples into two categories (Cluster1 and Cluster2). Specifically,
Cluster2 mainly consisted of m6A Cluster2 samples and a
small part of m6A Cluster3 samples, Cluster1 contained
almost all the m6A Cluster1 samples, and Cluster1 contained
most of the m6A Cluster3 samples (Figure 6(b)). Further
analysis demonstrated that Cluster2 was related to a signifi-
cantly worse prognosis than Cluster1 (Figure 6(c)). More-
over, we also detected the expression differences of 15 m6A
regulatory genes with CNV abnormalities in Cluster1 and
Cluster2 (Figure 6(d)), and 12 (80%) out of the 15 genes
showed significant expression differences, and among the
12 genes, ALKBH5 and YTHDF1 were significantly highly
expressed in Cluster2, while the remaining 10 genes were sig-
nificantly highly expressed in Cluster1. These results indi-
cated that a class of molecular subgroups (m6A
Cluster1/Cluster2) with unfavorable prognosis which
resulted from abnormalities of immune microenvironment
could be identified by m6A regulatory genes or m6A-
related gene markers.

3.6. Establishment and Verification of Prognostic Signature
Based on m6A Regulatory Genes. The subgroup of immune-
related prognosis was determined by performing the princi-
pal component analysis based on the expression profiles of
m6A-related gene markers to divide the samples into a
high-risk group and low-risk group. A careful analysis of
the prognostic differences between the two groups showed
that the prognosis in the high-risk group was significantly
worse than the low-risk group (Figure 7(a)). Moreover, a
higher immune score was observed in the high-risk group,
as compared with the low-risk group (Figure 7(b)). Further-

more, the patients were accordingly group based on the chip
platform GSE65904. Here, the data showed that patients’
prognosis in the high-risk group sample was greatly more
unfavorable than that in the low-risk group (Figure 7(c)).
Immunomicroenvironment analysis demonstrated that the
samples from the high-risk group had higher immune micro-
environment scores (Figure 7(d)). In addition, the Swegene
Center for Integrative Biology at Lund University melanoma
cohort (GSE22153) was introduced for verification. It has
been found that the prognosis of the high-risk group was sig-
nificantly worse than that of the low-risk group samples
(Figure 7(e)). Immunomicroenvironment analysis showed
that the high-risk group samples had a higher immune
microenvironment score (Figure 7(f)). These results sug-
gested that the expression profiles of m6A-related gene
markers could serve as prognostic markers to evaluate the
prognosis of CM patients.

4. Discussion

The present study developed a novel gene signature based on
m6A regulators to CM using TCGA database and also
assessed its predictive performance. Genetic alterations of
the m6A regulatory genes have been found to be closely
related to CM patients’ survival outcomes. Our findings pro-
vide new insights into the epigenetic understanding of m6A
in CM.

As the most common internal chemical modification of
mRNA, m6A is widely involved in many pathological pro-
cesses of cancer development. The deposition of m6A is
encoded by a methyltransferase complex involving three
homologous factors including methyltransferases (such as
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Figure 4: Different molecular subgroups identified by unsupervised cluster analysis based on m6A gene expression: (a) identification of
molecular subtypes; (b) heat map of differentially expressed genes; (c) KM prognosis curve of m6ACluster2 and m6ACluster3; (d) KM
prognosis curve of m6ACluster1 and m6ACluster3.
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METTL3/14, WTAP, RBM15/15B, and KIAA1429, termed
as “writers”), demethylases (such as FTO and ALKBH5,
termed as “erasers”) and recognition from m6A binding pro-

teins (such as YTHDF1/2/3, IGF2BP1 and HNRNPA2B1,
termed as “readers”) [8]. Specifically, METTL3 silencing
reduces m6A methylation and downregulates the total
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Figure 5: The regulatory characteristics of m6ACluster: (a) enrichment fraction heat map of the KEGG pathway in each sample with
significant enrichment; (b) the score distribution of 28 immune cells in different m6AClusters; (c) the intersection relationship between
the three m6AClusters and the four genomic isoforms.
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Figure 6: Identification of m6A gene markers and molecular characteristics: (a) Wayne diagram of differential genes in m6AClusters; (b) heat
map of differentially expressed genes in m6AClusters; (c) prognostic KM curve of Cluster1 and Cluster2; (d) the expression differences of 15
CNV-related m6A regulatory genes in Cluster1 and Cluster2.
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Figure 7: Continued.
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mRNA level of lymphoid enhancer binding factor 1 (LEF1),
thereby inhibiting the activity of theWnt/β-catenin signaling
pathway. Moreover, METTL3 promotes osteosarcoma cell
progression by regulating the m6A level of LEF1 and activat-
ing the Wnt/β-catenin signaling pathway [10]. Previously,
upregulated expression of METTL3 has been observed in
human hepatocellular carcinoma and multiple solid tumors
[19]. Knockdown of METTL3 can reduce hepatocellular car-
cinoma cell proliferation, migration, and colony formation,
and more interestingly, knockout of METTL3 remarkably
suppresses tumorigenicity and lung metastasis. In colorectal
cancer, METTL3 acts as a tumor suppressor on cell prolifer-
ation, migration, and invasion via the p38/ERK pathway
[20]. In addition, reducing m6A methylation could activate
oncogenic Wnt/PI3K-Akt signaling and promote malignant
phenotypes of gastric cancer cells [21]; moreover, METTL3
knockdown could inhibit the level of total RNA methylation
of m6A, cell proliferation, and migration of gastric cancer
cells [22]. Noticeably, m6A methylation has also been
reported in bladder cancer [23], renal cancer [24], acute mye-
loid leukemia [25], breast cancer [26], and hepatocellular
cancer [27].

The regulators of m6A RNA methylation function criti-
cally in the malignant progression of glioma and may be use-

ful for the development of prognostic stratification and
therapeutic strategies [28]. In this study, 15 m6A regulatory
genes with abnormal copies of the genome were identified
based on TCGA gene expression data and CNV data. Our
analysis showed that a higher frequency of the CNV of
m6A regulatory genes was related to a worse the prognosis
of CM patients. Three clinical subgroups with different
molecular characteristics were detected after performing
unsupervised cluster analysis. Here, m6aCluster2 was associ-
ated with abnormal immune microenvironment and poor
prognosis. A risk assessment model was established with
the m6A-related gene markers, and subgroups with high
immune scores and poor prognosis were identified in both
sequencing data and chip data. Our results indicated that
m6A regulatory genes play an important role in CM, as they
could influence immune-related processes during tumor
development. Zhou et al. [29] proved that a low expression
of the writer gene METTL3 is related to activations of adipo-
genesis and mTOR pathways. However, m6A regulators in
CM have not been reported before.

Some cancer-related pathways are dysregulated during
CM development. In this study, We determined a molecular
subgroup with favorable prognosis based on m6A regulatory
genes and found that degradation pathways such as ubiquitin
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Figure 7: Establishment and validation of risk scores based on m6A-related genetic markers: (a) KM curves for prognostic differences
between high-risk and low-risk groups; (b) differences in immune microenvironment scores between high-risk and low-risk groups; (c)
KM curves for prognostic differences between high-risk and low-risk groups in the GSE65904 dataset; (d) differences in immune
microenvironment scores between high-risk and low-risk groups in the GSE65904 dataset; (e) KM curves for prognostic differences
between high-risk and low-risk groups in the GSE22153 dataset; (f) differences in immune microenvironment scores between high-risk
and low-risk groups in the GSE22153 dataset.
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pathways, mediated_proteolysis, and RNA_degradation
were active in the subgroups, and interestingly, these path-
ways play critical roles in regulating cell growth and prolifer-
ation by controlling the abundance of key cyclins [30].
Evidences increasingly showed that abnormal proteolysis of
cell cycle regulators significantly promotes tumorigenesis,
while enhanced degradation of cell cycle regulators (i.e., pro-
tooncoproteins) can inhibit tumor metastasis. The driving
force of the cell cycle is the activation of cyclin-dependent
kinases (CDKs), whose activity is controlled by the proteoly-
sis of ubiquitin-mediated key regulators (such as cyclins and
CDK inhibitors), and disorder of proteolytic systemmay lead
to uncontrolled proliferation, genomic instability, and cancer
initiation [31]. Selective RNA degradation has been shown to
be able to strongly resist disease development and is therefore
believed to have the potential to treat cancer [32]. In antioral
tumor therapy, activation of peroxisomal proliferator activa-
tor (PPAR) upregulates RNA degradation pathways, leading
to reprogramming of tumor metabolism [33]. These results
suggest that degradation-enhancing molecular subgroup
identified by the m6A regulatory genes could be explored as
a novel effective strategy for CM treatment.

5. Conclusion

In summary, this study first detected the genetic alterations
of m6A regulatory genes in CM and identified molecular sub-
sets with enhanced degradation and immune enhancement
based on genomic mutagenesis of m6A regulatory genes. A
m6A signature with a high predictive accuracy in predicting
the prognosis of CM patients was constructed in this study.
Our findings provide new insights into the epigenetic under-
standing of m6A in CM.

Data Availability

The datasets analyzed in this study are available from the
GEO repository (https://www.ncbi.nlm.nih.gov/geo/).
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Background. Triple-negative breast cancer (TNBC) is usually poorly differentiated, highly invasive, susceptible to distant metastasis,
and less responsive to endocrine and targeted therapy. However, immunotherapy is a promising treatment for TNBC patients
recently. Methods. The prognostic value of immune-related genes (IRGs) was explored by using RNA sequencing and
microarray data of 123 and 107 TNBC patients from TCGA and GEO databases, respectively. Results. In TCGA database, GO
and KEGG pathway analysis of 119 differential IRGs indicated that they actively participate in the interaction of cytokines and
receptors. A nomogram model constructed by the prognosis-related CCL25, IL29, TDGF3, GPR44, and GREM2 in the IRGs
could personalize and visualize the 1-, 2-, 3-, 4-, and 5-year overall survival (OS) of TNBC patients. Moreover, TNBC patients
could be defined as low-risk (risk score < 194) or high-risk (risk score ≥ 194) cohorts based on the risk score derived from the
nomogram model. The results could be validated by the GSE58812 dataset. Furthermore, the risk score was an independent risk
factor for TNBC patients (HR = 1:019, 95% CI 1.012-1.027, p < 0:001) and was positively related to stage (p = 0:017).
Interestingly, the risk score could reflect the infiltration of B cells, CD4+ T cells, CD8+ T cells, dendritic cells, and neutrophils.
Conclusion. These findings provided a reference for personalized OS prediction in TNBC patients and might be potential
immune biomarkers for designing novel therapy.

1. Introduction

Breast cancer has high incidence in women. Different types
of breast cancer have obvious differences in morphology,
molecular pathological characteristics, clinical features, and
responses to tumor treatment [1]. As a special subtype of
breast cancer, triple-negative breast cancer (TNBC) lacks
the expression of estrogen receptor (ER), progesterone recep-
tor (PR), and epidermal growth factor receptor 2 (HER2),
which severely limits the clinical usage of endocrine and
targeted therapy.

TNBC is usually poorly differentiated, highly invasive,
susceptible to distant metastasis, and less responsive to treat-

ment than other hormone receptor-positive breast cancers,
so it has a higher risk of early relapse [2]. However, due to
its unstable genome and high mutation rate, TNBC is highly
immunogenic [3]. At present, some progress has been made
in immunotherapy for TNBC. Immunotherapy stimulates
the immune response of TNBC patients through active
immunity, such as cancer vaccines, or passive immunity,
such as adoptive T cell therapy, tumor-specific antibodies,
and immune checkpoint inhibitors [4]. A study has fused
TNBC cells with peripheral blood monocyte-derived den-
dritic cells (DCs) to generate DC vaccines, which stimulate
the proliferation of T lymphocytes and enhance the cytotoxic
effect on breast cancer cells [5]. Emerging immune
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checkpoint inhibitors have received increasing attention in
numerous TNBC study. TNBC patients with higher PD-L1
expression levels and more tumor-infiltrating lymphocytes
(TILs) have higher immunogenicity, which plays a crucial
part in regulating the immune response [6]. FDA has
approved PD-L1 blockade combined with chemotherapy
for patients with PD-L1-positive TNBC [7].

Increasing evidence suggests that immune gene expres-
sion and TIL may be prognostic for TNBC. Rody et al. [8]
analyzed the RNA sequencing data of 579 TNBC patients
and find that the expression of immune cell metagenes is
closely related to prognosis. A study found that TNBC
patients with higher TILs have better overall survival (OS)
[9]. Yeong et al. [10] found that high PD-1+ cell infiltration
significantly improved disease-free survival in TNBC
patients. Similarly, PD-1, IFNG, and IFN signaling genes
are positively correlated with the improvement of clinical
outcomes of TNBC patients. These studies suggest that
immune genes and TILs play an important role in TNBC.
However, there are currently no immune-related genes that
individually and visually predict OS and TILs for patients
with TNBC.

In this study, we analyzed the RNA-seq and microarray
data in The Cancer Genome Atlas (TCGA) and Gene Expres-
sion Omnibus (GEO) databases to comprehensively evaluate
immune-related genes (IRGs) expression levels and predict
prognosis and immune cell infiltration in TNBC patients.
The cell functions involved in IRGs were also explored. These
explorations are especially important for the individual
assessment of the prognosis of TNBC patients and the
discovery of targeted immunization methods.

2. Materials and Methods

2.1. Acquisition of Datasets and Patients’ Information. UCSC
Xena (https://xenabrowser.net/datapages/) [11] was used to
download the RNA-seq data of breast cancer in the form of
log2 (norm count + 1) from TCGA database (http://www
.tcga.org/), including 123 newly diagnosed PR-, ER-, and
Her2-negative breast cancers and 13 normal tissues adjacent
to tumor. At the same time, the clinical information of
patients was obtained, involving age, gender, tumor invasion
depth (T), lymph node metastasis (N), distant metastasis
(M), TNM stage, survival time, and status. The 123 TNBC
patients in TCGA database served as a training cohort, and
the clinical characteristics are listed in Table S1. In
addition, a microarray dataset and clinical characteristics
from 107 TNBC cases obtained from the GSE58812 dataset
[12] in the GEO database were used as a validation cohort.

2.2. Differential Analysis of Genes. The limma package in R
(version 3.6.1) was used to select differential genes between
123 cases of primary TNBC and 13 normal tissues adjacent
to tumor. A total of 20,530 genes were included into the dif-
ferential analysis, setting the adjusted p value < 0.05, log2 ∣
fold change ∣ >1, and expression level > 0:2. And a total of
1076 genes with significant differences were finally deter-
mined. We focused on the role of IRGs in TNBC. The Imm-
Port database (https://www.immport.org/) [13] provides and

updates 2498 IRGs for cancer research, all of which have been
identified as being involved in the biological processes of
immunity. Therefore, we downloaded the list of IRGs from
the ImmPort database. Finally, 4.8% of IRGs were identified
as those (a total of 119) differentially expressed genes and
were included in subsequent analysis. Functional enrichment
analysis of KEGG (Kyoto Encyclopedia of Genes and
Genomes) and GO (Gene Ontology) was performed on 119
IRGs through the Database for Annotation, Visualization
and Integrated Discovery (DAVID, https://david.ncifcrf
.gov/) to explore potential molecular mechanisms.

2.3. Construction and Validation of Nomogram Model. The
foreign and rms packages in R (version 3.6.1) were applied
for establishing a nomogram model to analyze the role of
IRGs in TNBC patients, which was described in detail in
our previous study [14]. First, according to the nomogram,
a point is given for each patient’s IRG expression level. Then,
a total risk score is obtained by gathering the given points of
all the IRGs of the patients, which can predict OS. The con-
cordance index (C-index) of 1000-sample bootstrap and the
receiver operating characteristic (ROC) curve were used to
evaluate the prognostic prediction ability of the nomogram
model, and the judgment criterion was Area Under the Curve
(AUC) or C‐index > 0:5. Model performance was assessed
through both the internal and external calibration curve of
1000-sample bootstrap.

2.4. The Clinical Value of Risk Score. The risk score was
divided into high or low based on the median value. Risk dis-
tribution, survival status, and IRG expression distribution of
high- and low-risk TNBC were plotted by the heat map pack-
age in R (version 3.6.1). Survival and survminer packages
were used to draw survival curves. We also explored the pre-
dictive value of risk score in TNBC for immune cell infiltra-
tion. The TIMER database (http://cistrome.org/TIMER/)
[15] analyzed the TILs of 32 cancers in TCGA. Therefore,
we obtained TIL abundances in TNBC patients from the
TIMER and evaluated the correlation between the risk score
and TILs.

2.5. Statistical Analysis. All statistical analysis was conducted
in R (version 3.6.1, https://www.r-project.org/). Uni- and
multivariate Cox regression analyses were used to screen
prognostic variables. A log-rank test was used to compare
the difference between survival curves. Two sets of quantita-
tive data were compared by the Wilcoxon test. The correla-
tion between the two sets of quantitative data was expressed
by Spearman coefficient. A two-tailed p value < 0.05 was
considered statistically significant.

3. Results

3.1. Identification of Differential IRGs. Differential analysis
found that a total of 1076 genes were differentially expressed
in TNBC, including 323 high expression and 753 low expres-
sion genes (Figure 1). Among them, a total of 119 differential
IRGs, including 36 high expression and 83 low expression
IRGs, were found. Their positions on the chromosome are
shown in Figure 2. The KEGG showed that the enrichment
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of differentially expressed IRGs was primarily in the “neuro-
active ligand-receptor interaction” and “cytokine-cytokine
receptor interaction” (Figure 3(a)). Biological processes,
cellular components, and molecular functions are primarily
enriched in “cell-cell signaling,” “extracellular region,” and
“growth factor activity,” respectively (Figures 3(b)–3(d)).
These findings suggested that cytokines and receptor
pathways were most frequently implicated.

3.2. Identification of Prognosis-Related IRGs. Because prog-
nostic molecular biomarkers are important for guiding treat-
ment and disease monitoring, we focus on the impact of IRGs
on the OS in TNBC. Prognostic analysis revealed that a total
of 6 IRGs had significant impact on the OS of TNBC patients.
Among them, high expression of C-C motif chemokine
ligand 25 (CCL25), interleukin 29 (IL29), teratocarcinoma-
derived growth factor 3 (TDGF3), and killer cell immuno-
globulin like receptor, two Ig domains and long cytoplasmic
tail 4 (KIR2DL4) predicted a favorable OS in TNBC patients
(Figures 4(a), 4(d), 4(e), and 4(f)). Conversely, high expres-
sion of G protein-coupled receptor 44 (GPR44) and gremlin

2, DAN family BMP antagonist (GREM2) predicted a poor
OS in TNBC patients (Figures 4(b) and 4(c)).

3.3. Establishment of Nomogram Model. CCL25, IL29,
TDGF3, KIR2DL4, GPR44, and GREM2 obtained from the
analysis of TCGA database were included into the establish-
ment of a nomogram model. According to the expression
levels of these IRGs, we got the total risk score of each indi-
vidual, which could predict 1-, 2-, 3-, 4-, and 5-year OS
(Figure S1). However, we could observe from Table S2 that
the upregulated KIR2DL4 accounted for only 5 risk scores
in the model. Compared with the risk scores of the other
five IRGs, KIR2DL4 had a lower contribution to predicting
the OS of TNBC patients, so we excluded KIR2DL4 in the
establishment of the nomogram model. Finally, five
prognosis-related IRGs including CCL25, IL29, TDGF3,
GPR44, and GREM2 were included into the establishment
of the nomogram model (Figure 5). To assess the predictive
effect of the nomogram model on the OS of TNBC patients,
we used the AUC of the ROC curve and the C-index of
1000-sample bootstrap for evaluation. When KIR2DL4 was
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Figure 1: The heat map shows the differential genes between 123 cases of primary TNBC and 13 normal tissues adjacent to tumor. The color
scale from green to red represented the difference in gene expression from low to high.
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not removed, the AUC was 0.839 and C-index was 0.878
(Figure S2). When KIR2DL4 was excluded, AUC was 0.852
and C-index was 0.879 (Figure 6(a)). Further external
validation of the nomogram model with the GSE58812
dataset in the GEO database showed that the AUC of the
ROC curve was 0.619 and the C-index is 0.615
(Figure 6(b)). We also used the calibration curves to further
validate the nomogram model. The calibration curves for
the training group showed a good consistency between the
predicted and actual 1-, 2-, 3-, 4-, and 5-year OS of the

nomogram model (Figure 7(a)). At the same time, the
calibration curves in the validation group were also well
identified (Figure 7(b)). Through internal and external
verification, it was proved that the nomogram model in this
study could conduct relatively accurate prediction of the OS
of TNBC patients.

3.4. Risk Stratification. In order to analyze the clinical value
of the risk score, we compare the risk scores of different clin-
ical information and found that compared with stage I/II

Figure 2: Differentially immune-related genes (IRGs) and their chromosomal locations. The number in the outermost circle is the name of
the chromosome. The second circle is the positions of the genes in the chromosome. The black and white bars represent the chromosome
bands, and the red bars represent the centromeres. The third circle is the gene names. The fourth circle is the average expression levels of
the genes, and the bars from low to high represent the gene expression from low to high. The fifth circle is the fold change of genes. Blue
represents fold change < −2, while red represents fold change > 2. In the center of the circle diagram is the positions of genes that cannot
be fully displayed on the second circle.
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TNBC patients with stage III/IV had higher risk scores
(p = 0:017), and there was no significant difference between
different ages, T, N, and M (p > 0:05) (Figure 8). After uni-
and multivariate Cox regression analyses, we found that the
risk score was an independent risk factor (HR = 1:019, 95%
CI 1.012-1.027, p < 0:001, Table 1). The risk score was highly

correlated with TNM stage, indicating that risk score could
be used to construct risk stratification. TNBC patients can
be defined as low-risk (risk score < 194) or high-risk
(risk score ≥ 194) cohort based on the risk score
(Figures 9(a)–9(d), left panel). As shown in Figure 9(d), left
panel, the survival curve of low- and high-risk TNBC patients
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Figure 3: Functional enrichment of differential IRGs, and the top 15 of items are displayed. (a) KEGG pathway analysis; (b) biological
process; (c) cellular component; (d) molecular function. The bubbles in the figures from small to large indicate that the number of
enriched genes is from small to large. The color scale from blue to red indicates that the p value is from large to small.
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showed significant differences (p < 0:001). This finding could
be validated by the external dataset GSE58812 (p = 0:032,
Figures 9(a)–9(d), right panel).

3.5. Correlation between Risk Score and TILs. In order to
investigate whether the risk score reflected by immune genes
could accurately assess the state of TNBC immune microen-

vironment, we performed the correlation analysis between
risk score and TILs (Figure 10) and found that risk score
was negatively related to B cells (R = −0:26, p = 0:005), CD4
+ T cells (R = −0:21, p = 0:019), CD8+ T cells (R = −0:19, p
= 0:034), dendritic cells (DCs) (R = −0:25, p = 0:005), and
neutrophils (R = −0:27, p = 0:002). However, the risk score
had no significant correlation with macrophages (p = 0:3).
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Figure 4: Survival curve analysis of prognostic IRGs. Survival analysis based on the expression levels of 119 IRGs shows that 6 genes are
closely related to overall survival (OS).
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4. Discussion

The clonal proliferation andmetastasis characteristics of can-
cer cells depend on genome changes. We focus our research
on changes in the immune genome to reveal its relationship
with the immune microenvironment. In this study, we
extracted differential IRGs from two large TNBC cohorts in
the GEO and TCGA databases and analyzed the underlying
immune mechanism. Pathway and GO analysis found that
TNBC patients primarily function through interactions
between cytokines and receptors. Various studies have
showed that cytokines and receptors are involved in the
growth, invasion, and metastasis of breast cancer, and corre-
sponding immune inhibitors against cytokines and receptors
have been applied to the treatment of breast cancer [16, 17].
In addition, fibroblast growth factor receptors (FGFRs) are
highly expressed in TNBC patients, and inhibitors against
FGFRs have been tested in clinical trials [18]. Bioinformatics
analysis provided clues that changes in the immune system of
TNBC patients were initiated through cytokine and receptor
pathways, which laid the foundation for in-depth immune-
related research.

The nomogram model has been widely applied to sys-
tematically assess the outcome of cancer patients [14, 19].
At the same time, IRGs can provide personalized immune
signature to assess the prognosis of lung cancer patients
[20]. The prognosis-related CCL25, IL29, TDGF3,
GPR44, and GREM2 in IRGs were used to construct a
nomogram model to evaluate its clinical value in TNBC
patients. The nomogram model we constructed can indi-
vidualize and visualize 1-, 2-, 3-, 4-, and 5-year OS for
TNBC patients. Evidence suggests that blocking the
CCR9/CCL25 axis can promote tumor progression and
distant metastasis [21, 22]. IL29 appears to inhibit tumor
growth in a variety of cancers [23]. TDGF3, also known
as TDGF1P3 or CRIPTO3, is expressed in cancer [24].
Our study found that high expression of CCL25, IL29,
and TDGF3 predicted a good prognosis in TNBC patients.
Study has shown that GPR44 is involved in the release of
cytokines from immune cells and the development of
inflammation [25]. Silencing GREM2 can inhibit the JNK
signaling pathway in gastric cancer, which inhibits tumor
growth [26]. In this study, high expressions of GPR44
and GREM2 could predict adverse outcomes in TNBC
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patients. The establishment of risk stratification can pro-
vide a reference for clinicians to more rationally manage
cancer patients and individualized treatment plans [27].
We conducted risk stratification for TNBC patients based
on the risk score and found that patients with a risk
score ≥ 194 belonged to a high-risk cohort, while patients
with a risk score < 194 belonged to a low-risk cohort.

The risk score showed good clinical practicability. The
risk score was an independent risk factor for TNBC
patients and was positively related to TNM stage. In addi-
tion, the risk score was negatively correlated with B cells,
CD4+ T cells, CD8+ T cells, dendritic cells, and neutro-
phils, which could reflect the level of TILs and provide a
reference for clinicians to adjust the treatment plan.
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Figure 6: The ROC curves for the nomogram models. (a) ROC curve verified the nomogram model constructed by CCL25, IL29, TDGF3,
GPR44, and GREM2. (b) ROC curve verified the nomogram model constructed by prognostic IRGs (CCL25, GPR44, GREM2, IL29, and
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Figure 7: Internal and external calibration curve validation of the nomogram model. (a) Calibration curves of internal validation in TCGA
database. (b) Calibration curves of external validation in the GSE58812 dataset.
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Table 1: Uni- and multivariate Cox regression analyses of 123 TNBC patients in TCGA database.

Variables
Univariate Cox Multivariate Cox

HR (95% CI) p value HR (95% CI) p value

Risk score 1.022 (1.014-1.031) <0.001∗∗∗ 1.019 (1.012-1.027) <0.001∗∗∗

Age (years) 1.004 (0.969-1.040) 0.842

Tumor invasion depth

T1-2 Reference

T3-4 2.986 (0.976-9.140) 0.055

Distant metastasis

M0 Reference Reference

M1 54.325 (4.926-599.140) 0.001∗∗ 3.099 (0.272-35.283) 0.362

Lymph node metastasis

N0 Reference Reference

N1-3 3.785 (1.437-9.967) 0.007∗∗ 1.778 (0.483-6.548) 0.387

Stage

I/II Reference Reference

III/IV 5.441 (2.113-14.012) <0.001∗∗∗ 4.273 (1.043-17.515) 0.044∗

HR: hazard ratio; CI: confidence interval; ∗p < 0:05; ∗∗p < 0:01; ∗∗∗p < 0:001.
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Studies indicate that a favorable prognosis is observed in
TNBC patients with high B cells and CD4+ T cells [28,
29]. Furthermore, it has been reported that activated
CD8+ T cells have been shown to kill cancer cells through
various mechanisms [30]. Not surprisingly, less infiltration
of CD8+ T cells into tumors in TNBC patients is often
related to worse outcomes [31]. In addition, a study sug-
gests that neutrophil infiltration is a favorable prognostic
factor for colon cancer [32], which is consistent with our
findings. As we know that DCs take a vital part in the
tumor microenvironment, infiltration of activated DCs
into tumors can improve the antitumor effect of immune
cells [33]. In this study, high-risk patients might have
the lower infiltration levels of B cells, CD4+ T cells, CD8
+ T cells, dendritic cells, and neutrophils, which was asso-
ciated with a poor OS.

The limitation of this study was that no clinical samples
and corresponding clinical information were used to validate
the nomogram model and risk stratification constructed by
CCL25, IL29, TDGF3, GPR44, and GREM2. Additionally,
the reliability of the results was still challenged because we
also lacked validation in vitro and in vivo.

5. Conclusion

A nomogram model constructed by CCL25, IL29, TDGF3,
GPR44, and GREM2 could predict the 1-, 2-, 3-, 4-, and 5-
year OS of TNBC patients and perform risk stratification.
The risk score derived from the nomogram model could also
predict the level of immune cell infiltration in tumors. These
findings provided a reference for personalized prognosis pre-
diction in TNBC patients and might be potential immune
biomarkers for designing novel therapy.
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Objective. To observe the inhibitory effect of solanine on regulatory T cells (Treg) in transplanted hepatoma mice and to study the
mechanism of solanine inhibiting tumor growth. Methods. The levels of Treg cells and IL-2, IL-10, and TGFβ in the blood of
patients with liver cancer were detected by flow cytometry and ELISA, respectively. A mouse hepatocellular carcinoma (HCC)
graft model was established and randomly divided into four groups: control group, solanine group, TGFβ inhibitor group
(SB-431542), and solanine +TGFβ inhibitor combined group. Tumor volume of each group was recorded, tumor inhibition rate
was calculated, and tumor metastasis was counted. The proportion of CD4+CD25+Foxp3+ Treg in transplanted tumor tissues
was detected by flow cytometry. The expression levels of Foxp3 and TGFβ in transplanted tumor tissues were detected by
quantitative fluorescence PCR. Results. Compared with healthy people, Treg cells and IL-2, IL-10, and TGFβ contents in
peripheral blood of liver cancer patients were increased. The results of the transplanted tumor model in mice showed that
the tumor volume of the transplanted mice in the solanine group and the TGFβ inhibitor mice was reduced compared
with the control group. The combined group had the smallest tumor volume. The proportion of CD4+CD25+Foxp3+ Treg in
the transplanted tumor tissues of mice in the solanine treatment group was significantly lower than that in the control group.
The expressions of Foxp3 and TGFβ in the transplanted tumor tissues of mice in the solanine group were significantly lower
than those in the control group. Conclusion. Solanine may enhance the antitumor immune response by downregulating the
proportion of CD4+CD25+ Treg and the expression of Foxp3 and TGFβ in tumor tissues.

1. Introduction

The mechanism of HCC development and distant metastasis
is very complex, among which immune dysfunction is an
important factor [1–5]. Various immune mechanisms can
target tumor cells to stimulate the body’s immune response
to tumor cells, including cellular immunotherapy, cytokines,
tumor vaccines, and immunocheckpoint inhibitors [6–8].

CD4+CD25+ Treg cells are usually divided into two cate-
gories according to the differences in cell development, bio-
logical characteristics, and mechanism of action [9–11].
These include naturally occurring regulatory T cells (nTreg)
and induced (or acquired) regulatory T cells (iTreg) from
the thymus [12]. iTreg cells are induced, immunomodulatory

cells. Recent studies have shown that in addition to CD4+-

CD25+ Treg cells produced by the thymus, peripheral com-
mon CD4+CD25+ T cells can express Foxp3 in vivo and
transform into iTreg cells under the conditions of chronic
antigen stimulation and cytokines [13, 14]. iTreg cells are
derived from peripheral CD4+ T cells under the influence
of various cytokines and environmental factors after receiv-
ing antigen stimulation [15]. CD4+CD25+ Treg cells are
closely related to immune evasion and tolerance of tumors.
A large number of studies have found that CD4+CD25+ Treg
cells can be detected in peripheral blood and tumor-
infiltrating lymph nodes of patients with gastric cancer, liver
cancer, breast cancer, and other cancers [16]. CD4+CD25+

Treg cells may play an immunosuppressive role by activating
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them after recognizing tumor antigens and inhibit the
production of antitumor immune responses in the body [9–
11], to leave the body in a state of low or no response to the
tumor. Foxp3, a member of the forkhead transcription factor
family, is a specific morphological and functional indicator of
human CD4+CD25+ Treg cells. Foxp3 plays an important
role in the development, differentiation, maturation, and
function maintenance of Treg cells, and is considered to be
the most sensitive marker of CD4+CD25+ Treg cells [17–
19]. As a member of the TGFβ family of growth factors,
TGFβ can regulate the proliferation and differentiation of
immune cells and suppress the immune response. TGFβ is
a growth regulator of a variety of human epithelial-derived
cells and plays an important role in the occurrence, develop-
ment, and metastasis of tumors.

Solanine is a weakly basic glycoside [20, 21]. Studies have
shown that solanine has a wide range of anticancer effects in
liver cancer, breast cancer, liver cancer, pancreatic cancer,
colorectal cancer, and other tumors [22]. Solanine can inhibit
cell proliferation, induce cell apoptosis, block cell cycle, induce
autophagy, enhance chemoradiotherapy, inhibit epithelial-
mesenchymal transformation, inhibit tumor metastasis, and
inhibit angiogenesis [21, 23]. However, there are few studies
on the effect of solanine on tumor immune function.

In this study, the effects of solanine on CD4+CD25+ Treg
cells in tumor microenvironment of transplanted hepatocel-
lular carcinoma mice were observed, to study the antitumor
effect of solanine and to explore the possibility of solanine
in immunotherapy for tumor.

2. Materials and Methods

2.1. Collection of Patient Specimens. Fifteen cases of
hepatocellular carcinoma were collected from our hospital
from December 2018 to April 2020. Preoperative chemother-
apy and immunotherapy were not performed to exclude
immune-related diseases. The age ranged from 36 to 68, with
a median age of 47. Fifteen healthy subjects excluded tumor
and immune-related diseases in hospital physical examina-
tion were taken as the control group. All patients signed
informed consent forms, and the study was reviewed by the
ethics committee of our hospital.

2.2. Serum Samples Were Detected by ELISA. Cytokines IL-2,
IL-6, and IL-10, TGFβ, and enzyme-linked immunosorbent
assay (ELISA) kits were purchased from Wuhan Baodu
Company. In the detection of TGFβ, the reagent was pur-
chased from Jingmei Bioengineering Co., Ltd. and was
detected by Denley automatic labeling analyzer in the United
States. Serum TGFβ was detected by ELISA, and the opera-
tion was strict according to the instructions.

2.3. Cell Culture and Transfection. RPMI1640 cell culture
medium, fetal bovine serum, and lymphocyte separation
solution were purchased from Gibco, USA. Human hepato-
cytes and hepatocellular carcinoma cells were purchased
from American Type Culture Collection (ATCC, Manassas,
VA, USA). H22 cells were inoculated in culture bottles at
appropriate concentrations and added to culture medium

containing 10% FBS RPMI1640, cultured in an incubator
with constant temperature of 37°C, 5% CO2, and saturated
humidity. Adherent cell growth, passage every 2~3 days
once. At the time of administration, human liver cancer cells
at exponential growth stage were taken and digested by
0.25% trypsin. Cell suspension with 10% fetal bovine serum
was adjusted to a concentration of 3 × 105/mL and inoculated
into 6-well plates with 1mL per well. The 6-well plate was
placed in a carbon dioxide incubator at 37°C and 5% CO2.
After 24 h of culture, solanine was added, and the final con-
centrations were 0.4, 2, and 10μmol/L, respectively.

2.4. Xenograft Tumor Model. Eighty female nude mice aged 4
to 5 weeks, with SPF grade, were purchased from the Labora-
tory Animal Center of Peking University and kept in SPF
room. Liver cancer cell H22 was diluted with RPMI1640 cell
culture medium to a suspension containing 1 × 107 cells per
200μL and injected subcutaneously into 3 mice. After con-
tinued feeding for 1 week, the subcutaneous eminence of
mice was visible, indicating the formation of tumors contain-
ing liver cancer tumor cells. After the mice were put to death,
the subcutaneous skin was cut off in the superclean work-
bench after sterilization with medical alcohol, and the disin-
fected scalpel was cut into small pieces. The cells were washed
with sterile PBS solution twice. The nude mice were ran-
domly divided into 4 groups: the tumor blocks were inocu-
lated subcutaneously under the right armpit to about 2 cm
above the midaxillary line of the mice, and tumor formation
in the mice was observed. When the diameter of the subcuta-
neous cervical tumor block was 5mm, the tumor-bearing
model was successful.

2.5. Administration Method and Dose. In the model control
group, 0.2mL/d of normal saline was intraperitoneally
injected. In the solanine group, solanine was intraperitone-
ally injected at a dose of 37.5mg/kg, 0.2mL/day. In the com-
bined TGFβ inhibitor group, solanine was intraperitoneally
injected at a dose of 37.5mg/kg, 0.2mL per day, and TGFβ
inhibitor SB-431542 was added on the 6th, 7th, and 13th and
14th days, at a dose of 0.2mL per 10mg/kg. In the TGFβ inhib-
itor group, 0.2mL/d of normal saline was intraperitoneally
injected. TGFβ inhibitor SB-431542 was added on the 6th,
7th, and 13th and 14th days, and 0.2mL of 10mg/kg dose
was intraperitoneally injected.

2.6. Flow Cytometry to Detect Treg in Peripheral Blood.
Reagents were purchased from Jingmei Bioengineering Co.,
Ltd. and tested using Coulter Epics XL flow cytometer (Beck-
man Coulter, USA). 40μL of EDTA-K2 anticoagulated blood
and 5μL of CD4-PE and CD25-FITC antibodies were added.
In the same type of control tube, another 40μL of blood was
added to 5μL of IgG1-PE and 5μL of IgG2a-FITC, mixed
well, and incubated in the dark at room temperature for
20min. After hemolysis, add 3mL of PBS buffer, centrifuge
at 1800 r/min for 5min, and discard the supernatant. Then,
add 500μL of PBS buffer solution and check by flow cytom-
etry. The results are expressed as a percentage.

2.7. Treg Cells in Mouse Spleen Lymphocytes Were Detected by
Flow Cytometry. The mouse spleen was isolated to make cell
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suspension. After filtration, the cells were transferred to the
new centrifuge tube. Centrifuge at 800×g for 5min and
remove the supernatant. The cells were washed with PBS
solution 2 times and then centrifuged to remove supernatant.
An appropriate amount of cell culture medium was added to
adjust the cell density to 1 × 107/mL. The cells were stratified
by the treatment of lymphocyte separation solution, and the
lymphocyte layer was the cloud layer between the stratified
solution and the supernatant. Draw the needle into the new
centrifuge tube. After washing with sterile PBS solution for
2 times, the supernatant was centrifuged to obtain the
mononuclear cells of spleen tissue. 100μL of mononuclear
cell suspension of spleen tissue was added into the flow tube
with PERCP-labeled CD4 antibody and the second tube with
PERCP-labeled CD4 and FITC-labeled CD25. After incuba-
tion at room temperature in dark for 20min, 500μL of
intracellular membrane breaker was added for 10min, and
the supernatant was removed by centrifugation. PE-labeled
Foxp3 antibody was added, was incubated in the dark for
20min, was washed with PBS once, and was suspended.
The proportion of CD4+CD25+Foxp3+/CD4+ (Treg) cells in
mouse lymphocytes in each group was measured by upflow
cytometry.

2.8. Immunofluorescence. The slides were fixed with 4% para-
formaldehyde for 15min, and the slides were soaked with
PBS for 3 times, 3min each. Triton X-100 (PBS) permeable
cells at room temperature for 20min. Normal goat serum
was added to the slides and sealed at room temperature for
30min. Each slide was dripped with enough diluted primary
antibody (Foxp3, Abcam, 1 : 100) and placed in a wet box,
incubated at 4°C overnight. Add fluorescent secondary anti-
body. After the absorbent paper was dried and the excess liq-
uid was added to the slide, the diluted fluorescent secondary
antibody was added and incubated at 37°C in a wet box for
1 h. PBST was soaked and sliced for 3 times, 3min each.
DAPI was added for incubation in dark for 30min, and the
specimen was stained. The tablets were sealed with a sealing
solution containing an antifluorescent quenching agent.
Images were observed and collected under a fluorescence
microscope (Nikon, Japan).

2.9. Immunohistochemical. The IHC EnVision two-step
method was used to detect the expression of Ki-67 in tumor
tissue. All fresh specimens were fixed with 10% formaldehyde
and sampled within 48 h, paraffin-embedded, and consecu-
tively sectioned, with 4μm thick. Mouse anti-human Ki-67
monoclonal antibody was purchased from Abcam Company.
The working fluid concentration was 1 : 100, and PBS was used
as the negative control instead of two primary antibodies.
EnVision Kit was purchased from Dako. The sodium citrate
buffer (pH = 6:0) was used to repair the antigen bymicrowave.
The rest of the steps strictly follow the instructions.

2.10. qRT-PCR. The reverse transcription kit and qPCR kit
were purchased from Dalian Takara Company. The total
RNA of spleen lymphocytes in each group was extracted by
the TRIzol method. Total RNA concentration was deter-
mined by spectrophotometry. A cDNA template was

obtained by using reverse transcription kit to extract 500 ng
of total RNA from mouse lymphocytes. qPCR primers for
target genes were designed and synthesized by Shanghai
Sangon Co., Ltd.: Foxp3 Sense: 5′-CACCTATGCCACCC
TTATCCG-3′, Foxp3 Anti-sense: 5′-CATGCGAGTAA
ACCAATGGTAGA-3′; GAPDH Sense: 5′-AGGTCGGTG
AACGGATTTG-3′, GAPDH Anti-Sense: 5′-GGGGTC
GTTGATGGCAACA-3′. Procedures were performed as
described in SYBR Premix Ex TaqTM II and tested by the
U.S. Bio-Rad iQ5 qPCR system. Reaction conditions are as
follows: 94°C, 30 s; 58°C, 30 s; and 72°C, 30 s, with a total of
40 cycles. As an internal reference gene, GAPDH was
repeated for 3 times, and the mRNA expression of each
group was calculated by the 2-ΔΔCT method.

2.11. Statistical Analysis. SPSS 20.0 (SPSS Inc., Chicago, IL,
USA) statistical software was used for relevant data analysis.
All data were expressed as the mean ± standard deviation.
Comparisons between the two groups were performed using
the t-test. Comparisons between groups were performed
using one-way ANOVA. P < 0:05 or P < 0:01 means that
the difference was statistically significant.

3. Results

3.1. Treg Cells Increased in Peripheral Blood of Tumor
Patients, and the Levels of IL-2, IL-10, and TGFβ Increased.
In order to study the content of immune cells and the
changes of tumor immune-related factors in peripheral blood
of patients with liver cancer, we collected the peripheral
blood of 15 healthy volunteers and 15 patients with liver can-
cer. The experimental results showed that compared with
healthy volunteers, the proportion of Treg in peripheral
blood of liver cancer patients in CD4+ T cells was analyzed
and cell surface markers were detected on flow cytometry,
and the number of Treg in the liver cancer group was higher
than that in the control group (P < 0:01, Figure 1(a)). Fur-
ther, ELISA was used to detect the levels of IL-2, IL-10, and
TGFβ in serum. The results showed that the levels of IL-2,
IL-10, and TGFβ in the serum of liver cancer patients were
significantly increased compared with healthy volunteers
(P < 0:01, Figures 1(b)–1(d)).

3.2. Liver Cancer Cells Release More TGFβ than Normal Stem
Cells. Furthermore, the expression of TGFβ in liver cancer
cell lines and normal liver cells was determined. The experi-
mental results showed that compared with normal liver cells,
TGFβ expression was higher in HCC cell lines, with H22
having the highest TGFβ expression (Figure 2(a)). In the pre-
vious experimental results, we confirmed the inhibitory effect
of solanine on liver cancer. In this study, we examined the
inhibitory effect of solanine on TGFβ of hepatocellular carci-
noma cell line H22. The results showed that solanine could
significantly reduce the content of TGFβ in H22 with a
dose-dependent relationship (Figures 2(b) and 2(c)).

3.3. Solanine Inhibits the Growth and Metastasis of
Transplanted Hepatoma in Mice. After inoculation of liver
cancer cells in mice for 5-7 days, subcutaneous tumor
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formation could be felt, and tumor lesions could be observed
by naked eye on the 7th day or so. The transplanted tumors
in the PBS group grew rapidly, and the growth curve was
steep (Figures 3(a) and 3(b)). There was no significant differ-
ence in the growth rate of transplanted tumors in the sola-
nine group, the TGFβ inhibitor group, and the
combination group compared with the control group at the
initial stage of treatment. With the extension of treatment
time, the growth of transplanted tumors in mice in the sola-

nine group, the TGFβ inhibitor group, and the combination
group was slow. The tumor weight test results showed that
the transplanted weight of mice in the solanine group was
significantly lower than that in the control group
(Figure 3(c)). The tumor metastasis detection results showed
that compared with the control group, tumor metastasis was
significantly reduced in the solanine group, the TGFβ inhib-
itor group, and the combination group (Figure 3(d)). Fur-
ther, we detected the cell proliferation index Ki-67 staining
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Figure 2: Liver cancer cells release more TGFβ than normal stem cells. (a) Compared with normal liver cells (LO2) and liver cancer cells
(HepG2, SMMC-7721, Hep3B, BEL-7402, and H22), TGFβ content was detected. (b) Structural formula of solanine. (c) Solanine treats
liver cancer cells and inhibits TGFβ. ∗P < 0:05 and ∗∗P < 0:01.
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Figure 1: Detection of Treg cell content and TGFβ in peripheral blood of tumor patients. (a) Treg cell content in serum. (b) IL-2 content in
serum. (c) IL-10 content in serum. (d) TGFβ content in serum. ∗P < 0:05 and ∗∗P < 0:01.
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by immunohistochemistry. The experimental results showed
that compared with the control group, Ki-67 staining of
tumor cells was significantly decreased in the solanine group,
the TGFβ inhibitor group, and the combination group, indi-
cating that the solanine group, the TGFβ inhibitor group,
and the combination group could significantly reduce the
proliferation ability of tumor cells (Figure 3(e)).

3.4. Solanine Treatment Reduced the Proportion of
CD4+CD25+Foxp3+ Treg in Transplanted Tumor Tissues. In
order to observe the effect of solanine on Treg in hepatocel-
lular carcinoma-bearing mice, CD4+CD25+Foxp3+ was used
as the marker of Treg in this study. CD4 coil gates were first
used; then, CD25 coil gates were used to detect the proportion
of CD4+CD25+Foxp3+ Treg in CD4+ T cells in each group.
The proportion of CD4+CD25+Foxp3+ Treg in CD4+ T cells
in the solanine group, the TGFβ inhibitor group, and the com-
bination group was significantly lower than that in the control

group (Figures 4(a) and 4(b)). At the same time, immunoflu-
orescence staining results showed that the expression of Foxp3
in Treg cells of the solanine group, the TGFβ inhibitor group,
and the combination group was also significantly decreased
(Figure 4(c)). At the same time, we also found that solanine
treatment reduced the contents of IL-2, IL-10, and TGFβ in
the serum of tumor-bearing mice (Figures 5(a)–5(c)). The
Treg cells in the control group, the solanine group, the TGFβ
inhibitor group, and the combined group were separated by
flow cytometry and then cultured to detect the contents of
IL-2, IL-10, and TGFβ in the cell supernatant. The results
showed that the levels of IL-2, IL-10, and TGFβ in Treg cells
isolated from the solanine group, the TGFβ inhibitor group,
and the combined treatment group were significantly lower
than those in the control group (Figures 6(a)–6(c)).

3.5. Solanine Inhibited the Expression of Foxp3 and TGFβ
mRNA in Transplanted Tumor Tissues. In order to further
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Figure 3: Animal level study of solanine antitumor. (a) Pictures of tumors in a mouse subcutaneous tumor-bearing model. (b) Mouse tumor
volume curve. (c) Tumor weight detection in mice. (d) Detection of liver metastasis in mice. (e) Ki-67 immunohistochemical staining of
mouse tumor tissue. ∗P < 0:05 and ∗∗P < 0:01.
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investigate the molecular mechanism of solanine in the
treatment of liver cancer, we detected the changes of the
TGFβ/Smad signaling pathway in tumor tissues after treat-
ment with solanine. The experimental results showed that
compared with the control group, TGFβ expression was
significantly reduced in the solanine group, the TGFβ
inhibitor group, and the combination group, with the max-
imum reduction in the combination group (Figure 7(a)).
Further test results showed that the overall expression of
Smad2 did not change significantly, but the p-Smad2
expression decreased significantly (Figures 7(b) and 7(c)).
The detection results of Smad3 were consistent with those
of Smad2. The overall expression level of Smad2 in the
solanine group, the TGFβ inhibitor group, and the combi-
nation group did not change significantly, but the expres-
sion level of p-Smad2 was significantly decreased, and the
reduction degree of the combination group was the largest
(Figures 7(d) and 7(e)).

4. Discussion

Hepatocellular carcinoma (HCC) is one of the most common
malignancies and ranks the second leading cause of cancer

death worldwide [24–26]. Immunotherapy is one of the
important means of tumor therapy. In recent years, it has
been found that the occurrence, development, and prognosis
of tumors are closely related to CD4+CD25+ Treg cells.
Treatment measures against Treg in vivo are obviously ben-
eficial to antitumor immunity [27–30]. Ideal tumor thera-
peutic effects can be achieved by removing Treg cells in
tumor patients and regulating the migration, distribution,
and function of Treg. Tumor cells retain the antigenicity of
the original cells and produce tumor antigens during carci-
nogenesis. Therefore, the immune escape of the tumor results
in the body’s unresponsiveness to the tumor or low immune
function. Treg cells can inhibit the development and activa-
tion of effector cells that recognize their own tumor cells,
and play an important role in mediating tumor immune tol-
erance. Therefore, inhibition of Treg cells is of great signifi-
cance for tumor immunotherapy [31–34].

Treg cells are involved in tumor escape by secreting
inhibitory cytokines. Treg cells mainly secrete TGFβ and
IL-10 to inhibit the body’s antitumor immunity. IL-10 pro-
motes tumor immune escape by inhibiting the function of
APC, Th1 cells, NK cells, and macrophages. TGFβ also
induces excessive IL-10 secretion in tumors, leading to
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Figure 4: Expression levels of CD4+ cells, D4+CD25+Foxp3+ Treg, and Foxp3+ immunofluorescence intensity in tumor tissues treated with
solanine. (a) Detect the content of CD4+ T cells by flow cytometry. (b) Detect the content of CD4+CD25+Foxp3+ Treg by flow cytometry. (c)
Foxp3+ immunofluorescence intensity of tumor tissue sections. ∗P < 0:05 and ∗∗P < 0:01.
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immunosuppression of the antitumor response. Chen et al.
[35] found that CD4+CD25+ Treg cells could inhibit the
tumor clearance effect mediated by CD8+ T cells. TGFβ plays
a key role in this inhibitory process. Treg cells promote
tumor immune escape by interacting with immune cells in
the tumor microenvironment. Treg cells inhibit tumor
immunity by inhibiting tumor-infiltrating T cells (TIL),
dendritic cells, and macrophages in the tumor microenviron-
ment. Treg cells inhibit proliferation and induce immune
incompetence by competing with effector T cells to bind
IL-2 or acting directly on them. IL-2 is a signal of cell pro-
liferation. CD4+CD25+ Treg cells can upregulate the
expression of IL-2 receptor chain, while interfering with
the expression of IL-2 receptor chain in effector T cells.
Finally, IL-2 receptor can be used competitively, so that
effector cells cannot get growth signal and cannot prolifer-
ate. In this study, it was found that solanine and TGFβ
inhibitors could significantly inhibit Treg cell content
and reduce IL-2 and IL-10 levels.

In this study, a mouse model of hepatocellular carci-
noma was successfully established, and it was found that
solanine could significantly inhibit the growth of hepatocel-
lular carcinoma in vivo. With the extension of time, the

rate of tumor inhibition increased. The results of animal
experiments verified the inhibitory effect of solanine on
liver cancer. Foxp3 is the most specific marker of Treg cells
and plays a key role in the differentiation and function reg-
ulation of Treg cells. In this study, qPCR was used to detect
gene expression changes of key transcription factors of Treg
cells in spleen lymphocytes of hepatoma-bearing mice. The
results showed that the expression level of Foxp3 mRNA in
lymphocytes of mice in the tumor-bearing model group
increased significantly, while the expression level of Foxp3
mRNA in the solanine treatment group decreased signifi-
cantly, with a time effect [36, 37]. This suggests that sola-
nine may play an immunomodulatory role by inhibiting
the expression of Foxp3, a key transcription factor in Treg
cells [38, 39]. At the same time, it was also found in this
study that the levels of Treg-related immune cytokines
(IL-2, IL-10, and TGFβ) were significantly increased in
mice in the hepatoma-bearing model group. However, Treg
cell-related immune cytokines decreased after treatment
with solanine. This indicated that solanine could reduce
Treg cell content in spleen lymphocytes of hepatocellular
carcinoma-bearing mice by inhibiting Treg cell-related
immune cytokines.
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Figure 5: Detection of IL-2, IL-10, and TGFβ levels in serum of tumor-bearing mice. (a) Detection of IL-2 in serum by qPCR. (b) Detection of
IL-10 in serum by qPCR. (c) Detection of TGFβ in serum by qPCR. ∗P < 0:05 and ∗∗P < 0:01.
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Figure 6: Levels of IL-2, IL-10, and TGFβ in spleen CD4+ cell culture supernatant of tumor-bearing mice. (a) Detection of IL-2 content in the
supernatant of CD4+ T cells by qPCR. (b) Detection of IL-10 in CD4+ T cell supernatant by qPCR. (c) qPCR detection of TGFβ content in
CD4+ T cell supernatant. ∗P < 0:05 and ∗∗P < 0:01.
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5. Conclusion

The results of this study showed that solanine inhibited the
growth of transplanted hepatoma in mice and reduced the
proportion of CD4+CD25+Foxp3+ Treg and the expression
levels of Foxp3 and TGFβ mRNA. Mechanism studies have
shown that solanine reduces the proportion of local CD4+-

CD25+Foxp3+ Treg in mice and enhances the body’s
antitumor immune response by inhibiting the TGFβ/Smad

signaling pathway. Therefore, as a potential drug for effective
treatment of liver cancer, solanine has potential application
prospect. This study provides experimental basis for the
future clinical application of solanine.

Data Availability

All the experimental data can be made public by the require-
ments of qualified researchers.
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Figure 7: Detected the TGFβ/Smad3 signaling pathway. (a) Detection of TGFβ content in sorted cells. (b) Detection of Smad2 content in
sorted cells. (c) Detection of p-Smad2 content in sorted cells. (d) Detection of Smad3 content in sorted cells. (e) Detection of p-Smad3
content in sorted cells. ∗P < 0:05 and ∗∗P < 0:01.
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Intrinsic cancer cells and the tumor-infiltrating immune cells (TIICs) recruited to the immune microenvironment define the
malignant phenotype of lung squamous cell carcinoma (LUSC). Understanding more about the immune microenvironment of
LUSC enables the selection of high-risk patients who would derive benefit from immunotherapy. Based on large public LUSC
cohorts obtained from TCGA and GEO datasets, 22 types of infiltrating immune cell subgroups were evaluated by CIBERSORT.
Meta-analysis, principal component analysis (PCA), single-sample gene set enrichment analysis (ssGSEA), and hierarchical
clustering analysis were used to evaluate specific immune responses of LUSC. The distribution of TIICs of LUSC was entirely
different from normal. TIIC subpopulations were also found to be closely associated with clinical features and molecular subtypes.
Unsupervised clustering analysis revealed that three distinct TIIC subgroups existed with different survival patterns. TIICs are
extensively implicated in the pathogenesis and development of LUSC. Characterizing the composition of TIICs influences the
metabolism, pathological stage, and survival of tumor patients. It is hoped that this immune landscape could provide a more
accurate understanding of the development and immunotherapy of LUSC.

1. Introduction

Lung cancer is currently the leading cause of cancer-related
death in the world, with high morbidity and mortality, in
which non-small-cell lung cancer (NSCLC) accounts for
85% [1]. The main modalities of treatment in use for LUSC
currently include surgery, chemotherapy, radiation therapy,
molecular targeted therapy, and immunotherapy [2–4].
Notably, despite these options, the overall five-year survival
rate of lung cancer was 19%, one of the cancers with poor
prognosis [5]. Therefore, it is crucial to uncover effective bio-
markers for diagnosis and accelerate development of new
classes of antitumor targeted drug.

Immunotherapy, a strategy using immune checkpoint
inhibitors to inhibit or activate different immune cell sub-
types, can improve the antitumor immune response and get
better clinical outcomes. The prognosis of patients receiving
immune checkpoint blockers can be significantly improved
[6]. Thus, the distribution of TIICs in tumors has been a vital
subject for researches. TIICs, consisting of B cells, T cells,

macrophages, and other immune cells, are one of the essen-
tial components of the tumor microenvironment and play
an important role in monitoring antitumor immune
responses [7–9]. Drugs targeting specific TIICs have also
been found to be associated with better clinical outcomes
[10, 11]. Researchers have also revealed the dual role of TIICs
in improving body immunity and promoting tumorigenesis,
which means that there are complex and undiscovered inter-
actions between TIICs and tumor cells [10, 12].

Newman et al. developed a deconvolution algorithm
called CIBERSORT based on gene expression for electronic
quantification of various types of immunocytes in heteroge-
neous samples [13]. CIBERSORT can properly determine
the diversity and pattern of TIICs. 22 immune cell types
can be enumerated at a time by using CIBERSORT. Because
of these, this analysis has received increasing attention in the
research of cell heterogeneity [9]. In this research, we used
CIBERSORT to assess the proportions of 22 immune cell
types in tumor and adjacent samples and analyze their rela-
tionship with molecular subpopulations and overall survival.
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This study is aimed at exploring the intricate relationship
between intratumoral immune cell heterogeneity, tumor
molecular subtypes, and disease progression in LUSC.

2. Materials and Methods

2.1. Study Design and Participants. The TIIC composition
and clinical information used for analysis were obtained
from TCGA database up until October 2019. All gene expres-
sion data of primary LUSC patients were thought to be qual-
ified, without applying specific criteria for exclusion. Patients
with complete information on clinical characteristic, such as
gender, age, survival time, and TNM stage, were further ana-
lyzed while the rest of the patients were excluded. A total of
424 LUSC expression profiles were included for further
study. Table S1 summarizes LUSC patient demographic
information. We also screened eligible LUSC microarray in
the GEO dataset (http://www.ncbi.nlm.nih.gov/gds/) up
until October 2019. All chips with detailed data of gene
expression (containing at least 15 samples) from LUSC
patients were considered useful, without applying specific
criteria for exclusion. A total of 8 chips were included in
the further verified study (Table S2): GSE10929, GSE19804,
GSE21933, GSE33356, GSE33479, GSE33532, GSE51855,
and GSE67061. The flowchart in Figure 1 details the
study design.

2.2. Evaluation of Tumor-Infiltrating Immune Cells. Taking
P < 0:05 and ½logFC� > 1 as the cutoff criteria, we normalized
gene expression data and then identified the differently
expressed genes (DEGs) via the limma package. Then, the
CIBERSORT algorithm was used to explode the normalized
data, which infered the relative ratio of 22 types of infiltrating
immune cell. The CIBERSORT algorithm basing on parts of
reference gene expression values derives the proportions of
various immune cell types from tumor samples mixed with
kinds of multiple cells [12]. The CIBERSORT P value repre-
sents a measure of confidence in the results using Monte
Carlo sampling. Immune cell profiles from TCGA and
GEO databases were analyzed using CIBERSORT, and the
number of permutations was set to 100. The geometric mean
of GZMA and PRF1 was calculated to represent immune
cytolytic activity [14].

2.3. Meta-Analysis. Meta-analysis was manipulated by
Review Manager to infer each infiltrating immune cell in
LUSC. Continuous outcomes were reported as a standard
mean difference (SMD) with a 95% confidence interval
(CI). The DerSimonian and Laird method was characterized
as the standard method, which offered an average impact
estimate of the heterogeneity of effects across a series of chips.
We took P < 0:05 as statistically significant.

2.4. Principal Component Analysis (PCA). PCA involves a
mathematical process in which several potentially related
variables are converted into a smaller number of unrelated
variables called principal components. The eigenvector asso-
ciated with the largest eigenvalue has the same path as the
first principal component. As a result, the group bias and

the individual difference errors have been examined by
PCA, thus proving the credibility of the in-depth results.

2.5. Single-Sample Gene Set Enrichment Analysis (ssGSEA)
and Gene Set Enrichment Analysis (GSEA). The enrichment
scores of the PD-1 immunotherapeutic were calculated by
ssGSEA by the gsva package [15, 16]. The PD-1 score was
defined as the average of the standardized values of IDO2,
TIM-3, IDO2, PDL-1, CTLA4, LAG3, and TIGIT [17]. The
correlation between the composition of the TIICs and the
immune score was calculated using the Pearson correlation.
GSEA based on gene expression profiles was constructed by
GSEA.4.0.1. The KEGG pathways significantly altered were
identified using cutoff FDR 0.1.

2.6. Evaluation of Immunoscore. TMB was defined as the
total number of somatic mutations (except silent mutations)
and plotted by maftools. According to gene expression pro-
files, the ESTIMATE algorithm quantifies the immune activ-
ity for each tumor sample.

2.7. Single Nucleotide Polymorphism (SNP) Analysis. Affyme-
trix SNP 6.0 arrays were gained by using the VarScan method
to analyze the germ cell/somatic cell mutation site data
obtained from the second-generation sequencing data of
LUSC tissues in TCGA database (https://cancergenome.nih
.gov/). We assess the influence of mutant genes on the prog-
nosis of patients with LUSC using the Kaplan-Meier plot and
screened out the most frequent mutated genes for further
analysis.

2.8. Hierarchical Clustering Analysis. Samples were grouped
using hierarchical agglomerative clustering, which func-
tioned in assigning a similar sample into a data frame and
finding the closest cluster pair. The distribution of samples
was shown in the consensus matrix heat map.

2.9. Statistical Analyses. The Mann–Whitney U test was used
for continuous variables. Meta-analysis was conducted by
Review Manager 5.3 to verify the proportion of immune cell
infiltration, and results were remarked as standard mean dif-
ference (SMD) with a 95% confidence interval (CI). The clin-
ical endpoints of this investigation included overall survival
(OS) and disease-free survival (PFS). Patients with a CIBER-
SORT P value of ≤0.05 were included in the survival analysis.
Log-rank survival analysis was employed to determine the
effect of various immune cell infiltrations on patient OS
and PFS. Statistical analysis was conducted with SPSS, R lan-
guage (3.4.4), and GraphPad Prism. Differences among vari-
ables were determined to be statistically significant when the
P value was ≤0.05 (one/two tails).

3. Results

3.1. Performance of CIBERSORT for Characterizing TIIC
Composition of LUSC. CIBERSORT was firstly implemented
to calculate the different TIIC subpopulations of LUSC tissue.
As shown in Figure 2(a) and sFig 1, the proportion of
immune cells in LUSC tissues is quite different from that in
normal lung tissues. Meanwhile, the proportions of TIIC
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composition showed a distinct group-bias clustering and
individual difference (Figure 2(b)). We also particularly
investigated the TIIC composition between matched cancer
and adjacent tissues from 19 patients. As shown in the sFig
2, the majority proportions of immune cells were similar
within intergroup. Compared to adjacent tissue, the propor-
tions of plasma, M0 macrophage, and M1 macrophage were
higher in LUSC tissues, whereas the fraction of resting CD4
memory T cells and M2 macrophage was relatively lower
(Figures 2(c) and 2(d) and sFig 1, P < 0:05). On the other
hand, we also checked the CIBERSORT outcome in which
barcode genes were randomly removed in increments of
10% [18]. As expected, the P value was highly sensitive to
the reduction of expressed barcode genes (Fig S3). Convinc-
ingly, these data did not show cohort bias, which speaks vol-
ume for the high reliability of our results.

3.2. Meta-Analysis of the Proportions of TIICs in LUSC
Tissue. To confirm the accuracy of the above outcome, we
further verified its accuracy in other independent LUSC chips
both containing tumor and adjacent normal specimens. As
shown in Table S2, we downloaded all of the eligible LUSC
chips from GEO datasets. Overall, there were 289 LUSC
cases and 234 normal tissue samples enrolled in the
following exploration. Fig S4 represents the summary of
each TIIC composition of the included studies. We merged
different platform datasets and eliminated binding batch
effect. As shown in Figure 2(e), the proportions of each
chip’s TIIC subpopulations showed no evident cohort bias
to TCGA both in normal and cancer tissues.

As is universally acknowledged, meta-analysis is an effec-
tive standard way to sum up the results of studies rather than
subjective judgment. So, we thoroughly conducted a meta-

analysis for all significantly different TIIC compositions. As
shown in Figure 3, plasma cells (95% CI, 3.30-4.84; P < 0:01),
Tfh (95% CI, 0.55 to 1.38; P < 0:01), Tregs (95% CI, 0.83 to
1.36; P < 0:01), and M1 macrophages (95% CI, 5.73 to 8.13;
P < 0:01) exhibited an increasing tendency, whereas mono-
cytes (95% CI, -2.10 to -1.02; P < 0:01), M2 macrophages
(95% CI, -6.46 to -4.80; P < 0:01), and resting mast cells
(95% CI, -2.41 to -1.11; P < 0:01) exhibited downtrends in
LUSC tissues in agreement with the previous conclusions
(except for resting CD4 memory). Thus, the CIBERSORT
results were powerful enough to discriminate TIIC subpopu-
lations in LUSC. Collectively, it highlighted the role of spe-
cific TIICs in LUSC, which could provide valuable
candidates as diagnostic markers and potential therapy tar-
gets for patients.

3.3. Proportional Distribution of TIIC Subpopulation and
Clinical Characteristics. We further combined clinical char-
acteristics with TIIC composition to investigate whether the
TIIC subpopulations were statistically associated with LUSC
development. As shown in Figs S5A–S5D, the proportion of
activated mast cells, resting mast cells, neutrophils, and T fol-
licular helper cells were correlated with advanced T stage.
And the proportions of M1 macrophage and CD8 T cell sub-
population had a strong connection with lymph node metas-
tasis (Figs S5E and S5F). These TIIC subpopulations were
also evaluated by univariate Cox regression analysis. As Figs
S5G and S5H showed in the forest plot, M2 macrophages
(OR: HR = 1:09, P = 0:0093), regulatory T cells (OR: HR =
1:53, P = 0:029), T follicular helper cells (OR: HR = 1:39,
P = 0:00862), activated CD4 memory T cells (OR: HR =
1:30, P = 0:0011), M0 macrophages (OR: HR = 1:29, P =
0:045), and plasma cells (OR: HR = 1:58, P = 0:043) were

TCGA cohort
(samples = 473)

Gene Expression Omnibus⁎
Search “(lung cancer) AND ‘‘Homo sapiens’’[porgn:__txid9606]”

Paired tumor tissue
(N = 19)

Normal = 49
Cancer = 424

Without normal samples
Sample size < 20

Missing gene expression data
with uncertain integrity

Selected 523 cases with matched
CIBERSORT data

Unpaired tumor tissue
(N = 405)

Immune cluster and SNP;
survival analysis

Analyse the clinical information
(TNM stage, tumor stage, grade, and

other features)

Analysis of the infiltrated immune cells

Analyse the association between P
value and clinical features

Figure 1: Flowchart detailing the procedure of sample collection and analysis.
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significantly related with poor overall survival, whereas resting
mast cells (HR = 0:74, P = 0:00049) were correlated with
improved OS. Resting mast cells (OR: HR = 0:62, P = 0:035)
and T follicular helper cells (OR: HR = 1:61, P = 0:013) were
closely associated with PFS.

3.4. Identification of Immune Cluster in LUSC. The CIBER-
SORT P value reflected the ratio of immune cells and nonim-
mune cells, and a greater proportion of immune cells would
produce a corresponding smaller P value. It is well acknowl-

edged that inflammation cytolytic activity could be described
by the geometric mean of GZMA and PRF1 expression [14].
Strong relationship existed in P value and inflammation
cytolytic activity in both the GEO and TCGA datasets
(Figures 4(a) and 4(b), Fig S6). Meanwhile, cytolytic activity
of inflammation was most strongly related with the propor-
tion of CD8 T cells (R2 = 0:3274, P < 0:0001) and activated
memory T cells (R2 = 0:26, P < 0:0001). Based on the ESTI-
MATE algorithm, we calculated each patient’s immune score
distributing between 0.68 and 1.14 and divided them into
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Figure 2: Landscape of microenvironment TIIC composition in LUSC. (a) The composition of TIICs of normal and LUSC tissues. (b) The
proportions of TIIC composition from normal and cancer tissues displayed distinct group-bias clustering and individual differences. (c)
Volcano plot visualizing the differentially TIIC composition. The point outside the dotted line represents the differential subpopulations
with statistical significance (P < 0:05) between cancer and normal samples. (d) Violin plot of the proportions of TIIC subpopulation (blue
represents normal tissue, red represents LUSC). (e) Relative proportions of 22 TIIC subpopulations are compared between two
independent datasets (TCGA and GEO cohort).
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Figure 3: Meta-analysis verified different expression TIIC composition in LUSC.
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high vs. low immune score groups in Figure 4(c). Then, we
particularly studied the relationship between immune cells
and specific immune signatures. Figures 4(d)–4(f), respec-
tively, depict the relationship between immune cells and
PD-L1, APC, and checkpoint. It was worth mentioning that
the high immune fractions were notably enriched in the T
cell receptor signaling pathway, B cell receptor signaling
pathway, cytokine interaction, and chemokine signaling
pathway(Figure 5(a)).

3.5. Immune Cells Associated with Prognosis and Molecular
Subtypes. Single nucleotide polymorphisms (SNPs) most fre-
quently occurred in genomic mutations. Then, we firstly ana-
lyzed the most frequent SNP mutation in LUSC. As shown in

Figure 5(b), TTN and TP53 (respectively, accounting for
81.08% and 80.87%) were the most characteristic SNPs in
LUSC. TTN and TP53 mutant distinctly influenced the over-
all survival of LUSC patients (Figures 5(c) and 5(d)). There
was a significant difference of TIIC proportion between the
mutant and wild-type subgroups. Surprisingly, both TP53
and TTN mutant subgroups were reversely enriched in the
T cell receptor signaling pathway, B cell receptor signaling
pathway, cytokine interaction, and chemokine signaling path-
way, which was opposite to immunoscore (Figures 5(a), 5(c),
and 5(d)). Therefore, we made a detailed analysis of TIIC
prognostic effect in TP53 and TTN molecular subtypes. As
shown in Figures 5(e) and 5(f), resting dendritic cells played
an important role both in TP53 (HR = 1:37, P = 0:04) and
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Figure 4: TIIC subpopulation was closely correlated with immune score. (a) CIBERSORT P values reflect the overall proportion of immune
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TTP (HR = 1:66, P = 0:007) mutant subgroups. Resting CD4
memory T cells were associated with a favorable outcome in
the TP53 mutant subgroup (HR = 0:73, P = 0:05), whereas
they were associated with an unfavorable outcome in the
wild-type subgroup (HR = 2:05, P = 0:04).

3.6. Identification of Immune Cluster in LUSC.On the basis of
our above findings, the change of TIIC subsets could signifi-
cantly influence tumor progression and affect prognosis. In
order to explore whether distinct patterns of immune infil-
tration can be distinguished, we performed hierarchical clus-
tering analysis of 22 TIIC subpopulations and selected the
optimal number of clusters by the elbow method. As shown
in Figures 6(a) and 6(b), 3 clusters were identified as individ-
ualized clusters. Clusters were correlated with distinct
immune patterns, and the survival curve is depicted in
Figure 6(c). Cluster 1 was characterized by high levels of
CD8 T cells, resting dendritic cells, and M0 macrophages.
Cluster 2 was enriched with M1 macrophages and resting
dendritic cells; cluster 3 was abundant with Tregs and acti-
vated dendritic cells. Collectively, characteristic immune
clusters could influence clinical outcome (Figure 6(c)).

4. Discussion

Lung cancer is currently the leading cause of cancer-related
deaths worldwide with a low 5-year survival rate [5]. The
main treatments for pulmonary carcinoma are surgery,
molecular targeted therapies, and immunotherapy which
gradually emerge in recently years [4]. Researchers now
focused on the complexity of the tumor microenvironment
for its important role in tumorigenesis and suggested that
the types and proportions of TIICs might be associated with
cancer prognosis [19]. Thus, it is hope that exploring the
underlying mechanisms of the relationship between the

immune infiltrating cells and prognosis and diagnosis of lung
cancer can contribute to discover more effective treatments.

In this study, CIBERSORT analysis, based on the gene
expression profiles and deconvolution, was performed to
obtain the proportions of 22 immune infiltrating cells in
LUSC tissues and paracancerous tissues rather than the anal-
ysis of immunohistochemistry which relied on a single
marker to distinguish TIIC subsets. Resting CD4 memory T
cells, monocytes, M2 macrophage, resting mast cells, resting
NK cells, and neutrophils accounted for higher proportions
in LUSC tissues than adjacent tissues, opposite to the propor-
tions of plasma cells, resting dendritic cells, M1 macrophage,
regulatory T cells, T follicular helper cells, activated CD4
memory T cells, and activated NK cells. Macrophages are
one of the main ingredients in tumor microenvironment,
which exist in the center and margin of the tumor [19]. A
series of experiments have confirmed that M1 macrophages
are involved in antitumorigenesis and inflammatory
response, while M2 macrophages have an opposite effect of
M1 [20]. The effect on tumorigenesis in opposite directions
of M1 macrophages and M2 macrophages in lung cancer
was also confirmed in other studies [21]. Analysis with
PCA plot also identified significant group-bias clustering
and individual differences in the ratio of immune infiltrating
cells. To further verify the reliability of the results, a meta-
analysis was performed on 289 LUSC tissues and 234 adjacent
tissues. Regulatory T cells, T follicular helper cells, activated
CD4 memory T cells, and M1 macrophages were not condu-
cive to tumorigenesis, while monocytes, M2 macrophages,
and resting mast cells had protumor effects.

T follicular helper cells were at an advantage in its rela-
tion with favorable OS and PFS. Resting mast cells were
bound up with poor OS and PFS. Mast cells are important
regulators of the immune response [22]. However, the gener-
alizability of the findings to mast cell inactivation in cancer is
still unknown. Oxidized natural polyamines, a kind of
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Figure 5: Prognostic associations of subsets of immune cells and molecular subtypes. (a) GSEA differentiates the molecular mechanism of
diverse immune score group. (b) Waterfall map depicts the top15 SNPs in TCGA-LUSC. (c, d) GSEA differentiates the molecular
mechanism of top 2 SNP wild-type and mutant subgroups. Scattergram of the distribution of immune score between wild-type and
mutant subgroups. Survival plots of SNP wild-type and mutant subgroups. (e) Subgroup overall survival analyses of TP53 mutant. The
prognostic effect of 22 immune cell subsets by TP53 mutant and wild type. (f) Subgroup overall survival analyses of TTP mutant. The
prognostic effect of 22 immune cell subsets by TTP mutant and wild type.
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tumor-derived secretions, might be the reason leading to the
inhibition of mast cells. Natural spermidine and spermidine,
oxidized by polyamine oxidase, can prevent IgE from living
in vitro [25] and the level of polyamine was high in malignant
cells [23, 24]. T follicular helper cells can express Bcl-6, IL-21,
and CD40L signals to facilitate the proliferation and differen-
tiation of B cells [25]. Research findings highlight the impor-
tance of immune checkpoint therapy to induce T follicular
helper cell to activate B cells and inhibit tumor development
[26]. Moreover, Tfh may be useful to develop or support
ELSs, which can recruit CD8+ T cells, NK cells, and macro-
phages to participate in antitumor immune responses [27].
Therefore, our findings raise the interesting possibility that
T follicular helper cells and resting mast cells might be poten-
tial as biological markers in survival prognosis and diagnosis
in LUSC patients.

Obvious enrichment of TTN and TP53 mutations in the
T cell receptor signaling pathway, B cell receptor signaling
pathway, cytokine interaction, and chemokine signaling
pathway was observed in LUSC by analyzing mutation points
of 481 tissue samples, which was opposite of immunoscore.
Resting dendritic cells were positively associated with TP53
mutant and TTPmutant. The TTNmutant and TP53mutant
were noted to have better OS and PFS in contrast to the wild-
type TTN and TP53. Resting CD4 memory T cells were neg-
atively associated with TP53 mutation, which in turn had a
positive correlation with wild-type TP53. As we know,
TP53, a tumor suppressor gene, is the most common mutant
gene in many malignancies and the mutation of TP53 is
closely relevant to cancer progression, which can be found
in around 50% of human cancers [28, 29]. In addition,
TP53 mutations also had several strong links to poor progno-
sis across several cancers such as breast and colorectal [30].
Mutant TP53 has been verified for its ability to promote
tumorigenesis, growth, migration, and invasion [31–33].
Most mutations in the coding region are missense mutations
(87.9%), while missense mutations account for only about
40% outside of this region and most mutations are nonsense
or frameshift mutations [34]. Because mutant TP53 protein

accumulates at higher levels in tumors, targeting mutant
TP53, including renewing wild-type TP53 activity and
depleting mutant TP53, at present shows to be a new thera-
peutic strategy [35]. Reactivating the resting CD4 memory
T cells existing in the lung tumor microenvironment can
induce brisker proliferative capacity and secretion of IFN-γ
to eliminate tumor cells [36]. Blocking CTLA-4 can cause a
dramatic expansion of the CTL response to TP53 and
the expansion of memory T cells which was closely related
to helper T cells [37]. Combined with our conclusions,
there may be a corresponding connection between CD4
memory T cells and TP53 in the process of tumorigenesis
and development.

In this study, we observed a strong association between
the proportions of some TIIC subpopulations and immune
cytolytic activity by analyzing the correlation matrix of each
proportion and immune cytolytic activity between LUSC tis-
sues and adjacent tissues. To ensure the reliability of the data,
the data from TCGA and GEO databases were analyzed,
respectively, and the trends of the results are roughly consis-
tent. Moreover, in this study, T follicular helper cells and
plasma cells were highly associated with TIM-3 receptors as
well as existing high degrees of correlation between regula-
tory T cells and PDL-1. Programmed cell death protein-1
(PD-1), an important immune checkpoint receptor on the
surface of immune cells, plays a pivotal role in regulating
immune response; the dislocation and lack of PD-1 can cause
autoimmune diseases [38]. PD-L1, one of the ligands of PD-
L1, has the ability to help cancer cells to evade the immune
system and inhibit the antitumor immune response [39].
Inhibitors against PD-1/PD-L1 have proved to be effective
in antitumor response in lung cancer and other tumors
[40]. Compared with chemotherapy, pembrolizumab, nivo-
lumab, and atezolizumab, inhibitors of PD-1/PD-L1 immune
checkpoint can significantly improve overall survival of
NSCLC patients [41–43]. High levels of Tregs are associated
with increased tumor infiltration [44]. And the combination
of PD-L1 and PD-1 can inhibit T cell receptor-mediated lym-
phocyte proliferation and cytokine secretion [45]. As
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Figure 6: Immune hierarchical clusters associated with LUSC prognosis. (a) Consensus matrix heat map defining 3 clusters of samples. (b)
Stacked bar charts of samples ordered by hierarchical cluster. (c) Kaplan-Meier curves for immune score cluster.
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described above, it is worth to further explore the relation-
ship between Tregs and PD-1 which might have potential
therapeutic value in clinic.

After these, we divided LUSC cancer patients into 3 clus-
ters according to the relative content of 22 TIIC subtypes.
The majority of these samples were classified as cluster 1.
Moreover, there were classification overlaps among these
three clusters. Unlike cluster 1 and cluster 2, cluster 3 con-
ferred better prognosis to patients. Cluster 1 was defined by
high levels of CD8 T cells, resting dendritic cells, and M0
macrophages. Cluster 2 was enriched with M1 macrophages
and resting dendritic cells, which was consistent with previ-
ous associations with survival outcomes. Each cluster has
corresponding characteristic function enrichment term.
These findings indicate that the character of immune infiltra-
tion across lung cancer has considerable variability, which
can affect the clinical results.

Nevertheless, this retrospective work still has some limi-
tations. Firstly, the data used for the CIBERSORT analysis
was on the basis of TCGA and GEO databases, which lack
basic information of patients and contain the unpaired sam-
ples. Secondly, though cohort bias had been eliminated by
using statistical methods, potential heterogeneity in these
data still exists. Thirdly, CIBERSORT can only estimate
the relative abundance of immune cells, which means
some cell types maybe overestimated or underestimated.
Thus, if possible, further experiments would be performed
in vivo and in vitro to verify these results and overcome
some of these limitations.

In conclusion, we analyzed the proportions of the 22
immune cells in LUSC tissues and adjacent tissues, associated
with tumorigenesis. And some specific immune infiltrating
cells have the potential for diagnosis and prognosis of LUSC.
Moreover, our findings of mutation points are also promising
to also contribute to the implementation of immunotherapy
and provide the possibility for the development of new
immunotherapeutic drugs.
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Objective. To study the biological function of circular RNA RNF13 (circRNF13) in acute myeloid leukemia (AML) and its
relationship with prognosis. Methods. We constructed stable AML cell lines with downregulated expression of circRNF13, and
then, we explored the effect of downregulation of circRNF13 expression on the proliferation, migration, and invasion through
qRT-PCR, MTT curve, colony formation, transwell migration and invasion experiment, cell cycle, apoptosis, Caspase 3/7 assay,
and other experiments. We also studied the expression of C-myc and Tenascin-C by qRT-PCR to explore the role of circRNF13.
Results. When the expression of circRNF13 was downregulated, the proliferation rate of AML cells decreased significantly, the
cell cycle was blocked to G1 phase, and apoptosis rate increased significantly. C-myc related to cell proliferation decreased
significantly at RNA level. Furthermore, when the expression of circRNF13 was downregulated, the migration and invasion
ability of AML cells was significantly reduced, and the expression of Tenascin-C related to migration and invasion also
decreased significantly. The luciferase reporter assay system confirmed that miRNA-1224-5p was the direct target of circRNF13.
Conclusion. CircRNF13 inhibited the proliferation, migration, and invasion of AML cells by regulating the expression of
miRNA-1224-5p. This study provides some clues for the diagnosis and treatment of AML.

1. Introduction

Acute myeloid leukemia (AML) is a kind of hematopoiesis
system malignant disease with strong heterogeneity, often
accompanied by a variety of genetic and genetic abnormali-
ties [1–3]. AML is mainly characterized by uncontrolled pro-
liferation, differentiation, and apoptosis of leukemia cells.
FAB (French-American-British classification) is divided into
M0-M7 type according to its morphological and histochem-
ical characteristics [4]. At present, the treatment of AML is
mainly chemotherapy. Most of the first diagnosed patients
can get complete remission (CR) after combined chemother-
apy, but the recurrence rate is as high as 70% [5]. The drug
resistance, recurrence, and side effects during chemotherapy
keep the mortality at a high peak. With the development of
molecular genetic technology, various biological indicators
of AML have been found gradually, so that we can deeply
understand the pathogenesis and progress of AML from the
molecular level. So far, a variety of cytogenetic and molecular
indicators have been widely recognized in clinical practice

and become a powerful tool to assist diagnosis, guide treat-
ment, and prognosis stratification. In recent years, a large
number of researches focusing on DNA mutation, micro-
RNA, and lncRNA are widely carried out, aiming to find
more biological indicators of AML and improve the under-
standing of the characteristics of leukemia, so as to help mon-
itor minimal residual lesions, improve the ability of early
warning, and develop new targeted therapeutic drugs [6–8].

Circular RNAs are a kind of single-strand noncoding
RNAs that widely exist in organisms [9]. They were first
found in plant viruses in 1970s and then successively found
in hepatitis D virus and yeast mitochondria [10]. In the early
studies, circRNA was thought to be formed from the wrong
splicing of exon transcripts. As a random product, it does
not have a biological function, so the relevant reports are rel-
atively rare. More and more evidences show that circRNA is
not produced by chance. It has high abundance, stable struc-
ture, and special expression in time and space [11–13]. Cir-
cRNA is more stable than homologous linear RNA because
it has a closed-loop structure and is not easy to be degraded.
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According to the construction sequence, circRNA can be
divided into three categories: intron circRNA, exon circRNA,
and exon-intron circRNA. All kinds of circRNA are pro-
duced in different ways, with different sequences and struc-
tures, so their biological functions are different [14, 15]. At
present, its physiological function and mechanism are still
unclear, and what role it plays in various diseases is rarely
reported. According to the results of previous literature,
some circRNAs can be used as miRNA “sponge,” which can
be used as translation templates to encode proteins or partic-
ipate in the transcription of regulatory genes. CIRS-7
(CDT1as) is the first circular RNA to regulate miRNA and
play a competitive adsorption mechanism to participate in
tumor progression [16], which is upregulated in human
malignant solid tumor cells. Further analysis showed that
there were nearly 70 miRNA binding sites on CIRS-7 [17].
CIRS-7 can play the role of miRNA adsorbing sponge, com-
petitively binding miR-7, which leads to the increase of target
gene expression level downstream of miR-7 and promotes
the growth and proliferation of malignant solid tumor cells
[18]. Based on this, the researchers further pointed out that
the discovery of CIRS-7 changed the concept of miRNA reg-
ulatory mechanism, made the mechanism of noncoding
RNA regulatory miRNA more complex, and also provided
a direction for further research of tumor molecular network
and the development of therapeutic targets. The above phe-
nomena suggest that the mechanism of microRNA adsorbing
sponge may be a common biological phenomenon in cells
and also indicate the possibility of the above mechanism in
AML research. However, its expression and function in the
process of AML are not clear.

Circular RNA hsa_circ_0001346 is produced from the
RING finger protein 13 (RNF13) at chromosome 3q25.1.
Some results showed that circRNF13 was downregulated
nearly 2.98 times in lung adenocarcinoma [19]. However,
whether circRNF13 can regulate the development of AML
through the mechanism of ceRNA has not been reported.
Therefore, in this study, we conducted a series of experiments
to study the expression, function, and molecular mechanism
of circRNF13 in AML.

2. Methods

2.1. Tissue Samples. The blood of ten cases of AML and ten
healthy volunteers was taken from the patients admitted to
our hospital, and the specimens were immediately stored in
liquid nitrogen. Our study was approved by the Ethical Com-
mittee and Institutional Review Board of our Hospital. All
participants provided written informed consent.

2.2. Cell Culture. HL60 and Kasumi-1 cells (ATCC, USA)
were all cultured in DMEM (KeyGen, China) high glucose
medium containing 1% penicillin and 10% FBS (Life Tech-
nologies, Australia). They were subcultured in 5% CO2,
95% relative humidity, and 37°C constant temperature
closed incubator.

2.3. Cell Transfection. At 24h before transfection, the same
number of cells was inoculated in each well of the 6-well

plate, and the cell saturation was 80%~90% at the time of
transfection. The required volume of each plasmid is calcu-
lated according to the concentration of plasmid 2 g per plas-
mid. Four microliters of Lipofectamine 2000 transfection
reagent was added to each tube. DMEM medium without
FBS was added and diluted to 50μl, respectively. Plasmid
solution was mixed with Lipofectamine 2000 solution
(total volume of 100μl). After 48 hours of transfection,
cells were collected to extract total RNA and protein.
qRT-PCR was used to detect the silencing efficiency of
RNF13. si-RNF13#1: sense sequence: 5′-CCACAUGAA
CGCCCAGAGAUU-3′, antisense sequence: 5′- AAUC
UCUGGGCGUUCAUGUGG-3′. si-RNF13#2: sense
sequence: 5′-GUAAUCCAGCGAAUCUGGA-3′, antisense
sequence: 5′-UCCAGAUUCGCUGGAUUAC-3′. The blank
control siRNA (negative control siRNA, siRNA-NC): Sense
sequence: 5′- UUCUCCGAACGUGUCACGUTT-3′, anti-
sense sequence: 5′- ACGUGACACGUUCGGAGAATT-3′.

2.4. RNA Extraction and qRT-PCR Detection. The total RNA
was extracted using TRIzol Reagent (Invitrogen) and the
cDNA was obtained using the PrimerScript™ Reagent Kit
(Takara, Dalian, China). Fluorescence quantitative PCR
detection was carried out according to the instructions. The
reaction system was 10μl, and the reaction procedure was
94°C 3min, 94°C 30 s, 60°C 20 s, 72°C 1min, 40 cycles. The
sequence was as follows: HMGB1F: 5′- -ACATAAATTCA
AGAAAGGTGAT-3′, R: 5′-ATATGCTAAAATGTCTGCT
TC-3′. The primer sequences of β-actin are F: 5′- CGCT
CTCTGCTCCTCCTGTTC-3′, R: 5′- -ATCCGTTGACT
CCGACCTTCAC-3′; the primer sequences of 1224-5p are
F: 5′-GGAGCAGCATTGTACAGG-3′, R: 5′-CAGTGC
GTGTCGTGGA-3′. The U6 primer sequences are F: 5′
-GCTTCGGCAGCACATATACTAAAAT-3′, R: 5′-CGCT
TCACGAATTTGCGTGTCAT-3′. Levels of gene expression
were calculated by the 2-△△Ct method.

2.5. CCK8 Assay for Cell Proliferation. After the cells were
digested by trypsin, they were suspended in DMEMmedium
and then counted by cell counting gun. The 96-well plate was
inoculated with 100μl (3000 cells) per well. Each group was
cultured for 7 days. The number of cells needed was calcu-
lated 4-5 times. The cell suspension was prepared with a
DMEM medium containing 10% FBS. After repeated blow-
ing and mixing, the cells were inoculated on a 96-well plate.
12-24 h after the plate laying, when the cell adhered to the
wall completely, suck out the complete medium in the first
hole measured and add 100μl DMEM medium containing
10% CCK8 into each hole. After incubation at 37°C for 1 h,
remove 90μl from each hole to a new 96-well plate, and the
optical density (wavelength at 450nm) was measured by
enzyme scale. After that, the data were measured and
recorded at a fixed time every day [20]. During the experi-
ment, the fluid was changed every two days. After six days,
the data were statistically analyzed.

2.6. Colony Forming Experiment. After cell count, cells were
diluted with DMEM medium containing 10% FBS, and cell
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suspension was inoculated in a 6 cm cell culture dish. After
shaking evenly, culture in a 37°C 5% CO2 incubator and
change the complete culture medium every 3-4 days. When
the visible colony was formed in the cell culture dish,
absorbed the culture medium, rinsed PBS twice, fixed it with
4% paraformaldehyde for 30min, then dyed it with methanol
solution containing 0.5% crystal violet for 30min, rinsed it
with clear water and dried it.

2.7. Dual-Luciferase Reporter Assay. Luciferase assay was
divided into four groups: mutant group, NC group,
miRNA-1224-5p group, and miRNA-1224-5p+circRNA
RNF13 group. On the next day, when about 70% of the cells
were fused, the luciferase plasmid containing miRNA-1224-
5p mimic or inhibitor was cotransfected with lipofectamine
2000. After 48 h of conventional culture, it was measured
and analyzed using the Dual-Luciferase Reporter Assay Sys-
tem (Promega). All experiments were repeated in indepen-
dent triplicate.

2.8. Detection of Cell Cycle by Flow Cytometry. The cells were
fixed overnight with glacial ethanol at 4°C. After washing the
cells with phosphate buffer, 0.5ml phosphate buffer and 50μl
ethidium bromide were added to each sample; then,
100μg/ml RNaseA and 0.2% Triton X-100 were added. After
incubated at 4°C for 30min, flow analysis was conducted by
flow cytometer (FACSCailbur; BD Biosciences). All experi-
ments were repeated in independent triplicate.

2.9. Detection of Caspase-3/7 Activation Form. According to
the instructions of Caspase-Glo 3/7 Assay kit, the logarithmic
growth phase cells were selected and inoculated. The blank
reaction group, negative control group, si-NC group, and
si-RNF13 group were set in each experiment: the blank reac-
tion group was cultured with a medium without cells; the si-
NC group and si-RNF13 group were transfected with si-NC
and si-RNF13, respectively. Three multiple holes were set in
each group. After 48 hours of transfection, the 96-well plates
of the cells in the si-NC group and si-RNF13 group were
taken out from the 37°C incubator and balanced to room
temperature. Caspase-Glo 3/7 reagent of the same volume
was added with the culture medium into each pore, shook
for 30 s, mixed well, and incubated for 1 hour in the dark at
room temperature. Then, transfer the liquid from each hole
to the opaque 96-well white plate and read the fluorescence
value of each hole with Bertold Centro LB 960 microplate
light detector.

2.10. Transwell Experiment. After cell counting, cell suspen-
sion was diluted with DMEM medium, and cell concentra-
tion was controlled at 4 × 103 cells/ml. 800μl DMEM
medium containing 20% FBS was added to the 24-well cell
culture plate, and the cell was gently placed in the 24-well
plate. Slowly add the cell suspension to the chamber, incubate
at room temperature for 15min, and then transfer it to a CO2
incubator for 40 h. After 30min of fixation and staining, rinse
and gently wipe off the extra cells in the chamber with cotton
swabs. Then, took photos with a microscope and count the
number of cells passing through the chamber.

2.11. Statistical Analysis. The SPSS16.0 software was used for
data analysis. T-test was used for the normal distribution of
data between the two groups, and ANOVA was used for
the comparison of the two groups in case of more groups.
The difference was statistically significant as p < 0:05.

3. Results

3.1. Expression of circRNF13 in the Blood of AML Patients.
We first measured the expression of circRNF13 in the blood
of AML patients (10 cases) and healthy people (10 cases). It
was found that in AML patients’ blood samples, the
expression of circRNF13 was at least 2 times higher than
the average value of the expression in the blood of healthy
people, which was significantly different from that in the
blood of healthy people (Figure 1(a)). Therefore, we
believed that circRNF13 may exist as an oncogene in the
blood of AML patients.

3.2. Effect of Downregulation of circRNF13 on the
Proliferation of AML Cells. Subsequently, we selected the cell
lines with high expression of circRNF13 as experimental
materials for the RNA interference experiment. Endogenous
circRNF13 in the existing AML cell lines Kasumi-1 and HL60
was detected. As seen from the figure (Figure 1(b)), the
expression of circRNF13 in HL60 cells is significantly higher
than that in Kasumi-1 cells. Therefore, we chose HL60 cells
for RNA interference to construct low expression cell lines.
As seen from Figure 1(c), the expression of shRNA-1
circRNF13 in the low expression cell line decreased by about
35%, and the expression of circRNF13 in shRNA-2 decreased
by more than 50%. Therefore, it can be concluded that the
stable cell line with low expression of circRNF13 was con-
structed successfully, and the inhibition effect of the expres-
sion of circRNF13 was significant (Figure 1(c)).

In order to study whether the cell lines with low expres-
sion of circRNF13 have an effect on the proliferation of
AML cells, we used the obtained control cell lines
shRNA-NC and the low expression cell lines shRNA-1
and shRNA-2 to conduct MTT proliferation experiments.
The proliferation rate of shRNA-1 as well as shRNA-2
decreased significantly 48h (Figure 1(d)). Therefore, we
can conclude that the downregulation of circRNF13 can
inhibit the proliferation of AML cells. Furthermore, the
number of clones in the low expression cell lines shRNA-
1 and shRNA-2 was significantly reduced, and the number
of colonies formed was significantly smaller (Figure 1(e)).
Again, it showed that the downregulation of circRNF13
can inhibit cell proliferation, which was consistent with
the results of the MTT proliferation experiment.

3.3. Effect of Downregulation of circRNF13 Expression on Cell
Cycle and Apoptosis of HL60 Cells. Later, the cell cycle of
AML cells after the downregulation of circRNF13 expres-
sion was detected. It can be seen from the figure that
the cells in the G0/G1 phase enhanced evidently, while
in the S phase did not change significantly and that in
the G2/M phase suppressed (Figure 2(a)). It can be con-
cluded that when the expression of circRNF13 was
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downregulated, the cell cycle was blocked at G0/G1 and
the cell proliferation rate was reduced.

In the previous experiment, we have detected that the
expression of circRNF13 in AML increased significantly. In
order to verify its effect on apoptosis, we carried out Annexin
V/PI double staining experiment. It can be seen from the

result chart that the number of early apoptosis cells in
the experimental group was 3-4 times that in the control
group (Figure 2(b)). So we concluded that the downregu-
lation of circRNF13 can promote the early apoptosis of
AML cells. It was found that the relative activity of Cas-
pase 3/7 in the experimental group was significantly higher
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Figure 1: Effect of downregulation of circRNF13 on proliferation of AML cells. (a) Expression of circRNA RNF13 in AML and healthy blood.
(b) Expression of circRNA RNF13 in AML cell line. (c) Detection of the expression of circRNA RNF13 in HL60 low expression stable cell line.
(d) Effect of low expression of circRNA RNF13 on the proliferation of HL-60 cells. (e) Colony formation and statistical analysis of HL-60 cells
after low expression of circRNA RNF13. ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001.
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(Figure 2(c)). So it can be concluded that the downregula-
tion of circRNF13 expression may promote the apoptosis
by activating Caspase 3/7.

C- myc is an important regulator of cell proliferation.
Therefore, we detected the expression of C-myc at
the molecular level. As shown in Figure 2(d), the
expression of shRNA-1 and shRNA-2 in C-myc low
expression cell lines was lower. Therefore, we sug-
gested that circRNF13 downregulated the expression
of C-myc at the mRNA level.

3.4. Effect of Downregulation of circRNF13 Expression on the
Migration and Invasion of AML Cells. In order to investigate
the effect of low expression of circRNF13 on the migration
ability of AML cells, we used Transwell cell for migration
experiments. As shown in Figure 3(a), compared with the
control cell line shRNA-NC, the number of cells passing
through the basement membrane of the chamber in the low
expression cell lines shRNA-1 and shRNA-2 decreased sig-
nificantly. Therefore, the low expression of circRNF13 can
inhibit the migration of AML cells. Compared with the con-
trol cell lines shRNA-NC, the number of cells with low
expression shRNA-1 and shRNA-2 passing through Trans-
well cells decreased significantly (Figure 3(b)). Therefore,
we believed that the low expression of circRNF13 can also

inhibit the invasion of AML cells, which was consistent with
the migration results.

In order to test Tenascin-C, an important signal molecule
affecting cell migration and invasion, we used qRT-PCR to
measure Tenascin-C mRNA. As shown in Figure 3(c), the
downregulation of circRNF13 expression significantly
reduced Tenascin-C mRNA. Therefore, we suggested that
the downregulation of circRNF13 may attenuate the migra-
tion and invasion of AML cells by inhibiting the expression
of Tenascin-C.

3.5. Confirmation of circRNF13 as Direct Target of miRNA-
1224-5p. In order to predict the miRNA interacting with
circRNF13, we used bioinformatics to analyze it. When
circRNF13 was the direct site of miRNA interaction, it can
be used to identify the 3’UTR region or other sites for com-
plete or incomplete complementary pairing, then further
affecting the target gene. After preliminary screening, it was
considered that miRNA 1224-5p was the interaction miRNA
of circRNF13.

In order to confirm the correctness of the bioinformatics
prediction results, we first transfected the stable cell line with
the overexpression of circRNF13 into NC and miRNA-1224-
5p, then carried out qRT-PCR 48h later, and obtained the
results as shown in Figure 4(a). In the stable cell line with
overexpression of circRNF13, the expression of circRNF13
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Figure 2: Effect of downregulation of circRNF13 expression on cell cycle and apoptosis of HL60 cells. (a) Effect of low expression of circRNA
RNF13 on cell cycle of HL-60 cells. (b) Effect of low expression of circRNA RNF13 on early apoptosis of HL-60 cells. (c) Detection of caspase
3/7 in the low expression cell line of circRNA RNF13. (d) Expression of c-myc in the low expression cell line of circRNA RNF13. ∗p < 0:05,
∗∗p < 0:01, ∗∗∗p < 0:001.
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was significantly reduced at mRNA level after transfection of
miRNA-1224-5p compared with the control group
(Figure 4(b)). Therefore, we can preliminarily think that
miRNA-1224-5p interacted with circRNF13, further inhibit-
ing its expression.

As shown in Figure 4(c), the relative activity of firefly
luciferase in the experimental group transfected with
circRNF13-1, circRNF13-2, and circRNF13-3 plasmid
recombinants was reduced. Therefore, we believed that the
two predicted binding sites in circRNF13 can interact with
miRNA-1224-5p and performed their functions. Therefore,
we concluded that circRNF13 was the direct target of
miRNA-1224-5p. The relative activity of firefly luciferase
did not change significantly in the experimental group
(Figure 4(c)). Therefore, we further proved that miRNA-
1224-5p regulated the function of circRNF13 by recognizing
specific sequences.

3.6. Effect of Overexpression of miRNA-1224-5p on the
Proliferation of AML Cells. In order to investigate the effect

of overexpression of miRNA-1224-5p on the proliferation
of AML cells, we first carried out theMTT proliferation curve
experiment. We found that overexpression of miRNA-1224-
5p can significantly reduce the cell proliferation ability
through the MTT proliferation experiment (Figures 5(a)
and 5(b)). Then, in order to further verify the inhibitory
effect of miRNA-1224-5p on cell proliferation, we also car-
ried out cell colony formation experiments. The same num-
ber of cells was inoculated in the six-well culture plate.
After 10-14 days of culture, the colonies were counted and
observed, and then, the colonies with a diameter of more
than 100μm were statistically analyzed with an inverted
microscope. Overexpressed miRNA-1224-5p decreased sig-
nificantly, and the number of formed colonies was smaller
(Figure 5(c)). The results of the clonogenesis experiment
were consistent with the results of the MTT proliferation
curve, so we thought that the overexpression of miRNA-
1224-5p can attenuate the proliferation. In addition, the cell
cycle was blocked in G0/G1 after the overexpression of
miRNA-1224-5p, which led to the slowdown of cell
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Figure 3: Effect of downregulation of circRNF13 expression on the migration and invasion of AML cells. (a) Migration and statistical analysis
of HL-60 cells after low expression of circRNA RNF13 under a microscope. (b) Microscopically, the invasion of HL-60 cells after low
expression of circRNA RNF13 and the results of statistical analysis. (c) Expression of tenascin-C in the low expression cell line of circRNA
RNF13. ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001. Magnification: 200x.
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proliferation (Figure 5(d)). Overexpression of miRNA-1224-
5p can promote the early apoptosis of AML cells
(Figure 5(e)). After overexpression of miRNA-1224-5p, Cas-
pase-3/7 was activated to promote the apoptosis of AML
cells, which was consistent with the results of flow cytometry
(Figures 5(f) and 5(g)).

3.7. Effect of Overexpression of miRNA-1224-5p on the
Migration and Invasion of AML Cells. In order to further
study the effect of overexpression of miRNA-1224-5p on
the metastasis and infiltration of AML cells, we used the
Transwell cell to detect its migration, cultured in the cell for
24 h, stained with crystal violet, observed, and photographed
under the microscope. As shown in Figure 6(a), compared
with NC, the number of cells passing through Transwell’s
ependyma after overexpression of miRNA-1224-5p
decreased significantly, which showed that the overexpres-
sion of miRNA-1224-5p can inhibit the migration of AML
cells. Overexpression of miRNA-1224-5p also inhibited the
invasion of AML cells, which was consistent with the migra-

tion results (Figure 6(b)). In order to test Tenascin-C, an
important signal molecule affecting cell migration and inva-
sion, we used qRT-PCR to measure Tenascin-C mRNA. As
shown in Figure 6(c), the overexpression of miRNA-1224-
5p decreased the expression of Tenascin-C at mRNA level.
It was suggested that overexpression of miRNA-1224-5p
may inhibit the migration and invasion of AML cells by inhi-
biting the expression of Tenascin-C.

4. Discussion

CircRNA is closely related to human diseases, especially in
tumors. CircRNA can be secreted into body fluids, such as
saliva, blood, and exosomes [21, 22]. In clinical standard
blood samples, hundreds of circRNA are more abundant
than the corresponding linear mRNAs, so circRNA can be
used as a new tumor marker in clinical detection [23]. In
recent years, the high expression level of circRNAs in AML,
including hsa_circ_0004277, hsa_circ_ 00750, has been
screened by a gene chip [24, 25]. It is found that the
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Figure 4: Confirmation of circRNF13 as a direct target of miRNA-1224-5p. (a) Effect of overexpression of miRNA-1224-5p on the expression
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Figure 5: Continued.
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expression levels of these circRNAs in AML present corre-
sponding dynamic changes with the evolution of AML. At
the biological level, they have competitive or cleavage effects
with homologous linear RNAs and have high potential as
prognostic indicators of AML. It is predicted that this may
be related to the absorption of miRNA as a “sponge.” There-
fore, the function of these circRNAs may be worth exploring
in our future research projects.

hsa_ circ_ RNF13, located in chr3:149563797-
149639014, is derived from the ring finger protein 13
(RNF13) gene. It was found that the expression of circRNF13
in cancer tissue was 2.98 times lower than that in the sur-
rounding normal lung tissue. In vitro, circRNF13 can inhibit
the invasion and metastasis of the lung adenocarcinoma cell
line. Bioinformatics analysis and RIP experiments showed
that circRNF13 can interact with RNA binding protein
Ago2 and act as a sponge of miR-93-5p, which provided a
new way to further study the molecular function of
circRNF13 [19]. The above data indicated that circRNF13
was a new potential LAC biomarker and therapeutic target.

In our study, we found that the downregulation of
circRNF13 expression suppressed the proliferation, migra-
tion, and invasion of AML cells and studied its mechanism.
Through literature review, it was found that miRNA and
3’UTR region or other parts of mRNA were complementary
pairing and that miRNA and lncRNA could also be a
completely complementary pairing or incomplete comple-
mentary pairing. Therefore, we used bioinformatics to pre-
dict the miRNA of the direct effect of circRNF13. After the
prediction and literature search, we believed that miRNA-
1224-5p regulated tumor cells with circRNF13 as the target.

At present, it has been found that miRNA-1224-5p is abnor-
mally expressed in a variety of tumors, and it can be used as
an oncogene or as an antioncogene and can be regulated at
the protein expression levels of Caspase-3, Bcl-2, and Bax
[26]. It was found that the expression of miRNA-1224-5p
in lung cancer changed significantly and inhibited the forma-
tion of keloid fibroblasts [27, 28].

Our study of circRNF13 is the first time to be studied
in AML. With its involvement in the mechanism of action
of AML gradually explored, circRNF13 may become a new
target of targeted therapy. At the same time, this subject
still needs further research, including the mechanism of a
possible specific function, the molecules of interaction,
the pathway involved, whether it is verified in animal
experiments, and whether it can be easily detected in
CSF and blood. Meanwhile, with the discovery of more
and more circRNA, its function has been paid more and
more attention by researchers. The function and mecha-
nism of circRNA are diverse. circRNA can affect the life
process, and its role in tumors is also concerned. However,
at present, most researches focus on its formation mecha-
nism, but the understanding of its molecular mechanism
in the process of disease occurrence and development is
still limited. More and more circRNA will be found and
explained, and the mystery of its role in AML and other
tumor diseases will be gradually revealed.

5. Conclusion

In conclusion, we concluded that circRNF13 was highly
expressed in AML compared with normal brain tissue, the
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Figure 5: Effect of overexpression of miRNA-1224-5p on the proliferation of AML cells. (a) Detection of transfection efficiency of Kasumi-1
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proliferation of AML cells was inhibited by cell cycle block
and apoptosis induction after the downregulation of
circRNF13 expression, and the migration and invasion of
AML cells were inhibited significantly after the downregula-
tion of circRNF13 expression. miRNA-1224-5p inhibits the
proliferation, migration, and invasion of AML cells by regu-
lating the expression of circRNF13. This study may provide
some clues for the diagnosis and treatment of AML.
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Background. Stomach adenocarcinoma (STAD) is one of the most common malignant tumors. The Janus kinases (JAKs) play a
significant part in cellular biological process, inflammation, and immunity. The roles of JAKs in STAD are still not
systematically described. Methods. A series of bioinformatics tools were used to clarify the role of JAKs in STAD. Results.
JAK3/TYK2 levels were significantly increased in STAD during subgroup analyses based on gender, tumor grade, cancer stages,
and nodal metastasis status. STAD patients with high levels of JAK3/TYK2 had poor overall survival, postprogression survival,
and first progression. Immune infiltration revealed a significant correlation between JAK3/TYK2 expression and the abundance
of immune cells as well as immune biomarker expression in STAD. JAK3/TYK2 was associated with the adaptive immune
response, chemokine signaling pathway, and JAK-STAT signaling pathway. Conclusions. JAK3 and TYK2 serve as prognostic
biomarkers and are associated with immune infiltration in STAD.

1. Introduction

Gastric cancer (GC) is one of the most common malignant
tumors, with the fifth largest incidence and third largest mor-
tality rate among all malignant tumors [1]. Stomach adeno-
carcinoma (STAD) is the most common subtype of GC,
accounting for over 95% of all GC cases.

Although the identification of Helicobacter pylori has
reduced the incidence of gastric cancer, it is estimated that
1,033,701 patients would be initially diagnosed with GC
worldwide in 2018 [2]. Moreover, the molecular mecha-
nisms concerning the tumorigenesis and progress of GC
is far from clarified and the therapeutic measures for GC
are limited, resulting in a poor patient prognosis. Further-
more, the overall survival of patients with advanced or
metastatic GC is only approximately 1 year [3]. These
sobering data illustrate a critical need for novel prognostic
biomarkers and therapeutic targets for STAD.

Janus kinases (JAKs) are major activators of signal trans-
ducers and play a significant role in cellular biological pro-
cesses, inflammation, and immunity [4–7]. JAK/STAT
signaling is a key regulator of gene expression, transcriptional
programs, and immune response. In all, four members have
been identified in the JAK family: JAK1/2/3 and TYK2.
Genetic alterations of JAKs are involved in tumor cell prolif-
eration, migration, apoptosis, and metastasis in certain types
of cancers [8]. Increasing evidence demonstrates JAKs as a
prognostic biomarker and therapeutic target for many can-
cers or other diseases, such as JAK3 for renal cell carcinoma,
JAK2 for acute lymphoblastic leukemia [9], JAK2 for skin
cutaneous melanoma [10], and TYK2 for hepatocellular car-
cinoma [11]. However, specific functions of JAKs in STAD
remain to be systematically described.

Therefore, we aimed to explore the expression of JAKs
and prognostic value of the association between immune
infiltration and JAKs in STAD.We further evaluated the cor-
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relation between JAK expression and the clinicopathologi-
cal parameters of patients as well as immune infiltration in
STAD. Our results may provide additional evidence about
the prognostic biomarkers and therapeutic targets for
STAD.

2. Materials and Methods

2.1. GEPIA. GEPIA is a novel bioinformatics web server for
analyzing RNA sequencing expression data across The Can-
cer Genome Atlas Program (TCGA) cancers [12]. TCGA is a
landmark cancer genomics program that has molecularly
characterized more than 20,000 primary cancers and
matched normal samples spanning 33 cancer types. Tumor/-
normal differential expression analysis of JAKs in STAD was
explored using the TCGA STAD dataset (n = 415) in GEPIA
with analysis of variance (ANOVA). A P value less than 0.05
indicated statistical significance.

2.2. UALCAN. UALCAN is designed for gene expression
analysis, prognosis analysis, and methylation analysis
based on the data from TCGA and Clinical Proteomic
Tumor Analysis Consortium (CPTAC) [13]. In the current
study, the correlation between JAK3 and TYK2 expression
and the clinicopathological parameters of STAD patients,
including the race, gender, age, H. pylori infection status,
histological subtype, tumor grade, cancer stage, and nodal
metastasis status of patients, were analyzed using the
TCGA STAD dataset (n = 415). A P value less than 0.05
indicated statistical significance.

2.3. The Kaplan–Meier Plotter (KM Plotter). The KM plotter
is designed for the prognostic analysis of 54 k genes (mRNA,
miRNA, and protein) in certain types of cancers including
breast, lung, and gastric cancer [14]. Here, the significance
of JAK3 and TYK2 in determining the overall survival
(OS), postprogression survival (PPS), and first progression
(FP) of STAD was analyzed using the Kaplan–Meier curve.
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Figure 1: The expression of JAKs in STAD (GEPIA). The expression of JAK3 and TYK2 were significantly elevated in STAD tissues at mRNA
level. STAD: stomach adenocarcinoma; ∗P < 0:05; T: tumor tissues; N: normal tissues.

2 BioMed Research International



The medium value of the JAK3 and TYK2 expressions was
used to split patients into high-/low-expression groups.

2.4. cBioPortal. cBioPortal is a cancer genomics portal
designed for exploring multidimensional cancer genomics
data using the TCGA dataset [15]. We used cBioPortal to
explore, visualize, and analyze the genetic alterations and
mutations of JAK3 and TYK2 in STAD using the TCGA
STAD dataset (n = 415). Furthermore, mRNA expression z
scores (RNA Seq V2 RSEM) were obtained (z score thresh-
old, ±2.0). Protein expression z scores (RPPA) were also
obtained (z score threshold, ±2.0).

2.5. LinkedOmics. LinkedOmics is a bioinformatics web por-
tal designed for accessing, analyzing, and comparing can-
cer multiomics data of various cancer types [16].
Complete data of 415 TCGA STAD patients were used
to explore JAK3- and TYK2-associated genes via the
Spearman correlation analysis. Moreover, Gene Set Enrich-

ment Analysis (GSEA) was performed to explore JAK3-
and TYK2-associated functions (GO analysis and KEGG
pathway analysis) in STAD, with the minimum number
of genes being three and the P value threshold being
0.05. The transcription factor targets of JAK3 and TYK2
were also analyzed via GSEA.

2.6. TIMER. TIMER is a comprehensive resource for the sys-
tematic analysis of immune infiltrates across diverse cancer
types [17]. In the current study, the Spearman correlation
analysis was used to explore the correlation between the
expression levels of JAK3/TYK2 and the abundance of
immune cell infiltrates and the expression of gene bio-
markers of immune cells [18–20]. The two-sided Wilcoxon
rank-sum test was used to evaluate the effect of somatic
copy number alterations (SCNAs) of JAK3/TYK2 on
immune cell infiltrates. A P value less than 0.05 indicated
statistical significance.
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Figure 2: The expression of JAK3 in STAD in subgroup analyses (UALCAN). Subgroup analyses were performed based on patients’ race,
patients’ gender, patients’ age, H. pylori infection status, histological subtypes, tumor grade, individual cancer stages, and nodal metastasis
status. STAD: stomach adenocarcinoma; ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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3. Results

3.1. JAK Expression in STAD. The level of JAKs in primary
STAD was first determined using GEPIA. As shown
in Figure 1, the expression levels of JAK3
(Figure 1(c), P < 0:05) and TYK2 (Figure 1(d), P <
0:05) were significantly elevated in STAD tissues com-
pared with normal tissues. However, there was no dif-
ference in the expression levels of JAK1 (Figure 1(a))
and JAK2 (Figure 1(b)) between STAD tissues and nor-
mal tissues. We then analyzed the correlation between
the expression levels of JAK3/TYK2 and the clinico-
pathological parameters of STAD patients. As expected,
the mRNA levels of JAK3 were significantly increased
in STAD during subgroup analyses based on the race,
gender, age, H. pylori infection status, histological sub-

type, tumor grade, cancer stage, and nodal metastasis
status of patients (Figure 2). The same results were
obtained for TYK2, and the mRNA levels of JAK3 were
significantly increased in STAD during subgroup analy-
ses based on the race, gender, age, H. pylori infection
status, histological subtype, tumor grade, individual can-
cer stage, and nodal metastasis status of patients
(Figure 3). Therefore, JAK3 and TYK2 may play a sig-
nificant role in the tumorigenesis, progression, and
aggressiveness of STAD.

3.2. JAK3/TYK2 As a Prognostic Biomarker in STAD. The
prognostic value of JAK3/TYK2 in STAD was evaluated
using the KM plotter. We found that STAD patients with
high JAK3 levels had poor OS (HR = 1:45 (1.22-1.71), P = 2
e−5), FP (HR = 1:41 (1.15-1.72), P = 0:00076), and PPS
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(HR = 1:47 (1.18-1.83), P = 0:00059) (Figure 4(a)). More-
over, even STAD patients with high TYK2 levels had poor
OS (HR = 1:55 (1.31-1.84), P = 4e−7), FP (HR = 1:41 (1.16-
1.73), P = 0:00074), and PPS (HR = 1:8 (1.44-2.25), P =
2:2e−7). Thus, JAK3/TYK2 served as a prognostic bio-
marker in STAD (Figure 4(b)).

To better understand how the expression levels of
JAK3 and TYK2 impact the prognosis of STAD
patients, we also analyzed the correlation between the
expression of JAK3 and TYK2 and clinical characteris-
tics of TCGA STAD patients using the KM plotter.
JAK3 and TYK2 overexpression was associated with
worse OS (Table 1) and PFS (Table 2) in male and
female patients as well as in patients with intestinal
and diffuse type Lauren classification (P < 0:05). Further,
the overexpression of JAK3 and TYK2 was associated

with worse FP (Table 3) in male and female patients
(P < 0:05). STAD patients with poor differentiation and
high JAK3 levels had worse OS (Table 1) and PFS
(Table 2), although the P value in OS analysis was
0.059. We further found that the overexpression of
JAK3 and TYK2 was associated with worse OS
(Table 1) and PFS (Table 2) in patients with stage 2
and 3 disease (P < 0:05). STAD patients with regional
lymph node metastasis (N stage 1 or 1+2+3) and high
JAK3 expression had significantly worse OS (Table 1),
PFS (Table 2), and PF (Table 3). Similarly, STAD
patients with regional lymph node metastasis (N stage
1, 2, or 1+2+3) and high TYK2 expression levels had
worse OS Table 1), PFS (Table 2), and PF (Table 3).
Therefore, JAK3/TYK2 level can impact the prognosis
of STAD patients with lymph node metastasis.
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Figure 4: The prognostic value of JAK3/TYK2 in STAD (KM plotter). (a) STAD patients with high mRNA level of JAK3 had worse OS, PF,
and PPS. (b) STAD patients with high mRNA level of TYK2 had worse OS, PF, and PPS. All the analyses were performed with Kaplan–Meier
analysis. HR: hazard ratio; OS: overall survival; PPS: postprogression survival; FP: first progression.
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3.3. Genetic Alterations of JAK3/TYK2 in STAD. cBioPortal
was used to determine the genetic alterations of JAK3/-
TYK2 in STAD. We found that JAK3 and TYK2 were
altered in 6% and 8% of all TCGA STAD cases, respec-
tively (Figure 5(a)).

Genetic alterations of JAK3 and TYK2 in STAD com-
prised missense mutation, truncating mutation, amplifica-
tion, deep deletion, high mRNA levels, and low mRNA
levels. Thus, mutation is the most common type of JAK3/-
TYK2 genetic alteration. The mutation sites of JAK3/TYK2
in STAD are shown in Figures 5(b) and 5(c).

3.4. JAK3/TYK2 Correlated with Immune Infiltration in
STAD. An increasing number of studies have suggested an
interaction between immune response and pathophysiologi-
cal processes [21, 22]. Moreover, JAKs play a critical role in
immune regulation by invoking intracellular signaling
pathways in cancers [23]. Therefore, we next evaluated the
correlation between JAK3/TYK2 and immune infiltration in

STAD. As shown in Figure 6, JAK3 levels showed a positive
correlation with the abundance of CD8+ T cells
(Cor = 0:521, P = 3:87e−27), CD4+ T cells (Cor = 0:509, P =
1:52e−25), macrophages (Cor = 0:332, P = 5:33e−12), neutro-
phils (Cor = 0:497, P = 1:62e−24), and dendritic cells
(Cor = 0:588, P = 6:21e−36) (Figure 6(a)). We also found a
positive correlation between TYK2 levels and the abundance
of CD8+ T cells (Cor = 0:103, P = 0:0468), CD4+ T cells
(Cor = 0:249, P = 1:44e−06), neutrophils (Cor = 0:129, P =
0:0127), and dendritic cells (Cor = 0:148, P = 0:00428)
(Figure 6(b)). Interestingly, SCNA of JAK3/TYK2 could par-
tially inhibit immune infiltration in STAD (Figures 6(c)
and 6(d)).

We also evaluated the correlation between JAK3/TYK2
and immune biomarkers in STAD. Previous studies have
reported these biomarkers of immune cells [18–20]. As
expected, the expression levels of JAK3/TYK2 were positively
correlated with the expression levels of immune biomarkers
in STAD (Tables 4 and 5). We found that the expression

Table 1: Correlation of JAK3/TYK2mRNA expression and overall survival in STADwith different clinicopathological factors (Kaplan–Meier
plotter).

Pathological parameters
Overall survival

JAK3 TYK2
N Hazard radio P value N Hazard radio P value

Sex

Female 236 1.93 (1.36-2.74) 0.00017 236 1.5 (1.06-2.14) 0.023

Male 544 1.59 (1.23-2.04) 0.00028 544 1.86 (1.5-2.3) 1e−8

Stage

1 67 3.61 (1.35-9.65) 0.0062 67 2.02 (0.75-5.44) 0.16

2 140 2.39 (1.3-4.38) 0.0037 140 1.92 (1.03-3.56) 0.036

3 305 1.56 (0.17-2.09) 0.0023 305 1.66 (1.22-2.26) 0.001

4 148 0.76 (0.49-1.17) 0.21 148 0.71 (0.48-1.06) 0.091

Stage T

2 241 1.47 (0.93-2.3) 0.094 241 1.28 (0.82-2) 0.27

3 204 0.78 (0.54-1.13) 0.19 204 1.47 (0.97-2.22) 0.065

4 38 0.33 (0.1-1.11) 0.059 38 0.67 (0.28-1.59) 0.36

Stage N

0 74 2.03 (0.6-6.85) 0.24 74 1.75 (0.75-4.07) 0.19

1 225 2.63 (1.49-4.66) 0.00054 225 1.63 (1.07-2.48) 0.02

2 121 0.72 (0.45-1.15) 0.17 121 0.64 (0.41-1) 0.048

3 76 0.7 (0.37-1.31) 0.26 76 0.64 (0.38-1.1) 0.11

1+2+3 422 1.35 (1.01-1.8) 0.043 422 1.38 (1.3-1.54) 0.03

Stage M

0 444 1.3 (0.97-1.75) 0.082 444 1.32 (1-1.76) 0.053

1 56 0.77 (0.4-1.5) 0.44 56 0.37 (0.16-0.82) 0.011

Lauren classification

Intestinal 320 3.32 (1.5-3.59) 0.0001 320 1.74 (1.27-2.39) 0.00047

Diffuse 241 1.38 (0.97-1.97) 0.07 241 1.15 (0.81-1.62) 0.44

Differentiation

Poor 165 1.5 (0.98-2.3) 0.059 165 0.83 (0.55-1.23) 0.34

Moderate 67 0.57 (0.29-1.11) 0.096 67 0.56 (0.29-1.07) 0.075
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levels of biomarkers of CD8+ T cells (CD8A and CD8B), T
cells (CD3D, CD3E, and CD2), B cells (CD19 and CD79A),
monocytes (CD86 and CD115), and TAMs (CD68 and
IL10) positively correlated with the expression levels of
JAK3 and TYK2 in STAD. The expression levels of INOS,
IRF5, CD163, VSIG4, MS4A4A, CD11b, and CCR7 were
positively correlated with JAK3/TYK2 levels in STAD.
All biomarkers of natural killer cells (KIR2DL1, KIR2DL3,
KIR2DL4, KIR3DL1, KIR3DL2, KIR3DL3, and KIR2DS4)
showed positive correlation with JAK3 expression. Simi-
larly, all biomarkers of dendritic cells (KIR2DL1,
KIR2DL3, KIR2DL4, KIR3DL1, KIR3DL2, KIR3DL3, and
KIR2DS4), Th1 cells (TBX21, STAT4, STAT1, IIFNG,
and TNF), Th2 cells (GATA3, STAT6, STAT5A, and
IL13), and Tfh cells (BCL6 and IL21) showed a positive
correlation with the JAK3 and TYK2 expressions. More-
over, levels of immune biomarkers of Treg cells (FOXP3,
CCR8, and STAT5B) and T cell exhaustion (PD-1,
CTLA4, LAG3, TIM-3, and GZMB) were positively associ-

ated with JAK3 and TYK2 levels. These results indicate
that JAK3 and TYK2 played a vital role in immune escape
in the STAD microenvironment.

3.5. Enrichment Analysis of JAK3/TYK2 in STAD. The func-
tion module of LinkedOmics was used to performed
enrichment analysis of JAK3/TYK2 in STAD. In all,
7855 genes (dark red dots) were positively correlated
with JAK3, whereas 4687 genes (dark green dots) were
negatively correlated with JAK3 in STAD (Supplemen-
tary Figure 2A, P < 0:05). Further, 50 significant gene
sets that positively and negatively correlated with JAK3
in STAD are presented in Supplementary Figure 2A-
2C, respectively. Enrichment analysis performed via
GSEA suggested that JAK3 is associated with adaptive
immune response, protein transmembrane transport, DNA
damage response, DNA damage detection, preribosomal
structure, respiratory chain, cytokine binding, translation
factor activity, RNA binding, snoRNA binding, and tRNA

Table 2: Correlation of JAK3/TYK2 mRNA expression and postprogression survival in STAD with different clinicopathological factors
(Kaplan–Meier plotter).

Pathological parameters
Post progression survival

JAK3 TYK2
N Hazard radio P value N Hazard radio P value

Sex

Female 149 1.84 (1.19-2.85) 0.0053 149 2.36 (1.49-3.73) 0.00015

Male 348 1.71 (1.31-2.22) 0.000055 348 2.32 (1.79-3.02) 1:1e−10

Stage

1 31 2.86 (0.5-16.46) 0.22 31 1.66 (0.37-7.43) 0.51

2 105 2.5 (1.28-4.87) 0.0053 105 2.39 (1.23-4.64) 0.0081

3 142 1.45 (0.92-2.28) 0.1 142 2.47 (1.6-3.83) 2:7e−5

4 104 1.66 (1.01-2.72) 0.045 104 0.68 (0.42-1.11) 0.12

Stage T

2 196 1.66 (1.05-2.64) 0.029 196 1.72 (1.09-2.73) 0.019

3 150 1.21 (0.8-1.82) 0.36 150 1.91 (1.17-3.12) 0.0083

4 29 0.45 (0.15-1.38) 0.15 29 0.61 (0.22-1.64) 0.32

Stage N

0 41 2.59 (0.72-9.35) 0.13 41 2.57 (0.77-8.57) 0.11

1 169 2.52 (1.6-3.98) 0.000039 169 2.48 (1.58-3.91) 4:8e−5

2 105 0.7 (0.43-1.15) 0.16 105 1.67 (0.99-2.81) 0.054

3 63 1.65 (0.86-3.18) 0.13 63 0.53 (0.29-0.95) 0.032

1+2+3 337 1.44 (1.06-1.95) 0.02 337 1.62 (1.21-2.17) 0.0011

Stage M

0 342 1.38 (1-1.9) 0.051 342 1.91 (1.4-2.6) 2:7e−5

1 36 2.35 (1.08-5.13) 0.028 36 0.73 (0.33-1.63) 0.44

Lauren classification

Intestinal 192 1.69 (1.08-2.66) 0.02 192 1.86 (1.22-2.84) 0.0037

Diffuse 176 1.5 (0.99-2.26) 0.053 176 1.55 (1.05-2.29) 0.028

Differentiation

Poor 49 3.3 (1.59-6.88) 0.00076 49 1.68 (0.82-3.41) 0.15

Moderate 24 2.06 (0.75-5.63) 0.15 24 0.63 (0.26-1.56) 0.32
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binding during GO analysis (Supplementary Figure 2D-2F).
Moreover, KEGG analysis revealed that JAK3 was involved in
cytokine-cytokine receptor interactions, chemokine signaling
pathway, NF-kappa B signaling pathway, Th17 cell
differentiation, and T cell receptor signaling pathway and that
JAK3 was associated with cell adhesion molecules (CAMs)
(Supplementary Figure 2G and Supplementary Figure 3).

The results of enrichment analysis of TYK2 in STAD are
shown Supplementary Figure 4. We found that 5756 genes
(dark red dots) were positively correlated with TYK2,
whereas 3993 genes (dark green dots) were negatively
correlated with TYK2 in STAD (Supplementary Figure 4A,
P < 0:05). Further, 50 significant gene sets that positively
and negatively correlated with TYK2 in STAD are
presented in Supplementary Figure 4B and 4C, respectively.
Enrichment analysis performed by GSEA suggested that
TYK2 was associated with the regulation of leukocyte
activation, adaptive immune responses, translational
initiation, mitochondrial matrix, ribosomal structure,
translation factor activity, cytokine receptor activity, rRNA

binding, and protein transporter activity during GO
analysis (Supplementary Figure 4D-4F). Furthermore,
KEGG analysis revealed that JAK3 was associated with
ribosomal structure, cytokine-cytokine receptor interaction,
JAK-STAT signaling pathway, RNA transport, CAMs, and
Th1 and Th2 cell differentiation (Supplementary Figure 4G
and Supplementary Figure 5).

4. Discussion

Increasing evidence has revealed that JAKs play an important
role in the regulation of cytokine signaling, thus affecting
basic cellular mechanisms, such as cell invasion, prolifera-
tion, apoptosis, and cellular immunity [5, 24]. Moreover,
JAK-associated signaling pathways are associated with
tumorigenesis and progression of cancers, including lung
cancer, renal cell carcinoma, and lung cancer [25–27]. How-
ever, specific functions of the JAK family in STAD remain to
be systematically described. Therefore, our study was con-
ducted to clarify the role of JAKs in STAD.

Table 3: Correlation of JAK3/TYK2 mRNA expression and first progression in STAD with different clinicopathological factors (Kaplan–
Meier plotter).

Pathological parameters
First progression

JAK3 TYK2
N Hazard radio P value N Hazard radio P value

Sex

Female 201 2.02 (1.38-2.95) 0.00021 201 1.37 (0.94-2) 0.097

Male 437 1.42 (1.1-1.84) 0.0076 437 2.07 (1.6-2.68) 1:4e−8

Stage

1 60 2.37 (0.79-7.1) 0.11 60 0.54 (0.18-1.68) 0.28

2 131 1.5 (0.79-2.84) 0.21 131 1.42 (0.77-2.61) 0.25

3 186 1.52 (1.04-2.24) 0.031 186 1.36 (0.94-1.97) 0.1

4 141 0.64 (0.41-1.02) 0.057 141 0.73 (0.48-1.11) 0.14

Stage T

2 239 1.51 (0.92-2.45) 0.097 239 1.21 (0.8-1.83) 0.36

3 204 0.7 (0.49-1.01) 0.054 204 1.35 (0.9-2.02) 0.15

4 39 0.46 (0.2-1.09) 0.072 39 0.77 (0.36-1.66) 0.5

Stage N

0 72 2.22(0.66-7.49) 0.19 72 1.56 (0.66-3.65) 0.3

1 222 2.27 (1.34-3.82) 0.0016 222 1.45 (0.98-2.15) 0.059

2 125 0.84 (0.53-1.32) 0.44 125 0.59 (0.38-0.91) 0.015

3 76 1.31 (0.72-2.37) 0.37 76 0.73 (0.41-1.33) 0.3

1+2+3 423 1.32 (1-1.74) 0.049 423 0.89 (0.67-1.17) 0.4

Stage M

0 443 1.35 (0.98-1.85) 0.066 443 1.21 (0.92-1.59) 0.17

1 56 0.6 (0.33-1.11) 0.099 56 0.41 (0.19-0.92) 0.026

Lauren classification

Intestinal 263 1.74 (1.15-2.62) 0.0078 263 1.28 (0.88-1.88) 0.2

Diffuse 231 1.25(0.87-1.79) 0.22 231 0.85 (0.59-1.24) 0.4

Differentiation

Poor 121 1.32 (0.84-2.09) 0.23 121 0.67 (0.41-1.08) 0.095

Moderate 67 0.63 (0.33-1.19) 0.15 67 0.6 (0.32-1.13) 0.11
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Figure 5: Genetic alteration of JAK3/TYK2 in STAD (cBioPortal). (a) OncoPrint of JAK3/TYK2 alterations in STAD. (b, c) Mutation sites of
JAK3/TYK2 in STAD.
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Figure 6: The correlation between JAK3/TYK2 and immune infiltration (TIMER). (Aa, b) The correlation between JAK3/TYK2 expression
and the abundance of CD8+ T cells, CD4+ T cells, macrophage, neutrophils, and dendritic cells. (c, d) The correlation between SCNA of
JAK3/TYK2 and immune cell infiltration. SCNA: somatic copy number alterations; ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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Table 4: Correlation analysis between JAK3 and gene biomarkers of immune cells in STAD (TIMER).

Description Biomarkers
STAD

None Purity
Cor P value Cor P value

CD8+ T cell
CD8A 0.7 ∗∗∗ 0.684 ∗∗∗

CD8B 0.553 ∗∗∗ 0.539 ∗∗∗

T cell (general)

CD3D 0.711 ∗∗∗ 0.696 ∗∗∗

CD3E 0.735 ∗∗∗ 0.73 ∗∗∗

CD2 0.701 ∗∗∗ 0.685 ∗∗∗

B cell
CD19 0.658 ∗∗∗ 0.648 ∗∗∗

CD79A 0.629 ∗∗∗ 0.605 ∗∗∗

Monocyte
CD86 0.562 ∗∗∗ 0.536 ∗∗∗

CD115(CSF1R) 0.541 ∗∗∗ 0.527 ∗∗∗

TAM

CCL2 0.441 ∗∗∗ 0.404 ∗∗∗

CD68 0.318 ∗∗∗ 0.294 ∗∗∗

IL10 0.482 ∗∗∗ 0.45 ∗∗∗

M1 macrophage

INOS (NOS2) 0.135 ∗∗ 0.129 ∗

IRF5 0.401 ∗∗∗ 0.378 ∗∗∗

COX2(PTGS2) 0.036 0.465 0.006 0.915

M2 macrophage

CD163 0.482 ∗∗∗ 0.466 ∗∗∗

VSIG4 0.389 ∗∗∗ 0.382 ∗∗∗

MS4A4A 0.474 ∗∗∗ 0.451 ∗∗∗

Neutrophils

CD66b (CEACAM8) 0.054 0.269 0.053 0.307

CD11b (ITGAM) 0.563 ∗∗∗ 0.554 ∗∗∗

CCR7 0.725 ∗∗∗ 0.708 ∗∗∗

Natural killer cell

KIR2DL1 0.283 ∗∗ 0.261 ∗∗∗

KIR2DL3 0.264 ∗∗∗ 0.217 ∗∗∗

KIR2DL4 0.301 ∗∗∗ 0.268 ∗∗∗

KIR3DL1 0.29 ∗∗∗ 0.268 ∗∗∗

KIR3DL2 0.433 ∗∗∗ 0.396 ∗∗∗

KIR3DL3 0.103 ∗ 0.103 ∗

KIR2DS4 0.283 ∗∗ 0.253 ∗∗∗

Dendritic cell

HLA-DPB1 0.581 ∗∗∗ 0.556 ∗∗∗

HLA-DQB1 0.466 ∗∗∗ 0.418 ∗∗∗

HLA-DRA 0.496 ∗∗∗ 0.471 ∗∗∗

HLA-DPA1 0.495 ∗∗∗ 0.464 ∗∗∗

BDCA-1(CD1C) 0.52 ∗∗∗ 0.482 ∗∗∗

BDCA-4(NRP1) 0.472 ∗∗∗ 0.454 ∗∗∗

CD11c (ITGAX) 0.64 ∗∗∗ 0.625 ∗∗∗

Th1

T-bet (TBX21) 0.753 ∗∗∗ 0.753 ∗∗∗

STAT4 0.759 ∗∗∗ 0.757 ∗∗∗

STAT1 0.466 ∗∗∗ 0.487 ∗∗∗

IFN-g (IFNG) 0.438 ∗∗∗ 0.429 ∗∗∗

TNF-a (TNF) 0.361 ∗∗∗ 0.322 ∗∗∗
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In this study, we found that the expression levels of
JAK3 and TYK2 were higher in tumor tissues than in nor-
mal tissues in STAD. Further analysis revealed that JAK3
and TYK2 served as prognostic biomarkers in STAD and
were associated with tumorigenesis, progression, and
metastasis of STAD. Previous studies have also suggested
that JAKs serve as biomarkers in certain types of cancers.
In clear cell renal cell carcinoma, JAK3 acted as a novel
biomarker and was associated with immune infiltration
[26]. Another study revealed that JAK2 was a prognostic
biomarker in skin cutaneous melanoma and was involved
in gene regulation [10]. Moreover, JAK2 and TYK2 were
suggested to be potential biomarkers for the diagnosis of
hepatocellular carcinoma.

Another significant finding of our study is that JAK3 and
TYK2 were associated with the abundance of immune cells,
including CD8+ T cells, CD4+ T cells, neutrophils, and den-
dritic cells. Moreover, the expression levels of JAK3/TYK2
were positively correlated with the expression levels of
immune biomarkers in STAD, demonstrating that JAK3
and TYK2 may play a vital role in immune escape in the
STAD microenvironment. Previous studies have also clari-
fied the significant role of JAK3 and TYK2 in the tumor
microenvironment and immune response. JAK3 has been
reported to be involved in hematopoiesis during T cell devel-
opment by mediating innate and adaptive immunity-
associated signaling [28]. Another study has reported that
JAK3 deficiency can inhibit the development of innate
lymphoid cells [29]. In lung cancer, JAK3 variants can

promote PD-L1 induction in the tumor immune microen-
vironment and JAK3 activation may contribute to the
long-term efficacy of PD-L1 [30]. A CTLA-4-TYK2-
STAT3 axis has been reported in B cell lymphoma cells
and tumor-associated B cells and is relevant to immune
checkpoint therapy [31].

In this study, enrichment analysis was performed, which
revealed the functions and pathways of JAK3 and TYK2 in
STAD, indicating that JAK3 and TYK2 were mainly associ-
ated with adaptive immune responses, translational initia-
tions, DNA damage responses, chemokine signaling
pathway, NF-kappa B signaling pathway, ribosomal struc-
ture, and JAK-STAT signaling pathway. It is well known
that NF-kappa B signaling pathway is involved in inflam-
mation and innate immunity and plays a vital role in can-
cer initiation and progression [32]. Moreover, NF-κB
suppression can inhibit tumor cell growth and promote
cell apoptosis in cholangiocarcinoma [33]. Increasing evi-
dence has also highlighted the significant role of JAK/-
STAT/NF-κB signaling pathway in the immune response,
axial spondyloarthritis, type 2 diabetes, metabolic disor-
ders, and cancers [34–38]. Thus, JAK3 and TYK2 may
exert functions in STAD via JAK-STAT and NF-κB signal-
ing pathway.

This study has some limitations. First, in our study, we
performed analysis at an mRNA level; it would be better to
verify our results at a protein level. Furthermore, validation
of our results by performing in vivo and in vitro experiments
is warranted.

Table 4: Continued.

Description Biomarkers
STAD

None Purity
Cor P value Cor P value

Th2

GATA3 0.633 ∗∗∗ 0.625 ∗∗∗

STAT6 0.296 ∗∗∗ 0.321 ∗∗∗

STAT5A 0.581 ∗∗∗ 0.576 ∗∗∗

IL13 0.214 ∗∗∗ 0.218 ∗∗∗

Tfh
BCL6 0.426 ∗∗∗ 0.413 ∗∗∗

IL21 0.384 ∗∗∗ 0.362 ∗∗∗

Th17
STAT3 0.455 ∗∗∗ 0.467 ∗∗∗

IL17A 0.075 0.12 0.087 0.0919

Treg

FOXP3 0.711 ∗∗∗ 0.679 ∗∗∗

CCR8 0.657 ∗∗∗ 0.644 ∗∗∗

STAT5B 0.534 ∗∗∗ 0.545 ∗∗∗

TGFb (TGFB1) 0.536 ∗∗∗ 0.52 ∗∗∗

T cell exhaustion

PD-1 (PDCD1) 0.725 ∗∗∗ 0.718 ∗∗∗

CTLA4 0.645 ∗∗∗ 0.623 ∗∗∗

LAG3 0.608 ∗∗∗ 0.597 ∗∗∗

TIM-3 (HAVCR2) 0.567 ∗∗∗ 0.545 ∗∗∗

GZMB 0.449 ∗∗∗ 0.407 ∗∗∗

∗P < 0:05, ∗∗P < 0:001, and ∗∗∗P < 0:001.
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Table 5: Correlation analysis between TYK2 and gene biomarkers of immune cells in STAD (TIMER).

Description Biomarkers
STAD

None Purity
Cor P value Cor P value

CD8+ T cell
CD8A 0.298 ∗∗∗ 0.318 ∗∗∗

CD8B 0.161 ∗∗ 0.166 ∗∗

T cell (general)

CD3D 0.214 ∗∗∗ 0.233 ∗∗∗

CD3E 0.295 ∗∗∗ 0.32 ∗∗∗

CD2 0.257 ∗∗∗ 0.278 ∗∗∗

B cell
CD19 0.296 ∗∗∗ 0.309 ∗∗∗

CD79A 0.231 ∗∗∗ 0.242 ∗∗∗

Monocyte
CD86 0.213 ∗∗∗ 0.219 ∗∗∗

CD115(CSF1R) 0.302 ∗∗∗ 0.296 ∗∗∗

TAM

CCL2 0.039 0.432 0.028 0.586

CD68 0.267 ∗∗∗ 0.265 ∗∗∗

IL10 0.288 ∗∗∗ 0.286 ∗∗∗

M1 macrophage

INOS (NOS2) 0.17 ∗∗∗ 0.165 ∗∗

IRF5 0.37 ∗∗∗ 0.363 ∗∗∗

COX2(PTGS2) 0.009 0.858 0 1

M2 macrophage

CD163 0.31 ∗∗∗ 0.304 ∗∗∗

VSIG4 0.159 ∗∗ 0.152 ∗∗

MS4A4A 0.18 ∗∗∗ 0.174 ∗∗∗

Neutrophils

CD66b (CEACAM8) 0.018 0.713 0.028 0.591

CD11b (ITGAM) 0.411 ∗∗∗ 0.413 ∗∗∗

CCR7 0.31 ∗∗∗ 0.331 ∗∗∗

Natural killer cell

KIR2DL1 0.036 0.463 0.055 0.283

KIR2DL3 0.037 0.448 0.046 0.372

KIR2DL4 0.158 ∗∗ 0.178 ∗∗∗

KIR3DL1 0.114 0.02 0.128 0.0126

KIR3DL2 0.145 ∗∗ 0.151 ∗∗

KIR3DL3 0.094 0.0554 0.114 ∗

KIR2DS4 0.09 0.0673 0.104 ∗

Dendritic cell

HLA-DPB1 0.26 ∗∗∗ 0.274 ∗∗∗

HLA-DQB1 0.249 ∗∗∗ 0.271 ∗∗∗

HLA-DRA 0.263 ∗∗∗ 0.278 ∗∗∗

HLA-DPA1 0.259 ∗∗∗ 0.269 ∗∗∗

BDCA-1(CD1C) 0.175 ∗∗∗ 0.159 ∗∗

BDCA-4(NRP1) 0.26 ∗∗∗ 0.244 ∗∗∗

CD11c (ITGAX) 0.393 ∗∗∗ 0.404 ∗∗∗

Th1

T-bet (TBX21) 0.372 ∗∗∗ 0.397 ∗∗∗

STAT4 0.31 ∗∗∗ 0.33 ∗∗∗

STAT1 0.373 ∗∗∗ 0.393 ∗∗∗

IFN-g (IFNG) 0.24 ∗∗∗ 0.265 ∗∗∗

TNF-a (TNF) 0.254 ∗∗∗ 0.255 ∗∗∗
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In conclusion, our results demonstrated that JAK3 and
TYK2 serve as prognostic biomarkers and are associated with
immune infiltration in STAD, providing additional data
about biomarkers, STAD prognosis, and therapy.
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Supplementary Materials

Supplementary Figure 1 The expression of JAKs in STAD
(UALCAN). The expressions of JAK1, JAK2, JAK3, and
TYK2 were significantly elevated in STAD tissues at mRNA
level. STAD: stomach adenocarcinoma; ∗∗∗P < 0:001. Sup-
plementary Figure 2. The enrichment analysis of JAK3 in
STAD (LinkedOmics). (A) A Pearson test was used to ana-
lyze correlations between JAK3 and genes differentially
expressed in STAD. (B, C) Heat maps showing genes posi-
tively and negatively correlated with JAK3 in STAD (Top
50). Red indicates positively correlated genes, and green indi-
cates negatively correlated genes. (D–F) Heat map of GO
enrichment in CC terms, BP terms, and MF terms. (G)
KEGG pathways analysis. GO and KEGG were performed
by Gene Set Enrichment Analysis. GO: Gene Ontology;
KEGG: Kyoto Encyclopedia of Genes and Genomes; BP: bio-
logical process; CC: molecular function; MF: molecular func-
tions. Supplementary Figure 3. KEGG pathway annotations
of the cytokine-cytokine receptor interaction. GO and KEGG
were performed by Gene Set Enrichment Analysis. Supple-
mentary Figure 4. The enrichment analysis of TYK2 in STAD
(LinkedOmics). (A) A Pearson test was used to analyze cor-
relations between TYK2 and genes differentially expressed
in STAD. (B, C) Heat maps showing genes positively and
negatively correlated with TYK2 in STAD (Top 50). Red
indicates positively correlated genes, and green indicates neg-
atively correlated genes. (D–F) Heat map of GO enrichment
in CC terms, BP terms, and MF terms. (G) KEGG pathways

Table 5: Continued.

Description Biomarkers
STAD

None Purity
Cor P value Cor P value

Th2

GATA3 0.218 ∗∗∗ 0.235 ∗∗∗

STAT6 0.435 ∗∗∗ 0.438 ∗∗∗

STAT5A 0.546 ∗∗∗ 0.561 ∗∗∗

IL13 0.101 0.039 0.118 0.0213

Tfh
BCL6 0.232 ∗∗∗ 0.233 ∗∗∗

IL21 0.216 ∗∗∗ 0.211 ∗∗∗

Th17
STAT3 0.457 ∗∗∗ 0.456 ∗∗∗

IL17A 0.057 0.25 0.068 0.189

Treg

FOXP3 0.439 ∗∗∗ 0.467 ∗∗∗

CCR8 0.372 ∗∗∗ 0.379 ∗∗∗

STAT5B 0.493 ∗∗∗ 0.489 ∗∗∗

TGFb (TGFB1) 0.288 ∗∗∗ 0.293 ∗∗∗

T cell exhaustion

PD-1 (PDCD1) 0.411 ∗∗∗ 0.448 ∗∗∗

CTLA4 0.322 ∗∗∗ 0.347 ∗∗∗

LAG3 0.27 ∗∗∗ 0.296 ∗∗∗

TIM-3 (HAVCR2) 0.306 ∗∗∗ 0.314 ∗∗∗

GZMB 0.159 ∗∗ 0.174 ∗∗∗

∗P < 0:05, ∗∗P < 0:001, and ∗∗∗P < 0:001.
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analysis. GO and KEGG were performed by Gene Set Enrich-
ment Analysis. GO: Gene Ontology; KEGG: Kyoto Encyclo-
pedia of Genes and Genomes; BP: biological process; CC:
molecular function; MF: molecular functions. Supplemen-
tary Figure 5. KEGG pathway annotations of the ribosome.
KEGG: Kyoto Encyclopedia of Genes and Genomes.
(Supplementary Materials)
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Objective. To understand the relationship between urinary stones and the gut microbiome and to screen for microbial species that
may be involved in stone formation. Methods. Stool samples were collected from patients with urolithiasis and healthy patients
between March and December 2017. The samples were analyzed by 16S sequencing to determine differences in the microbiome
profiles between the two groups. The mouse model was established and was divided into two groups. Fecal samples were
collected from the mice before gavage and three weeks postgavage for microbiome analysis. The microbial population of each
group was analyzed to screen for microbial species that may affect the formation of urinary stones. Differences in the number of
crystals in the renal tubules of the mice were examined by necropsy. Results. The microbial composition was different between
urolithiasis patients and healthy controls. The urolithiasis patients had significantly reduced microbial abundance; however,
increased proportions of Bacteroidetes and Actinobacteria were detected compared to healthy controls. Furthermore, the
abundance of Alistipesindistinctus and Odoribactersplanchnicus was significantly increased in the urolithiasis patients
compared to the healthy controls. In addition, the incidence of urolithiasis was much higher in the experimental mouse group
(stone solution + urolithiasis patient stool) than in the control mouse group. However, the microbial abundance before gavage
was not significantly different from that seen three weeks postgavage. Conclusion. Theurolithiasis patients in this study had a
different gut microbiome when compared with that of healthy individuals. The altered microbiome increased the rate of crystal
formation in renal tubules and accelerated urinary stone formation in the mouse model of urolithiasis.

1. Introduction

Urolithiasis is a common disease among inpatients in the
division of urology. Epidemiological studies from Europe
and the U.S. have shown that 5%-10% of individuals
develop urinary stones at least once in their lifetime. In
recent years, the incidence of urolithiasis has been increas-
ing in China and the country now has one of the three
highest incidences of urolithiasis in the world. As our
understanding of the etiology of urolithiasis deepens, met-
abolic risk factors for urinary stones have gained increased
attention from urologists.

The scientific community has demonstrated great inter-
est in the study of the gut microbiome in recent years. Studies
have shown that the gut microbiome is associated with

numerous human diseases but its role in the pathophysiology
of urolithiasis is not known. A recent study found that the
composition of the gut microbiome was significantly differ-
ent between urolithiasis patients and nonurolithiasis patients
[1]. However, it is unclear whether the difference in microbial
abundance between urolithiasis patients and controls was the
cause of stone formation or the consequence of other factors,
such as antibiotic exposure and diet [2]. In 1985, Allison et al.
reported that Oxalobacterium formigenes (Oxf) was
involved in the formation of calcium oxalate stones [3]. How-
ever, the potential impact of other microbial species on uro-
lithiasis has been rarely investigated. Therefore, this study is
aimed at examining the effect of the gut microbiome and its
mechanism of action in urinary stone formation in order to
provide a basis for further research in this area.
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2. Materials and Methods

2.1. Materials

2.1.1. Experimental Animals. Twenty clean grade healthy
adult mice were purchased from Shanghai SLAC Laboratory
Animal Co., Ltd. Experimental animal welfare and ethics
review were conducted, and the study was approved by the
Animal Ethics Committee of Soochow University.

2.1.2. Reagents and Instrument. An Olympus optical micro-
scope was used in this study. Ethylene glycol and ammonium
chloride were obtained from Sigma-Aldrich.

2.1.3. Preparation of Main Solutions

(1) Urolithiasis-Inducing Solution (Stone Solution). 5ml eth-
ylene glycol and 5 g ammonium chloride were dissolved in
500ml phosphate-buffered saline (PBS).

(2) Stone Solution + Urolithiasis Patient Stool. Stool samples
were collected from urolithiasis patients and homogenized in
distilled water. After particulates in the solution settled, the
supernatant was collected and mixed with the stone solution.

(3) Stone Solution + Healthy Control Stool. Stool samples
were collected from patients in the Division of Urology with-
out a history of urolithiasis and homogenized in distilled
water. After the particulates in the solution settled, the super-
natant was collected and mixed with the stone solution.

(4) Stone Solution + Mouse Feces. Mouse feces were homog-
enized in equal volumes of distilled water. After particulates
in the solution settled, the supernatant was collected and
mixed with stone solution. This solution was used as a
control.

(5) Stone Solution + PBS. PBS and an equal volume of super-
natant were mixed with stone solution.

(6) Urolithiasis Patient Stool Solution. Stool samples were col-
lected from urolithiasis patients and homogenized in distilled
water. After particulates in the solution settled, the superna-
tant was collected and numbered to identify them.

(7) Healthy Control Stool Solution. Stool samples were col-
lected from patients in the Division of Urology without a his-
tory of urolithiasis and homogenized in distilled water. After
particulates in the solution settled, the supernatant was col-
lected and numbered to identify them.

(8) Mouse Fecal Solution. Mouse feces were homogenized
in an equal volume of distilled water. After particulates
in the solution settled, the supernatant was collected
and numbered.

2.2. Methods

2.3. Sample Collection. Stool samples were collected from
patients diagnosed with urolithiasis in our hospital between
March and December 2017 (experimental group) and from

patients without urolithiasis treated in the Division of Urol-
ogy during the same period (control group). Five patients
from the experimental group were paired with five patients
in the control group, and the urolithiasis and non-
urolithiasis patient pairs were gender-matched and within
two years of age. The selected patients in the experimental
group were test10, test15, test43, test56, and test63. The
selected patients in the control group were control_5, con-
trol_6, control_7, control_11, and control_12.The fecal micro-
biomes of the patients were analyzed by 16S sequencing.

Twenty healthy adult mice were randomly divided into
four groups of five mice per group. The mice in each group
were fed different solutions ((1) stone solution + urolithiasis
patient stool, (2) stone solution + mouse feces, (3) stone solu-
tion + healthy control stool, and (4) stone solution + PBS) for
four weeks. The mice were euthanized by cervical dislocation,
placed in a supine position, and the abdomen was sterilized
with 75% alcohol. The skin and muscle layers were incised
using surgical scissors and forceps to expose the organs.
The abdominal fat was gently pulled toward the head of the
mouse by forceps to expose the kidneys, which were then
harvested, fixed in 10% formalin, and numbered.

2.3.1. Diagnostic Criteria for Urolithiasis. Patients who met
any one of the following diagnostic criteria was definitively
diagnosed with urolithiasis: (1) patients with stone shadows
by X-ray, (2) the indication of stones by ultrasound, or (3)
surgical removal of stones or excretion of stones from the
urethra following extracorporeal lithotripsy. Exclusion cri-
teria include kidney failure, urinary tract malformations, uri-
nary tract infections, and hyperthyroidism.

2.3.2. Inclusion Criteria for the Control Group. Patients in the
Division of Urology who were previously healthy were
included in the control group.
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Figure 1: The Shannon index distribution among the experimental
and control groups.
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2.3.3. Exclusion criteria. Patients with a history of systemic
disease, urinary stones, or other urinary tract diseases were
excluded from the control group.

2.4. Statistical Analysis. All data were statistically analyzed
using SPSS software (SPSS Inc., Chicago, IL, United States).
Counted data are expressed as the number of cases or per-
centage and were compared between groups using the χ2 test.
P < 0:05 was considered statistically significant.

3. Results

3.1. Differences in theMicrobiome. The Shannon index curves
of the microbial profiles of the 10 experimental and control
group patients are shown in Figure 1.

As shown in Figure 1, the Shannon index distribution
was significantly different among the experimental and con-
trol groups, except for control 6; control 6 was a patient with
an open fracture. The patient underwent surgery and
received antibiotics upon admission, and the stool sample
was collected after surgery. Therefore, the deviation in this
patient may be attributable to the effect of antibiotics on
the gut microbiome.

The proportions of Bacteroidetes and Firmicutes were
significantly different between the healthy controls and uro-
lithiasis patients (Figure 2).

3.1.1. Effect of the Microbiome on Stone Formation. Mice
were fed four different stone solution mixtures for four
weeks. Upon euthanization by cervical dislocation, the
spleens were collected and examined. The number of renal
tubules containing crystals and the ratio of crystal-
containing tubules to the total number of tubules were calcu-
lated and compared among the samples.

As shown in Figure 3, mice fed stone solution + urolithia-
sis patient stool had significantly higher crystal-containing
tubule to total tubule ratios than the other three groups. In
addition, the crystal-containing tubule to total tubule ratio
varied among all four groups, indicating that the urolithiasis
patient stools accelerated the rate of crystal formation and
hence stone formation in the renal tubules of mice.

3.1.2. Analysis of Microbial Species.We identified 400 micro-
bial species belonging to the Bacteroides, Heliobacillus, Clos-
tridium, and Fusobacterium genera.
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Figure 2: A comparison of the microbial composition at the phylum level between the experimental and control groups.
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Figures 4 and 5 show differences in the Shannon index
and phylum between the eight groups. Group 2 (urolithiasis
patient stool) and group 6 (mouse feces after urolithiasis
patient stool gavage) had significantly higher Shannon indi-
ces than the other groups. At the phylum level, group 2 (uro-
lithiasis patient stool) had significantly increased proportions
of Proteobacteria and Fusobacteria than group 1 (healthy
control stool), a difference also seen between group 5 (mouse
feces before urolithiasis patient stool gavage) and group 6

(mouse feces after urolithiasis patient stool gavage). These
findings further support our earlier conclusion.

3.1.3. Screening of Target Species. We compared the fecal
microbial profiles of urolithiasis patients, healthy controls,
mice before and after gavage with urolithiasis patient stool,
and mice before and after gavage with healthy control stool.
By examining the synchronous changes in the abundance
of microbial species before and after gavage, we identified
24 candidate species that may influence stone formation
(Table 1).

After removing some species that have not yet been
studied, we selected two species with the greatest change
in abundance after fecal gavage, Aslitipes indistincus and
Odoribacter splanchnicus.

A. indistincus is a Gram-negative bacterium that metabo-
lizes glucose into succinic acid and acetic acid in PYG broth
medium base. This bacterium is spherical or rod shaped,
strictly anaerobic, and about 0.5-0:7 × 1:0-3.8μm in size.
Gray, slightly opaque round colonies measuring 0.1-0.5mm
in diameter can be observed after four days of anaerobic cul-
ture in the modified GAM agar medium. The major end
products of glucose fermentation by A. indistincus in the
PYG broth medium base are succinic acid and acetic acid.

Average value
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0.18

Stone solution + urolithiasis patient sool
Stone solution + mouse feces
Stone solution + healthy control stool
Stone solution + normal saline

Ra
te

 o
f s

to
ne

 fo
rm

at
io

n 
in

 ea
ch

gr
ou

p
Ratio of the number of crystal–containing tubules to the total

number of tubules in each group
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Figure 4: Shannon index. (1) Healthy control stool. (2) Urolithiasis
patient stool. (3) Mouse feces before PBS gavage. (4) Mouse feces
after PBS gavage. (5) Mouse feces before urolithiasis patient stool
gavage. (6) Mouse feces after urolithiasis patient stool gavage. (7)
Mouse feces before healthy control stool gavage. (8) Mouse feces
after healthy control stool gavage.
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Mouse feces after urolithiasis patient stool gavage. (7) Mouse feces
before healthy control stool gavage. (8) Mouse feces after healthy
control stool gavage.
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A. indistincus is intolerant to 20% bile; does not hydrolyze
heptaphylline or gelatin; does not reduce nitrate; does not
produce indole, oxidase, or urease; and produces catalase.
Furthermore, A. indistincus metabolizes cellobiose, glucose,
lactose, maltose, D-mannose, melezitose, raffinose, 1-rham-
nose, salicin, sucrose, trehalose, and D-xylose to synthesize
organic acids [4].

Odoribacter splanchnicus is a Gram-negative, anaerobic
bacterium of the Odoribacter genus. O. splanchnicus metabo-
lizes various sugars, including glucose, galactose, arabinose,
lactose, and mannose, producing metabolites such as acetic
acid, propionic acid, succinic acid, butyric acid, isovaleric acid,
and isobutyric acid. O. splanchnicus does not reduce nitrate
and contains highly active enzymes involved in the pentose
metabolism pathway. This bacterium is not sensitive to ami-
noglycosides and polymyxins but is sensitive to tetracycline,
lincomycin, clindamycin, erythromycin, and rifampicin [5].

4. Discussion

The human body is inhabited by a vast number of microbes
and the interaction between these microorganisms, and their
host may be critical to the health and disease of the host. How-
ever, it was not until the emergence of new molecular tech-
niques that the diversity of this microbiome began to gain
the attention of researchers. A recent study demonstrated a
complex bidirectional relationship between the gut micro-
biome and the host and reported that this relationship may
be critical to human health and may be associated with the
pathogenesis of disease. The gut microbiome is not only
involved in food digestion and nutrient extraction but can also
alter the host immune response, prevent infection, metabolize
drugs, and participate and regulate metabolism of the host [6].

Studies demonstrated that kidney stones are mineral
tuberculosis in the calyces and pelvis, which are found to be
free or attached to the renal papilla. When urine is oversatu-
rated with minerals, stones (called kidney stones or urinary
stones) form in the urethra, causing crystals to form, grow,
accumulate, and stay in the kidneys. Globally, approximately
80% of kidney stones are made of a mixture of calcium oxa-
late (CaOx) and calcium phosphate (CaP). Stones composed
of uric acid, magnesium phosphate, and cystine are also com-
mon, accounting for about 9%, 10%, and 1% of the total
number of stones, respectively. Stones may also be oversatu-
rated with some relatively insoluble drugs or their metabo-
lites, which may cause the urine components to crystallize
in the renal collecting duct (iatrogenic stones) [7]. About
75% of kidney stones are mainly composed of calcium oxa-
late, and urinary oxalate is considered a risk factor.

According to the composition of stones, urinary stones
are mainly divided into five categories: calcium oxalate, cal-
cium phosphate, magnesium ammonium phosphate, uric
acid, and cystine. Among them, oxalate occupies the vast
majority, exceeding 85%. The microbiota refers to the entire
microbial population that colonizes in a specific location and
includes not only bacteria but also other microorganisms
such as fungi, archaea, viruses, and protozoa [8]. The scien-
tific community has shown great interest in the gut microbi-
ota in recent years; the gut microbiota is associated with

many human diseases, such as intestinal diseases such as inflam-
matory bowel disease (IBD) [9] and irritable bowel syndrome
(IBS) [10], metabolic diseases such as obesity and diabetes [11],
and allergic diseases [12] to neurodevelopmental diseases,
although the strength of some evidence is not sound in many
of them. It has long been believed that the gut microbiota has
a significant functional role in maintaining the healthy intes-
tines of normal individuals and humans as a whole. There is
now more and more evidence that studies on humans and
sterile mice support these speculations. The United States
Human Microbiome Project (HMP) [13], European Human
Gut Microbial Genomics (MetaHIT) [14], and several other
studies have proven that normal intestinal flora is beneficial
to health at the genetic level. These effects make it possible
for the gut microbiota to also affect the absorption and secre-
tion of solutes related to kidney stones.

To date, little is known about the general role of the
gut microbiota in the pathophysiology of kidney stones.
A recent study found that the gut microbiome of patients
with kidney stones is significantly different from that of
patients without stones. Whether these differences in bac-
terial abundance seen by stone formers and controls are
the cause of stone formation or secondary to other vari-
ables such as antibiotic exposure or diet is uncertain. Alli-
son and colleagues discovered the
oxalobacteriumformigenes (Oxf) in 1985, which has
attracted considerable attention due to its involvement in
calcium oxalate stone disease. But for other bacteria that
may affect the formation of urinary calculi, there are few
reports.

In this study, we found that the gut microbiome of
healthy controls and urolithiasis patients was significantly
different and we determined the correlation between the
gut microbiome and urolithiasis using fecal transplants in
mice. A. indistinctus and O. splanchnicus are both Gram-
negative anaerobes involved in food hydrolysis and metabo-
lism in the intestine and may contribute to crystal formation
in the kidneys. However, the factors influencing urolithiasis
and the mechanisms by which these bacteria participate in
metabolism need further investigation.

In summary, the urolithiasis patients in this study had a
different gut microbiome when compared with that of
healthy individuals. The altered microbiome increased the
rate of crystal formation in renal tubules and accelerated uri-
nary stone formation in the mouse model of urolithiasis.
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Oncogene is a special type of genes, which can promote the tumor initiation. Good study on oncogenes is helpful for understanding
the cause of cancers. Experimental techniques in early time are quite popular in detecting oncogenes. However, their defects
become more and more evident in recent years, such as high cost and long time. The newly proposed computational methods
provide an alternative way to study oncogenes, which can provide useful clues for further investigations on candidate genes.
Considering the limitations of some previous computational methods, such as lack of learning procedures and terming genes as
individual subjects, a novel computational method was proposed in this study. The method adopted the features derived from
multiple protein networks, viewing proteins in a system level. A classic machine learning algorithm, random forest, was applied
on these features to capture the essential characteristic of oncogenes, thereby building the prediction model. All genes except
validated oncogenes were ranked with a measurement yielded by the prediction model. Top genes were quite different from
potential oncogenes discovered by previous methods, and they can be confirmed to become novel oncogenes. It was indicated
that the newly identified genes can be essential supplements for previous results.

1. Introduction

Cancer is the second cause of human deaths in the world, fol-
lowing the cardiovascular disease. Lots of people directly died
from cancer per year [1]. Although several efforts have been
made in recent years, the mechanism of cancers has not been
fully uncovered, which makes difficulties in designing effec-
tive treatments. Genetic background and environmental fac-
tors are widely accepted to be major causes of cancers [2].
Investigation on the mechanism of cancers with related genes
is an essential way to understand the tumor initiation and
development.

Oncogene is an important type of cancer-related genes,
which can promote the tumor initiation. Thus, it is essential
to identify latent oncogenes as much as possible, promoting
the understanding of cancers. In early time, experimental
techniques performed on typical cell lines or animal models

are the main way for detecting oncogenes. However, this
way is time-consuming and with high cost. In recent years,
with the development of computer science, this procedure
can be improved aided by designing computational methods.
The computational methods can give a deep insight into a
large-scale data and learn hidden associations between can-
cers and genes, thereby making useful clues and providing
latent candidates. Experimenters can do targeted tests to con-
firm the results. Two pioneer studies have been proposed in
this regard recently. The first study proposed a network
method for inferring novel oncogenes based on validated
oncogenes reported in some online databases [3]. The
method applied the shortest path (SP) algorithm on a
protein-protein interaction (PPI) network to extract the
shortest paths connecting any two proteins of oncogenes.
Proteins lying on these paths were picked up and screened
by three measurements. 37 possible oncogenes were obtained
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by this method. The second study investigated oncogenes in a
quite different way [4]. It tried to uncover the functions,
including Gene Ontology (GO) terms and biological path-
ways, of oncogenes with machine learning algorithms. They
first extracted essential GOs and pathways that can indicate
the differences of oncogenes and other general genes and
made prediction with them. More than 800 genes were pre-
dicted to be novel oncogenes. All of the above two studies
proposed some putative oncogenes; some of which were
extensively discussed. However, the limitations also exit.
For the network method proposed in the first study [3], it
did not contain a learning procedure, indicated that it cannot
capture the essential features of oncogenes, inducing several
false positive oncogenes. Although the second method [4]
contained a learning procedure, it did not include the protein
association information. As proteins with strong associations
always share common functions, the protein association
information is powerful materials for discovering novel
oncogenes.

In view of the limitations of the above two studies, this
study proposed a new computational method. The protein
networks, derived from protein associations, were con-
structed, from which informative features were extracted to
represent genes. The classic machine learning algorithm, ran-
dom forest (RF) [5], was adopted to capture essential features
of oncogenes and build the model. The latent oncogenes were
ranked by a measurement yielded by the proposed method.
Top latent oncogenes were quite different from those
reported in previous two studies. We also analyzed some
top latent oncogenes to confirm their likelihood of being
oncogenes.

2. Materials and Methods

2.1. Materials. Validated oncogenes were directly down-
loaded from a previous study [3], which were collected from
HUGO Gene Nomenclature Committee (HGNC, https://
www.genenames.org/) [6] and Gene Set Enrichment Analysis
Molecular Signatures Database (GSEAMSigDB, https://www
.broadinstitute.org/gsea/msigdb/gene_families.jsp) [7, 8].
From HGNC, 251 oncogenes were collected and 330 onco-
genes were retrieved from GSEA MSigDB. 543 oncogenes
were obtained after combining above two sets of oncogenes.
Because we used protein-protein interaction (PPI) networks
to identify latent oncogenes, where proteins were represented
by Ensembl IDs, proteins encoded by these 543 oncogenes
were extracted and they were further mapped onto their
Ensembl IDs. After excluding Ensembl IDs that were not in
the PPI networks, we finally accessed 481 Ensembl IDs. With
these IDs, we designed a computational method to identify
new possible IDs. These new IDs suggested latent oncogenes.

2.2. Protein-Protein Interaction and Network Construction.
In recent years, it is quite popular to adopt networks for
investigating various diseases [3, 9–14]. Networks can orga-
nize data and information in a system level. It is beneficial
to study different problems in a more complete view. Thus,
we employed PPI networks to identify novel oncogenes in
present study.

In this study, we adopted the PPI data reported in
STRING (https://string-db.org/, Version 10.0) [15, 16], a
well-known public database collecting known and predicted
PPIs. Currently, 9,643,763 proteins from 2,031 organisms
comprise huge numbers of PPIs, which were collected from
a variety of sources, such as genomic background prediction,
high-throughput laboratory experiments, (conservative)
coexpression, automated textualization, and prior knowledge
in databases. Thus, each interaction contains the physical and
functional associations of two proteins and can widely mea-
sure the linkage between proteins. Compared with the PPIs
reported in other databases, such as DIP (Database of Inter-
action Proteins) database [17] and BioGRID [18] which only
include experimentally validated PPIs, PPIs in STRING con-
tain more information and are more helpful for building
models with a complete view. For human, 4,274,001 PPIs
are reported in STRING, covering 19,247 human proteins.
Each PPI consists of two proteins, encoded by Ensembl
IDs. Further, STRING evaluates the strength of each PPI
from eight different aspects and assigns eight scores to each
PPI, titled by “Neighborhood”, “Fusion”, “Cooccurrence”,
“Coexpression”, “Experiment”, “Database”, “Textmining”,
and “Combined_score”. The last score combines other seven
scores in a naive Bayesian fashion [16]. It was not adopted in
the present study because it may produce redundancy with
other seven scores. For each of the other scores, one PPI net-
work was constructed in the following manner. We took the
“Neighborhood” score as an example. First, 19,247 proteins
were picked up as nodes. Second, two nodes were adjacent
if and only if the “Neighborhood” score between correspond-
ing proteins was larger than zero. Finally, such “Neighbor-
hood” score was assigned to the corresponding edge as its
weight. Accordingly, seven PPI networks were constructed,
which were denoted by NN , NF , NCO, NCE, NE , ND, and
NT , respectively. The sizes (numbers of edges) of seven net-
works were quite different. NT had most edges (3816497),
followed by NE (1736931 edges), NCE (768962 edges), ND
(212430 edges), NN (76214 edges), NCO (23739 edges), and
NF (2060 edges).

2.3. Feature Engineering.Network is excellent to organize the
associations of the proteins, which can view a specific protein
in a system level. However, there is a gap between it and the
traditional machine learning algorithms because these algo-
rithms always need numerical vectors as input. Fortunately,
some network embedding algorithms, such as Mashup [19],
Node2vec [20], and Deepwalk [21], were proposed in recent
years, which can abstract relationship in the network and
output a feature vector for each node in the network. The
occurrence of these algorithms connects the network and
the traditional machine learning algorithm. Considering the
fact that seven networks were involved in this study, Mashup
[19] was adopted. It can tackle multiple networks, which is
the greatest merit compared with other network embedding
algorithms. Its brief descriptions were as follows.

The procedures of Mashup encoding each node consist of
two stages. In the first stage, it applies the random walk with
the restart (RWR) algorithm [22–26] on each network to
construct a raw feature vector for each node in this network.
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In detail, for a network Nj (j ∈ fN , F, CO, CE, E,D, Tg) con-
structed in Section 2.2, each node pi in this network was
picked up as the node seed of the RWR algorithm one by
one. When the RWR algorithm stopped, each node in this
network was assigned a probability, indicating its associa-
tions to the seed node. A raw feature vector of pi was built
by collecting all these probabilities, which was denoted by
Vi

j. Because some nodes can occur in multiple networks, sev-
eral feature vectors were generated for these nodes. It is nec-
essary to fuse them into one feature vector in a rigorous way.
On the other hand, a dimensionality reduction procedure is
also necessary due to the large dimension of the raw feature
vectors. All these are the purpose of the second stage of
Mashup. Let Xi be the final vector of protein pi and Wi

j be
a context feature vector of pi in the networkNj. It is clear that

Mashup tries to determine the optimal components in Xi and
Wi

j, which retain the essential information in Vi
j as much as

possible. Based on Xi andWi
j, a vector, denoted by ~V

i
j, can be

constructed. Its components were defined as follows:

~V
i
jk =

exp Xi� �TWk
j

� �

∑k′exp Xi� �TWk
j′

� � , k = 1, 2,⋯, n ð1Þ

where n is the total number of different nodes (proteins)
in seven networks. The following problem is to find out the

optimal components in Xi and Wi
j, which can generate ~V

i
j

approximating Vi
j as much as possible. An optimization

problem is set up to determine the optimal components,
which is formulated as below:

minimize
Xi ,Wi

j

1
n
〠
m

j=1
〠
n

i=1
DKL Vi

j
~V
i
j

���
� �

, ð2Þ

wherem stands for the total number of networks and DKLð•Þ
stands for the function of KL-divergence (relative entropy).

The present study used the Mashup program obtained
from http://cb.csail.mit.edu/cb/mashup/. The dimension of
the output vector is a main parameter of the Mashup. Several
dimensions, varying from 100 to 1000, were tried in this
study because we did not know which dimension was best.

2.4. Random Forest. The network embedding algorithm,
Mashup, connects the networks and traditional machine
learning algorithms. With the feature vectors extracted from
seven protein networks via Mashup, a specific machine learn-
ing algorithm can deeply study the characteristic of vectors of
oncogenes, thereby building a prediction model. This study
selected the classic machine learning algorithm, RF [5], due
to its wide applications in bioinformatics and medical infor-
matics [27–34].

RF is an ensemble classification algorithm, which consists
of several decision trees. Given a dataset with n samples and
m features, RF constructs each decision tree in the following
manner. Randomly selected n samples, with replacement,
from the original dataset. A decision tree is constructed based

on selected samples. When the tree is grown at a node, ran-
domly select m′ features, where m′ is much smaller than m
, and the optimal splitting way is determined based on these
m′ features. For an input sample, each decision tree first
makes its prediction. RF integrates these predictions by
majority voting. Although, decision tree is a weak classifier,
RF is deemed to be much strong and competitive compared
with other advanced classification algorithms [35].

In this study, a tool “RandomForest” in Weka [36] was
directly employed, which implements the above-mentioned
RF. Default parameters were used, where the number of deci-
sion trees was set to ten.

2.5. The Proposed Method for Inferring Latent Oncogenes.
Among the 19,247 proteins occurring in seven protein net-
works, 481 are encoded by validated oncogenes, whereas
the rest 18,766 proteins have not been labelled. It is clear that
some proteins may be encoded by latent oncogenes. The pro-
posed method can discover novel latent oncogenes with the
feature vectors obtained Section 2.3 and RF described in Sec-
tion 2.4.

For 18,766 unlabelled proteins, the proposed method
evaluated their likelihood of being oncogenes in the following
manner. For technique reasons, these 18,766 unlabelled pro-
teins were termed as negative samples, whereas 481 proteins
of oncogenes were deemed as positive samples. Evidently,
negative samples were much more than positive samples
(about 39 times). Thus, we randomly divided the negative
samples into 39 parts. Negative samples in each part were
combined with positive samples to construct a dataset,
thereby yielding 39 datasets. On each dataset, a prediction
model was built with RF as the classification algorithm.
Accordingly, 39 RF models were produced. For each unla-
belled protein p, it was fed into 38 RF models, except the
RF model containing it. Each model assigned a probability
to p, suggesting its likelihood to be an oncogene. The mean
of all its probabilities was finally calculated to fully measure
the likelihood of it being an oncogene. For an easy descrip-
tion, such mean value was called level value.

After all 18,766 unlabelled proteins had been evaluated
with the above procedures, we ranked them in a list with
the decreasing order of their level values. Evidently, those
with high level values were more likely to be oncogenes.

The entire procedures of the method are illustrated in
Figure 1.

2.6. Performance Evaluation. To evaluate the utility of the
proposed method, a procedure similar to the jackknife test
[37–39] was adopted. Each of 481 proteins encoded by onco-
genes was singled out one by one as unlabelled proteins. For a
specific singled out protein, we want to know whether the
rest 480 proteins of oncogenes can identify it. According to
the procedures of the abovementioned method, 18,767 unla-
belled proteins (one singled out protein and 18,766 actual
unlabelled proteins) were also randomly divided into 39
parts. Each part and the positive sample set were combined
to generate a dataset, thereby producing 39 datasets. Then,
the same procedures of the methods followed to yield the
level value of the singled out protein. After all proteins
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encoded by oncogenes had been tested, they were all assigned
a level value. A protein list was created by ranking all 19,247
proteins, including proteins of oncogenes and unlabelled
proteins, with the decreasing order of their level values. Some
measurements can be calculated to evaluate such list, thereby
indicating the utility of the method.

Given a protein list, which sorted proteins with decreas-
ing order of their level values, whether a protein was pre-
dicted to be an oncogene (positive sample) was determined
after a threshold of level value was set; that is, proteins with
level values larger than the threshold were predicted to be
oncogenes (positive samples); otherwise, they were predicted
to be nononcogenes (negative samples). Accordingly, four
values, true positive (TP), false negative (FN), false positive
(FP) and true negative (TN), can be counted. Then, the sen-
sitivity (SN) (same as recall), specificity (SP), and precision
can be computed by

SN recallð Þ = TP
TP + FN

,

SP =
TN

TN + FP
,

Precision =
TP

TP + FP
:

ð3Þ

After setting several thresholds, we can obtain a number
of SNs, SPs, and precisions. A receiver operating characteris-
tic (ROC) [40] curve and a precision-recall (PR) curve were
plotted, where the ROC curve sets SN as y-axis and 1-SP as
x-axis, whereas PR curve adopts precision as y-axis and recall
as x-axis. Furthermore, the area under each of above two

curves can be calculated, which were called AUROC and
AUPRC, respectively, in this study. Evidently, the higher
the area was, the better the method was.

3. Results and Discussion

3.1. Performance of the Method with Different Dimensions. In
this study, we used features derived from seven protein net-
works. Several dimensions were tried to select the best one.
For each dimension, the proposed method was evaluated in
the way described in Section 2.6. A ROC curve and a PR
curve was plotted, as shown in Figure 2. From Figure 2(a),
the method with dimension 300 yielded the highest AUROC
of 0.8845, whereas the method with dimension 600 gave the
highest AUPRC of 0.4676 from Figure 2(b). In general, the
PR curve is a more accurate measurement than the ROC
curve if the dataset is greatly imbalanced. In our study, the
negative samples were about 39 times as many as positive
samples. Thus, we selected the method with dimension 600
as the proposed method. To further elaborate that this selec-
tion is reasonable, we calculated the average of AUROC and
AUPRC for each dimension and plotted a scatter diagram to
show these averages, as illustrated in Figure 3. Evidently, the
dimension 600 gave the highest average of 0.6680, supporting
the above selection. The trend of average on dimension
shown in Figure 3 proved the reliability of the results. Before
600, the average showed an increasing trend, while it gener-
ally descended after 600. It is reasonable because when the
dimension was small, several essential information cannot
be included, where the dimension was large, lots of noisy
was included. All these results supported the method that
with dimension 600 was the best choice because it can
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Figure 1: Flow chart to show the procedures of the method for inferring latent oncogenes. Seven protein-protein interaction (PPI) networks
are constructed using the PPI information reported in STRING, from which feature vectors of oncogenes and unlabelled genes are extracted
via Mashup. Unlabelled genes are divided into 39 parts; each of which combines the oncogenes to comprise a dataset. Each dataset induces a
random forest (RF) model. A level value is computed for each unlabelled gene, which is the average of the probabilities yielded by 38 RF
models. Unlabelled genes are ranked by the decreasing order of their level values. The same procedures are done for each oncogene,
thereby ranking oncogenes. Finally, all genes are sorted in a list and ROC and PR curves are plotted to evaluate the performance of the
method.
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recover actual oncogenes (positive samples) as much as pos-
sible. The unlabelled proteins predicted to be positive sam-
ples by this method were more reliable.

3.2. Inferred Oncogenes Obtained by the Proposed Method. As
mentioned in Section 3.1, we selected the method with
dimension 600 as the proposed method. For each unlabelled
protein, it was assigned a level value by the method to indi-
cate its likelihood of being oncogenes. The level values of all
18,766 unlabelled proteins are provided in Supplementary
Material S1. Figure 4 shows the distribution of all level values.

It can be observed that one unlabelled protein was assigned
the level value larger than 0.9, seven proteins were with level
values between 0.8 and 0.9. These proteins are more likely to
be encoded by latent oncogenes. On the other hand, majority
proteins (about 96.39%) received the level values smaller
than 0.6.

3.3. Comparison of Previous Studies. Two previous computa-
tional methods have been proposed for identifying possible
oncogenes. The one method adopted SP algorithm to search
novel oncogenes in a PPI network; thus, this method was
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Figure 2: ROC and PR curves to show the performance of the method with different dimensions varying from 100 to 1000. (a) ROC curves,
the dimension 300 yields the highest AUROC of 0.8845; (b) PR curves, the dimension 600 yields the highest AUPRC of 0.4676.
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called the SP-based method. The other method investigated
oncogenes from the point view of their functions; it was
termed as function-based method in this study. These previ-
ous methods all yielded some latent oncogenes. A compari-
son was performed in this section.

As our method only ranks the candidates with their level
values, we set some thresholds to select inferred genes to
make comparisons. The thresholds included 0.8, 0.7, and
0.6, yielding eight, 67 and 677 inferred oncogenes, respec-
tively. The intersection of these inferred oncogene sets and
two oncogene sets yielded by previous methods is illustrated
in Figure 5. When the threshold was set to 0.8, only one gene
(HOXA10) was also identified by the SP-based method. 25
inferred oncogenes were shared by either SP- or function-
based methods when the threshold was 0.7, where two genes
(HOXA10, AR) were inferred by all three methods. For the
threshold 0.6, this number was 246, where eight genes
(HOXA10, AR, ESR1, NOTCH3, PTPN6, MYO5A,
KIAA0100, and MAP2K1) were shared by all methods. The

exclusive oncogenes yielded by the proposed method occu-
pied 87.5% when 0.8 was set as the threshold. Such percent
was 62.69% and 63.66% for the thresholds 0.7 and 0.6,
respectively. These results indicate that majority top inferred
oncogenes of our method were not discovered by previous
methods, indicating that our method can discover novel
latent oncogenes that cannot be identified by previous
methods.

3.4. Analysis of Top Inferred Oncogenes. In this study, some
latent oncogenes were inferred by the proposed computa-
tional method. Each gene was assigned a level value to indi-
cate its likelihood of being oncogenes. Table 1 lists the top
fifteen inferred oncogenes. This section selected four of them
for detailed analysis.

3.4.1. RAB31. Such gene is the top identification with level
value 0.9105. RAB31 (Ras-related protein in brain 31), a
member of the RAB family, encodes a protein belonging to
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the Ras superfamily of small GTPases. Because it was a signif-
icant homology with RAB22 (71% sequence identity), RAB31
was also named RAB22b. Similar to other members of the
RAB family, it functions as molecular switches and plays crit-
ical roles in cell adhesion molecules and membrane traffick-
ing of growth factor receptors [41]. Therefore, it is also
conceivable that RAB31-mediated dysregulation in endocy-
tosis or recirculation may result in failure to control cell pro-
liferation, adhesion, and migration. As expected, its
promotive effect on tumor progression has been reported in
several types of cancers [42]. In breast cancer, it was con-
firmed to be overexpressed in patients with estrogen receptor
(ER) positive breast cancer [43]. It is reported that high
expression of RAB31 mRNA has a significant correlation
with the poor prognosis of lymph node-negative breast can-
cer patients [44]. Further in vivo and in vitro experiments
confirmed that the overexpression of RAB31 promoted cell
proliferation of breast cancer cells [45]. Immunohistochemi-
cal staining revealed that the expression of RAB31 in liver
cancer tissue was significantly higher than that in adjacent
liver tissue. Overexpression of RAB31 in liver cancer tissue
after hepatectomy is considered to be related to a poor prog-
nosis [46]. In addition, it was found that RAB31 is associated
with the survival of glioblastoma [47]. A recent study also
confirmed that overexpression of RAB31 in gastric cancer tis-
sues was significantly related to specific clinicopathological
features and shorter survival time, strongly suggesting that
RAB31 can be a new oncogene for gastric cancer [48].

3.4.2. ACSL5. This gene received the level value of 0.8184. It
encodes a specific transcription factor of the long-chain
acyl-CoA synthetase (ACSL) family. In fatty acid metabo-
lism, the first and essential step is the activation of fatty acids.
ACSLs, responsible for activation of the most abundant long-
chain fatty acids (12-20 carbons) in the diet into acyl-CoA
thioesters, are generally deregulated in cancer. Such deregu-
lation is also related to poor survival in patients with cancer
[49]. The role of ACSL5 in cancer is quite complex. ACSL5
was reported to be downregulated in colorectal carcinomas
[50, 51], breast cancer [52, 53], bladder cancer [53], and pan-
creas cancer [54]. Furthermore, ACSL5 lower regulation pre-
dicted a worse prognosis in breast cancer [52]. However,
opposing results were also reported in studies on glioma
[55] and gastric cancer [56], where ACSL5 was upregulated.

In addition, fibroblast growth factor receptor 2 (FGFR2)
-ACSL5 chimera RNA caused clinical gastric cancer cells to
be resistant to the treatment with FGFR inhibitors [57]. Evi-
dences showed that high levels of ACSL5, as a potential
downstream target of the transcription factor ONECUT2
(OC2), together with OC2, may cooperatively promote intes-
tinal metaplasia and gastric cancer progression [56]. These
contradicting results indicated that the roles of ACSL5 were
different among the different cancer types. Lastly, exon 20
skipped variant of ACSL5 protein (splice, Spl) was identified.
Results showed that the growth inhibitory effect produced by
the Spl protein was opposed to the growth-promoting activ-
ity of the nonsplice (NSpl) isoform [58]. Therefore, due to
both isoforms, ACSL5 may act either as a tumor suppressor
gene or an oncogene.

3.4.3. WNT7B. This gene was assigned a level value of 0.8053.
WNT7B is an extracelluar matrix protein of Wnt family pro-
tein [59]. The Wnt (Wingless-INT) was derived from the
wingless gene related to visual mutations in Drosophila and
the Int1 gene related to mouse breast cancer. Wnt signaling
is a well-conserved pathway via canonical (β-catenin) and
noncanonical (planar cell polarity and calcium) signaling
[60]. WNT7B, as an activator of canonical Wnt/β-catenin
signaling [61], plays a critical role in normal development
and tumorigenesis [62]. Because Wnt protein was first iso-
lated frommouse breast cancer, the role of WNT7B on breast
cancer has also been increasingly reported. Huguet et al. [63]
explored differential expression of human Wnt Genes 2, 3, 4,
and 7B in human breast cell lines and normal and disease
states of human breast tissue. They further found that in
10% of tumors WNT7B expression was 30-fold higher than
in normal or benign breast tissues. In addition to confirming
results consistent with them, Ojalvo et al. [64] and Chen et al.
[65] further validated that WNT7B expression makes con-
nections with markers of poor prognosis. Yeo et al. [59] built
a Csf1r-icre mouse model using a WNT7B deletion, which
also illustrated a critical role of myeloid WNT7B in breast
cancer progression, including the levels of angiogenesis, inva-
sion, and metastasis. In addition to breast cancer, abnormal
expression of the WNT7b leads to the pathogenesis of many
other cancers. Arensman et al. [66] confirmed that WNT7B
expression was increased with high activity levels of auto-
crine Wnt/β-catenin signaling in pancreatic
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adenocarcinoma. Zheng et al. [67] found that expression of
WNT7B is essential for the growth of prostate cancer cells
and this effect is enhanced under androgen-deprived condi-
tions. Their further analyses revealed that WNT7B pro-
motes androgen-independent growth of CRPC cells likely
via the activation of protein kinase C isozymes. Their
results further showed that prostate cancer-produced
WNT7B maked osteoblast differentiation in vitro and
in vivo. As for osteosarcoma (OS) [68], WNT7B expres-
sion is dramatically upregulated in OS tissue samples and
cells, especially in metastatic OS cell lines. Liu et al. [68]
also found that WNT7B silence within OS cells remark-
ably inhibited the viability and invasion and enhanced
the apoptosis of OS cells, suggesting that knocking down
WNT7B could inhibit the OS cell growth. Therefore, we
presume that WNT7B may function as an oncogene in
carcinoma tissue types.

3.4.4. FLT1. This gene was assigned a level value of 0.7763.
Fms-related tyrosine kinase 1 (FLT1, also known as
VEGFR-1) is a gene that encodes for a member of the
VEGFR family, which presents a critical point in angiogene-
sis and subsequent cancer progression [69]. The expression
of FLT1 is not limited to vascular endothelial cells. It is also
found in cells of the hematopoietic lineage (i.e., monocytes
and macrophages), dendritic cells, osteoclasts, pericytes, liver
cells, placental trophoblasts [70], and smooth muscle cells
[71], where it has a regulatory function. Therefore, with
respect to carcinogenesis, the role of FLT1may be more com-
plex [72]. Recent reports also indicate that FLT1 is directly
expressed on tumor cells from breast, colon, and skin origin.
It is an important oncogenic driver in above cells, boosting
survival, cell proliferation, and invasion in an independent
manner [73–76]. In head and neck squamous cell carcinoma
(HNSSC), FLT1 was selectively overexpressed in tumor tis-
sue. FLT1 was further identified as an important oncogenic
driver of HNSCC survival and resistance to radiotherapy

with a shRNAmir-based dropout screening setup [72]. Qian
et al. [77] found that FLT1 labels a subset of macrophages
in human breast cancers which are significantly enriched in
metastatic sites. Furthermore, using several genetic models,
they elaborated that macrophage FLT1 is important for
tumor cell seeding and persistent growth during the distal
metastasis. Jiang et al. [78] identified that FLT1 promotes
invasion and migration of glioblastoma cells through the
modulation of sonic hedgehog (SHH) signaling pathway. A
further study has indicated that FLT1 knockdown can pre-
vent the spread of glioblastoma cells in vivo. FLT1 may be a
novel oncogene, and therefore, inhibition of FLT1 may serve
as a potential target for the development of therapies against
metastatic events.

4. Conclusions

This study proposed a computational method for the identi-
fication of latent oncogenes. From seven protein networks,
informative features of proteins were extracted via a powerful
network embedding algorithm. Obtained features were
learned by random forest, thereby setting up the prediction
model. The principle of our method was quite different from
previous methods and provided some novel latent onco-
genes. Some inferred genes can be confirmed to be novel
oncogenes, suggesting that the newly identified oncogenes
can be essential supplements for previous studies. It is hoped
that the new findings reported in this study can promote the
research process of cancers.

Data Availability

The validated oncogenes were collected from HUGO Gene
Nomenclature Committee and Gene Set Enrichment Analy-
sis Molecular Signatures Database.

Table 1: Top fifteen inferred oncogenes.

Rank Ensembl ID Gene symbol Description Level value

1 ENSP00000304565 RAB31 RAB31, member RAS oncogene family 0.9105

2 ENSP00000421799 ENSG00000257184 — 0.8868

3 ENSP00000469872 RAB4B-EGLN2 RAB4B-EGLN2 Readthrough (NMD candidate) 0.8500

4 ENSP00000283921 HOXA10 Homeobox A10 0.8289

5 ENSP00000385586 HOXD12 Homeobox D12 0.8184

6 ENSP00000348429 ACSL5 Acyl-CoA synthetase long chain family member 5 0.8184

7 ENSP00000256953 RERG RAS-like estrogen regulated growth inhibitor 0.8105

8 ENSP00000341032 WNT7B Wnt family member 7B 0.8053

9 ENSP00000321805 RIT2 Ras like without CAAX 2 0.7763

10 ENSP00000285735 RHOC Ras homolog family member C 0.7763

11 ENSP00000282397 FLT1 Fms related receptor tyrosine kinase 1 0.7763

12 ENSP00000264711 DNAJC27 DnaJ heat shock protein family (Hsp40) member C27 0.7737

13 ENSP00000339787 ACSL4 Acyl-CoA synthetase long chain family member 4 0.7737

14 ENSP00000357306 RIT1 Ras like without CAAX 1 0.7684

15 ENSP00000301068 RHEBL1 RHEB like 1 0.7684
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Objective. To probe into the role of miR-92a in alleviating oxidative stress and apoptosis of alveolar epithelial cell (AEC) injury
induced by lipopolysaccharide (LPS) exposure through the Toll-like receptor (TLR) 2/activator protein-1 (AP-1) pathway.
Methods. Acute lung injury (ALI) rat model and ALI alveolar epithelial cell model were constructed to inhibit the expression of
miR-92a/TLR2/AP-1 in rat and alveolar epithelial cells (AECs), to detect the changes of oxidative stress, inflammatory response,
and cell apoptosis in rat lung tissues and AECs, and to measure the changes of wet-dry weight (W/D) ratio in rat lung tissues.
Results. Both inhibition of miR-92a expression and knockout of TLR2 and AP-1 gene could reduce LPS-induced rat ALI,
alleviate pulmonary edema, inhibit oxidative stress and inflammatory response, and reduce apoptosis of lung tissue cells. In
addition, the TLR2 and AP-1 levels in the lung tissues of ALI rats were noticed to be suppressed when inhibiting the expression
of miR-92a, and the AP-1 level was also decreased after the knockout of TLR2 gene. Further, we verified this relationship in
AECs and found that inhibition of miR-92a/TLR2/AP-1 also alleviated LPS-induced AEC injury, reduced cell apoptosis, and
inhibited oxidative stress and inflammatory response. What is more, like that in rat lung tissue, the phenomenon also existed in
AECs, that is, when the expression of miR-92a was inhibited, the expression of TLR2 and AP-1 was inhibited, and silencing
TLR2 can reduce the expression level of AP-1. Conclusion. MiR-92a/TLR2/AP-1 is highly expressed in ALI, and its inhibition
can improve oxidative stress and inflammatory response and reduce apoptosis of AECs.

1. Introduction

Acute lung injury (ALI) is an acute respiratory distress syn-
drome (ARDS) with clinical characteristics of acute hypoxic
respiratory failure and bilateral pulmonary infiltration
caused by multiple factors in and out of the lung. Due to
the lack of specific treatment, the mortality rate can reach
up to 40% [1–3]. Alveolar epithelial cells (AECs), as the main
sites for gas exchange, are also one of the main components
of respiratory barrier [4]. During ALI, AECs are always
found damaged more, the generation of surfactant reduced,
lung compliance decreased, and gas exchange blocked [5, 6].

Short noncoding RNA (miRNAs) are a class of small
RNA with a length of about 18-25 nucleotides. By binding
to messenger RNA (3′-UTR) and inducing RNA silencing

or degradation through miRNA-induced silencing com-
plexes, they negatively regulate protein-coding genes’ expres-
sion and participate in the regulation of various cellular
processes, including inflammatory responses [7, 8]. In recent
years, multiple literature has reported that miRNAs have a
part to play in ALI as markers of acute lung injury and diffuse
alveolar injury [9]. A case is that in the study of Song et al.
[10], miR-34a could target FoxO3 to inhibit autophagy of
alveolar type II epithelial cells in ALI and reduce the damage
of lipopolysaccharides (LPS)-induced ALI. MiR-92a has also
been found to act on development of inflammatory responses
in ALI rats, and its inhibition can reduce the secretion of pro-
inflammatory factors and improve inflammatory responses
[11]. MiRNAs are important regulators of Toll-like receptor
(TLR) signaling, among which TLR2 has been reported as
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one of the targets of miR-92a, which can alleviate liver fibro-
sis caused by Schistosoma japonicum [12]. In addition, Lai
et al. [13] demonstrated that TLR-mediated decrease in
miR-92a expression can promote the production of inflam-
matory cytokines in TLR-induced macrophages. What is
more, Fei et al. [14] revealed that in ALI, glycyrrhizic acid
can block the TLR-2 signal cascade to inhibit the inflamma-
tory response induced by ischemia-reperfusion lung injury.
Activator Protein-1 (AP-1) is an upstream regulator of
interleukin-4 (IL-4), which also participates in the ALI pro-
cess. Khan et al. [15] showed that Anomalin could inhibit
AP-1 to relieve mechanical pain and inhibit leukocyte infil-
tration in ALI rats. And AP-1 is regulated by TLR2 [16, 17].

Based on preceding research, we hypothesized whether
there is a signaling axis such as miR-92a/TLR2/AP-1 that is
effective in the occurrence and progression of ALI. Hence,
in this study, we analyzed the effect of miR-92a/TLR2/AP-1
on ALI AECs.

2. Materials and Methods

2.1. Rat Source. A total of 100 healthy Sprague-Dawley rats,
aged 10 weeks and weighed 250-300 g, were obtained from
the Experimental Animal Center of Harbin Medical Univer-
sity. The rats were kept at room temperature of 20-25°C, rel-
ative humidity of 40%-70%, normal 12 h circadian rhythm,
and they were free to eat and drink. All animal experiments
in present study were approved by the Animal Care and
Use Committee of our hospital and followed the guidelines
of the Council for International Organizations of Medical
Sciences (CIOMS).

2.2. ALI Rat Model Construction and Observation Index. All
the rats were grouped into a control group (CG), a model
group (MG), a miR-92a inhibitor group, a TLR2(-) group,
and an AP-1(-) group at random, with 20 in each group.
TLR2 and AP-1 gene knockout were performed on the rats
of TLR2(-) group and AP-1 group by Sigma company, while
the CG was left untreated. TheMG, miR-92a inhibitor group,
TLR2(-) group, and AP-1(-) group were intratracheally
infused with 5mg/kg LPS. Meanwhile, miR-92a inhibitor
group was injected via tail vein with a concentration of
100mg/kg pretreated with liposome 2000 miR-92a inhibitor
carrier, and miR-92a inhibitor vector was designed and syn-
thesized by Sigma Company. Twenty-four hours later, pento-
barbital sodium (45mg/kg, Sigma) was intraperitoneally
injected into the rats to anaesthetize and kill according to
the guidelines for the Care and Use of Laboratory Animals,
and the lung tissues were isolated. Then, the W/D ratio, apo-
ptosis rate, oxidative stress, and inflammatory factors in the
lung tissues of rats in the five groups were detected.

2.3. Detection Methods. W/D Ratio. After removing both
lungs from the bronchi of free rats, the left lung was taken
as the object of examination. The fresh lung tissue was
weighed and baked to constant weight in an oven at 80°C.
The W/D ratio = dry weight/wet weight.

Apoptosis Rate. Half of the right lung tissue was cut into
pieces and centrifuged at 300 × g for 1min at 4°C in a filter

centrifuge tube with a diameter of 35μm. After removing
the supernatant, phosphate buffer solution was added to
resuspend the precipitated cells, and the cell concentration
was adjusted to 1 × 106 ml. Then, AnnexinV-FITC and PI
were added successively to incubate in the dark at room
temperature for 5min, followed by the detection con-
ducted by FACSCalibur flow cytometry (BD Biosciences,
CA, USA). The experiment was repeated 3 times to take
the average. The Annexin V-FITC/PI apoptosis detection
kit was purchased from Invitrogen, USA, under the article
number V35113.

Detection of Oxidative Stress and Inflammatory
Response Levels. The remaining half of the right lung tissue
was placed in a glass homogenate tube, and the tissue was
ground into a pulp. The levels of tumor necrosis factor α
(TNF-α), interleukin-6 (IL-6), interleukin-10 (IL-10), malon-
dialdehyde (MDA), and superoxide dismutase (SOD) in lung
tissues were detected by ELISA with reference to the kit
instructions. The MDA, TNF-α, IL-6, and IL-10 ELISA kits
were purchased from Guduo Biotechnology Co., Ltd.,
Shanghai, China, with the article numbers of GD-BN1921,
GD-DS1716, GD-DS1726, and GD-DS1731, respectively,
and SOD ELISA kit was obtained from Jingkang Bioengi-
neering Co., Ltd., Shanghai, China, with the article number
of JLC2390.

2.4. Cell Experiment. AECs A549, numbered ATCC ®CCL-
185 cells, were acquired from American Type Culture Col-
lection (ATCC). The cells were culture in the medium
consisting of FMUI 12K medium (ATCC, 30-2004) +10%
fetal bovine serum (ATCC, 30-2020) under 95% air and
5% carbon dioxide (CO2), at a temperature of 37°C.

2.5. Cell Grouping and Treatment. Cells were divided into 5
groups, namely the blank group (BG), LPS group, inhibitor
group, si-TLR2 group, and si-AP-1 group. Concerning the
treatment of cells in each group, those in the BG were left
untreated, while those in the inhibitor group were transfected
with miR-92a inhibitor vector, those in the si-TLR2 group
were transfected with si-TLR2 vector, and those in the
si-AP-1 group were transfected with si-AP-1 vector. The
si-TLR2 and si-AP-1 vectors were designed and synthe-
sized by Sigma, and the corresponding vectors were trans-
fected by means of Lipofectamine 2000 kit (Thermo Fisher
China). In addition to the BG, the other 4 groups of cells
were supplemented with 1 g/ml of LPS. After 24 hours of
culture, the apoptosis rate and changes in oxidative stress
indicators in the cells were detected, with the same detec-
tion method as above.

2.6. qRT-PCR. Trizol kit (Invitrogen) was applied to separate
the Total RNA from tissues/cells. The EasyScript One-Step
RT-PCR SuperMix kit was acquired from Transgen Biotech-
nology, Co., Ltd, Beijing, China, and the specific detection
steps were referred to the kit instructions. RNA Template:
1μg, Forward GSP (10μM): 0.4μL, Reverse GSP (10μM):
0.4μL, 2∗One-Step Reaction Mix: 10μL, EasyScript One-
Step Enzyme Mix: 0.4μL, and RNase-free Water was added
to complete the reaction volume of 20μL. The reaction
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conditions were 40°C for 30min, 94°C for 5min, 94°C for 30s,
60°C for 30s, 72°C for 2 kb/min, and 72°C for 10min, totaling
40 cycles. Three replicate wells were set up in the experiment,
and U6 was used as the internal reference for the reaction.
The results were analyzed by 2-△Ct method.

2.7. Western Blot. The protein in the cells/tissues was
extracted by repeated freeze-thaw method, and the protein
concentration was determined with the aid of BCA. Next,
the protein was made to 4μg/μL, electrophoretically sepa-
rated by 12% SDS-PAGE before it was processed under the
initial voltage of 90V, and then an increased voltage of
120V to shift the sample to the suitable site on the separation
gel. Upon the completion of electrophoresis, the membrane
was transferred, with 100V constant pressure for 100min
and sealed for 60min at 37°C. Then, the membrane was
placed in 5% skim milk for sealing before immune reaction.
The membrane was subsequently cultivated overnight at
4°C after adding with primary antibody (1 : 1000), followed
by warm washing with PBS three times the next day, 5min
each, and then incubated with secondary antibody (1 : 1000)
at room temperature for 1 hour. After that, ECL luminescent
reagent was developed and fixed. Quantity One software was
employed for statistical analysis of the bands after film scan-
ning, and the protein’s relative expression level was equal to
the gray value of the bands/the grays value of the internal
parameters. BCA protein kit, trypsin, and ECL lumines-
cence kit were all acquired from Thermo Scientific™, with
the corresponding article number of 23250, 35055, and
90058. Rabbit anti-TLR2 monoclonal antibody, rabbit
anti-AP-1 polyclonal antibody, rabbit anti-bax, goat anti-
rabbit IgG secondary antibody, and bcl-2 monoclonal anti-
body were obtained from Abcam, USA, under the article
numbers of ab209217, ab21981, ab32503, ab185002, and
ab6721, respectively.

2.8. Statistical Analysis. SPSS19.0, which was purchase from
Chicago, IL, USA, was employed for statistical analysis of
the collected data. The measurement data was described in
the form ofmean ± SD. The comparison between two groups
was conducted using Student’s t-test, while that among mul-
tiple groups was carried out by one-way ANOVA. LSD test
was adopted for post hoc test. Two-tailed P < 0:05 was con-
sidered statistically significant. Graph-Pad Prism 8.0 (La
Jolla, CA) was responsible for picture drawing.

3. Results

3.1. Effects of miR-92a/TLR2/AP-1 on ALI Rats

3.1.1. Analysis of miR-92a/TLR2/AP-1 Level in 5 Groups of
Rats. After LPS stimulation, the level of miR-92a/TLR2/AP-
1 in the lung tissues in the MG was noticeably higher than
that in the CG (P < 0:05). When compared with the MG,
the miR-92a in the lung tissue in the miR-92a inhibitor group
was decreased (P < 0:05), the TLR2 in the TLR2(-) group was
declined (P<0.05), and the AP-1 in the AP-1(-) group was
reduced (P < 0:05). Moreover, it was found that after inhibit-
ing the expression of miR-92a, the expression levels of TLR2
and AP-1 in the lung tissues of the miR-92a inhibitor group

were also lower than those of the MG (P < 0:05), and the
AP-1 in the TLR2(-) group also went down while inhibiting
the expression of TLR2 (P < 0:05) (Figure 1).

3.1.2. Changes of W/D Ratio in ALI Rats’ Lung Tissues. Com-
pared to the CG, the W/D ratio of lung tissues in the MG
increased remarkably after LPS stimulation, but decreased in
the miR-92a inhibitor group, TLR2(-) group, and AP-1(-)
group after inhibiting the expression of miR-92a/TLR2/AP-
1. The W/D ratio of lung tissues differed little among miR-
92a inhibitor group, TLR2(-) group, and AP-1(-) group
(P > 0:05) (Figure 2).

3.1.3. Changes of Apoptosis Level in ALI Rats’ Lung Tissues.
Compared with the CG, LPS stimulation markedly elevated
the apoptosis rate and bax and bcl-2 levels in the MG
(P < 0:05), while inhibition of miR-92a/TLR2/AP-1 expres-
sion resulted in decreased apoptosis rate and bax levels, and
increased bcl-2 levels in the miR-92a inhibitor group,
TLR2(-) group, and AP-1(-) group than the MG (P < 0:05).
The level of apoptosis in the lung tissues did not identify any
significant difference among the miR-92a inhibitor group,
TLR2(-) group, and AP-1(-) group (P > 0:05) (Figure 3).

3.1.4. Changes of Oxidative Stress Levels in ALI Rats’ Lung
Tissues. For the purpose of evaluating the effect of miR-
92a/TLR2/AP-1 on oxidative stress levels in ALI rats’ lung
tissues, we observed the changes of oxidative stress in the
lung tissues of ALI rats. It turned out that after LPS stimula-
tion, the oxidative stress levels in the lung tissues of rats in the
MG rose dramatically, SOD level dropped (P < 0:05), and
MDA level boosted (P < 0:05). However, after inhibiting the
expression of miR-92a/TLR2/AP-1, the levels of oxidative
stress in ALI rats’ lung tissues decreased, the SOD level ele-
vated (P < 0:05), and the MDA level declined (P < 0:05). In
particular, the inhibitory effect of miR-92a on oxidative stress
was the most obvious. Among the three groups of miR-92a
inhibitor group, TLR2(-) group and AP-1(-) group, the level
of SOD in the lung tissues of miR-92a inhibitor group was
the highest (P < 0:05) (Figure 4).

3.1.5. Changes of Inflammatory Response Levels in ALI Rats’
Lung Tissues. Further, we assessed the effect of miR-
92a/TLR2/AP-1 on inflammatory response levels in ALI rats’
lung tissues. The levels of TNF-α, IL-6, and IL-10 in the lung
tissues of the MG were obviously increased (P < 0:05). Inhi-
bition of miR-92a/TLR2/AP-1 brought lowered TNF-α and
IL-6 levels (P < 0:05), elevated IL-10 level (P < 0:05), and
suppressed inflammatory response in ALI rats, and miR-
92a showed the strongest anti-inflammatory effect. The
TNF-α and IL-6 in the lung tissues in the miR-92a inhibitor
group were lower than those in the TLR2(-) group and the
AP-1(-) group, with a higher IL-10 (P < 0:05) (Figure 5).

3.2. Effects of miR-92a/TLR2/AP-1 on LPS Exposed AECs

3.2.1. Results of miR-92a/TLR2/AP-1 Transfection in AECs.
After 48h of transfection, miR-92a, TLR2, and AP-1 levels
in cells of inhibitor group, si-TLR2 group, and si-AP-1 group
all showed corresponding decreases (P < 0:05). In addition,
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compared with the LPS group, the TLR2 and AP-1 levels in
cells of the inhibitor group were remarkably decreased after
downregulating miR-92a (P < 0:05), while the expression
level of AP-1 was also reduced after downregulating the
expression of TLR2 (P < 0:05) (Figure 6).

3.3. Effects of miR-92a/TLR2/AP-1 on Apoptosis Level of LPS
Exposed AECs. After exposure to LPS, the apoptosis level of
AECs increased dramatically, and the apoptosis rate and
bax and bcl-2 levels in the LPS group were higher than those
in the BG (P < 0:05). While inhibited miR-92a/TLR2/AP-1
led to decreased apoptosis level of AECs, and the apoptosis
rate and bax and bcl-2 levels in the inhibitor group, si-
TLR2 group, and si-AP-1 group were lower than those in
LPS group, and the bcl-2 level increased (P < 0:05) (Figure 7).

3.4. Effects of miR-92a/TLR2/AP-1 on Oxidative Stress Levels
of LPS Exposed AECs. After LPS stimulation, SOD level in
AECs declined (P < 0:05), MDA level boosted (P < 0:05),
and oxidative stress level enhanced. While inhibited miR-
92a/TLR2/AP-1 reduced the oxidative stress stimulation of
LPS on AECs, increased SOD, and decreased MDA
(P < 0:05). (Figure 8)

3.5. Effects of miR-92a/TLR2/AP-1 on Inflammatory Response
Levels of LPS Exposed AECs. The level of inflammatory
response of AECs in the LPS group was higher than the
BG. After being stimulated by LPS, TNF-α, IL-6, and IL-10
levels increased noticeably (P < 0:05). While after the inhibi-
tion of miR-92a/TLR2/AP-1 in cells, the inflammatory
response inhibited, TNF-α and IL-6 decreased, and IL-10
increased (P < 0:05) (Figure 9).

4. Discussion

ALI is a refractory respiratory dysfunction disease whose
pathogenesis is not yet fully understood, so specific preven-
tion and treatment approaches have been lacking, leading
to a high mortality rate globally [18]. MiRNAs exert marked
effects on cell development, genomic imprinting, and regula-
tion of cell functions [19]. With the exception of Fu et al.
[11], little research in recent years has reported the part
miR-92a plays in ALI. The present study once again verified
the effect of miR-92a on ALI rats and further analyzed
miR-92a’s effects on the survival of AECs exposed to LPS.
It was found that miR-92a attenuated the oxidative stress
response and apoptosis of LPS-induced AECs through
TLR2/AP-1 signaling axis.

In this study, we revealed that both inhibition of miR-92a
expression and knockout of TLR2 and AP-1 genes could
reduce LPS-induced rat ALI, alleviate pulmonary edema,
inhibit oxidative stress and inflammatory response, and
reduce apoptosis of lung tissue cells. In addition, it was
noticed that in ALI rats’ lung tissues, TLR2 and AP-1 were
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Figure 1: Analysis of miR-92a/TLR2/AP-1 level in 5 groups of rats. (a) Changes in miR-92a expression level in rat lung tissues. (b) Changes in
TLR2 expression level in rat lung tissues. (c) Changes in AP-1 expression level in rat lung tissues. ∗ indicates P < 0:05 compared with the CG,
# indicates P < 0:05 compared with the MG, & indicates P < 0:05 compared with the miR-92a inhibitor group, and $ indicates P < 0:05
compared with the TLR2(-) group.
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Figure 3: Changes of apoptosis level in lung tissues of ALI rats. (a) Results of apoptosis detection in rat lung tissues. (b) Changes in bax
expression level in rat lung tissues. (c) Changes in bcl-2 expression level in rat lung tissues. ∗ indicates P < 0:05 compared with the CG,
and # indicates P < 0:05 compared with the MG.
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Figure 4: Analysis of oxidative stress levels in lung tissues of rats in 5 groups. (a) Changes in SOD expression level in rat lung tissues. (b)
Changes in MDA expression level in rat lung tissues. ∗ indicates P < 0:05 compared with the CG, # indicates P < 0:05 compared with the
MG, & indicates P < 0:05 compared with the miR-92a inhibitor group, and $ indicates P < 0:05 compared with the TLR2(-) group.

C
on

tro
l g

ro
up

M
od

le
 g

ro
up

m
iR

-9
2a

 in
hi

bi
to

r

TL
R2

(-
)

A
P-

1(
-)

0

500

1000

1500

2000

TN
F-
𝛼

 (p
g/

m
l)

⁎

⁎#
⁎#&

⁎#&$

(a)

C
on

tro
l g

ro
up

M
od

le
 g

ro
up

m
iR

-9
2a

 in
hi

bi
to

r

TL
R2

(-
)

A
P-

1(
-)

0

200

400

600

800

1000

IL
-6

 (p
g/

m
l)

⁎

⁎#

⁎#&

⁎#&$

(b)

C
on

tro
l g

ro
up

M
od

le
 g

ro
up

m
iR

-9
2a

 in
hi

bi
to

r

TL
R2

(-
)

A
P-

1(
-)

0

100

200

300

IL
-1

0 
(p

g/
m

l)

⁎

⁎#
⁎#&

⁎#&$

(c)

Figure 5: Analysis of inflammatory reaction levels in lung tissues of rats in 5 groups. (a) Changes in TNF-α expression level in rat lung tissues.
(b) Changes in IL-6 expression level in rat lung tissues. (c) Changes in IL-10 expression level in rat lung tissues. ∗ indicates P < 0:05 compared
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suppressed after inhibiting the expression of miR-92a, and
the expression of AP-1 was decreased after knocking out
the TLR2 gene, suggesting that miR-92a/TLR2/AP-1 might

be a signaling axis that exerts marked effects on the occur-
rence and development of ALI. The regulatory effect of miR-
NAs on TLR protein has been confirmed in many studies
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Figure 6: Results of miR-92a/TLR2/AP-1 transfection in AECs. (a) Changes in miR-92a expression level in AECs. (b) Changes in TLR2
expression level in AECs. (c) Changes in AP-1 expression level in AECs. ∗ indicates P < 0:05 compared with the BG, # indicates P < 0:05
compared with the LPS group, & indicates P < 0:05 compared with the inhibitor group, and $ indicates P < 0:05 compared with the si-
TLR2 group.
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Figure 7: Analysis of apoptosis level of AECs. (a) Apoptosis rate of AECs (b) Changes in bax expression level in AECs. (c) Changes in bcl-2
expression level in AECs. ∗ indicates P < 0:05 compared with the BG, # indicates P < 0:05 compared with the LPS group, and & indicates
P < 0:05 compared with the inhibitor group.
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Figure 8: Changes in oxidative stress levels in AECs. (a) Changes in SOD expression level in AECs. (b) Changes in MDA expression level in
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[20], while only Zhao et al. [12] reported that miR-92a could
target the regulation of TLR2 expression. Apart from that, it
is well established that AP-1 can be regulated by TLR2. As
reported by Wan et al. [21], geranyl diphosphate synthase 1
alleviates ventilator-induced lung injury through the
TLR2/4/AP-1 signaling axis. Moreover, the TLR2-JNK-AP-
1 pathway also plays a crucial part in pulmonary fibrosis
caused by Mycobacterium tuberculosis [22]. This also sup-
ports our speculation, and we verified this relationship in
AECs. We found that inhibition of miR-92a/TLR2/AP-1 also
alleviated LPS-induced AEC injury, reduced cell apoptosis,
and inhibited oxidative stress and inflammatory response.
What is more, like that in rat lung tissues, the phenomenon
also existed in AECs, that is, when miR-92a was inhibited,
the expression of TLR2 and AP-1 was also inhibited, and
silencing TLR2 could reduce the expression level of AP-1.
Therefore, it can be found from our study that miR-
92a/TLR2/AP-1 is related to the onset and progression of
ALI, and inhibition of it can effectively improve ALI symp-
toms and reduce apoptosis of AECs.

MiR-92a is a gene closely associated with lung disease
and has been shown in many studies to be bound up with
lung cancer metastasis. For example, Hsu et al. [23] reported
in their study that bone marrow-derived cells could release
vesicles coated with miR-92a to promote liver metastasis of
lung cancer. In the study of Borzi et al. [24], miR-92a was
found to promote the proliferation of lung bronchial cells
and establish an ecological environment for intralung metas-
tasis of lung cancer. However, earlier evidence [25] only
revealed that inhibited miR-92a could promote the WNT1-
inducible signaling pathway protein 1 (WISP1) in lung fibro-
blasts, a fibrogenic medium, but they did not further analyze
fibroblast changes, so miR-92a may inhibit the development
of pulmonary fibrosis. This suggests that miR-92a has vari-
ous roles in different lung diseases, but it is unclear whether
miR-92a also has a two-way effect in ALI, which needs to
be verified by more studies. Although this study studied
the role of miR-92a/TLR2/AP-1 in ALI from animal models
in vivo and cell models in vitro, further clinical trials are
still needed.

To sum up, miR-92a/TLR2/AP-1 is highly expressed in
ALI, and its inhibition can improve oxidative stress and
inflammatory response and reduce apoptosis of AECs.
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Circular RNAs (circRNAs) act as a crucial part in many human diseases, particularly in cancers. circRNA HIPK3 (circHIPK3) is a
special circRNA that may participate in the oncogenesis of non-small-cell lung cancer (NSCLC), even though its latent regulatory
mechanism is not very clear. Here, we studied the roles of circHIPK3 in NSCLC. qRT-PCR assay was applied to study the
expression of circHIPK3 in NSCLC. The influence of circHIPK3 on NSCLC was estimated by silencing circHIPK3 and miR-107
mock transfection and brain-derived neurotrophic factor (BDNF) overexpression, and the correlation between circHIPK3, miR-
107, and BDNF was evaluated by dual-luciferase reporter assay. The results showed that circHIPK3 expression was upregulated
in NSCLC cells. circHIPK3 knockdown inhibited the migration and proliferation of NSCLC cells by promoting the expression
of miR-107. circHIPK3 could be used as a miR-107 sponge to promote BDNF cell proliferation. The dual-luciferase reporter
assay proved that miR-107 was the target of circHIPK3, and miR-107 had an interaction with the 3′untranslated region of
BDNF. miR-107 overexpression inhibited BDNF-mediated NSCLC cell proliferation. These results indicate that circHIPK3
promotes tumor progression through a new circHIPK3/miR-107/BDNF axis, which offers potential markers and medical
treatment for NSCLC.

1. Background

Cancer-related diseases have become the biggest leading
cause of death worldwide. Lung tumor ranked the first site
of all cancers and accounted for 11.6 percent of newly diag-
nosed cancers and 18.4 percent of cancer-related deaths from
the latest report in 2018 [1, 2]. Lung cancer (LC) includes two
main types: small-cell lung cancer (SCLC) and non-small-cell
lung cancer (NSCLC), which account for about 85% of all LC
cases [3]. As imaging modality in medical diagnosis is widely
used, the accuracy of diagnosis in NSCLC has been greatly
improved [4]. Early diagnosis of patient with NSCLC has
not yet been satisfactorily effective for expensive examination
fees and low accuracy of clinical image interpretation. The

five-year survival rate of patient with NSCLC is often low,
due to the diagnosed time in an advanced stage and the lack
of tumor-specific agents [5]. Therefore, it is important to find
an appropriate target of NSCLC.

circRNAs are a class of RNAmodules that form a contin-
uous cycle of covalent closures. Due to the limitations of
technique and cognition, circRNAs are initially thought to
be metabolic wastes of RNA missplicing. In recent years, cir-
cRNAs have been found to have many functions in the met-
abolic activities of cells. Unlike linear RNAs, circRNAs are
relatively stable presenting in the body, because they have a
unique ring-like structure [6–8]. The most common function
of circRNAs is to act as miRNA sponges in the regulation of
the cell signaling pathway. For example, Cao et al. found that
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hsa_circ_0037251 enhanced the progression of glioma via
sponging miR-1229-3p [9]. Moreover, circRNAs can also
engage in other cell activities. For instance, circRNA circ-
Foxo3 can interact with RNA-binding proteins CDK2 and
p21, leading to cell cycle arrest [10]. circRNAs can also
strengthen the stability of mRNA by binding it, regulate
parental gene transcription, and even translate into protein
[8]. Previous studies have revealed the abnormal expression
of circRNAs is associated with the development of cancer
[11]. For example, Han et al. discovered circ-ABCB10 was
remarkably upregulated in breast cancer tissue, promoting
cell proliferation [12]. A recent study demonstrated that
circ-ITCH was suppressed in bladder cancer samples, and
upregulation of circ-ITCH inhibited bladder cell prolifera-
tion, migration, invasion, and metastasis [13]. There have
been related researches about circHIPK3 in lung cancer.
The result shows that the circHIPK3 can affect the related
pathway through different regulatory axes [14, 15].

MicroRNA (miRNA) is also a very important class of
noncoding RNA. It can regulate translation via interacting
with the 3′UTR region of mRNA [2]. miRNAs play pivotal
roles in the process of gene translation, acting as gene regula-
tors, but miRNAs also are regulated by other factors, such as

lncRNA and circRNA. For instance, it is demonstrated that
lncRNA APF affects ATG7 expression by regulating miR-
188-3p, thereby promoting autophagy death and myocardial
infarction [16]. circRNA_010567 affects the expression of the
miR-141 and TGF-β1 and promotes the resection of fibrosis-
associated protein in cardiac fibroblasts [17]. Few studies
have pointed out that the circRNAs serve as miRNA sponges
in regulating the gene expression [18].

In this research, we found that circHIPK3 was strongly
overexpressed in NSCLC tissue. Based on the finding, we
conducted a series of assays to explore the roles of circHIPK3
in the progression of NSCLC. The results revealed that cir-
cHIPK3 could act as a sponge for miR-107 to promote the
NSCLC cell tumorigenesis and relieve miRNA repression
for downstream target gene BDNF. In short, our results
showed that circHIPK3 might act as an oncogenic gene in
NSCLC progression and could be a potential biomarker for
screening and treatment of NSCLC.

2. Materials and Methods

2.1. Cell Culture. H1299, A549, and BEAS-2B were obtained
from ATCC and cultured in DMEM (Life Technologies,
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Figure 1: circHIPK3 downregulation inhibited NSCLC cell proliferation. (a) The circHIPK3 in the NSCLC cell lines was increased compared
to that in BEAS-2B. (b) Effect of small interfering RNA (si-circHIPK3) directed against circHIPK3 in H1299 and A549 cells. (c, d) circHIPK3
silencing had an inhibitory effect on the proliferation of H1299 and A549 cells. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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Carlsbad, CA) with 10% fetal bovine serum (FBS), 100U/mL
penicillin, and 100μg/mL streptomycin, in a 37°C incubator
containing 5% CO2.

2.2. Plasmid Construction and Transfection Assay. To overex-
press miR-107, miR-107 mimics and miR-NC mimics were
obtained from the GenePharma company. We used Lipofec-
tamine 2000 (Invitrogen, CA) to transfect the cells with
50 nmmimics. To inhibit the expression of miR-107, NSCLC
cells were transfected with miR-107 specific inhibitor (Invi-
trogen) for 48 hours prior to other experiments. For the
expression analysis of BDNF, we used the PCDNA3.1 vector
and transfected the plasmids into cells with Lipofectamine
2000. To analyze the expression of circHIPK3, Lipofectamine
2000 was used to transfect small interfering RNA (siRNA) for
circHIPK3 (GenePharma) into H1299 and A549 cells at
50 nM.

2.3. Total RNA Isolation and Real-Time Fluorescent
Quantitative PCR (qRT-PCR). We extracted the total RNA
by using TRIzol reagent (Invitrogen) and decided the con-
centration via the NanoDrop ND-1000. The primers for the
detection of circHIPK3, miR-107, and BDNF were designed
and purchased from GenePharma. qRT-PCR was applied
using an AB7300 thermo-recycler (Applied Biosystems,
Carlsbad, CA) with a TaqMan Universal PCR Master Mix.
The relative expression of targets was determined by the
2−ΔΔCt method.

2.4. Assay of Cell Proliferation. Cell growth ability was mea-
sured by using the CCK-8 kit depending on the instruction
(Dojindo Laboratories, Japan) [19].

2.5. Transwell Assay. Transwell chambers (Corning, NY)
were applied to observe the cell migration and invasion. After
cultured for 2 days, the cells on the upper surface were
removed. The cells on the lower surface were fixed and
stained with DAPI. For the detection of invasion, the cells
were seeded into the upper chamber which was precoated
with a 2mg/mL matrix gel.

2.6. Dual-Luciferase Reporter Assay. First, the mutant and
wild-type circHIPK3 and BDNF1 3′UTR were cloned into
pmirGLO vectors. WT/Mut-pmirGLO-circHIPK3 or
WT/Mut-BDNF and miR-107 were cotransfected into
NSCLC cells with Lipofectamine 2000. After transfection
for 2 days, the cells were collected and detected the luciferase
activity with the luciferase reporter assay system (Promega,
Madison, WI). The relative activity was set as an internal
control index of renal dual-luciferase.

2.7. Statistical Analysis.We used the SPSS software to analyze
data. Student’s t-test or the Mann-Wintney nonparametric
test was used to determine the difference between two
groups, and p < 0:05 was considered to be significant. The p
value was corrected by the FDR (False Discovery Rate).
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Figure 2: circHIPK3 downregulation inhibited NSCLC cell metastasis. (a, c) Picture of A549 (a) and H1299 (b) cells transfected with si-
circHIPK3 and si-NC under a fluorescence microscope. (b, d) Knockdown of circHIPK3 suppressed cell metastasis in A549 (b) and
H1299 (c). ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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3. Results

3.1. circHIPK3 Downregulation Inhibited NSCLC Cell
Proliferation and Invasion. The potential regulatory mecha-
nism of circHIPK3 was still unclear. The results showed that
the circHIPK3 in the H1975, A549, and H1299 cell lines was
increased compared to that in BEAS-2B (Figure 1(a)). H1299
and A549 cells were used for functional exploration, because
their expression levels were the highest. To detect the poten-
tial function of circHIPK3 in the invasion and proliferation
of NSCLC cells, siRNA cells were transfected for 48h and
compared with the NC groups. As presented in Figure 1(b),
it was remarkable that the expression of circHIPK3 was
downregulated. The CCK-8 assay showed that circHIPK3
silencing inhibited the proliferation of A549 and H1299 cells
depending on the time (Figures 1(c) and 1(d)). Transwell
assay also showed that silencing circHIPK3 had an inhibitory
effect on the migration and invasion of NSCLC
(Figures 2(a)–2(d)).

3.2. miR-107 Was a Target for circHIPK3 in NSCLC Cells.
The bioinformatics analyses showed miR-107 was a potential
binding miRNA for circHIPK3. We predicted the down-
stream target genes by bioinformatics tools (RegRNA) [20],
and the prediction websites were http://regrna2.mbc.nctu
.edu.tw/. The wild-type and mutant circHIPK3 luciferase

reporter plasmids were constructed. Dual-luciferase reporter
assay indicated cotransfection of miR-107, and WT-
circHIPK3 reduced relative luciferase activity, while cotrans-
fection of miR-107 and Mut-circHIPK3 did not result in the
decrease of luciferase activity. These data confirmed that
miR-107 was a direct target for circHIPK3 (Figures 3(a)
and 3(b)). In order to explore the relationship between cir-
cHIPK3 and miR-107, we transfected miR-107 mimics or
si-circHIPK3 into H1299 and A549 cells. The downregula-
tion of circHIPK3 significantly upregulated the expression
of miR-107 (Figure 3(c)), and the overexpression of miR-
107 suppressed circHIPK3 expression (Figure 3(d)).

3.3. circHIPK3 Knockdown Suppressed H1299 and A549 Cell
Proliferation through miR-107. To determine whether miR-
107 was involved in the effects of circHIPK3 knockdown on
cell proliferation, H1299 and A549 cells were transfected
with a miR-107 inhibitor that suppressed the expression of
miR-107 (Figure 4(a)). The CCK-8 assay showed that the
downregulation of circHIPK3 inhibited the proliferation of
A549 and H1299 cells (Figures 4(b) and 4(c)). The downreg-
ulation of miR-107 reversed the suppressive effect, indicating
that miR-107 was the downstream of circHIPK3. Our results
proved miR-107 also played a key role in regulating tumori-
genesis of NSCLC cell.
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Figure 3: miR-107 was a target for circHIPK3 in NSCLC cells. (a, b) A549 (a) and H1299 (b) cells cotransfected with miR-107 and WT-
circHIPK3 have lower relative luciferase activity. (c) The downregulation of circHIPK3 significantly upregulated the expression of miR-
107. (d) Overexpression of miR-107 suppressed circHIPK3 expression. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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3.4. BDNF Was a Direct Target of miR-107. BDNF plays a
vital part in elevating the ability of tumor metastasis and pro-
liferation. We explored the roles of BDNF in circHIPK3/miR-
107-mediated tumor progression in NSCLC. Dual-luciferase
reporter assay discovered cotransfection of miR-107, and
BDNF 3′UTR reporter reduced dual-luciferase activity, while
cotransfection of miR-107 and Mut-BDNF vectors proved to
have no significant impact on relative luciferase activity. Our
findings indicated BDNF was a direct target of miR-107
(Figures 5(b) and 5(c)). To further confirm the interaction
between miR-107 and BDNF, the levels of BDNF mRNA in
H1299 and A549 cells were detected after the upregulation
of miR-107. The overexpression of miR-107 remarkably sup-
pressed the expression of BDNF mRNA (Figure 5(d)), reveal-
ing that BDNF was a downstream regulator of miR-107. To
confirm that BDNF was a target of circHIPK3, we detected
BDNF mRNA levels after circHIPK3 knockdown, and the
results showed circHIPK3 silencing suppressed BDNFmRNA
levels (Figure 5(e)), and this suppression could be reversed by
miR-107 inhibitors (Figure 5(f)).

Next, we constructed a BDNF overexpression vector
(Figure 6(a)) and transfected it into NSCLC cells. The over-
expression of BDNF reversed the inhibition of miR-107

mimics on the proliferation of H1299 and A549 cells, as
proved in the CCK-8 assay (Figure 6(c)).

4. Discussion

Previous investigations demonstrated that circRNAs acted as
a key regulator in the progression and development of can-
cers [11, 18]. According to the findings, we summarized that
circHIPK3 played an important role in the proliferation and
metastasis of NSCLC cells. In this study, we reported cir-
cHIPK3 was upregulated in NSCLC cells. Knockdown of cir-
cHIPK3 obviously reduced NSCLC cell proliferation,
migration, and invasion. Our results showed the levels of
miR-107 and BDNF expression were also regulated by cir-
cHIPK3 knockdown. This suggested that circHIPK3 pro-
moted NSCLC development via the miR-107/BDNF axis.

It is evident that the circRNAs have a crucial part in the
regulation of gene expression. circRNAs negatively regulate
the miRNA level by direct binding, thus working as miRNA
sponges in gene translation regulatory networks [21]. Our
results showed that circHIPK3 bound to miR-107, which
was further confirmed by the dual-luciferase reporter assay.
Previous studies suggested that the expression of miR-107
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Figure 4: circHIPK3 knockdown suppressed H1299 and A549 cell proliferation throughmiR-107. (a) ThemiR-107 expression level of H1299
and A549 cells was significantly reduced after transfection with miR-107 inhibitor. (b, c) Downregulation of circHIPK3 suppressed the growth
of A549 (b) and H1299 (c) cells. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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was associated with the development of the disease. In Alz-
heimer’s disease, miR-107 might target β-site amyloid pre-
cursor protein-cleaving enzyme 1 [22]. Chen et al. proved
that miR-107 directly interacted with miRNA let-7 to nega-
tively regulate the tumor suppressor, thereby promoting
breast cancer cell growth [23]. Lee et al. found that the
expression of cyclin-dependent kinase 6 in pancreatic cancer

lines MiaPACA-2 and PANC-1 was regulated by the down-
regulation of miR-107 [24]. In this study, the knockdown of
circHIPK3 upregulated miR-107 expression. However, the
expression of downregulation of miR-107 reversed the
circHIPK3-silencing-induced inhibition of the progression
of NSCLC cells; accordingly, miR-107 upregulation sup-
pressed NSCLC cell proliferation and metastasis.
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Figure 5: BDNF was a direct target of miR-107. (a) miR-107 expression increased after the transfection of miR-107 mimics in H1299 and
A549 cells. (b, c) BDNF was a direct target of miR-107. (d) miR-107 overexpression remarkably inhibited the expression of BDNF. (e)
circHIPK3 silencing suppressed BDNF mRNA levels. (f) miR-107 inhibitors had reversion function on the suppression caused by
circHIPK3 silencing. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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BDNF exists in the adult central nervous system and
human platelets [25]. At first, it was known BDNF had a cru-
cial role in the development and function of the nervous sys-
tem and cardiovascular system [26]. A series of studies
indicated BDNF was associated with the development of
many diseases. These findings showed that BDNF was aber-
rantly expressed in multiple human cancers, including blad-
der cancer and colorectal cancer [27, 28]. Wang et al.
demonstrated that BDNF promoted thyroid cancer cell
growth via regulating downstream signal pathway
PI3K/AKT [29]. Xia et al. revealed miR-107 upregulation
could suppress the progression of NSCLC through the down-
regulation of BDNF [30]. It was confirmed by our experi-
mental results that miR-107 interacted with BDNF. In this
study, mechanism assays suggested after circHIPK3 knock-
down, miR-107 was released and the miR-107 downstream
target genes, such as BDNF, were downregulated. Mean-
while, when we knocked down the expression of circHIPK3,
the progression of NSCLC cells was suppressed, accompa-
nied by the reduced expression of the miR-107 downstream
targeted genes BDNF.

There are a number of factors, including the occurrence
and development of NSCLC, including smoking, air pollu-
tion, and genetic [31, 32]. Apparently, a single study pre-

cludes a complete understanding of the etiology of NSCLC.
Therefore, more basic studies are needed in the future to
get more information about NSCLC.

In short, our results uncovered circHIPK3 new mecha-
nism in regulating NSCLC proliferation and metastasis via
acting as a miR-107 sponge. We highlighted circHIPK3/-
miR-107/BDNF as a novel tumor screening biomarker for
NSCLC. Thus, we hoped that our findings would help to the
screening and treatment of NSCLC. This regulatory mecha-
nism could help us to explore the transcriptional regulation
level in NSCLC and could be also explored in other diseases.
This research result provided an important supplement to
the regulatory study of the ceRNA regulation network.
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Figure 6: BDNF reversed the inhibition of miR-107 overexpression. (a) BDNF overexpression vector increased the BDNFmRNA expression.
(b) The overexpression of BDNF had reversion function on the inhibition of miR-107 mimics on the proliferation of H1299 and A549 cells.
∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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The incidence and mortality of lung cancer were extremely high. The present study showed that SRCIN1 was an oncogene in non-
small-cell lung cancer (NSCLC). Public dataset analysis showed SRCIN1 was significantly overexpressed in NSCLC samples. Also,
we found that NSCLC patients with higher SRCIN1 expression had shorter OS time by analyzing TCGA, Kaplan-Meier Plotter,
GSE30219, GSE50081, and GSE19188 databases. Overexpression or knockdown of SRCIN1 significantly induced or reduced
A549 and H1299 cell proliferation. Furthermore, we found SRCIN1 was directly targeted by miR-211. Overexpression or
knockdown of miR-211 suppressed or induced SRCIN1 levels in NSCLC. Moreover, we found that miR-211 affected NSCLC
cell proliferation through SRCIN1. Previous studies demonstrated that circRNAs could act as miRNA sponges in cancer cells. In
this study, we showed that knockdown of circCCDC66 induced expression of miR-211. Luciferase assay demonstrated that miR-
211 suppressed the activity of luciferase reporter-contained circCCDC66 sequences. Moreover, knockdown of circCCDC66
significantly inhibited SRCIN1 levels in both A549 and H1299 cells. These results showed that circCCDC66 acted as a miRNA
sponge to affect the miR-211/SRCIN1 axis. Of note, we for the first time revealed that circCCDC66 suppression reduced cell
proliferation by about 65% in A549 and by about 40% in H1299 cells. We thought this study could provide novel potential
biomarkers for NSCLC.

1. Background

As global cancer statistics showed in 2018, the incidence and
mortality of lung cancer were extremely higher compared to
other tumors [1]. Lung cancer is classified into NSCLC (non-
small-cell lung cancer) and SCLC (small-cell lung cancer)
[2]. Most lung cancer patients belong to NSCLC, which
includes squamous cell carcinoma, adenocarcinoma, and
large carcinoma [3]. Although medical imaging is a largely
used strategy to screen lung cancer, an increasing number
of NSCLCs can be diagnosed at the initial phase, and the case
fatality rate for NSCLC is still high [4]. Due to the massive
population base, the increasing number of smokers, and high
health care costs in some countries, a majority of people are
diagnosed with late-stage disease [5, 6]. Therefore, although

many treatment approaches have been developed for
NSCLC, the therapeutic outcomes are not optimal [7].
Therefore, determining the underlying role of NSCLC and
further uncovering the unknown indicator are really of
importance, followed by ameliorating early diagnosis and
providing promising treatment for NSCLC patients.

SRC Kinase Signaling Inhibitor 1 (SRCIN1) acts as a reg-
ulator for inhibiting cell spreading and migration and is also
involved in calcium-dependent exocytosis. SRCIN1 is identi-
fied to be an inhibitor in lung cancer and breast cancer along
with osteosarcoma [8]. For instance, Wang et al. showed that
increased expression of SRCIN1 could result in reduced cell
growth of osteosarcoma via promoting E-cadherin expres-
sion in vitro [9]. Chen et al. demonstrated that enhanced
SRCIN1 repressed proliferation of human liver cancer cells
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and blocked epithelial-mesenchymal transition in cell line
HepG2 [10]. Although some researches have been carried
out on SRCIN1, there is a very little scientific understanding
of the roles of SRCIN1 in the development of tumors. It is
therefore necessary to study the roles and functions of
SRCIN1 in tumorigenesis and progression of NSCLC.

miRNAs are small noncoding RNAs containing less than
30 nucleotides. miRNAs are crucial posttranscriptional regu-
lators in cells. Mature miRNAs target mRNA transcripts
through complementary base-pairing to the 3′UTR, thus
resulting in target mRNA degradation or translational inhibi-
tion. In this way, miRNAs act as a regulator widespread in
cancer cells [11]. Therefore, changes in miRNA expression
or miRNA imbalance may affect the cell cycle progression,
which in turn affects the fate and behavior of tumor cells
[12]. Previous research has shown that miRNAs played a car-
cinogenic or suppressive role in the progression of NSCLC.
For example, highly expressed miR-10a would induce cell
proliferation migration and invasion of NSCLC by targeting
PTEN [13]. Jiang et al. revealed that miR-17, miR-20a, and
miR-20b were regarded as inhibitors of TGF-beta receptor 2,
thus rescuing cisplatin-resistant and retarding metastasis of
NSCLC [14]. TRAIL, a TNF-related apoptosis-inducing
ligand, is a novel molecular against tumors because it has the
ability of selective inhibition of apoptosis in tumors in the
absence of side effects on nearby normal cells [15]. The
TRAIL-mediated suppressed tumor route is reduced in
numerous tumors containing lung cancer [16]. Iaboni et al.
demonstrated that overexpression of the tumor suppressor
miR-212 could restore the effectiveness of TRAIL treatment
by inhibiting PED/PEA-15 (antiapoptotic protein) in NSCLC
cells [17]. The abovementioned studies showed that miRNAs
played a key role in the progression and development of
NSCLC. Therefore, it is important to explore molecular mech-
anism aspects to better understand NSCLC pathogenesis.

circRNA in eukaryotes was discovered in the 1970s by
transmission electron microscopy [18]. However, we know
very little about the structures and functions of circRNA
before the maturity of high-throughput sequencing and bioin-
formatics. Numerous studies have found that circRNAs are
abundant and have many functions in eukaryotic cells, includ-
ing regulating parental gene level and functioning as micro-
RNA (miRNA) sponges. Besides, some studies have
demonstrated that circRNAs participated in the growth of
cancer [19]. For example, Li et al. found that the hsa_circ_
002059 level was obviously linked to distal metastasis, TNM
stage, gender, and age in GC (gastric cancer) patients [20].
Yao et al. showed that higher expression of hsa_circ_100876
was positively related to the metastasis of the lymph node
and carcinoma stage in NSCLC [21]. Zhong et al. indicated
that the expression of circRNA-MYLK and circTCF25 was
evidently enhanced in bladder cancer tissues [22]. All the data
indicated that the abnormal expression of circRNAs could act
as a newly produced indicator for tumor development.

Competitive endogenous RNA (ceRNA) regulation sug-
gested a complex network of transcriptional RNAs including
long noncoding RNAs (lncRNAs) and circRNA, which can
act as natural miRNA sponges to inhibit miRNA functions
and modulate mRNA expression [23, 24]. Here, we

attempted to investigate the functions and mechanisms of
circCCDC66, SRCIN1, and miR-211 in NSCLC. Our results
showed that decreased SRCIN1 could inhibit cell prolifera-
tion, migration, and invasion. Furthermore, luciferase assay
showed that SRCIN1 was a direct target of miR-211, which
was also sponged by circCCDC66. Collectively, our findings
suggested several novel biomarkers for NSCLC.

2. Methods and Materials

2.1. Tissues. Twenty NSCLC tissues and twenty normal ones
on average 5 cm from the indicated tumor of patients which
was surgically removed were provided by Minhang Hospital,
Fudan University. Among them, none were subjected to radi-
ation and chemotherapy beforehand. All the experiments
were approved by the corresponding Ethics Committee and
unanimous consent by all subjects with signed informed doc-
uments. The tissues in this study were quickly put into liquid
nitrogen after dissecting from patients, followed by preserv-
ing them in -80°C for long-term use.

2.2. Cells. H1299 and A549 (human NSCLC cells) were pur-
chased from the ATCC (Manassas, USA) and then cultured
in RPMI 1640 medium (Gibco, USA) containing 10% FBS
(Gibco) and 1% penicillin/streptomycin under 37°C incuba-
tor with 5% CO2.

2.3. qRT-PCR (Quantitative Real-Time Reverse Transcription
PCR). Trizol (TaKaLa, China) was used to extract total RNA
from cells and tissues as described in the manual. Reverse
transcription system was performed as follows: 10μL volume
included 500 ng RNA with Prime Script RT Master Mix
(RiboBio, China) and RNAase free ddH2O, followed by being
subjected to qRT-PCR with indicated primers by a SYBR
Master Mix (ABI, USA) on an ABI 7500 system (ABI). We
finally calculated relative RNA expression by the 2−ΔΔCt

method.

2.4. Plasmid Construction and Transfection. All the
oligonucleotides were synthesized by GenePharma (Shang-
hai, China). The designed siRNA targeting circCCDC66 (si-
circCCDC66) was for the covalently closed junction.
PcDNA3.1 vector expressing si-circCCDC66 (5′-GAGCAU
CAGGAAACAGUAC-3′) was constructed to ablate the
circCCDC66 level. 50 pmol/mL of si-circCCDC66 and nega-
tive control (NC) inhibitor was separately transfected into
indicated cells by Lipofectamine 2000 (Invitrogen) as per
the manual’s instructions, followed by changing the medium
at 6 hours posttransfection.

2.5. CCK-8 Assay. Cell proliferation assay was conducted by a
Cell Counting Kit (Dojindo, Japan) at 48 hours posttransfec-
tion. 1 × 104 cells of H1299 and A549 per well were reseeded
in 96 wells and then 10μL of CCK-8 solution was added at
the indicated time for 2 hours of incubation. Cell prolifera-
tion was measured at specified days. Absorbance value in
450 nmwas detected by an Infinite M200 plate reader (Tecan,
Switzerland).
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2.6. Transwell Assay. 8μm pores of a transwell chamber
(Costar, USA) and Matrigel film (BD Biosciences) used for
coating upper chambers were successively applied to conduct
an invasion assay. The treatment chamber including 100μL
of medium absence serum and the lower chamber with
600μL of medium containing 5% FBS were seeded
with1 × 104 cells as indicated at 37°C with 5% CO2 overnight.
On the following day, nonimmigrated or noninvasive cells on
the top side were eliminated by cotton swab. The insert was
fixed by methanol for 20 minutes and then dyed by DAPI
at concentration of 10μg/mL for 5 minutes. We counted
migrated or invade cells to the membrane bottom and cap-
tured images by microscope from three independent experi-
ments in triplicate.

2.7. Luciferase Assay. The circCCDC66 fragment containing
mutated (mut) or wild-type (wt) seed region was inserted
into the psiCHECK-2 construct (ABI). Wt or mut
circCCDC66, miR-211 mimic, or mimic control was sepa-
rately transfected into 1 × 105 cells per well of A549 and
H1299 by Lipofectamine 2000 (Invitrogen). Relative lucifer-
ase activity was detected by a dual-luciferase reporter kit at
48-hour induction (Promega, USA). WT 3′UTR of SRCIN1
mRNA with the assumed binding site of miR-211 was ligated
downstream of the firefly luciferase expression cassette in the
pMIR-REPORT vector (Thermo Scientific). The positive
clones were named by pMIR-SRCIN1-3′UTR (SRCIN1-
wt). The pMIR-SRCIN1-3′UTR-mut (SRCIN1-mut) plas-
mid was generated by the QuikChange Mutagenesis kit
(Stratagene, USA) which referred to the abovementioned.
SRCIN1-wt or SRCIN1-mut with miR-211 mimics or NC
mimics was then transfected into A549 and H1299 cells by
Lipofectamine 2000.

2.8. Statistical Analysis. The representative data are shown as
mean ± SD. All the data was calculated after three indepen-
dent experiments, followed by the limma package. The value
of gene expression conformed to the normal distribution.
The difference existing in two comparison groups or multiple
groups in the indicated experiments was determined by Stu-
dent’s t-test. The differences between tumor and normal tis-
sues were counted by paired-sample t-test. The linear
relationship occurring in either two groups in NSCLC tissues
was detected by the Pearson correlation coefficient. The obvi-
ous difference was indicated as P value less than 0.05.

3. Results

3.1. SRCIN1 Was Upregulated and Correlated to Shorter
Survival Time in NSCLC. As presented in Figure 1(a), we
observed that SRCIN1 was upregulated in both lung adeno-
carcinoma and lung squamous cell carcinoma samples com-
pared to that in match normal tissues, suggesting that
SRCIN1 was related to the tumorigenesis of NSCLC.

Also, we calculated the association between SRCIN1
levels and overall survival (OS) time by using TCGA data
(Figure 1(b)). We found that NSCLC patients with higher
SRCIN1 expression had shorter OS time. To further confirm
this, we analyzed microarray data related to NSCLC. We also

observed that overexpression of SRCIN1 was related to
shorter OS time in NSCLC by analyzing the Kaplan-Meier
Plotter (Figure 1(c)), GSE30219 (Figure 1(d)), GSE50081
(Figure 1(e)), and GSE19188 databases (Figure 1(f)).

3.2. SRCIN1 Acted as an Oncogene in NSCLC Cells. We next
validated the SRCIN1 role involved in A549 and H1299 cell
metastases. Our findings revealed that upregulated SRCIN1
could result in a higher level of SRCIN1 in both A549 and
H1299 cells (Figure 2(a)). Then, we aimed to assess the influ-
ences of SRCIN1 induced on cell proliferation. The CCK-8
assay was applied and showed that SRCIN1 would induce
A549 and H1299 cell growth (Figures 2(b) and 2(c)). How-
ever, knockdown of SRCIN1 suppressed cell proliferation in
A549 and H1299 (Figures 2(e) and 2(f)). These results
showed that SRCIN1 was an oncogene in NSCLC.

3.3. SRCIN1 Was a Target of miR-211 in NSCLC Cells. Here,
we wanted to predict and investigate the upstream miRNAs
of SRCIN1 by bioinformatics. For the following studies, we
selected miR-211 as the candidate miRNA that targeted
SRCIN1. miR-211 was reported as a tumor suppressor in
multiple cancers. Higher expression of miR-211 was related
to longer OS time in NSCLC, especially in low mutation-
burden NSCLC (Figures 3(a) and 3(b)), suggesting that
miR-211 might be a tumor suppressor.

Then, we transfected miRNA mimics or inhibitors to
modulate miR-211 (P < 0:05, Figure 3(c)). qRT-PCR showed
that SRCIN1 was suppressed by the miR-211 and induced by
the inhibitors (Figure 3(d)). Of note, a dual-luciferase
reporter assay confirmed that SRCIN1 was a direct target of
miR-211 (Figures 3(e) and 3(f)). Furthermore, we detected
the effect of miR-211/SRCIN1 on cell growth in NSCLC cells
(Figures 4(a) and 4(b)). Our results showed that miR-211
upregulation suppressed the A549 and H1299 proliferation
rates, but miR-211 downregulation enhanced the A549 and
H1299 proliferation rates. Moreover, we found that SRCIN1
overexpression recused the suppressive effect of miR-211
overexpression on cell proliferation in both A549 and H1299.

3.4. circCCDC66 Targeted miR-211 and Affected SRCIN1
Expression. Previous studies demonstrated that circRNAs
could act as miRNA sponges in cancer cells. The prediction
showed that circCCDC66 targeted miR-211. The qRT-PCR
assay showed that the knockdown of circCCDC66 sup-
pressed endogenous levels of this circRNA and induced the
expression of miR-211 (Figures 5(a) and 5(b)). Luciferase
assay demonstrated that miR-211 suppressed the activity of
luciferase reporter-contained circCCDC66 sequences
(Figures 5(c) and 5(d)). Moreover, knockdown of
circCCDC66 significantly inhibited SRCIN1 levels in both
A549 and H1299 cells.

3.5. Knockdown circCCDC66 Suppresses Cell Proliferation in
NSCLC. We moved forward to identify the functionality of
circCCDC66 in NSCLC. Our data revealed that inhibited
circCCDC66 reduced cell proliferation by about 65% in
A549 and by about 40% in H1299 cells (Figures 5(f) and
5(g)). This finding showed that circCCDC66 acted as an
oncogenetic circRNA in NSCLC.
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Figure 1: Continued.
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4. Discussion

In our study, we firstly determined SRCIN1 expression and
molecular functions. The data revealed that SRCIN1
increased in NSCLC tissues compared to that in normal ones.
Higher expression levels of SRCIN1 correlated to shorter OS
time in NSCLC patients. Secondly, we aimed to explore the
association between SRCIN1 and circCCDC66 and their
mechanism of involvement in tumor development. For that
purpose, we performed cell viability detection. Our data

revealed that circCCDC66 knockdown and SRCIN1 silenc-
ing resulted in reduced abilities of NSCLC cell proliferation.
The mechanism studies demonstrated that circCCDC66
sponged miR-211 to modulate SRCIN1 expression.

The molecular functions of SARCIN1 in cancer cells are
controversial. According to previous reports, SARCIN1
could act as either an oncogene or a tumor suppressor. For
example, Xu et al. revealed that SRCIN1 significantly inhib-
ited gastric cancer cell viability, migration, and invasion [8].
Wang et al. demonstrated enhanced SRCIN1-repressed cell
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Figure 1: SRCIN1 was upregulated and correlated to shorter survival time in NSCLC. (a) SRCIN1 was upregulated in both lung
adenocarcinoma and lung squamous cell carcinoma samples. (b) NSCLC patients with higher SRCIN1 expression had shorter overall
survival (OS) time. (c–f) Overexpression of SRCIN1 was related to shorter OS time in NSCLC by analyzing the Kaplan-Meier
Plotter (c), GSE30219 (d), GSE50081 (e), and GSE19188 databases (f). ∗P < 0:05.
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viability and colony formation with the invasion of osteosar-
coma [9]. Conversely, other studies confirmed that SRCIN1
could serve an oncogenic role. For instance, Zhang et al.
revealed that SRCIN1 increased the capacity of colorectal
cancer cell viability, migration, and invasion by activating
Wnt/β-catenin signaling routes [25]. The present study
showed that SARCIN1 played as an oncogene in NSCLC.
SARCIN1 was upregulated in NSCLC samples. Overexpres-

sion or knockdown of SRCIN1 significantly induced or
reduced A549 and H1299 cell proliferation.

Emerging researches have discovered that miRNAs had
an elementary function in carcinogenesis and NSCLC devel-
opment [26–28]. For example, Gu et al. exhibited miR-940-
mediated inhibition of the NSCLC cell proliferation by regu-
lating its downstream target gene FAM83F [29]. Zhang et al.
demonstrated that miRNA miR-21 promoted growth and
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Figure 2: SRCIN1 acted as an oncogene in NSCLC cells. (a) Upregulated SRCIN1 could result in a higher level of SRCIN1. (b, c)
Overexpressed SRCIN1 could induce A549 and H1299 cell growth. (e, f) Knockdown of SRCIN1 suppressed cell proliferation in A549 (e)
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invasion in NSCLC by controlling the expression of tumor
suppressor PTEN [30]. Interestingly, Jiang et al. revealed
that hsa-miR-125a-3p and hsa-miR-125a-5p had the same
geographical origin but with the opposite function in
NSCLC [31]. The former suppressed cell migration and
invasion, while the latter enhanced tumor development.
Our data suggested that the overexpression of miR-211
correlated to longer OS in NSCLC. Overexpression of
miR-211 suppressed NSCLC cell viability. These functions
indicate that miR-211 has potential as a new tumor
marker for NSCLC.

The circRNA, a type of noncoding RNA, could extremely
enrich microRNAs (miRNA) like a sponge [32]. They also
could work on other kinds of RNAs by being base-paired
[33]. In addition, circRNA could affect protein activity by
binding with them [34]. Some researches show that circRNA
can regulate the expression of host proteins, interact with
RNA-binding proteins controlling transcription, play a role
in transcriptional regulation in cis, and even regulate and
control alternative splicing [35].

Our results showed that circCCDC66 promoted NSCLC
cell proliferation in vitro. Besides, the concomitant
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Figure 3: SRCIN1 was a target of miR-211 in NSCLC cells. (a, b) Higher expression of miR-211 was related to longer OS time in NSCLC,
especially in low mutation-burden NSCLC. (c) Effects of transfected miRNA mimics or inhibitors on miR-211 levels in cells. (d) SRCIN1
was suppressed by the miR-211 mimics and induced by the inhibitors. (e, f) The cells cotransfected with miR-211 mimics and wild-type
SRCIN1 showed lower luciferase activity. ∗P < 0:05, ∗∗P < 0:01, ∗∗∗P < 0:001.
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knockdown of circCCDC66 led to a significant increase in
miR-211 expression and a decrease in SRCIN1 expression.
Many studies implied that circRNAs were involved in many
biological processes competing for endogenous RNA
(ceRNA) of miRNA. For example, circ_104075 which was
identified as ceRNA increased the YAP level through absorb-
ing miR-582-3p which in turn affected cell growth in hepato-
cellular carcinoma [36]. Cheng et al. reported that circTP63
functioning as the ceRNA of miR-873-3p promoted lung cell
proliferation by decreasing the level of FOXM1 [37]. In this
study, circCCDC66 regulated the progression of NSCLC by
functioning as a ceRNA-like competitive adsorbent to absorb
miR-211 and thus control SRCIN1 expression.

More experimental verification of our findings in NSCLC
is needed. Our work revealed that SRCIN1 and circCCDC66
are oncogenic growth factors for NSCLC. Meanwhile, miR-
211-caused tumor suppression has been found in NSCLC.
Mechanically, we showed that circCCDC66 acted as a miRNA
sponge to affect the miR-211/SRCIN1 axis. Our findings pro-
vided a new viewpoint into the posttranscriptional regulation
mechanism of SRCIN1 and suggested that circCCDC66,
SRCIN1, and miR-211 might act as a potential diagnostic bio-
marker for NSCLC. This regulatory mechanism also helps us
to explore the occurrence and development of NSCLC from
the perspective of transcriptional regulatory pairs and clearly
understand the important role of circRNA (cricCCDC66) in
this process. We will do our best to explore whether the regu-
latory axis plays a role in other cancers.
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Objective. To develop and validate a novel RNA-seq-based nomogram for preoperative prediction of lymph node metastasis (LNM)
for patients with oral squamous cell carcinoma (OSCC). Methods. RNA-seq data for 276 OSCC patients (including 157 samples
with LNM and 119 without LNM) were downloaded from TCGA database. Differential expression analysis was performed
between LNM and non-LNM of OSCC. These samples were divided into a training set and a test set by a ratio of 9 : 1 while the
relative proportion of the non-LNM and LNM groups was kept balanced within each dataset. Based on clinical features and
seven candidate RNAs, we established a prediction model of LNM for OSCC using logistic regression analysis. Tenfold
crossvalidation was utilized to examine the accuracy of the nomogram. Decision curve analysis was performed to evaluate the
clinical utility of the nomogram. Results. A total of 139 differentially expressed RNAs were identified between LNM and non-
LNM of OSCC. Seven candidate RNAs were screened based on FPKM values, including NEURL1, AL162581.1 (miscRNA),
AP002336.2 (lncRNA), CCBE1, CORO6, RDH12, and AC129492.6 (pseudogene). Logistic regression analysis revealed that the
clinical N stage (p < 0:001) was an important factor to predict LNM. Moreover, three RNAs including RDH12 (p value < 0.05),
CCBE1 (p value < 0.01), and AL162581.1 (p value < 0.05) could be predictive biomarkers for LNM in OSCC patients. The
average accuracy rate of the model was 0.7661, indicating a good performance of the model. Conclusion. Our findings
constructed an RNA-seq-based nomogram combined with clinicopathology, which could potentially provide clinicians with a
useful tool for preoperative prediction of LNM and be tailored for individualized therapy in patients with OSCC.

1. Introduction

Oral squamous cell carcinoma (OSCC) accounts for 95% of
all oral malignancies, and its five-year survival rate is up to
50%-60% [1]. Lymph node metastasis (LNM) is considered
to be an independent prognostic factor of OSCC, which is
associated with tumor recurrence and prognosis [2–4]. Only
25-40% of OSCC patients with LNM at diagnosis will survive
5 years, compared to approximately 90% of those without
LNM (non-LNM) [5]. Therefore, accurate assessment of
the nodal status and decision about concurrent cervical
lymph node dissection is of utmost importance for prognosis
and therapy of OSCC.

Unfortunately, there is still no widely accepted method
for noninvasive detection for preoperative prediction of
LNM in OSCC currently. For OSCC patients with clinically
negative neck (cN0), whether to perform cervical lymph
node dissection remains a hot topic. Using current methods
to predict LNM, approximately 70% of patients with cN0
OSCC who undergo elective neck dissection (END) are
found to be pathologically node negative [6]. It is imminent
to best select patients with LNM who will benefit from
END and to decrease the cost and morbidity of neck dissec-
tion in those without LNM [7].

Emerging sequencing technologies in genomics and tran-
scriptomics have characterized many types of human cancers
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in specific molecules, which provide a critical relationship
between cell phenotypes and their molecular characteristics,
and new biomarkers or therapeutic strategies for patients
[8, 9]. To our knowledge, no nomograms based on RNA-
seq have been used to predict LNM in OSCC. We hypothe-
sized that RNA-seq-based nomograms could improve the
prediction of LNM in OSCC, so that patients who will benefit
from END can be more accurately identified, while retaining
END is unlikely to be beneficial. In this study, logistic regres-
sion analysis was used to screen for high risk factors for
OSCC patients with LNM. We aimed to establish and verify
a novel RNA-seq-based nomogram combined with clinico-
pathological factors to predict LNM in OSCC patients, which
may provide an auxiliary tool for personalized precise treat-
ment and assist the clinical therapy decision for OSCC
patients.

2. Materials and Methods

2.1. Data Acquirement. OSCC RNA-seq were obtained from
The Cancer Genome Atlas database (TCGA) (https://portal
.gdc.cancer.gov/). Screening conditions were as follows: (a)
primary sites: hard palate, lip, oral cavity, or oral tongue;
(b) disease type: squamous cell neoplasms; (c) experimental
strategy: RNA-seq; (d) sample type: primary tumor; and (e)
clinical information was composed of AJCC pathological N
status. Finally, a total of 276 OSCC samples with gene expres-
sion data and corresponding clinical information were uti-
lized for this study, including 157 samples with lymph node
metastasis (LNM) and 119 samples without LNM (non-
LNM).

The GSE9844 microarray dataset was downloaded from
the Gene Expression Omnibus (GEO) database (https://
www.ncbi.nlm.nih.gov/gds), including 26 oral tongue squa-
mous cell carcinoma (OTSCC) samples [10]. Among them,
11 samples had lymph node metastasis.

2.2. Differential Expression Analyses. Differential expression
analyses were performed between LNM and non-LNM
OSCC samples using the DESeq2 package in R (version
1.18.1) [11]. Differentially expressed RNAs (DERNAs) were
identified in line with adjusted p value < 0.05 and ∣log2 fold
change ðFCÞ ∣ >1. The overall distribution of DERNAs was
visualized into the volcano plot. A functionally grouped net-
work of pathways was constructed using the ClueGO (ver-
sion 2.5.1) [12, 13] of Cytoscape (version 3.6.1) [14]. The
“load marker list” was set to differential gene sets for enrich-
ment analysis, the “show only pathways with p value” was set
to 0.05, and other settings were set to default.

2.3. Variable Selection Method. The chi-square (χ2) test was
used to analyze the difference of patient demography, risk
exposure, clinical characteristics, and histopathological fea-
tures between LNM and non-LNM OSCC samples by SPSS
software (version 24.0). p < 0:001 was considered statistically
significant. Characteristic genes related to LNM were
screened utilizing the Boruta package in R [15] (version
6.0.0) based on FPKM values from the expression profile of

the GSE9844 dataset, which were plotted into a box plot by
the ggplot2 package (version 3.2.1).

2.4. Classification Model Fitting and Validation.After remov-
ing the samples with incomplete clinical N stage (cN) infor-
mation, a total of 265 samples were retained and randomly
divided into the training set and the test set by a ratio of
9 : 1 while the relative proportion of non-LNM and LNM
groups was kept balanced within each dataset. A classifica-
tion model of the 10-fold crossvalidation was constructed
utilizing the R language (version 3.4.4). In a training set, a
RF model was built using the “random forest” package in R
(version 4.6-14) [16], followed by support vector machine
(SVM) model by the “e1071” package in R (version 1.7-2)
[17]. Basic function “glm” in R (version 3.4.4) was used to
fit the generalized logistic regression model, and the
“XGBoost” package in R (version 0.90.0.2) [18] was utilized
to implement the XGBoost model. The accuracy, sensitivity,
and specificity of the four models were evaluated on the test
set according to the calibration curve and ROC curve by
the “rms” package (version 5.1-3.1) [19] and “pROC” pack-
age (version 1.15.3) in R. Area under the curve (AUC) was
used to compare the diagnostic performance of the models.
Furthermore, the nomogram of the logistic regression model
was performed by the “regplot” package in R (version 0.2)
[20]. Then, decision curve analysis (DCA) was conducted
to estimate the clinical value of our nomogram between two
groups using the “rmda” package (version 1.6) [21], which
could analyze the net benefit of the cN and RNA scores for
prediction of LNM for OSCC patients.

3. Results

3.1. Clinical Characteristics.Our study developed a model for
the preoperative prediction of LNM. Figure 1 illustrates the
work flowchart of the study. A total of 276 patients with
OSCC were included in our study. Table 1 shows the demo-
graphic data and pathological characteristics of these
patients. Among them, 157 (56.88%) patients had LNM.
265 patients possessed complete clinical N status; among
them, 44 had no lymph node metastasis in clinical examina-
tion (cN-) but metastasis occurred in the pathological diag-
nosis (pN+). 22 patients’ clinical examination indicated
lymph node metastasis (cN+), but pathological examination
results showed no lymph node metastasis (pN-). Further-
more, our data showed that clinical N was significantly differ-
ent between the two cohorts (p < 0:001). However, there were
no significant differences between the two groups in terms of
neoplasm histologic grade, tobacco smoking history, and
anatomic neoplasm subdivision.

3.2. Identification of Differentially Expressed RNAs between
Non-LNM and LNM of OSCC. Volcano plots visualized
that there were 139 DERNAs between non-LNM and
LNM OSCC (Figure 2), including 104 upregulated and
35 downregulated genes. The specific DERNAs are listed
in Supplementary Table 1. To analyze the underlying
biological function of DERNAs, functional enrichment
analysis was carried out by ClueGO and the database
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called by the GO biological process in ClueGO. Significant
biological processes enriched by DERNAs are shown in
Figure 3. These DEmRNAs were mainly involved in
“regulation of striated muscle contraction,” “regulation of
muscle system process,” and “muscle filament sliding.”
These results indicated that a variety of biological
processes of muscle could be involved in lymph node
metastasis of OSCC.

3.3. Selection of Candidate DERNAs to Predict LNM of OSCC.
The Boruta algorithm was used to screen out the signature
genes to distinguish non-LNM and LNM of OSCC.
Figure 4 shows the change in Z-score of 139 DERNAs during
Boruta’s operation. The blue boxplots indicated the mini-
mum, average, and maximum Z-scores of the shadow gene.
The red and green boxplots indicated the Z-score of the
rejection attribute and confirmation genes, and yellow colors
represented suggestive genes. These findings showed that the
most important shadow attribute Z-score clearly separated
important and nonimportant genes. Finally, a total of seven
candidate DERNAs were identified for distinguishing non-
LNM and LNM of OSCC, including NEURL1, AL162581.1
(miscRNA), AP002336.2 (lncRNA), CCBE1, CORO6,
RDH12, and AC129492.6 (pseudogene). Among them,
expression profiles of four DERNAs were obtained from the
expression profile of the GSE9844 dataset. In Figure 5, we
found that the expression levels of CCBE1, CORO6,

NEURL1, and RDH12 were significantly higher in N+ com-
pared to N- OSCC patients.

3.4. Development and Validation of a Machine Learning
Model to Predict LNM of OSCC. Based on clinical N and
seven candidate RNAs, we established a prediction model
for LNM of OSCC. The machine learning was carried out,
including LR, SVM, RF, and XGBoost. The sensitivity, spec-
ificity, positive predictive value (PPV), negative predictive
value (NPV), accuracy area under the curve (AUC) mean
value, and 95% confidence interval (CI) are shown in
Table 2. From the result, the average of the accuracy rate of
the machine learning model was 0.79 and the AUC value
was 0.84, indicating that the model had optimal performance.
Based on the machine learning model, the receiver operating
curves (ROCs) were depicted in the training set, test set, and
entire data (Figure 6). The AUCs were 0.9773, 0.8441, and
0.8558, respectively, suggesting the good prediction efficiency
of the model. As shown in Figure 7, a nomogram was estab-
lished to predict the risk for LNM in OSCC. Logistic regres-
sion analysis revealed that the clinical N stage (p < 0:001)
was an important factor to predict LNM of OSCC. Further-
more, three DERNAs including RDH12 (p value < 0.05),
CCBE1 (p value < 0.01), and AL162581.1 (p value < 0.05)
possessed potential value as predictive biomarkers for LNM
in OSCC patients.

The following two logistic regression models were estab-
lished, with cN as the predictor and pN as the outcome; the

OSCC patients from TCGA
(non-LNM = 119, LNM = 157)

Chi-square
test

LR, RF, SVM,
XGBoost

DESeq2

Boruta

Clinical characteristics RNA expression profile 

Clinical N stage 7 RNAs as signature
genes

Training set (n = 239), test set (n = 26)

Enrichment analysis

Validation of four mRNAs
in the GSE9844

Perform prediction

Differential expression of 
139 RNAs

Figure 1: A work flowchart for this study. TCGA: The Cancer Genome Atlas; non-LNM: non lymph node metastasis; LNM: lymph node
metastasis; LR: logistic regression; RF: random forest; SVM: support vector machine.

3BioMed Research International



other was a multiple logistic regression model (complex),
with cN and characteristic RNA expression levels as predic-
tors and pN as the outcome. In Figure 8(a), a decision curve
showed that using the RNA nomogram in the current study
to predict the LNM added was more beneficial than only
using the clinical N stage. As shown in Figures 8(b) and
8(c), our clinical impact curves draw the clinical influence
curves of the cN model and the complex model, respectively.
The simple model to predict the risk stratification of 100
patients displayed the “cost : benefit ratio” y-axis, assigned 8
scales, and showed the confidence interval. The red curve
(number of high risk) represented the number of people
who were classified as positive (high risk) by the cN model

or the complex model at each threshold probability, and the
blue curve (number of high risk with outcome) was the num-
ber of true positives at each threshold probability.

4. Discussion

LNM is the main reason for the failure of OSCC treat-
ment, which will significantly reduce patients’ survival rate
[22, 23]. Once cervical LNM is detected during follow-up,
cervical lymph node dissection does not always save the
patient, and sometimes, the rescue rate is less than 40%
[24]. At the same time, 60%-80% of END patients are
evaluated as cN0 and no metastasis, but unnecessary

Table 1: The demographic characteristics of OSCC patients with or without lymph node metastasis.

Characteristics OSCC without LNM (n = 119) OSCC with LNM (n = 157) p value

Gender 0.017∗

Male 74 119

Female 45 38

Age (years) 62:92 ± 12:91 59:89 ± 12:31 0.049∗

Clinical T 0.017∗

I-II 53 44

III-IV 63 108

Clinical N <0.001∗∗∗

LN-negative 94 43

LN-positive 21 107

Neoplasm histologic grade 0.195

G1 23 17

G2 77 104

G3 18 31

G4 0 1

Tobacco smoking history 0.267

No 36 34

Yes 81 120

Margin status 0.148

Close 15 19

Negative 90 108

Positive 9 26

Alcohol history 0.024∗

No 43 46

Yes 70 110

Anatomic neoplasm subdivision 0.5

Oral tongue 49 63

Base of tongue 4 9

Floor of mouth 23 33

Buccal mucosa 8 12

Alveolar ridge 11 5

Oral cavity 21 32

Hard palate 1 2

Lip 2 1

Note: ∗p value < 0.05, ∗∗∗p value < 0.001. OSCC: oral squamous cell carcinoma; LNM: lymph node metastasis.
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cervical lymphadenectomy is required, which causes shoul-
der and neck pain and dysfunction, thereby affecting long-
term quality of life (QOL) [25, 26]. Therefore, there is an
urgent need to identify patients who can obtain greater
benefits from END and to avoid unnecessary LN-related
surgery in patients without LNM, especially in relatively
early-stage T patients. The limitation of diagnostic imaging
technology (including ultrasound, computed tomography
(CT), and magnetic resonance imaging (MRI) is that LN
status cannot be fully predicted. To date, many efforts
have been made to develop diagnostic biomarkers for
LNM in OCSS patients. However, most of these markers
are limited by their detection potential.

Recent developments in technology of whole-
transcriptome sequencing provide a possibility to develop
new biomarkers and therapeutic strategies in most types
of human cancers [8, 9]. In this study, we identified 139
DERNAs between non-LNM and LNM OSCC. These

DEmRNAs were distinctly involved in several key path-
ways such as “regulation of striated muscle contraction,”
“regulation of muscle system process,” and “muscle fila-
ment sliding,” indicating that these genes could be
involved in LNM of OSCC. Based on DEGs, Sonohara
et al. proposed a novel gene-expression signature for pre-
diction of lymph node metastasis in esophageal squamous
cell carcinoma (ESCC) patients by analyzing RNA-
sequencing profiles [27]. Daisuke et al. constructed a 15-
gene signature for detection of lymph node metastasis in
early-stage gastric cancer (GC) patients by using the
genome-wide transcriptomic approach [28]. With regard
to OSCC, Pasini et al. developed a four-gene expression
model to predict LNM in OSCC, but their results showed
a 22% false positive rate in pN0 cases, which may lead to
over treatment [29]. In the present study, we constructed
an RNA-seq-based nomogram combined with clinicopath-
ological factors. This model was composed of NEURL1,

0
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−2 −1 0 1 2
Log2 fold change
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0 
(p

 ad
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Down
Unchanged
Up

Differentially expressed RNAs

Figure 2: 139 differentially expressed RNAs between non-LNM and LNM of OSCC. Red dot represents up-regulation and green dot
represents down-regulation.
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AL162581.1 (miscRNA), AP002336.2 (lncRNA), CCBE1,
CORO6, RDH12, and AC129492.6 (pseudogene). These
candidate DERNAs could significantly distinguish non-
LNM and LNM of OSCC. Among them, CCBE1, CORO6,
NEURL1, and RDH12 were significantly higher in N+
compared to N- OSCC patients in the GSE9844 dataset.
More importantly, RDH12, CCBE1, and AL162581.1 were
significantly associated with OSCC LNM. As per previous
studies, CCBE1 is indispensable for the development of
lymphatic vessels which have important roles in lymphan-
giogenesis and cancer metastasis [30]. Tumor lymphangio-
genesis plays an important role in LNM of OSCC [31–33].
Hogan et al. suggested that CCBE1 may be an extracellular
guidance molecule and an independent factor for normal
lymphoblasts to germinate or even migrate [34]. Peng
et al. concluded that CCBE1 had potential to be a bio-
marker for prediction of LNM in lung cancer patients
because its expression was decreased in lung tumor tissue
and further downregulated in patients with LNM [35].
Leong et al. found that CCBE1 as a direct target could
promote invasion and metastasis of breast cancer [36].
Our research showed that analysis of CCBE1 expression
in the OSCC tissues may help surgeons to evaluate the
LNM risk, and CCBE1 might become a potentially thera-
peutic biomarker in OSCC. Further research is required
to understand more about the function of CCBE1 in the
LNM of OSCC.

Previous studies have shown that various clinicopatho-
logical predictors and genes are considered as risk factors
for LNM in the patients with OSCC [37, 38]. However,

no study has combined a visual presentation nomogram
with these risk factors. The nomogram is a visualization
of a statistical model specifically developed to optimize
the accuracy of individual prediction. The preoperative
nomogram of estimated LNM can help surgeons identify
patients who can obtain greater benefit from a more
extensive operation [39–41]. Compared with traditional
multiple regression models, the advantage of the nomo-
gram is that all key predictors are displayed graphically.
Therefore, we established and validated a novel clinically
useful nomogram based on RNA-seq combined with clin-
icopathological factors to predict the LNM of patients with
OSCC. The AUC of the model was up to 0.9773 in the
training set, suggesting that the model exhibited a good
performance to predict LNM of OSCC. After validation
by the test and entire sets, the model still possessed high
sensitivity and accuracy on prediction of LNM of OSCC.
Thus, the model established by comprehensive use of clin-
ical features had good performance, and candidate RNAs
were superior to the use of certain indicators alone, indi-
cating the clinical practicality and innovation of our
research. To further validate the prediction efficiency of
the model on OSCC LNM, we conducted logistic regres-
sion models. As expected, the RNA nomogram combining
the clinical N stage showed higher accuracy to predict
LNM compared to only the clinical N stage.

At present, some studies have identified some individ-
ual markers for LNM in OCSS patients based on microar-
rays, which require separate clinical tests and individual
clinical tests, resulting in increased costs [39–41]. The
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microarray technology used in those studies does not
reflect current genomic views because it can only detect
protein-coding genes. Combining protein-coding genes
and noncoding genes may improve the robustness of
molecular biomarkers. RNA-seq clinical tools have key

advantages over other platforms. The bias and limitations
of microarray data are improved by RNA-seq, especially
in the detection of low-abundance transcripts. This advan-
tage of RNA-seq can be translated into a better correlation
with qPCR data in laboratory and patient samples, which
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is especially important for genes that tend to be differen-
tially expressed but have low absolute abundance. More-
over, RNA-seq provides comprehensive expression data,
which will become increasingly important in understand-
ing and predicting the therapeutic response of most
tumors that lack classic targetable changes. Our prediction
model is based on the RNA-seq dataset. This method is
more economical and more clinically applicable than
whole-genome sequencing. Our findings constructed an
RNA-seq-based nomogram combined with clinical pathol-
ogy, which may provide clinicians with useful tools for
preoperative prediction of LNM and tailor-made personal-
ized treatment for OSCC patients. It is easy to understand
its graphical scoring system, which helps to customize
treatment and medical decisions. To the best of our
knowledge, the RNA-seq-based nomogram described in
this article has not been reported previously, providing a
powerful prognostic tool for precision oncology. Therefore,

this model may have important implications for clinical
practice. Our RNA-seq data is based on the TCGA data-
base and the study population is from different races, so
the model can be extended to other races/ethnic popula-
tions. The RNA-seq-based nomogram combined with clin-
icopathology provides an opportunity for individualized
adjuvant therapy based on biological factors and compre-
hensive change testing through the RNA-seq platform.
Therefore, this model may be a clinically useful tool that
can be easily incorporated into the RNA-seq clinical
sequencing program to personalize OSCC treatment.

However, our study had certain limitations. We
acknowledged that it was based on TCGA data and the
sample size was relatively small. In addition, the nomo-
gram had only been validated internally and still needed
to be further validated by independent cohorts in a multi-
center trial to investigate whether the results are applicable
to other populations.

Table 2: Comparison of the predictive performances of the machine learning model in the test set.

Model performances (HR, 95% CI) RF SVM LR XGBoost

Sensitivity 0.82 (0.75, 0.89) 0.80 (0.75, 0.85) 0.81 (0.74, 0.89) 0.72 (0.63, 0.81)

Specificity 0.67 (0.57, 0.78) 0.76 (0.68, 0.84) 0.76 (0.68, 0.84) 0.67 (0.57, 0.77)

PPV 0.77 (0.72, 0.83) 0.82 (0.77, 0.87) 0.82 (0.77, 0.88) 0.74 (0.67, 0.81)

NPV 0.76 (0.67, 0.84) 0.75 (0.71, 0.79) 0.78 (0.70, 0.83) 0.65 (0.56, 0.75)

Accuracy 0.75 (0.71, 0.80) 0.78 (0.75, 0.81) 0.79 (0.74, 0.83) 0.70 (0.62, 0.77)

AUC 0.82 (0.77, 0.88) 0.84 (0.80, 0.87) 0.84 (0.80, 0.89) 0.77 (0.71, 0.83)

RF: random forest; SVM: support vector machine; LR: logistic regression; HR: hazard ratio; CI: confidence interval; PPV: positive predictive value; NPV:
negative predictive value; AUC: area under the curve.
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5. Conclusion

The RNA-seq-based nomogram combined with clinico-
pathology could potentially provide clinicians with a useful
tool to best select patients with LNM who will benefit from
neck dissection, while avoiding the cost and overtreatment
of those without LNM. Ultimately, optimized individually
tailored therapy will contribute to the management of OSCC
patients based on the model.
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Objective. Stromal cells and immune cells have important clinical significance in the microenvironment of colorectal cancer
(CRC). This study is aimed at developing a CRC gene signature on the basis of stromal and immune scores. Methods. A
cohort of CRC patients (n = 433) were adopted from The Cancer Genome Atlas (TCGA) database. Stromal/immune scores
were calculated by the ESTIMATE algorithm. Correlation between prognosis/clinical characteristics and stromal/immune
scores was assessed. Differentially expressed stromal and immune genes were identified. Their potential functions were
annotated by functional enrichment analysis. Cox regression analysis was used to develop an eight-gene risk score model.
Its predictive efficacies for 3 years, 5 years, overall survival (OS), and progression-free survival interval (PFI) were
evaluated using time-dependent receiver operating characteristic (ROC) curves. The correlation between the risk score
and the infiltering levels of six immune cells was analyzed using TIMER. The risk score was validated using an
independent dataset. Results. Immune score was in a significant association with prognosis and clinical characteristics of
CRC. 736 upregulated and two downregulated stromal and immune genes were identified, which were mainly enriched
into immune-related biological processes and pathways. An-eight gene prognostic risk score model was conducted,
consisting of CCL22, CD36, CPA3, CPT1C, KCNE4, NFATC1, RASGRP2, and SLC2A3. High risk score indicated a poor
prognosis of patients. The area under the ROC curves (AUC) s of the model for 3 years, 5 years, OS, and PFI were
0.71, 0.70, 0.73, and 0.66, respectively. Thus, the model possessed well performance for prediction of patients’ prognosis,
which was confirmed by an external dataset. Moreover, the risk score was significantly correlated with immune cell
infiltration. Conclusion. Our study conducted an immune-related prognostic risk score model, which could provide novel
targets for immunotherapy of CRC.

1. Introduction

CRC, as a heterogeneous disease, is a common cause of
cancer-related deaths worldwide [1]. TNM staging is usually
considered to be one of the main tools for CRC prognosis [2].
However, the prognosis varies greatly among CRC patients
with the same TNM stage, suggesting that the current TNM
stage does not well provide complete prognostic information

for CRC patients. Therefore, it is necessary to adopt a new
strategy to increase the predictive efficiency of prognosis
and survival outcomes of CRC patients.

Due to the considerable heterogeneity between CRCs,
determination of the optimal treatment strategy at the indi-
vidual level faces the large challenges. Thus, it is an urgent
need to conduct robust models to identify high-risk CRC
patients and to find novel molecular targets. In the tumor
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microenvironment (TME), stromal and immune cells are
involved in the development of CRC [3, 4]. Increasing evi-
dence suggests that stromal and immune cells possess critical
clinical significance for CRC. It has been reported that stro-
mal cells can contribute to transcriptome and clinical fea-
tures of CRC subtype [5]. Furthermore, stromal gene
expression can more robustly predict the prognosis of CRC
subtypes compared to epithelial tumor cells [6]. In a large
cohort of CRC patients, infiltrating immune cell data could
better predict patients’ survival than histopathological
methods [7]. Growing studies have found that infiltrating
immune cells are involved in chemoresistance [8] and metas-
tasis [9]. Thus, it is essential to further analyze the biological
characteristics of stromal and immune genes and to deter-
mine their prognostic value for CRC patients. However, there
is a lack of stromal and immune scores that can predict CRC
patients’ prognosis based on multiple clinical factors. More-
over, robust prognostic models on the basis of stromal and
immune scores are also lacking.

In this study, we established a reliable prognostic
immune-related risk score for CRC. Our results could offer
novel insights for prediction of CRC patients’ prognosis
and development of individualized immunity therapy
strategies.

2. Materials and Methods

2.1. CRC Datasets. TCGA RNA-seq data (including Counts
and FPKM data) of GDC CRC (including 469 CRC tissue
samples and 41 adjacent normal tissue samples) were down-
loaded from the xenabrowser website (https://xenabrowser
.net/). Among all CRC samples, 433 samples contained
complete clinical information, including gender, age, TNM
stage, tumor grade, microsatellite instability (MSI), and mis-
match repair (MMR). The clinical information of 433 CRC
patients is listed in Table 1. Survival information including
OS status, OS time, progression-free survival (PFS) status,
and PFS time was derived from the pan-cancer on the GDC
website (https://gdc.cancer.gov/about-data/publications/
PanCan-Clinical-2018). Furthermore, mutation data
(including BRAF, KRAS, and TP53) were from CRCMuTect.
An overview of the workflow is shown in Figure 1.

2.2. Estimation of Stromal/Immune Scores. ESTIMATE
algorithm was used to calculate the stromal/immune
scores on the basis of unique expression profiles of stro-
mal/immune cells by the ESTIMATE package in R
(https://bioinformatics.mdanderson.org/estimate/) [10].

2.3. Kaplan-Meier Survival Analysis. According to the opti-
mal cutoff of stromal/immune scores, CRC samples were
classified into high and low stromal/immune score groups.
Kaplan-Meier plot of overall survival between the two groups
was analyzed, and the results were evaluated by log-rank test.

2.4. Correlation between Clinical Characteristics and
Stromal/Immune Scores. To probe into the clinical signifi-
cance of stromal/immune scores, we analyzed the correlation
between clinical characteristics (including pathologic T,

pathologic N, pathologic M, and tumor stage) and stroma-
l/immune scores.

2.5. Differential Expression Analysis. Differential expression
analysis between high and low stromal/immune score groups
was carried out using the edgeR package in R, following
the screening criteria of ∣log2 fold change ðFCÞ ∣ >1 and
FDR ðadjusted p valueÞ < 0:05. Then, up- or downregulated
stromal/immune genes were intersected by the VennDia-
gram package in R, respectively.

2.6. Functional Enrichment Analysis. Gene Ontology (GO)
and Kyoto Encyclopedia of Genes and Genomes (KEGG)
pathway enrichment analyses of differentially expressed stro-
mal and immune genes were carried out through the cluster-
Profiler package in R [11]. GO analysis contains three terms,
cellular component (CC), molecular function (MF), and bio-
logical process (BP). p value after adjustment < 0.05 was sig-
nificantly enriched.

2.7. Protein-Protein Interaction (PPI) Analysis. PPI analyses
of differentially expressed stromal and immune genes were
carried out via The Search Tool for the Retrieval of Interact-
ing Genes (STRING, https://string-db.org/; version 11) [12].
Then, the PPI network was visualized through Cytoscape
(version 3.7.2) [13].

2.8. Univariate and Multivariate Cox Regression Analyses.
Univariate cox regression analysis of differentially expressed

Table 1: Clinical characteristics of CRC patients in TCGA datasets
(overall = 433).

Characteristics Groups N (%)

Age (%)
≤60 136 (30.7)

>60 297 (68.6)

Gender (%)
Female 200 (46.2)

Male 233 (53.8)

Status (%)
Died 338 (78.1)

Alive 95 (21.9)

Pathologic T (%)

T1 11 (2.5)

T2 75 (17.3)

T3 296 (68.4)

T4 51 (11.8)

Pathologic N (%)

N0 254 (58.7)

N1 102 (23.6)

N2 77 (17.8)

Pathologic M (%)

M0 320 (75.1)

M1 61 (14.3)

Mx 45 (10.6)

Tumor stage (%)

I 73 (17.3)

II 165 (39.1)

III 123 (29.1)

IV 61 (14.5)
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stromal and immune genes was carried out via the survival
package in R. Genes with p value < 0.05 were screened for
multivariate cox regression analysis. To validate the sensitiv-
ity and accuracy of the risk score for prediction of CRC, an
ROC curve was drawn to evaluate the predictive performance
of the risk core for 3 years, 5 years, OS, and PFI using the
“tdROC” package in R. The results were visualized with the
“ggplot2” package in R. The AUC was then calculated. The
GSE39582 dataset from the Gene Expression Omnibus
(GEO) database (https://www.ncbi.nlm.nih.gov) was used
to validate the prognostic value of the risk score. The dataset
was composed of 566 CRC samples.

2.9. Immune Infiltration Analysis. The tumor-immune infil-
tration cells including B cells, CD4+T cells, CD8+T cells,
macrophages, neutrophils, and dendritic cells were estimated
via the TIMER (https://cistrome.shinyapps.io/timer/) [14].
Spearman’s correlation between the risk score and the infil-
trating levels of immune cells was evaluated through the
psych package in R. Furthermore, we also assessed the corre-
lation between the genes in the risk score andmarker genes of
immune cells. The strength of correlation followed the cri-
teria: 0:7 ≤ ∣ r ∣ ≥1 suggested a high correlation, 0:3 ≤ ∣ r ∣ <
0:7 suggested a moderate correlation, and 0 < ∣ r ∣ <0:3 sug-
gested a weak correlation [15].

3. Results

3.1. Immune Score Is in Significant Association with Prognosis
and Clinical Features of CRC Patients. According to the opti-
mal cutoff of stromal/immune scores, the CRC patients were
divided into two groups. Kaplan-Meier OS analysis results
showed that patients with high stromal score had shorter
OS time than those with low stromal score; however, it was

not statistically significant (Figure 2(a); p value = 0.057). As
depicted in Figure 2(b), we found that patients with low
immune score implied a poor prognosis (p value = 0.0094).
Furthermore, we analyzed the correlation between stroma-
l/immune scores and clinical features. As depicted in the
results, stromal score was not significantly associated with
pathologic T (Figure 3(a); p value = 0.61), pathologic N
(Figure 3(b); p value = 0.28), pathologic M (Figure 3(c);
p value = 0.63), tumor stage (Figure 3(d); p value = 0.68),
and age (Figure 3(e); p value = 0.76). Similarly, we also found
that there was no statistical significance between immune
score and pathologic T (Figure 3(f); p value = 0.88) and path-
ologic N (Figure 3(g); p value = 0.17). As expected, immune
score was in significant association with pathologic M
(Figure 3(h); p value = 0.0045) and tumor stage
(Figure 3(i); p value = 0.0093). However, no significant corre-
lation between immune score and age was found in
Figure 3(j) (p value = 0.29). Furthermore, ESTIMATE scores
were not correlated with pathologic T (Figure 3(k); p value =
0.98), pathologic N (Figure 3(l); p value = 0.73), pathologic M
(Figure 3(m); p value = 0.095), tumor stage (Figure 3(n); p
value = 0.28), and age (Figure 3(o); p value = 0.74). These
findings indicated that immune score was in significant asso-
ciation with CRC patients’ prognosis and clinical features.

3.2. Identification of Differentially Expressed Stromal and
Immune Genes for CRC.We analyzed differentially expressed
genes (DEGs) with ∣log 2FC ∣ >1 and FDR < 0:05 between the
high and low stromal/immune score groups. As volcano
plots, there were 1197 up- and 28 downregulated stromal
genes in the high stromal score group (Figure 4(a)). Further-
more, 899 immune genes were upregulated and eight
immune genes were downregulated in the high immune
score group (Figure 4(b)). Hierarchical clustering analysis

Stromal score Immune score

Differentially expressed
genes (|log2FC|>1 and

FDR <0.05) 

TCGA-CRC
dataset 

An eight-gene
risk score model 

Kaplan-Meier
survival analysis 

ROC for 3 years,
5 years, OS and

PFI

Univariate &
multivariate Cox

regression analyses 

Immune cell
infiltration 

External validation
using GSE39582

dataset 

Correlation between
eight genes and CRC
molecular markers 

Figure 1: An overview of the workflow.
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Figure 2: The correlation between stromal/immune scores and CRC patients’ survival outcomes. (a) Stromal score. (b) Immune score. The x
-axis suggests overall survival time and y-axis represents survival probability.
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Figure 3: Continued.
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results showed that both stromal DEGs and immune DEGs
could distinguish high stromal/immune score from low stro-
mal/immune score (Figures 4(c) and 4(d)). 736 genes were

upregulated both in high stromal and immune scores
(Figure 4(e)). Moreover, among eight downregulated
immune genes, two genes were also downregulated in the
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high stromal score group (Figure 4(f)). We further performed
functional enrichment analysis of these common stromal and
immune genes. These genes were significantly correlated
with inflammatory biological processes like regulation of
inflammatory response and pathways such as cytokine-
cytokine receptor interaction and chemokine signaling
pathway (Figures 5(a)–5(d)). As shown in the PPI net-
work, COL6A2, COL6A1, COL5A2, C1S, and C1R were
the top five genes, which were considered hub genes
(Figure 5(e)).

3.3. Construction of an Eight-Gene Prognostic Signature for
CRC. Among 738 differentially expressed stromal and

immune genes, 23 genes were significantly associated with
CRC patients’ prognosis according to univariate Cox regres-
sion analysis results. Of them, 20 genes were risk factors, and
the remaining three (CCL22, CPA3, and MMP1) were pro-
tective factors (Table 2). These genes were used for multivar-
iate Cox regression analysis. Finally, an eight-gene signature
was constructed for CRC. The risk score was calculated on
the basis of the coefficients and expression values of the eight
genes. All CRC patients were divided into two groups in
accordance with the median value of risk score
(Figure 6(a)). Heat maps depicted the difference in expres-
sion patterns of the eight genes (including CD36, KCNE4,
CPT1C, SLC2A3, RASGRP2, NFATC1, CCL22, and CPA3)
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between the high and low risk scores (Figure 6(b)). As
shown in Figure 6(c), the risk score was capable of pre-
dicting CRC patients’ prognosis. High risk score implied
a poor prognosis (p value < 0.0001). Among the eight
genes, KCNE4 and CCL22 were protective factors of
CRC, while CD36, CPT1C, SLC2A3, RASGRP2, NFATC1,
and CPA3 were risk factors of CRC, as shown in the forest
diagram (Figure 6(d)).We further validated the sensitivity and
accuracy of the model. AUCs of the model for 3 years, 5 years,
OS, and PFI were 0.71, 0.70, 0.73, and 0.66, respectively
(Figures 6(e) and 6(f)). Thus, the risk score model could well
predict CRC patients’ prognosis, with high sensitivity and
accuracy. As shown in the multivariate Cox regression analy-
sis, the model and MMR could become independent factors
for CRC prognosis after adjustment of other clinical character-
istics (Table 3).

3.4. Eight Genes in the Risk Score Model Are Significantly
Associated with CRC Patients’ Prognosis. Box plot depicted
the difference in expression patterns of CCL22
(Figure 7(a)), CD36 (Figure 7(b)), CPA3 (Figure 7(c)),
CPT1C (Figure 7(d)), KCNE4 (Figure 7(e)), NFATC1
(Figure 7(f)), RASGRP2 (Figure 7(g)), and SLC2A3
(Figure 7(h)) between the high risk score and low risk score.
Among them, CCL22 (p value < 2.22e-16), CPA3 (p value <
2.22e-16), CPT1C (p value = 0.00078), KCNE4 (p value =

0.023), NFATC1 (p value = 0.00062), and SLC2A3 (p value
= 0.00081) were differentially expressed between the high
and low risk scores. Furthermore, the expression levels of
these genes between CRC samples and normal samples were
visualized (Figures 8(a)–8(g)). CD36 (p value < 2.22e-16),
CPA3 (p value < 2.22e-16), NFATC1 (p value = 9.1e-08),
and RASGRP2 (p value < 2.22e-16) were highly
expressed and SLC2A3 (p value = 0.0015) was lowly
expressed in tumor samples. As shown in Figures 9(a)–
9(h), low expression of CCL22 (p value = 0.0047) and
CPA3 (p value = 0.035) indicated shorter OS time than
high expression. Moreover, we found that highly expressed
CPT1C (p value = 0.0017), KCNE4 (p value = 0.002), and
SLC2A3 (p value = 0.0048) was significantly correlated with
poor PFS (Figures 9(i)–9(p)).

3.5. The Eight-Gene Model Is in Significant Correlation with
Immune Cell Infiltration. The correlation between the model
and the infiltrating levels of six immune cells was analyzed.
We found that the model was in significant association with
the infiltrating levels of six immune cells, including B cell
(Figure 10(a); R = 0:13, p value = 0.0064) and CD4+T cell
(Figure 10(b); R = 0:21, p value=4.3e-06). However, no sig-
nificant correlation between the model and CD8+T cell was
found in Figure 10(c) (R = 0:045, p value = 0.34). Further-
more, there were distinct correlations between the model
and dendritic cell (Figure 10(d); R = 0:12, p value = 0.0072),
macrophage (Figure 10(e); R = 0:19, p value = 3.3e-05), neu-
trophil (Figure 10(f); R = 0:18, p value = 9.4e-05). We also
found that the expression levels of the eight genes in the
model were significantly correlated with the infiltrating levels
of six immune cells, including CCL22 (Figure 11(a)), CD36
(Figure 11(b)), CPA3 (Figure 11(c)), CPT1C (Figure 11(d)),
KCNE4 (Figure 11(e)), NFATC1 (Figure 11(f)), RASGRP2
(Figure 11(g)), and SLC2A3 (Figure 11(h)). Moreover, the
eight genes were in significant association with markers of
immune cells (Supplementary Table 1). These results
suggested that the model could be in association with
immune cell infiltration.

3.6. Validation of the Risk Score Using an Independent
Dataset. Based on 566 CRC samples from the GSE39582
dataset, the prognostic value of the risk score was validated.
The risk score distribution and survival status of CRC
patients are shown in Figure 12(a). Heat maps showed
the expression differences of CD36, KCNE4, CPT1C,
SLC2A3, RASGRP2, NFATC1, CCL22, and CPA3 between
the high and low risk scores (Figure 12(b)). As expected,
CRC patients with high risk score had a poorer prognosis
than those with low risk score (Figure 12(c)). Among the
eight genes, CD36, NFATC1, and CCL22 were signifi-
cantly associated with prognosis of CRC patients
(Figure 12(d)). AUCs of the model for 3 years and 5 years
were 0.65 and 0.66, respectively (Figure 12(e)), indicating
that the risk score could well predict CRC patients’ prog-
nosis. The expression levels of CCL22 (Figure 13(a)),
CD36 (Figure 13(b)), CPA3 (Figure 13(c)), CPT1C
(Figure 13(d)), KCNE4 (Figure 13(e)), NFATC1
(Figure 13(f)), RASGRP2 (Figure 13(g)), and SLC2A3

Table 2: Univariate Cox regression analysis results of 23
differentially expressed stromal and immune genes.

Variables HR Lower 95% CI Upper 95% CI p value

CD36 1.381 1.046 1.823 0.02284

KCNE4 1.346 1.004 1.805 0.047303

VEGFC 1.39 1.011 1.912 0.042907

PDE1B 2.242 1.361 3.693 0.001518

BGN 1.166 1.003 1.355 0.046135

CPT1C 2.561 1.476 4.446 8.26E-04

GPX3 1.231 1.03 1.471 0.022285

NGFR 1.344 1.014 1.779 0.039388

SERPINE1 1.173 1.01 1.362 0.037066

CHST1 1.448 1.02 2.055 0.038579

FBLN7 2.648 1.003 6.994 0.049317

KCNJ8 1.372 1.003 1.876 0.047805

SLC2A3 1.225 1.007 1.49 0.041957

CD72 1.714 1.127 2.606 0.011724

APLP1 1.631 1.031 2.58 0.036535

SIGLEC1 1.348 1.019 1.783 0.036725

RASGRP2 1.641 1.044 2.579 0.031925

SPHK1 1.218 1.002 1.481 0.048069

NFATC1 1.674 1.157 2.421 0.006228

LRRN2 1.653 1.139 2.398 0.008126

CCL22 0.686 0.51 0.923 0.012756

CPA3 0.81 0.68 0.966 0.019315

MMP1 0.902 0.816 0.996 0.042396
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(Figure 13(h)) between the high risk score and low risk
score were validated based on the 566 CRC samples. Uni-
variate Cox regression analysis results showed that age,
KRAS mutation, pathologic T, pathologic N, pathologic
M, tumor stage, and risk score were notably associated
with CRC patients’ prognosis. After multivariate Cox

regression analysis, we found that age, KRAS mutation,
pathologic M, and risk score could be independent prog-
nostic factors for CRC (Table 4).

3.7. The Eight Genes in the Risk Score Are Distinctly
Correlated with Molecular Markers of CRC Prognosis. In
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Figure 6: Construction of an eight-gene prognostic signature for CRC. (a) Risk score distribution and survival status. (b) Heat maps showing
the expression patterns of the eight genes between high and low risk score. (c) Kaplan-Meier survival analysis of the model. (d) Forest plot of
the eight genes for CRC. (e, f) ROC curve of the model for 3-year, 5-year, OS, and PFI.

Table 3: Univariate and multivariate Cox regression analyses in a TCGA-CRC cohort.

Characteristics
Univariate analysis Multivariate analysis

HR (95% CI) p value HR (95% CI) p value

Stromal score 1 (1-1) 0.653 NA NA

Immune score 1 (1-1) 0.941 NA NA

Age 1.396 (0.878-2.22) 0.158 NA NA

Gender 1.127 (0.751-1.692) 0.564 NA NA

Tumor stage 3.064 (1.986-4.726) <0.0001 3.320 (0.870-12.640) 0.079

Pathologic T 3.204 (1.398-7.345) 0.006 4.914 (0) 0.996

Pathologic N 2.581 (1.705-3.909) <0.0001 0.920 (0.290-2.890) 0.880

Pathologic M 3.519 (2.312-5.356) <0.0001 1.620 (0.84-3.13) 0.151

MMR 0.181 (0.044-0.751) 0.019 0.070 (0.010-0.500) 0.009

BRAF 1.108 (0.620-1.980) 0.729 NA NA

KRAS 0.912 (0.580-1.434) 0.691 NA NA

TP53 1.461 (0.884-2.417) 0.139 NA NA

MSI 0.907 (0.522-1.575) 0.728 NA NA

Risk score 2.718 (2.063-3.581) <0.0001 2.420 (1.590-3.700) <0.0001
NA: not available.
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Figure 14(a), CCL22 was significantly correlated with BRAF
mutation (p value = 0.014) and KRAS mutation (p value =
0.041). For CD36, there was a distinct correlation between
its expression and KRAS mutation (p value = 0.00034) and
MMR (p value = 0.025) in Figure 14(b). CPA3 (p value =
0.0066; Figure 14(c)) and CPT1C (p value = 0.005;
Figure 14(d)) had higher expression levels in KRAS muta-
tion. As shown in Figure 14(e), KCNE4 expression was in sig-
nificant correlation with BRAF mutation (p value = 0.0014),

KRAS mutation (p value = 0.049), and MSI (p value =
0.05). NFATC1 expression was prominently correlated with
BRAF mutation (p value = 2.2e-11), KRAS mutation (p value
= 0.00051) and MSI (p value = 1.1e-13) in Figure 14(f). In
Figure 14(g), RASGRP2 expression was significantly
decreased in KRAS mutation. For SLC2A3, we found that
there was a distinct correlation between its expression and
BRAF mutation (p value = 0.0011) and MSI (p value =
0.00013) in Figure 14(h).
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Figure 7: Box plots depicting the expression patterns of the eight genes in the risk score model between high and low risk score. (a) CCL22.
(b) CD36. (c) CPA3. (d) CPT1C. (e) KCNE4. (f) NFATC1. (g) RASGRP2. (h) SLC2A3.
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4. Discussion

In TME, stromal and immune cells are involved in the devel-
opment of CRC. In this study; using the ESTIMATE algo-
rithm, stromal and immune scores were calculated. A
significant correlation between the immune score and CRC
patients’ prognosis was observed. Both the stromal score

and immune score were in significant correlation with clin-
ical characteristics of CRC patients. Furthermore, we iden-
tified differentially expressed stromal and immune genes
for CRC. Functional enrichment analysis results suggested
that these genes were positively related with immune-
related pathways like cytokine-cytokine receptor interaction
[16, 17] and chemokine signaling pathway [18, 19].
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Figure 8: Box plots showing the expression patterns of the eight genes in the risk score model between CRC samples and normal samples. (a)
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Figure 9: Kaplan-Meier plot of OS and PFS for the eight genes in the risk score model between high and low risk score. Kaplan-Meier OS
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Individual prognosis for CRC patients varies widely.
Individual genes often cannot accurately predict the prog-
nosis of patients with CRC. Genes in most prognostic risk
scores are screened via differential expression analyses
[20–22]. Yet, there are few prognostic models associated
with CRC immune infiltration. Therefore, in this study,
we selected eight differentially expressed stromal and
immune genes related to prognosis for constructing a risk
score model. However, focusing only on CRC-related
immune-related genes may limit its clinical value. For this
reason, through multivariate regression analysis, after
adjustment of the clinical characteristics of CRC, we
assessed the association between the risk score and CRC
prognosis. The results showed that the model may become
an independent prognostic factor for CRC. Our risk score
exhibited well efficiency in predicting CRC patients’ prog-
nosis. Therefore, the risk score model possessed potential
prognostic value, which was confirmed using an indepen-
dent dataset. Among the eight genes in the model, both
in the discovery and independent datasets, CCL22 was a
protective factor of CRC, while CD36 and NFATC1 were
two risk factors of CRC. However, other genes exhibited
inconsistent results in the two datasets. This is partly due
to the heterogeneity of the samples in the two datasets.
Patients in the same pathological stage have different
prognosis. Both in the discovery and independent datasets,
CCL22 and CPA3 were lowly expressed and KCNE4,
NFATC1, and SLC2A3 were highly expressed in the
high-risk samples compared to the low-risk samples. How-
ever, there were inconsistent results about other genes
between the high- and low-risk samples in the two data-
sets, partly due to the heterogeneity of the samples, differ-
ent sequencing platforms, different background correction
and normalization methods and so on. Thus, it is unreli-
able to predict CRC patients’ prognosis by an individual

gene. However, our risk score composed of these genes
may accurately suggest the patient’s prognosis.

As described in a previous study, high CCL22 expression
was found in CRC tissues [23]. Recent study has found that
CCL22 secreted by M2 macrophages could mediate CRC 5-
FU-mediated chemoresistance [24]. Furthermore, it has been
reported that CCL22 was in significant correlation with the
infiltrating levels of different T cell subsets for CRC [25].
Our results showed that CD36 was significantly downregu-
lated in CRC tissues compared to normal tissues, which
was validated in vitro and in vivo [26]. Genome-wide
DNA methylation analysis revealed that hypermethylation
of CD36 could contribute to its low expression [27]. Fang
et al. found that CD36 expression gradually decreased from
adenoma to cancer and CD36 loss implied a poor prognosis
in patients with CRC [28]. NFATC1 was deregulated in
CRC tissues, which was consistent with previous findings
[29]. In vitro, its overexpression significantly promoted
CRC cell invasion and metastasis [30]. Kumar et al. reported
that NFATC1 indicated poor survival outcomes of CRC
patients [31]. High SLC2A3 expression was observed in
CRC tissues and its high expression indicated a poor prog-
nosis, consistently with previous research [32, 33]. Further-
more, downregulated CPA3 and RASGRP2 and upregulated
CPT1C and KCNE4 were found in CRC tissues, which
implied poor prognosis.

As for immune cell infiltration, we found that the eight
genes in the risk score model were moderately correlated
with the infiltering levels of CD4+T cell, dendritic cell, mac-
rophage, and neutrophil. It has been confirmed that TME
affects the efficacy of immunotherapy, and immune cells in
TME possess predictive value for immunotherapy treatment
[34–36]. Increasing genes have been shown to participate in
the regulation of immune cells [37–40]. Therefore, our risk
score model could possess potential value to predict CRC
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Figure 11: The correlation between the eight genes in the risk score model and immune cell levels. (a) CCL22. (b) CD36. (c) CPA3. (d)
CPT1C. (e) KCNE4. (f) NFATC1. (g) RASGRP2. (h) SLC2A3.
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Figure 12: Validation of the eight-gene prognostic signature for CRC using an independent dataset. (a) Risk score distribution and survival
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patients’ prognosis, and the eight genes could become
promising immunotherapeutic targets, which deserve fur-
ther study.

Our correlation analysis results confirmed that the eight
genes in the risk score were distinctly correlated with molec-
ular markers of CRC prognosis. However, our study has sev-
eral limitations. First, our retrospective study limited the
application of this risk score. Second, the heterogeneity of

the immune microenvironment would inevitably contribute
to result bias. Therefore, it is necessary to validate our find-
ings in a prospective clinical study.

5. Conclusion

In this study, we conducted an immune-related prognostic
model for CRC on the basis of stromal and immune scores.
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Figure 13: The expression patterns of the eight genes in the risk score model between high and low risk score were validated using an
independent dataset. (a) CCL22. (b) CD36. (c) CPA3. (d) CPT1C. (e) KCNE4. (f) NFATC1. (g) RASGRP2. (h) SLC2A3.
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The model had well predictive efficacy for CRC patients’
prognosis. Our findings could provide novel biomarkers for
predicting the prognosis of CRC patients and developing
individualized immunity therapy strategies.
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Figure 14: The eight genes in the risk score are distinctly correlated with molecular markers of CRC prognosis including BRAF mutation,
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The molecular mechanism of osteosarcoma (OS) based on protein-coding genes has largely been studied in the past decades.
However, much remains to be explored when it comes to the role that long noncoding RNAs (lncRNAs) play in the
pathogenesis and progression of OS and how they are associated with OS metastasis. In the present study, we collected
RNA-seq-based gene expression data of 82 OS samples from the Therapeutically Applicable Research To Generate Effective
Treatments (TARGET) database, along with their clinical information. We found that 50 lncRNAs were significantly
associated with patients’ survival by univariable Cox regression model. Moreover, we built multivariable Cox regression
model based on 7 lncRNAs and successfully stratified patients into two risk groups, which exhibited significantly different
prognostic outcomes. Significantly enriched Gene Ontology (GO) terms and Kyoto Encyclopedia of Genes and Genomes
(KEGG) pathways detected by differential expression analysis on DEGs between the two groups with different prognostic
outcomes were both immune-related, indicating that such GO terms and pathways are critical for OS survival. Among the
seven lncRNA signatures, AC011442.1 was predicted to act as an oncogenic driver in OS by correlation analysis of copy
number alteration (CNA) and lncRNA expression, and it was predicted to regulate AMPK and hedgehog signaling
pathways. In summary, the identification of novel prognostic lncRNAs in OS could not only improved our understanding
of the lncRNAs involved in OS tumorigenesis or progression but also assist the diagnosis and development of molecularly
targeted therapies for OS, which in turn benefit patients’ survival.

1. Introduction

Osteosarcoma (OS) is among the most prevalent malignan-
cies in children and adolescents [1]. According to previous
study, it takes up approximately 20% of all bone cancers,
which also makes it one of the most common primary skele-
tal tumors [2, 3]. For example, according to the American
Cancer Society, the estimated number of newly diagnosed
cases of skeletal malignancies in 2017 would reach 3,260 in
the United States, among them there would be roughly over
600 OS patients [4]. Unfortunately, over one-fifth of osteo-
sarcoma patients exhibit lung metastasis at the time of diag-
nosis, which often results in unsatisfactory prognosis [5]. No
significant improvement in 10-year overall survival of OS

patients has been observed since the 1990s [6]. The magical
effect of traditional tumor resection surgery and chemother-
apy seems to encounter a bottleneck as they had once
improved overall 10-year survival of OS from 30% to about
50% in the 1970s, and with the advances in molecular biology
and related techniques, molecularly targeted therapies have
since emerged as a new option in the management strategy
of various cancers, including OS.

It is crucial for the development of molecularly targeted
therapies to identify metastatic-related biomarkers and
underlying mechanism in OS, in order to deliver a more
accurate prognosis prediction and therapeutic decisions [7].
Long noncoding RNAs (lncRNAs) attract researchers’ keen
attention worldwide as they play a critical role through
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Figure 1: The study design and the expression profiles of the 50 prognostic lncRNAs in OS. (a) The workflow of the present study. (b) The
lncRNAs were clustered by hierarchical clustering algorithm, and the samples were ordered by survival status and survival time.
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epigenetic, transcriptional, and posttranscriptional mecha-
nisms in diverse biological processes, such as tumor initi-
ation, growth, and metastasis [8]. Though lncRNAs are
not to be translated into proteins, they can function as
key regulators through interacting with miRNAs, mRNAs,
and proteins [8]. Many lncRNAs are identified to exert
oncogenic or tumor suppressor functions in OS, such as
ZEB1-AS1 [9], SPRY4-IT1 [10], BCAR4 [11], and MFI2
[12]. For example, previous studies have reported that
lncRNA DANCR could function as a competitive endoge-
nous RNA in OS, thereby promoting ROCK1-mediated
proliferation and metastasis [13]. CEBPA-AS1, an antisense
RNA of CEBPA, has the capability of inhibiting proliferation
and migration and promoting apoptosis in OS via Notch
signaling [14]. These studies demonstrate that lncRNAs
can regulate the progression, metastasis, and prognosis of
OS [15].

In this study, RNA-seq data and clinical information of
patients with osteosarcoma from the TARGET database
were processed with univariable Cox regression and ran-
dom forest algorithm, and we selected seven long noncod-
ing RNAs (lncRNAs); all of them have the potential to
affect the survival of osteosarcoma patients and to construct
a prognosis risk model. Based on the stratification offered
by our model, the corresponding biological differences
among osteosarcoma patients and how these characteristics
would result in varied prognostic outcomes were further
explored and explained.

2. Materials and Methods

2.1. Data Resources. We downloaded RNA-seq-based gene
expression data (TPM, transcript per million), somatic
copy number alteration (SCNA) data, and clinical data of
82 corresponding osteosarcoma patients from the TAR-
GET (Therapeutically Applicable Research to Generate
Effective Treatments) database [16]. The segmented SCNA
was annotated by Ensembl gene annotation v37.75 [17].
The SCNA status for each was called as gain or loss only
if the log2 ratio (tumor/normal copy numbers) was more
than 0.6 or less than -0.6. To meet the requirement for
data analysis, we only collected 82 osteosarcoma samples
with matched SCNA, gene expression, and clinical data.

2.2. Selection of lncRNAs in OS for Prognostic Risk Model
Construction. First, based on 9 biotypes for lncRNAs (which
were 3prime_overlapping_ncRNA, antisense, lincRNA,
macro_lncRNA, non_coding, sense_intronic, sense_overlap-
ping, bidirectional_promoter_lncRNA, and retained intron)
in Ensembl, we obtained a total of 3,159 lncRNAs that exhib-
ited TPM ðtranscript permillionÞ > 0:1 in more than half of
the samples. The expression status of lncRNAs were firstly
classified into high and low expression, respectively, based
on the median of the expression levels. Combined with the
clinical information, univariable Cox regression analysis
was then performed with package Survival v3.1-11 in R
v3.6.3 to pick up lncRNAs significantly related to the survival
of the patients (log-rank test, P < 0:05). Utilizing the random
forest algorithm in R package randomForestSRC with default
options, we evaluated ranked those lncRNAs and built a mul-
tivariable Cox model based on the top 20 prognostic
lncRNAs. Subsequently, we only retained the prognostically
insignificant lncRNAs in the initial multivariable Cox model
(P > 0:05) and built the optimal multivariable Cox model
based on these prognostic lncRNAs.

2.3. Model Construction for Evaluating Osteosarcoma
Prognostic Risk. Taking into consideration the expression of
qualified lncRNAs in each patient and the patient’s survival
status, we applied multivariable Cox regression with survival
package in R v3.6.3 to build our osteosarcoma prognosis risk
model, and lncRNAs with significant contribution to the
model were selected. These lncRNAs were used to construct
a risk-scoring method, which assigned a score that reflected
the risk of death to each osteosarcoma patient. The patients
were then divided by the median score into the high-risk
and low-risk groups, accordingly. We visualized the survival
curves of the two groups of patients by the Kaplan-Meier
method and assessed the differences between the two groups
by log-rank test.

2.4. Functional Enrichment Analysis of the Dysregulated
Genes in the Two Risk Groups.As osteosarcoma patients were
categorized, their gene expression profiles fell into two
groups, accordingly. Utilizing the screening criteria of ∣log2
ðfold changeÞ ∣ >1 and P value < 0.05, genes with significant
differential expression between the two groups were selected.
Subsequently, Gene Ontology (GO) [18] and Kyoto

Table 1: The summary for seven prognostic lncRNAs in univariable and multivariable Cox regression model.

Features
Univariable Cox regression Multivariable Cox regression

Coefficient Hazard ratio P value Coefficient Hazard ratio P value

USP30-AS1 -1.25 0.29 1:95E − 06 -2.10 0.122 4:22E − 03

AC113383.1 -0.09 0.91 8:34E − 03 -0.11 0.89 4:47E − 03

LINC01549 0.02 1.02 1:38E − 04 0.02 1.02 5:08E − 03

AC093627.3 0.12 1.13 2:66E − 04 0.16 1.18 1:35E − 05

DDN-AS1 0.35 1.42 1:95E − 06 0.22 1.25 4:22E − 03

GNAS-AS1 0.46 1.58 7:49E − 03 0.68 1.98 7:02E − 04

AC011442.1 0.39 1.48 1:54E − 02 0.72 2.06 3:22E − 03
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Encyclopedia of Genes and Genomes (KEGG) pathway
[19] enrichment analysis were performed on identified dif-
ferentially expressed genes with the package clusterProfiler
v3.12.0 in R v3.6.3.

2.5. Estimation of Immune Cell Infiltrating Levels. The infil-
trating levels of immune cells were estimated based on the
gene expression profiles and marker genes of immune cells.
Single-sample gene set enrichment analysis (ssGSEA) was
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Figure 2: The performance of the seven lncRNAs in OS survival prediction. (a) Risk scores for each patient in different groups, where the blue
points represent low-risk patients, and red points represent high-risk patients at the top panel. In the middle panel, the distribution of survival
time and survival status of two groups of patients, of which the y-axis stands for survival time, blue points represent living patients, and red
dots represent the dead patients. The expression patterns of the selected lncRNAs in each OS patient were displayed at the bottom. The
Kaplan-Meier curves for survival of patients stratified by the seven lncRNAs were displayed in (b)–(h), respectively. (i) The Kaplan-Meier
curve for the samples stratified by the risk score of multivariable Cox regression model.
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employed in this study. This analysis was implemented in R
GSVA v1.32.0 package [20].

3. Results

3.1. Identification of Prognostic lncRNAs in OS. As shown
in Figure 1(a), the present study conducted a series of data
analysis to build a predictive model for OS risk. The gene
expression and clinical information of 84 osteosarcoma
patients were obtained using the TARGET database,
among which, two samples were excluded due to a lack
of overall survival time. Based on the gene annotation
from the Ensembl database and criteria regarding TPM,
we selected 3,159 long noncoding RNA for later establish-
ment of the prognostic risk model (see Materials and
Methods). Among these 3,159 lncRNAs, we identified 50
lncRNAs significantly associated with patients’ overall sur-
vival by univariable Cox regression model (log-rank test, P
values < 0.05, Supplementary Table S1). As illustrated in
Figure 1(b), the expression of the prognostic lncRNAs
were significantly differentially expressed between the
alive and deceased OS patients. These results indicated
that the prognostic lncRNAs identified by the univariable
Cox regression model may be essential for OS
tumorigenesis and/or progression.

3.2. Construction of lncRNA-Based Multivariable Cox Model
for Risk Prediction in OS Patients. To build a lncRNA-based
Cox regression model for OS risk prediction, we first ranked
the prognostic lncRNAs by random forest algorithm, and the
top 20 lncRNAs were considered candidates for the construc-
tion of an OS prognostic risk model. We then built our model
with multivariable Cox regression on the samples with clinic
information and expression data of these lncRNAs and
obtained seven lncRNAs that significantly contributed to
the model (Table 1). Based on the multivariable Cox model,
the OS patients were divided into two risk groups using the
median risk score. As shown in Figure 2(a), the proportion
of deceased samples in the high-risk group (high-risk) was
much greater than that in the low-risk group (low-risk)
(25/41 vs. 4/41, test of proportion, P < 0:05). Moreover, com-
pared with the low-risk group, patients in the high-risk group
exhibited significantly lower overall survival time (33.6 vs.
68.7, log-rank test, P = 1:54E − 5). Furthermore, patients
were then divided into the high-/low-expression groups
based on the expression profiles of these seven lncRNAs,
respectively. The Kaplan-Meier curves showed a significant
association of the seven lncRNAs with overall survival of
patients with OS (Figures 2(b)–2(h)). Consistently, the risk

score was observed to have a higher statistical significance
than any of the seven prognostic lncRNAs (Figure 2(i)).

In addition, to assess the independence of this scoring in
predicting patients’ prognosis, we performed both univari-
able and multivariable Cox regression for samples using the
precalculated risk scores and their clinical information such
as gender, race, and age. We found that this risk score was
an independent indicator for OS patients’ survival
(Table 2), further suggesting that the risk score by the
seven-lncRNA-based Cox model had the potential to predict
the risk of OS patients.

3.3. Functional Characterization of Dysregulated Genes in
High-Risk and Low-Risk Groups. To investigate dysregulated
genes in the two risk groups, we compared the gene expres-
sions of these two risk groups. With thresholds at |log2 (fold
change)| >1 and P value < 0.05, we identified 864 significant
differentially expressed genes (DEGs), and when compared
with the low-risk group, the expression of 728 gene was sig-
nificantly upregulated in the high-risk group, and the expres-
sion of another 136 genes was downregulated (Figure 3(a)).

The GO and KEGG pathway enrichment analyses proved
that the immune microenvironment of osteosarcoma
patients played a crucial role in OS progression. It can be
learned that the top 10 GO terms exhibited close association
with immunity, including inflammatory responsive response
T cell activation, humoral immune response, lymphocyte-
mediated immunity, axonemal dynein complex assembly,
positive regulation of T cell activation, and regulation of
leukocyte cell-cell adhesion (Figure 3(b)), suggesting that
the varied immune environment between the high- and
low-risk groups may result in their prognostic differences.
What is more, from the KEGG pathway enrichment anal-
ysis, we observed that a majority of the pathways, where
these differentially expressed genes were significantly
enriched, consisted of immune-related ones, such as NK
cell-mediated cytotoxicity, staphylococcus aureus infection,
Th1 and Th2 cell differentiation, antigen processing, and
presentation (Figure 3(c)). The consistence between the
GO and KEGG enrichment analyses further demonstrated
the immune-related biological process may play a key role
in OS progression.

3.4. AC011442.1 May Act as an Oncogenic Driver lncRNA in
OS. As lncRNAs upregulated or downregulated by copy
number alterations (CNA) probably acted as driver lncRNAs
in cancer, we performed correlation analysis of the expres-
sion level and the corresponding copy number status for
the seven prognostic lncRNAs in the multivariable Cox

Table 2: The comparative analysis of the risk score with other clinical factors in univariable and multivariable Cox regression models.

Features
Univariable Cox regression Multivariable Cox regression

P value HR Lower 95% CI Upper 95% CI P value HR Lower 95% CI Upper 95% CI

Risk score 6:82E − 12 19.7 8.41 46.2 7:33E − 12 19.7 8.41 46.4

Gender (female/male) 0.30 0.68 0.33 1.41 0.22 0.60 0.27 1.35

Race (white/other) 0.23 0.64 0.30 1.34 0.47 0.75 0.35 1.64

Age 0.82 1 1 1 0.72 1 1 1
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model. We observed thatAC011442.1was highly upregulated
in samples with CNA as compared with wild-type samples
(P < 0:001, Figure 4(a)). Notably, the copy numbers of the
four genes were frequently gained in OS samples
(frequency > 10%).

To further investigate the biological function of the four
lncRNAs, we conducted gene set enrichment analysis on
protein-coding genes that highly correlated with identified
lncRNAs. We found that AC011442.1 was significantly and
positively correlated with genes involved in the AMPK
signaling pathway and hedgehog signaling pathway, respec-
tively (Figures 4(b) and 4(c), P value < 0.05). These results
indicated that AC011442.1 may enhance the activities of the
AMPK signaling pathway and hedgehog signaling pathway.

3.5. The Immune Markers Associated with OS Prognosis. To
further explore the immune cells and related markers associ-
ated with OS prognosis, we first examined the expression pat-
terns of the immune markers. Specifically, the immune
inhibitory genes such as BTN3A1, CD48, HAVCR2, LAG3,
and TIGIT were significantly upregulated in the low-risk
group (Figure 5(a), P < 0:01), suggesting that the anticancer

activity of the immune cells might be suppressed by these
inhibitory genes. Furthermore, we also observed that the rel-
ative infiltrating levels of CD8 T cells and activated natural
killer cells were attenuated in the high-risk group
(Figure 5(b), P < 0:01), suggesting that the worse survival in
the high-risk group of OS may be caused by the lack of
CD8 and NK cells. Consistently, the marker genes of CD8
and NK cells, CD8A, CD8B, GZMA, and NCR3 were also
downregulated in the high-risk group. These findings indi-
cated that the immune cells and related markers were highly
associated with OS prognosis.

4. Discussion

The molecular mechanism of OS based on protein-coding
genes has largely been studied in the past decades. Despite
extensive researches about the molecular mechanism of OS,
there is still a lack of understanding of the lncRNAs’ role in
OS tumorigenesis, progression, and metastasis. Meanwhile,
the identification of the prognostic lncRNAs involved in OS
can facilitate the development of new diagnostic or therapeu-
tic biomarkers.
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Figure 3: The biological differences between the high-risk and low-risk groups stratified by the multivariable Cox regression model. (a) The
overview of the differentially expressed genes between the two risk groups. The red and blue points represent the upregulated and
downregulated genes in the high-risk group compared with low-risk group. The differentially expressed genes were significantly enriched
in GO terms (b) and KEGG pathways (c).
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In the present study, we collected 82 OS samples with
RNA-seq-based gene expression data and their clinical infor-
mation from the TARGET database. We found that 50
lncRNAs were significantly associated with patients’ survival
by a univariable Cox regression model (P values < 0.05).
Through the selection of prognostic lncRNAs, we identified
7 lncRNAs with significant performance in OS survival pre-
diction, built multivariable Cox regression model under the
7 lncRNAs, and successfully stratified patients into different
risk groups with distinctive survival outcomes. Notably,
DDN-AS1, one of the seven lncRNAs used by the multivari-
able Cox regression model, has been reported to act as
competing endogenous RNA (ceRNA) that promoted the
expression of TCF3 through competitively binding miR-15a
and miR-16 [21], suggesting that DDN-AS1 may promote
OS progression in a similar manner. We further analyzed
gene expression profiles of patients in different risk groups
and obtained a list of DEGs. Functional enrichment analysis
revealed that significantly enriched GO terms and pathways
were associated with many aspects of immunity, indicating
that immune-related functions are critical for OS survival,
which is consistent with previous studies [22].

As dysregulated lncRNAs caused by copy number alter-
ations (CNA) may act as driver lncRNAs in cancer, correla-
tion analysis of the expression level and the corresponding
copy number status for the seven prognostic lncRNAs was
performed to identify the driver lncRNAs. Notably,
AC011442.1 was also predicted as one of the four-driver
lncRNA (P < 0:001). Interestingly, AC011442.1 was pre-
dicted to participate in cancer-related pathways [23–25],
including the AMPK signaling pathway and hedgehog
signaling pathway. Hedgehog signaling pathways have been
frequently observed to drive tumorigenesis and metastasis
of OS [26]. These results further demonstrated that the driver
lncRNAs played a key role in OS, which could be used for
further research of molecular mechanism.

As the exploration into varied molecular patterns
between the two risk groups revealed that the immune-
related pathways were enriched by DEGs in OS, we then
examined whether the abundance of immune cells and
markers were associated with OS prognosis. Specifically, the
immune inhibitors such as BTN3A1, CD48, HAVCR2,

LAG3, and TIGIT; CD8 T and activated NK cells; and related
markers were significantly downregulated in the high-risk
group. Particularly, CD48, HAVCR2, LAG3, and TIGIT were
identified as novel immunotherapeutic targets of several
cancers [27–30], suggesting that the low-risk OS patients
might benefit from their candidate inhibitors.

In addition, the limitations of this study should be
pointed out. Firstly, the multivariable Cox regression model
needs an independent gene expression data for the validation
of its robustness. Secondly, though a list of dysregulated
lncRNAs associated with OS survival was identified, but
future experimental verification is still needed. Moreover,
detailed molecular functions of identified dysregulated
lncRNAs had not been thoroughly discussed in this study.
We hope that, when validation datasets become available in
the near future, we can further confirm our findings and per-
form experimental validation. In summary, the identification
of novel prognostic lncRNAs in OS would not only improve
our understanding of the lncRNAs involved in OS tumori-
genesis or progression but also assist the prediction of OS
survival and development of molecularly targeted therapies
to some extent, which in turn benefit patients’ survival.
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Background. Though there are several prognostic models, there is no protein-related prognostic model. The aim of this study is to
identify possible prognostic-related proteins in bladder urothelial carcinoma and to try to predict the prognosis of bladder
urothelial carcinoma based on these proteins. Methods. Profile data and corresponding clinical traits were obtained from The
Cancer Proteome Atlas (TCPA) and The Cancer Genome Atlas (TCGA) expression. Survival-associated protein in bladder
urothelial carcinoma patients were estimated with Kaplan-Meier (KM) test and COX regression analysis. The potential
molecular mechanisms and properties of these bladder urothelial carcinoma-specific proteins were also explored with the help
of computational skills. The risk score model was validated in different clinical traits. Sankey diagram representation is for
protein correlation. A new prognostic-related risk model based on proteins was developed by using multivariable COX analysis.
Next, the alteration of the corresponding genes to the 6 prognostic-related proteins was analyzed. Finally, the relation between
the corresponding genes and the immune infiltration was analyzed using the TIMER. Results. Six proteins were identified to be
associated with the prognosis of bladder urothelial carcinoma. A prognostic signature based on proteins (BECLIN, EGFR,
PKCALPHA, SRC, ANNEXIN1, and AXL) performed moderately in prognostic predictions. The alteration of corresponding
genes was in 31(24%) sequenced cases. ANXA1, AXL, and EGFR were positively related to CD8+ T cell. Conclusion. Our results
screened six proteins of clinical significance. The importance of a personalized protein signature model in the recognition,
surveillance. The abnormal expression of six prognostic-related proteins may be caused by corresponding gene alteration.
Furthermore, these proteins may affect survival via the immune infiltration.

1. Introduction

One of the most common urological carcinomas is bladder
urothelial carcinoma. It is a complex biological mechanism.
It is well known for its rapid metastasis to another part of
the body also it has high recurrence rates [1]. The genesis
of bladder urothelial carcinoma is highly associated with
smoking, sex, age, schistosomiasis infection, and chemical
contact [2, 3]. Current treatment and prognosis still heavily

rely on clinical and pathologic staging that does not always
reflect the individual condition of the patient.

The mechanism of bladder cancer is found as being a
result of alterations in different molecular and pathways.
Based on alterations in these molecular or pathways, different
assessment of biomarkers that give novel insights into bladder
urothelial carcinoma mechanism [4]. Therefore, future treat-
ment and prognosis will add prognostic molecular models
for risk stratification and management personalization.
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Table 1: 17 proteins were significatntly correlated to prognosis in BC.

Gene KM HR HR.95 L HR.95H P value

ANNEXIN1 1.15E-05 1.362261548 1.166818065 1.590442059 9.13E-05

TAZ 0.00013013 1.886722131 1.12970026 3.151030876 0.015266466

SF2 0.000454652 0.510368312 0.2776481 0.938150894 0.030348532

BAK 0.000708446 0.588931975 0.353990253 0.979803449 0.041497671

SRC 0.000839191 0.638626026 0.484164999 0.842364074 0.001502422

GATA3 0.000860212 0.781102448 0.66153008 0.922287668 0.003565311

EGFR 0.001732026 1.369395712 1.119307856 1.6753609 0.002247458

ARID1A 0.001860228 0.545250791 0.297422122 0.999584103 0.049842967

AXL 0.002309345 1.744438807 1.024848166 2.969285454 0.040324605

GATA6 0.003401439 2.020152915 1.085751303 3.75870403 0.026441307

CABL 0.00431513 1.522389409 1.073197575 2.159592573 0.018474699

SMAC 0.014092504 0.603575018 0.425783275 0.855606182 0.004569768

RICTOR 0.01732931 1.157220752 1.040793571 1.286671927 0.00695473

BECLIN 0.027199215 2.272028814 1.160499759 4.448182682 0.016655813

ADAR1 0.03454304 0.731078894 0.543672655 0.983084848 0.038185369

SMAD3 0.036176387 0.464509845 0.254776118 0.846898045 0.0123406

PKCALPHA 0.044446818 1.362756846 1.001230588 1.854823697 0.049093018
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Figure 1: Volcano plots show significant prognostic proteins in the high-risk and low-risk groups.
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TCGA and TCPA have a great advantage to help our
understanding of the complex mechanism. There is no study
that is a protein-related risk score model. We downloaded the
data from both databases and developed a prognostic signa-
ture model based on bladder urothelial carcinoma proteins.

2. Method

2.1. The Protein Date BC from TCPA and the Clinical Data
from TCGA Were Analysed. The clinical data of 409 bladder
cases were obtained from TCGA dataset on the 9th of Feb
2020. The protein profiles of 344 samples were obtained from
TCPA dataset on the 9th of Feb 2020. The clinical data was
level 4. Because our data was downloaded directly from
TCGA and TCPA databases, and we strictly observe the pub-
lishing guidelines provided by TCGA and TCPA; there was
no requirement for ethical approvals.

2.2. Identification of Survival-Associated Proteins. Missing
protein data was supplied and was performed with R software

Table 2: 6 highly optimal prognostic-related proteins and their coefficient.

Id Coef HR HR.95L HR.95H P value

BECLIN 1.284587895 3.613178642 1.827081627 7.145307415 0.000222126

EGFR 0.286373326 1.331589479 1.055793909 1.679428652 0.015585541

PKCALPHA 0.242223245 1.274078593 0.949494745 1.70962111 0.106413498

SRC -0.240328123 0.786369793 0.579236289 1.067573739 0.123376435

ANNEXIN1 0.293178172 1.340681641 1.122426065 1.60137698 0.001221101

AXL 0.555691215 1.743145457 1.01996076 2.979091162 0.042128919
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Figure 2: Kaplan-Meier survival curve among high-risk and low-risk groups based on the 6 highly optimal prognostic-related protein. Patients
were assigned to high-risk and low-risk groups according to the median level of each highly optimal prognostic-related protein expression.
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package “impute.” Survival time and survival status were
extracted from the clinical characteristic which was corre-
sponding to the expression data of proteins. To investigate
the prognostic value of proteins in bladder urothelial carci-
noma patients, single-factor Cox regression analysis and
Kaplan-Meier analysis with the “survival” package and the P
value <0.05. Kaplan-Meier analysis was performed based on
the mediate of each protein expression. Patients have been
divided into high-risk and low-risk groups. When the P value
of single factor Cox regression analysis and Kaplan-Meier
analysis both were <0.05, the significant prognostic-related
proteins were obtained to build the protein-related progno-
sis model. Volcano plots were conducted with “dplyr,”
“ggplot2,” and “ggrepel” R software to show significant pro-
teins in the high risk and low-risk groups, two groups
based on mediate of each protein expression.

2.3. Construction of a Prognostic Signature. The prognosis-
related proteins were analyzed via the multifactor Cox
regression model with R software “survival” package. Both
direction selections were carried out based on the significant
prognostic-related proteins. Kaplan-Meier survival curve was
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performed by “survival” and “survminer” package based on
the level of highly optimal prognostic-related protein expres-
sion. Patients were assigned to high-risk and low-risk groups
according to the median value of highly optimal prognostic-
related protein expression. Risk scores were obtained based
on the expression level of each highly optimal prognostic-
related protein multiplied by its corresponding regression
coefficient. Using the above methods, it has been calculated
the risk scores of each case. Patients were assigned to high-
risk and low-risk groups according to the median risk scores.

2.4. Validation of the Protein Signature. Kaplan-Meier sur-
vival curve was performed by “survival” and “survminer”
package to compare the survival time of two groups. The risk
curve was performed with the R software “heatmap” package
to show the relationship between risk scores and survival
time. Highly prognostic-related proteins were compared
between two groups with Wilcox. test. It has been combined
risk score with the available pathologic and the clinical traits
in univariate and multivariate analysis to verify whether the
risk score was an independent prognostic factor. The prog-
nostic accuracy of risk score was measured using the AUC
of the ROC curve with 0.5 indicting random chance and 1.0
indicating perfect classification. AUC of ROC curve was car-
ried out by the R software package survival ROC. For further
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Figure 6: (a) Univariate analyses. (b) Multivariate analyses to verify risk scores were an independent prognostic factor.
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validation of the risk score model, survival time was com-
pared between the high-risk group and low-risk group in dif-
ferent clinical traits.

2.5. Correlation between the Highly Prognostic-Related
Proteins and Expression Protein. To explore the regulatory
mechanisms of prognostic proteins, it has been chosen the
highly prognostic-related proteins among the expression
protein of BC patients. The correlation was analyzed using
Pearson correlation analysis. CorFilter equals 0.4 and P value
is <0.001. Sankeycharts were performed with R software
ggplot2, ggalluvial, and dplyr package.

2.6. The Alteration of the Corresponding Genes to the 6
Prognostic-Related Proteins. We transferred the protein ID
to gene ID. The corresponding genes to the 6 prognostic-
related proteins were analyzed in the cBioPortal database.
The alteration in selected genes was shown website (http://
www.cbioportal.org/). The styles of alteration of genes also
were analyzed in the cBioPortal database.

2.7. Correlations between the Corresponding Genes Expression
and Immune Cells in TIMER. The corresponding genes to the
6 prognostic-related proteins were analyzed in TIMER. The
relationship between the corresponding genes and the
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Figure 8: Survival time in high-risk score group and low-risk score group in different clinical traits.
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Figure 9: Continued.
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immune infiltration was analyzed using the TIMER (http://
cistrome.org/TIMER/). CorFilter equals 0.3 and P value is
<0.001. TIMER also draws Kaplan-Meier plots for immune
infiltrates to visualize the survival differences.

3. Result

3.1. After Screening. 17 proteins were significantly correlated
to prognosis in BC. The names of proteins are BAK, BECLIN,
EGFR, GATA3, PKCALPHA, SMAD3, SRC, ARID1A, RIC-
TOR, SF2, TAZ, ANNEXIN1, ADAR1, SMAC, AXL,
GATA6, and CABL (Table 1). Volcano plots show significant
proteins in the high-risk and low-risk groups (Figure 1).

3.2. Construction of a Prognostic Signature. Both direction
selections were carried out based on the 17 significant
prognostic-related proteins, and 6 highly optimal prognostic-
related proteins were found to be the final prognostic-related
proteins (Table 2). Kaplan-Meier survival curve showed based
on the 6 highly optimal prognostic-related protein expression
(Figure 2). The risk score was calculated as the following
formula: Risk scores = 1:285 × BECLIN + 0:286 × BGFR +
0:242 × PKCALPHA − 0:240 × SRC + 0:293 × ANNEXIN1 +
0:556 × AXL. Kaplan-Meier survival curve was performed
by “survival” and “survminer” package with the highly opti-
mal prognostic-related protein expression.

3.3. Validation of the Protein Signature. Kaplan-Meier sur-
vival curve was performed to compare the survival time of
the two groups based on the risk score (Figure 3). The risk
curve was performed to show the relation between risk scores
and survival rates (Figure 4). Highly prognostic-related pro-
teins were compared between two groups (Figure 5). Three
asterisks mean that P value is less than 0.001. Two asterisks
mean that P value is less than 0.01. One asterisk means that
P value is less than 0.05. Ns means that there is no signifi-
cance difference between the two groups. It has been found
the risk score was an independent prognostic factor
(Figure 6). The prognostic accuracy of risk score was mea-
sured using the AUC of the ROC curve, which is 0.705
(Figure 7). Survival time was compared between high-
risk score group and low-risk score group in different clin-
ical traits (Figure 8).

3.4. Correlation between the Highly Prognostic-Related
Proteins and Expression Protein. The correlation was ana-
lyzed using Pearson’s correlation analysis (Figure 9). Sankey-
charts were performed (Figure 10). This regulatory network
revealed the regulatory relationships among these proteins.

3.5. The Corresponding Genes to the 6 Prognostic-Related
Proteins in the cBioPortal Database. The corresponding
genes to the 6 prognostic-related proteins were analyzed in
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Figure 9: The correlation of protein. (a). Correlation between ANNEXIN1 and (FIBRONECTIN, PAI1, AR, GATA3). (b). Correlation
between PKCALPHA and (PKCALPHA_pS657, VEGFR2, RICTOR, TSC1). (c). Correlation between EGFR and DVL3. (d). Correlation
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the cBioPortal database. The rate of 6 genes altered in all
cases as shown in Figure 11(a). The types of alteration of
genes were shown in Figure 11(b).

3.6. Correlations between the Corresponding Genes Expression
and Immune Cells in TIMER. The corresponding genes to the
6 prognostic-related proteins were analyzed in TIMER. The
relationship between genes and immune infiltration was
shown in Figure 12(a). TIMER drew Kaplan-Meier plots for
CD8+ T cell to visualize the survival significantly differences
in Figure 12(b).

4. Discussion

Careful assessing sensitive and novel biomarkers could mon-
itor the progress and prognosis of carcinoma outcomes [5–
11]. Based on alterations in these molecular or pathways, dif-
ferent assessment of biomarkers that give novel insights into
bladder urothelial carcinoma mechanism. In an effort to bol-
ster the clinical tool in bladder urothelial carcinoma, it has
been developed a prognostic model to predict the prognosis
in order to bolster the clinical tool in bladder carcinoma.

In the current study, we obtained seventeen significant
prognostic candidate proteins and established a novel six-
protein prognostic model. According to the further analysis,
the gender, stage, T status, and M status had statistical signif-
icance in univariate analyses. These factors did not have sta-
tistical significance in multivariate analyses. However, the

six-protein prognostic model had a statistical significance,
which was proved to be an independent prognostic indicator
(Figure 6). The six-protein expressions were significantly dif-
ferent in the two groups (Figure 5). Furthermore, the prog-
nostic significance of the six genes was performed by
multivariate analysis. EGFR, SRC, ANNEXIN1, and AXL
were independent prognostic proteins (P = 0:012, 0:003,
0:004, and 0:041, respectively). The AUC of ROC curve was
a moderate classification (Figure 7). In order to validate the
accuracy of the risk score, the survival time was compared
between high-risk score group and low-risk score group in
different clinical traits (Figure 8). The risk score model was
accurate except the risk model in M0 status and low grade.
Because in M0 status and low grade, the cases were too little.
The six-protein signature significantly stratified patients into
high-risk and low-risk groups based on the intermediate
value of risk score independent of clinical and pathologic fac-
tors. High-risk group had significantly poor prognosis
(Figures 3 and 4). All the above results showed that the six-
protein prognostic could play as an effective marker for blad-
der urothelial carcinoma prognosis prediction. This model
could help clinicians make an accurate decision and avoid
describing unnecessary medications and adverse drug effects,
while it is strongly suggested other patients were high-risk to
make treatment.

Kaplan-Meier survival curve among high-risk and low-
risk groups based on the 6 highly optimal prognostic-
related protein. Patients were divided into high risk and
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Figure 11: (a) The rate of 6 genes altered. B1.The types of alteration of BECN1 B2. The types of alteration of PRKCA. B3.The types of
alteration of ANXA1. B4.The types of alteration of EGFR. B5.The types of alteration of AXL. B6.The types of alteration of SRC.
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low-risk groups based on the median level of each high opti-
mal prognostic-related protein expression. The survival time
of high-risk and low-risk groups of each protein had statisti-
cal significance (Figure 2).

Since the correlation network among the protein is one of
the most common and useful statistics, it has been elucidated
the correlation and the mechanism of protein. To date, several
studies have been published about PKCALPHA in bladder
disease. Apart from the fact that the function of PKCALPHA
is not clear. PRKCA is the gene, and the gene-synonym is
PKC-alpha. PKC-alpha is one subtype of classical protein
kinase C which is a candidate for PDK-2 in T cells on TCR
stimulation [12]. In addition, it is a proinflammatory [13]. In
the bladder, PKC-alpha is closely associated with the recur-
rence of bladder cancer [14]. PKC-alpha can promote prolifer-
ation, migration, and the survival rate of carcinoma cells via
the downstream signal transduction pathways ERK1/2 and
NF-κB [15]. PKC alpha regulated the trin-1/UNC5B-mediated
survival pathway in bladder cancer [16]. In the present study,

the overexpression PKC-alpha was a high-risk factor in blad-
der urothelial carcinoma (Figures 1 and 2). PKC-alpha
between PKCALPHA and PKCALPHA_pS657, VEGFR2,
RICTOR, and TSC1 were positive correlations. However,
there has been no publication about the correlation between
the PKC-alpha, JNK2, RICTOR, and TSC-1 in bladder tumor
(Figures 11 and 12).

Though PKC-alpha and RICTOR are in the mTOR sig-
naling pathway [17–19] in the bladder tumor, it is uncertain
that the PKC-alpha and RICTOR are the mTOR signaling
pathway. Therefore, we suggest a lab experiment to verify
it. The miR-200a overexpression causes low expression,
which results in the upregulation of JNK2 expression and
promotes the bladder cancer invasion [20]. Nevertheless,
predicting the positive correlation between PKC-alpha and
JNK2, still, there is no experimental study to prove this
hypothesis. Furthermore, the function of PKC-alpha and
JNK2 in the bladder tumor, we need further research to
explore them.
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Figure 12: (a) The relationship between genes and immune infiltration. (b) TIMER drew Kaplan-Meier plots for CD8+ T cell.
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Then, the alteration of the corresponding genes to the 6
prognostic-related proteins was analyzed in 127 Firehose leg-
acy sample in the cBioPortal database. The alteration of genes
in 31 (24%) sequenced cases was shown in Figure 11(a). The
style of alteration of genes was different (Figure 11(b)). The
alteration styles of BECN1, EGFR, PRKCA, and ALX were
mutation and amplification. The alteration style of SRC was
only the mutation. Moreover, the alteration styles of ANXA1
were mutation and deep deletion.

Finally, the corresponding genes to the 6 prognostic-
related proteins were analyzed to reveal the correlation
between genes and immune infiltration. ANXA1 is crucial
to provide immunity as it helps CD8+ T cell stimulation den-
dritic cell present antigen [21]. Figure 12(a) shows the
expression of ANXA1 is strongly and positively related to
CD8+ T cell. Maybe ANXA1 had a similar function in blad-
der. A study reported that Axl knockout tumors had more
infiltration of CD8+ T cells after radiation [22]. However,
in the present study, AXL was strong and positively corre-
lated to CD8+ T cell from Figure 12(a). CD8+ T cells express-
ing EGFR could benefit from EGFR ligands produced by the
tumor [23]. EGFR is beneficial to CD8+ T cells in bladder
cancer. From Figure 12(a), the expression of EGFR was
strongly and positively related to CD8+ T cell. Figure 12(a)
revealed TIMER drew Kaplan-Meier plots for CD8+ T cell to
visualize the survival significantly differences in Figure 12(b).
All the figures above suggested ANXA1, AXL, and EGFR
may affect the prognosis via transcribing the proteins and
medicating CD8+ T cell.

There are still some limitations in our research, and our
data are downloaded from the analysis of publicly expressed
data. We lack the lab or clinical experiment to verify these
results. So, further research on these proteins will be the focus
of our next step.

In this study, our results screened six proteins of clinical
significance. The importance of a personalized protein signa-
ture model in the recognition, surveillance. The abnormal
expression of six prognostic-related proteins may be caused
by corresponding gene alteration. Furthermore, these pro-
teins may affect survival via the immune infiltration.
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Objective. This study is designed to clarify that miR-1258 targets E2F1 to regulate the proliferation and cell cycle of breast cancer
(BC) cells and consequently suppress the progression of BC.Methods. Bioinformatics analysis was used to analyze the differentially
expressed genes in BC. The expression of miR-1258 and E2F1 mRNA in BC cell lines and immortalized breast epithelial cell lines
were detected by qRT-PCR. The proliferation and growth activity of BC cells were detected by MTT and colony formation assays.
The apoptosis and cell cycle of BC cells were detected by flow cytometry and the targeting relationship between miR-1258 and E2F1
was identified by dual-luciferase assay. Results. The expression of miR-1258 was decreased while that of E2F1 was increased in BC
cells. Overexpression of miR-1258 and silencing E2F1 could inhibit the cell proliferation and growth, block cells in the G0/G1
phase, and promote cell apoptosis. Besides, miR-1258 inhibited cell proliferation and growth, block cells in the G0/G1 phase,
and promote cell apoptosis by downregulating E2F1. Conclusion. miR-1258 regulates the proliferation and cell cycle to inhibit
the progression of BC by targeting and downregulating E2F1.

1. Introduction

Breast cancer (BC) is a hormone-dependent cancer most fre-
quently diagnosed in women, and it poses a serious threat to
women’s life and health [1, 2]. There are many pathogenic fac-
tors leading to BC, including age, overweight, alcohol abuse,
and smoking. Intensive studies and improved treatments have
diminished themortality of BC in recent years, but the mortal-
ity still accounts for 9.6% of global cancer-related deaths [3, 4].
Therefore, in-depth discussion on the molecular mechanism
underlying BC occurrence and progression and identification
of potential molecular therapeutic targets for BC are of great
significance for reducing BC mortality.

MicroRNAs (miRNAs), small non-coding RNA mole-
cules expressed in different tissue and cell types, are key reg-
ulators inhibiting the expression of target genes, and the
dysregulation of miRNAs tends to initiate various diseases
[5]. miR-1258 regulates the occurrence and development of
multiple cancers, such as oral squamous cell carcinoma, liver
cancer, and gastric cancer [5–7], and it also shows a relation-
ship with BC to some extent with its expression lowly
expressed [8]. This study examined the effect of miR-1258

overexpression on BC cells, as well as predicted and validated
the target gene of miR-1258 to state the mechanism of miR-
1258 regulating the progression of BC.

As a member of the E2F family, E2F1 encodes the tran-
scription factor E2F1 protein, which plays an important role
in cell proliferation and apoptosis by regulating the expression
of various genes [9, 10]. In this study, bioinformatics analysis
was used to predict the downstream target gene of miR-
1258, finding that there was a binding site of miR-1258 on
E2F1 3′UTR. Meanwhile, published literature has indicated
that E2F1 is related to the prognosis of BC. The targeting rela-
tionship between miR-1258 and E2F1 was verified, and the
effects of miR-1258 and E2F1 on BC cells were observed.

This article is aimed at studying the role of miR-1258 in
BC and predicting its target gene to provide a theoretical basis
for the diagnostic and therapeutic values of miR-1258 in BC.

2. Methods

2.1. Bioinformatics Analysis. The miRNA and mRNA expres-
sion profiles of BC were downloaded from the TCGA-BRCA
dataset (https://portal.gdc.cancer.gov/), and differential
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analysis was conducted by edgeR package with ∣logFC ∣ >2
and padj < 0:05 as threshold. Survival analysis of the differen-
tially expressed miRNAs (DEmiRNAs) was conducted com-
bined with the clinical information of the samples to
determine the target miRNA. Thereafter, the target genes
for the miRNA were predicted by TargetScan (http://www
.targetscan.org/vert_71/), miRDB (http://www.mirdb.org/
miRDB/policy.html), and mirDIP (http://ophid.utoronto
.ca/mirDIP/index.jsp) databases, and then, the candidate dif-
ferentially expressed mRNAs (DEmRNAs) with targeting
binding sites of the target miRNA were obtained from the
intersection of DEmRNAs and predicted target genes. GSEA
software was used to perform pathway enrichment analysis
to study the mechanism of the target miRNA and its target
gene involved in BC.

2.2. Cell Culture. Human BC cell lines HBL100, 4T1, MDA-
MB-231, MDA-MB-361, MDA-MB-435, MDA-MB-468,
T47D, and immortalized mammary epithelial cell lines
MCF-10A and 184A1 were all obtained from the American
Type Culture Collection (ATCC; Manassas, VA, USA).
Human BC cell lines were cultured in RPMI 1640 (Invitro-
gen, Carlsbad, CA, USA) medium containing 10% fetal
bovine serum (FBS; Invitrogen, Carlsbad, CA, USA),
100U/mL penicillin, and 100μg/mL streptomycin. The
MCF-10A cell line was incubated in M-171 medium supple-
mented with breast epithelial growth factor (Invitrogen,
China). The 184A1 cell line was grown in Mammary Epithe-
lial Cell Basal Medium (MEBM; Invitrogen, Carlsbad, CA,
USA). All these cell lines were placed in an incubator at
37°C with 5% CO2.

2.3. Cell Transfection. miR-1258 mimic, E2F1-shRNA, and
corresponding negative control (NC) were purchased from
GenePharma (Shanghai, China). E2F1-shRNA and E2F1
were subcloned into pcDNA3.1 (Sangon Biotech, Shanghai,
China) to construct E2F1 silencing vector (sh-E2F1) and
E2F1 overexpression vector (oe-E2F1), respectively. miR-
1258 mimic was transfected into cells at a final concentration
of 50 nM to overexpress miR-1258. For rescue experiments,
miR-1258 mimic or NC mimic was cotransfected with oe-
E2F1 or an empty vector (oe-NC) into BC cells. The Lipofec-
tamine 2000 (Invitrogen, Carlsbad, CA, USA) kit was used
for all the above transfections. 48 h after transfection, the cells
were collected for subsequent experiments.

2.4. qRT-PCR. Total RNA was extracted from cells by TRIzol
reagent (Life Technologies, Grand Island, NY, USA), and
complementary DNA (cDNA) was synthesized using the
Reverse Transcription Kit (Applied Biosystems, Foster City,
CA, USA) according to the manufacturer’s method. The
transcription levels of miR-1258 and E2F1 mRNA were
determined on the 7500 real-time PCR system using the Taq-
Man gene expression assay (Applied Biosystems, Foster City,
CA, USA). miR-1258 and E2F1 took U6 and GAPDH as
internal regulators, respectively. The sequences for the for-
ward and reverse primers synthesized by Sangon (Sangon
Biotech, Shanghai, China) were shown in Table 1.

2.5. Western Blot (WB). The transfected cells were seeded at
2 × 105 cells/well in a well plate (Corning, NY, USA). After
culture for 72 h, the cells were lysed on ice using RIPA lysis
buffer (Beyotime, Shanghai, China) to collect proteins. BCA
protein assay kit (Beyotime, Shanghai, China) was used for
assessment of the protein concentration according to the
instructions. After denaturation at a high temperature, the
proteins were separated from a sample loading buffer by
sodium dodecyl sulfate polyacrylamide gel electrophoresis
(SDS-PAGE) and sequentially transferred onto a polyvinyli-
dene fluoride membrane (PVDF; Millipore, Billerica, MA,
USA). Subsequently, the membrane was blocked with 5%
skim milk powder for 2 h and then incubated with primary
antibodies including rabbit anti-E2F1 (ab179445, 1 : 1000,
Abcam, Cambridge, MA, USA) and rabbit anti-GAPDH
(ab181602, 1 : 10,000, Abcam, Cambridge, MA, USA) at 4°C
overnight, followed by the addition of peroxidase-
conjugated secondary antibody (ab6721, 1 : 10000, Abcam,
Cambridge, UK) at room temperature for 2 h. Protein signals
were detected using an enhanced chemiluminescence kit (GE
Healthcare, Chicago, IL, USA).

2.6. MTT Assay. Transfected cells were seeded into 96-well
plates (Corning, NY, USA) at 5 × 103 cells/well, with a final
volume of 200μL. After 24, 48, 72, and 96 h of incubation,
the original medium was replaced with 200μL of fresh
medium, and 25μM MTT solution (5 g/L-1 in phosphate
buffer saline) was added to each well to achieve a final con-
centration of 1 g/L-1. The cells were incubated for another
4 h, and then, dimethyl sulfoxide (DMSO; Sigma, St. Louis,
MO, USA) was added to dissolve the formed crystal. Detec-
tion of the absorbance at 490nm in the wavelength was car-
ried out with a microplate reader (SpectraMax M2,
Molecular Devices, CA, USA).

2.7. Colony Formation Assay. Transfected cells were inocu-
lated into 6-well plates (Corning, NY, USA) at 4 × 102 cells/-
well, with a final volume of 2mL. The medium was replaced
every 4 days. On day 8, cells were fixed with 4% paraformal-
dehyde (Invitrogen, Carlsbad, CA, USA) and then stained
with crystal violet (Invitrogen, Carlsbad, CA, USA) to count
the number of stained cells.

Table 1: Primer sequences.

Gene Primer Sequences

miR-1258
Forward 5′-CTGCGAGTCCCTGGAGTTAG-3′
Reverse 5′-CGGTGCCCTAACTACCCATT-3′

U6
Forward 5′-CTCGCTTCGGCAGCACA-3′
Reverse 5′-AACGCTTCACGAATTTGCGT-3′

E2F1
Forward 5′-CCGTGGACTCTTCGGAGAAC-3′
Reverse 5′-ATCCCACCTACGGTCTCCTC-3′

GAPDH
Forward 5′-GACTCATGACCACAGTCCATGC-3′
Reverse 5′-AGAGGCAGGGATGATGTTCTG-3′
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2.8. Cell Apoptosis Assay. Transfected cells were seeded in a 6-
well plate (Corning, NY, USA) with 1 × 105 cells/well for 72 h
and then collected by centrifugation at 100 × g for 3min.
After being washed with cold PBS, the cells were stained with
FITC-AnnexinV and propidium iodide (PI) according to the
instructions of the BD apoptosis assay kit (Becton, Dickinson
and Company, Franklin Lakes, NJ, USA) and then analyzed
by flow cytometry (FCM, Becton, Dickinson and Company,
Franklin Lakes, NJ, USA). Cell QuestPro software (Becton,
Dickinson and Company, Franklin Lakes, NJ, USA) was used
to analyze FCM data, and the percentage of apoptotic cells
was calculated.

2.9. Cell Cycle Assay. Transfected cells were seeded in 6-well
plates (Corning, NY, USA) at 1 × 105 cells/well for 72 h. After

centrifugation at 100 × g for 3min, the cells were collected
and fixed with 70% ethanol at 4°C overnight. After being
washed with PBS, the cells were stained with 20μg/mL PI
(Becton, Dickinson and Company, Franklin Lakes, NJ,
USA) and 200μg/mL RNaseA (Becton, Dickinson and Com-
pany, Franklin Lakes, NJ, USA) at 37°C for 30min in dark
and immediately analyzed by FCM. ModFit Software (Verity
Software House, Topsham, ME, USA) was used to analyze
FCM data.

2.10. Dual-Luciferase Reporter Gene Assay. Vectors contain-
ing wild-type (WT) or mutant (MUT) E2F1 3′-UTR
(E2F1-WT, E2F1-MUT) and the control vector pRL-TK
(Promega, Madison, Wis. USA) encoding Renilla luciferase
were cotransfected with miR-1258 mimic or NC mimic into
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Figure 1: miR-1258 is poorly expressed in BC. (a, b) Volcano plots of DEmiRNAs and DEmRNAs in normal and tumor groups in the TCGA-
BRCA dataset. Red dots indicate the upregulated miRNAs and mRNAs in BC, while green dots indicate the downregulated miRNAs and
mRNAs. (c) Expression of miR-1258 in the normal and tumor groups in the TCGA-BRCA dataset. (d) Expression of miR-1258 in BC
cells and breast epithelial cells. ∗ is compared to MCF-10A, p < 0:05.
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Figure 2: Continued.
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cells using the Lipofectamine 2000 kit (Invitrogen, Carlsbad,
CA, USA). Cells were harvested and lysed 48 h after transfec-
tion, and luciferase activity was determined using a Dual-Glo
luciferase assay kit (Promega, Madison, WI, USA). The rela-
tive ratio of Firefly/Renilla activity was calculated.

2.11. Statistical Analysis. All data were processed by SPSS
22.0 statistical software (IBM, SPSS, Chicago, IL, USA), and

the measurement data were exhibited as mean ± standard
deviation. Differences between two groups were compared
by t-test, and the differences of more than two groups were
analyzed by one-way analysis of variance (ANOVA). The
Spearman correlation analysis was used to describe the corre-
lation between miR-1258 and E2F1 expression in BC cells.
Each experiment was carried out in triplicate. ∗p < 0:05 indi-
cated that the difference was significant between groups.
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Figure 2: Overexpression of miR-1258 affects the cell cycle and proliferation of BC cells. (a) Survival curves show the prognosis of patients
with high expression of miR-1258 (red) and low expression of miR-1258 (blue). (b) GSEA enrichment analysis of miR-1258. (c) Expression of
miR-1258 in BC cells after transfection with miR-1258 mimic. (d–g) Effects of miR-1258 overexpression on BC (d) cell proliferation, (e)
growth, (f) apoptosis, and (g) cell cycle were detected. The experiments were repeated 3 times, ∗p < 0:05.

5BioMed Research International



0
(0%)

0
(0%)

0
(0%)

5
(0.1%)

33
(0.9%)

miRDB

TargetScan diffUp

mirDIP

209
(5.8%)

1937
(53.4%) 49

(1.4%)

1
(0%) 1

(0%)
11

(0.3%)

23
(0.6%)

2
(0.1%)

98
(2.7%)

1256
(34.6%)

(a)

E2F1 (p = 2.1e−16)

12

10

8

6

Tumor (n = 1084)

Ex
pr

es
sio

n

Normal (n = 99)

(b)

Re
la

tiv
e m

RN
A

 ex
pr

es
sio

n 
of

 E
2F

1

0

2

4

6

8

10

M
D

A
-M

B-
46

8

M
D

A
-M

B-
23

1

T4
7D

M
D

A
-M

B-
36

1

M
D

A
-M

B-
42

3

4T
1

H
BL

10
0

18
4A

1

M
CF

-1
0A

⁎

⁎

⁎

⁎
⁎

⁎

⁎

MCF-10A
184A1
HBL100
4T1
MDA-MB-423

MDA-MB-361
T47D
MDA-MB-231
MDA-MB-468

(c)

Figure 3: Continued.

6 BioMed Research International



3. Results

3.1. miR-1258 Is Poorly Expressed in BC Cells. A total of 74
DEmiRNAs and 2,161 DEmRNAs were obtained by differen-
tial analysis between BC tumor and normal tissue samples
(Figures 1(a) and 1(b)), and miR-1258 was found to be signif-
icantly lowly expressed in tumor tissue (Figure 1(c)). There-
fore, qRT-PCR was used to detect the expression of miR-
1258 in BC cell lines HBL100, 4T1, MDA-MB-435, MDA-
MB-361, T47D, MDA-MB-231, MDA-MB-468, and immor-
talized mammary epithelial cell lines MCF-10A and 184A1 to
verify the prediction by bioinformatics. It was observed that
miR-1258 was downregulated in all BC cell lines relative to
that in MCF-10A and 184A1 cell lines (Figure 1(d)), which
was consistent with the bioinformatics result.

3.2. Overexpression of miR-1258 Affects Cell Cycle and
Proliferation of BC Cells. Survival analysis showed that the
low expression of miR-1258 in tumor tissue had a significant
impact on prognosis, and the survival time of patients with
low expression of miR-139 was significantly shorter than
those with a high expression (Figure 2(a)). GSEA enrichment
analysis exhibited that miR-1258 was closely related to cell
cycle (Figure 2(b)). Therefore, the 4T1 cell line with the low-
est miR-1258 expression was selected to further study the
effect of miR-1258 on BC cell cycle and proliferation. We
firstly verified the expression of miR-1258 in the cells trans-
fected with miR-1258 mimic and NC mimic by qRT-PCR,
and the result indicated that the content of miR-1258 in the
cells transfected with miR-1258 mimic was significantly
higher than that in the cells with NC mimic (Figure 2(c)).

After confirming that miR-1258 was overexpressed suc-
cessfully in cells, MTT (Figure 2(d)) and colony formation
(Figure 2(e)) assays were carried out and displayed that the
overexpression of miR-1258 reduced the proliferation and

growth activity of BC cells. In apoptosis and cell cycle exper-
iments, the overexpression of miR-1258 promoted the apo-
ptosis of BC cells and blocked cells in the G0/G1 phase
(Figures 2(f) and 2(g)). In summary, miR-1258 may act as
a tumor suppressor to inhibit cell proliferation, thereby sup-
pressing the progression of BC.

3.3. E2F1 Is Highly Expressed in BC Cells. For further study,
we predicted the target genes of miR-1258 through TargetS-
can, miRDB, and mirDIP databases and identified the target
gene E2F1 with the binding sites of miR-1258 from the inter-
section of 1,369 upregulated DEmRNAs and predicted genes
(Figure 3(a)). In the meantime, we found that E2F1 was dra-
matically highly expressed in BC tissue than in normal tissue
(Figure 3(b)). Therefore, we further observed the mRNA and
protein expressions of E2F1 in BC cell lines and immortal-
ized breast epithelial cell lines through qRT-PCR and WB.
The results exhibited that the mRNA and protein expression
of E2F1 in BC cell lines were both higher than those in nor-
mal cell lines (Figures 3(c) and 3(d)), which was in agreement
with the bioinformatics result.

3.4. Silencing E2F1 Inhibits BC Cell Cycle and Proliferation.
GSEA enrichment analysis was also conducted on E2F1,
and it was found that E2F1 was remarkably enriched in the
cell cycle (Figure 4(a)). So, it was necessary to observe the
effect of E2F1 on the proliferation and cell cycle of BC cells.
At first, we successfully silenced E2F1 in BC cells
(Figure 4(b)). Then, MTT (Figure 4(c)) and colony formation
(Figure 4(d)) assays were performed, and it was observed that
silencing E2F1 inhibited the proliferation and growth of BC
cells. In cell apoptosis and cell cycle experiments, silencing
E2F1 promoted cell apoptosis and induced cell cycle arrested
in the G0/G1 phase (Figures 4(e) and 4(f)), which was in
accordance with the results of bioinformatics.
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3.5. There Is a Targeting Relationship between miR-1258 and
E2F1. Bioinformatics predicted that E2F1 may be the down-
stream target gene of miR-1258, and the above experiments
showed that both of them had effects on the proliferation
and cell cycle of BC cells. In order to prove the targeting rela-
tionship, qRT-PCR and WB were applied and it was dis-
played that overexpression of miR-1258 in BC cells
significantly decreased the mRNA and protein expressions
of E2F1, indicating that miR-1258 could affect the expression
of E2F1 (Figures 5(a) and 5(b)). Then, we used dual-
luciferase reporter assay to further determine the targeting
relationship. The result suggested that compared with the
cotransfection group of E2F1-WT and NC mimic, the lucif-
erase activity of the cotransfection group of E2F1-WT and
miR-1258 mimic was significantly lower (P < 0:05). Mean-
while, the luciferase activity of the cotransfection group of
E2F1-MUT and miR-1258 mimic had no significant change
relative to that of the group of E2F1-MUT and NC mimic
(p > 0:05) (Figure 5(c)). The above findings collectively indi-
cated a targeting relationship between miR-1258 and E2F1.

3.6. miR-1258 Regulates BC Cell Proliferation, Apoptosis, and
Cell Cycle by Targeting E2F1. Through the dual-luciferase
assay, we concluded that miR-1258 and E2F1 had a targeting
relationship. In order to further confirm the result, we con-

ducted rescue experiments. Three groups were constructed:
NC-mimic+oe-NC, miR-1258 mimic+oe-NC, and miR-
1258 mimic+oe-E2F1. The mRNA and protein expressions
of E2F1 in each group were detected through qRT-PCR
and WB, after which MTT, colony formation, and flow
cytometry were conducted to assess cell proliferation, col-
ony formation, cell apoptosis, and cell cycle. The results
showed that overexpression of E2F1 in BC cells could
reverse the inhibiting effect of miR-1258 overexpression
on BC cells (Figures 6(a)–6(f)).

4. Discussion

BC is a cancer with a high rate of morbidity and mortality,
but its pathogenesis remains unclear and there have been
no effective curative methods currently [11]. Many previous
studies indicated that miRNAs can play an important role
in the progression of cancer by directly targeting mRNAs
[12, 13]. For instance, miRNAs can act as a tumor suppressor
to further inhibit tumor progression through downregulating
oncogene translation.

miR-1258 is believed to regulate the cell cycle of multiple
tumor cells and inhibit their proliferation. For example, miR-
1258 suppresses tumor progression via the GRB2/Ras/Erk
pathway in non-small-cell lung cancer [14]. In osteosarcoma,
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miR-1258 inhibits cell proliferation and promotes cell cycle
to be arrested in the G0/G1 phase through targeting AKT3
[15]. Recent studies have discovered that miR-1258 is also
associated with BC, and it can inhibit the BC metastasis by
targeting heparanase [16]. In this study, we found that the
expression of miR-1258 was downregulated in multiple BC
cell lines, compared with normal breast cells, and the upreg-
ulation of miR-1258 promoted the apoptosis of BC cells,
indicating that miR-1258 was a tumor suppressor of BC.

The transcription factor E2F1 family consists of 8 differ-
ent family members, respectively, which are E2F1 to E2F8.
E2F1 as a transcription factor can regulate cell cycle and
induce apoptosis of numerous cells. For instance, miR-136
inhibits the proliferation of cervical carcinoma cells by tar-
geting E2F1 and promotes the apoptosis through the NF-κB
pathway [17]. CDCA5, transcribed by E2F1, potentiates the
initiation of tumor by enhancing cell proliferation and inhi-
biting apoptosis via the AKT pathway in hepatocellular carci-
noma [18]. Relevant literature has reported that E2F1 can
promote the progression of BC. For example, E2F1 can drive
BC metastasis by changing cell migration via regulating its
target gene FGF13 [19]. The long noncoding RNA
LINC00511 contributes to BC tumorigenesis by inducing
the miR-185-3p/E2F1/Nanog axis [20]. However, the effect
of E2F1 on BC cell cycle has not been studied yet. Hence, this
study conducted research through relevant experiments and
found that E2F1 could induce cell cycle arrest in THE
G0/G1 phase and foster the apoptosis of BC cells.

Since both miR-1258 and E2F1 were observed to be able
to regulate the progression of BC, we studied their correlation
and observed that there is a targeting relationship between
miR-1258 and E2F1. In summary, the study demonstrated
that overexpression of miR-1258 inhibits BC cell prolifera-
tion and blocks cell cycle in the G0/G1 phase, while promot-
ing cell apoptosis via downregulating E2F1. This study
provides a basis for the potential of miR-1258 and E2F1 as
new indicators for the prognosis and diagnosis of BC and also
determines their targeting relationship, which are of pro-
found significance for the study of BC.
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To identify candidate key genes and miRNAs associated with esophageal squamous cell carcinoma (ESCC) development and
prognosis, the gene expression profiles and miRNA microarray data including GSE20347, GSE38129, GSE23400, and GSE55856
were downloaded from the Gene Expression Omnibus (GEO) database. Clinical and survival data were retrieved from The
Cancer Genome Atlas (TCGA). Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis of
differentially expressed genes (DEGs) was analyzed via DAVID, while the DEG-associated protein-protein interaction network
(PPI) was constructed using the STRING database. Additionally, the miRNA target gene regulatory network and miRNA
coregulatory network were constructed, using the Cytoscape software. Survival analysis and prognostic model construction were
performed via the survival (version 2.42-6) and rbsurv R packages, respectively. The results showed a total of 2575, 2111, and
1205 DEGs, and 226 differentially expressed miRNAs (DEMs) were identified. Pathway enrichment analyses revealed that DEGs
were mainly enriched in 36 pathways, such as the proteasome, p53, and beta-alanine metabolism pathways. Furthermore, 448
nodes and 1144 interactions were identified in the PPI network, with MYC having the highest random walk score. In addition, 7
DEMs in the microarray data, including miR-196a, miR-21, miR-205, miR-194, miR-103, miR-223, and miR-375, were found in
the regulatory network. Moreover, several reported disease-related miRNAs, including miR-198a, miR-103, miR-223, miR-21,
miR-194, and miR-375, were found to have common target genes with other DEMs. Survival analysis revealed that 85 DEMs
were related to prognosis, among which hsa-miR-1248, hsa-miR-1291, hsa-miR-421, and hsa-miR-7-5p were used for a
prognostic survival model. Taken together, this study revealed the important roles of DEGs and DEMs in ESCC development, as
well as DEMs in the prognosis of ESCC. This will provide potential therapeutic targets and prognostic predictors for ESCC.

1. Introduction

Esophageal carcinoma (EC) remains the sixth leading cause
of cancer-associated mortality worldwide, with approxi-
mately 442,000 new cases and 440,000 mortalities globally
in 2014 [1, 2]. As the predominant subtype of EC, esophageal
squamous cell carcinoma (ESCC) is frequently diagnosed in
Eastern Asian countries, including China, where it accounts
for 95% of all EC cases [3, 4]. A series of risk factors, such
as tobacco smoking and consumption of alcohol and salted
vegetables, are reported to be associated with the high inci-
dence of ESCC [5]. Currently, despite advances in diagnosis
and treatment of ESCC, its prognosis remains poor, with a

5-year overall survival rate of less than 40% [6, 7]. Therefore,
identification of the molecular mechanisms underlying the
progression and prognosis of ESCC is of utmost importance.

As a gene detection technique, gene profiling or gene
chips have been widely used during the last decade for the
comprehensive screening of differentially expressed genes
(DEGs) [8]. With the development and application of gene
chips, more and more data have been generated and stored
in public databases, which will provide valuable clues for
new research. Currently, an increasing number of studies
have reported the identification of DEGs in ESCC. For exam-
ple, Yuan et al. [9] analyzed the gene expression profile in the
GSE20347 dataset, identifying a total of 538 DEGs. Likewise,
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Xing and Liu [10] identified 1204 DEGs based on the
GSE23400 dataset generated from ESCC and matched
mucosa tissues. Furthermore, Hu et al. [11] focus on biallelic
loss and its relation to mRNA expression based on the
GSE38129 array data. Recently, differentially expressed miR-
NAs (DEMs) has been reported to be associated with differ-
entiation, invasion, and metastasis of patients with ESCC
[12]. Moreover, miRNA expression profiling analysis was
also recently performed [13]. Jang et al. [14] identified prog-
nostic markers for postoperative recurrence of ESCC by
building an easy-to-use prognostic model with three small
noncoding RNAs (sncRNAs) based on the GSE55856 data-
set. However, the majority of these reports were based on a
single dataset, which leads to the results being limited or
inconsistent. Hence, the combination of bioinformatics
methods and expression profiling techniques using different
datasets may provide valuable information for the develop-
ment of therapeutic strategies for patients with this disease.

In the present study, we obtained the original microarray
data of the GSE20347, GSE38129, and GSE23400 datasets, as
well as the miRNA microarray data of the GSE55856 dataset
from the Gene Expression Omnibus (GEO). Clinical data
and survival data were retrieved from The Cancer Genome
Atlas (TCGA). Subsequently, the DEGs or DEMs were
screened. Pathway enrichment analyses were performed,
and protein-protein interaction (PPI) networks were created
for the DEGs, in order to identify key genes and their biolog-
ical function in ESCC. Additionally, the miRNA target gene
regulatory network and miRNA coregulatory network were
constructed to investigate the underlying functions of these
miRNAs. As such, based on survival analysis of DEMs and
univariate Cox analysis, a prognostic survival model based
on the expression of different miRNAs was constructed.

2. Materials and Method

2.1. Microarray Data Collection and Preprocessing. Gene
expression profiles from the GSE20347 (34 samples),
GSE38129 (60 samples), and GSE23400 (106 samples) data-
sets between ESCC samples and matched normal controls
were obtained from the GEO (http://www.ncbi.nlm.nih
.gov/geo/) database using the Affymetrix Human Genome
U133A 2.0 Array platform. In addition, the miRNA microar-
ray GSE55856 dataset, which is composed of 216 samples
(108 ESCC samples and 108 normal controls), was obtained
using the Affymetrix Multispecies miRNA-2_0 Array.

For the preprocessing of the gene expression profile chip,
the raw data of the GSE20347, GSE38129, and GSE23400
datasets were preprocessed using the R Affy package
(version: 1.46.1) with a standardized RMA method [15].
The processing included background corrections, normaliza-
tion, and calculation of gene expression. Afterwards, the
probe ID was converted to a gene symbol, with probes that
had no corresponding gene symbols being removed. As for
the case where multiple probes correspond to the same gene
symbol, we selected the mean value of the probes as the final
gene expression value. The preprocessing of miRNA micro-
array data was done in a similar manner using the miRNA
chip platform of Affy.

2.2. Identification of DEGs and DEMs. The limma package of
R (version: 3.30.2) [16] was used to identify genes or miRNAs
that were significantly differentially expressed between the
tumor and normal tissues. P < 0:05 and log2 fold change
ðFCÞ ≥ 0:58 were selected as the cutoff values for statistically
significant DEGs or miRNAs. Subsequently, we selected 3
groups of DEGs and then analyzed whether the genes were
also significantly differentially expressed in the 3 datasets.

2.3. Prediction of DEGs Based on a Meta-analysis. By screen-
ing DEGs based on a meta-analysis, more reliable DEGs can
be obtained due to the collection of multiple experimental
datasets and enhancement of statistical ability. In order to
integrate the DEGs that were combined in the three datasets,
the MetaDE package of R (version: 1.0.5) was used [17]. Gene
expression values were examined for heterogeneity with sta-
tistic parameters including tau2, Q value, and QP value. Cri-
teria standards of tau2 = 0 and QPval > 0:05 were selected as
the homogeneity test parameter. A P value of < 0.05 was the
threshold for a significant difference in gene expression.
Moreover, a heatmap was generated with the pheatmap
[18] R package (version: 3.25).

2.4. Pathway Enrichment Analysis for DEGs. To investigate
the biofunctions of DEGs, Kyoto Encyclopedia of Genes
and Genomes (KEGG) enrichment analysis was performed
using DAVID (version: 6.8) [19]. P < 0:05 was selected as
the cutoff criterion.

2.5. Identification of PPI Network and Key Genes. To better
understand the interactions of the DEGs, the Search Tool
for the Retrieval of Interacting Genes (STRING) database
(version: 10) was employed to develop a DEG-encoded PPI
[20], with a reliability threshold of >0.9. The prediction
methods were derived from the neighborhood, gene fusion,
cooccurrence, coexpression, experiments, databases, and text
mining. The Cytoscape software (version: 3.2.1) was utilized
to construct the PPI.

Next, the random walk algorithm was used to analyze
important nodes in the PPI network. Briefly, the random
walk was started at the seed node and the importance of each
node was expressed by calculating the frequency of each node
after the random walk between nodes in the network. The
corresponding higher frequency genes may be candidate
genes that have important physiological regulatory functions.
The RWOAG package of R [21] was used to calculate the net-
work node score.

2.6. Construction of the miRNA-Target Gene Regulatory
Network. Mirwalk2 (http://zmf.umm.uni-heidelberg.de/
apps/zmf/mirwalk2) [22] was used for the prediction of tar-
get genes regulated by miRNAs, and differentially expressed
target genes were filtered by using the “validated target”
module. Based on the data of differentially expressed miR-
NAs and DEGs, the opposite relationship pairs (upregulated
miRNA-downregulated gene or downregulated miRNA-
upregulated gene) were selected from the miRNA-target gene
data. The regulatory network of miRNA-target genes was
constructed using the Cytoscape software [23]. Meanwhile,
we screened several miRNAs from the miR2Disease database
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(http://www.mir2disease.org/) [24] which were reported to
be related to ESCC.

2.7. Functional Analysis of miRNAs. In order to obtain infor-
mation regarding the pathways associated with the identified
miRNAs, we performed KEGG pathway analysis for differen-
tially expressed target genes using the clusterProfiler package
of R (version: 3.3.1). The enrichment significance P value was
corrected with the BH method and a P value of less than 0.05
was considered to be significant.

2.8. Construction of miRNA Coregulatory Network. Based on
the regulatory network of miRNAs and their target genes,
miRNA pairs that regulate the same target genes were
screened to construct the coregulatory network between
miRNAs.

2.9. Survival Analysis of DEMs. Clinical and survival data
from 251 patients with ESCC were retrieved from TCGA,
which were downloaded from the database of University of
California Santa Cruz (UCSC) Xena (https://xenabrowser
.net). Moreover, miRNA-seq data was downloaded from
http://gdac.broadinstitute.org/runs/stddata__2016_01_28/data/
ESCA/20160128/.

In general, TCGA data directly downloaded cannot be
directly analyzed. Therefore, in order to link different data,
we need to match, select, and delete different data by screen-
ing samples. In this study, the DEMs obtained from the inte-
gration analysis of different GEO databases intersected with
the miRNA-seq data filenames downloaded by TCGA using
an R package [25]. Additionally, miRNAs with value = 0 in
more than half of the total samples were removed from the
existing intersection data.

The optimal miRNA cutoff was determined via the surv_
cutpoint of survminer (version 0.4.3) of R package, with
>optimal cutoff being considered high expression and <opti-
mal cutoff being considered low expression. Survival analysis
was conducted with the survival (version 2.42-6) R package,
and P values < 0.05 were taken as the threshold. miRNAs
with significant correlation to prognosis were selected and
survival curves were made.

2.10. Univariate Cox Analysis and Prognostic Model
Construction.Univariate survival Cox analysis was continued
for miRNAs significantly correlated with survival, and miR-
NAs with P values < 0.05 were used for the construction of
the prognostic model.

After univariate analysis, there were still many significant
univariate factors, which were not conducive to inclusion in
the prognostic model. Therefore, some dimensionality
reduction methods were adopted to select the most impor-
tant univariate factors to be included in the prognostic model
for downstream analysis. In this study, the rbsurv R package
was used to investigate the robustness of univariate survival
analysis. Briefly, 3/4 samples were randomly selected as train-
ing data and the remaining 1/4 samples as validation data.
Multivariate Cox analysis was carried out on the obtained
models in the test training set and verification set, and risk
scores for survival verification of the model were obtained.

Finally, the overall evaluation effect of the model on progno-
sis was checked.

3. Results

3.1. Identification of DEGs and DEMs. After data preprocess-
ing, a total of 2575, 2111, and 1205 DEGs between ESCC and
normal tissues were identified in the gene expression profile
of the GSE20347, GSE38129, and GSE23400 datasets, respec-
tively, based on the cutoff criteria. Moreover, 226 DEMs were
identified in GSE55856, of which 190 were upregulated and
36 were downregulated.

3.2. Meta-analysis of DEGs and Hierarchical Clustering.
Based on the meta-analysis, 1001 DEGs, including 700 upreg-
ulated genes and 301 downregulated genes were obtained. As
shown in Figure 1, hierarchical clustering revealed that the
DEGs obtained from the meta-analysis and DEMs could effec-
tively cluster the samples from the GSE20347, GSE38129,
GSE23400, and GSE55856 datasets, which suggests that the
ESCC samples could easily be distinguished from the normal
controls by analyzing the DEGs or miRNAs.

3.3. Functional Enrichment Analysis of DEGs Screened from
the Meta-analysis. As illustrated in Figure 2, DEGs were clas-
sified into four functional categories, including pathways,
biological process, cellular components, and molecular func-
tion. KEGG pathway analysis revealed that the upregulated
DEGs were mainly enriched in 18 pathways, including
DNA replication, cell cycle, proteasome, base excision
repair, and the spliceosome signaling pathway (all, P <
0:05; Table 1). Similarly, 18 KEGG pathways were signifi-
cantly enriched in downregulated DEGs, such as regulation
of actin cytoskeleton, glycine, serine, and threonine metabo-
lism, cGMP-PKG signaling pathway, valine, leucine, and iso-
leucine degradation and the arginine and proline metabolism
signaling pathway (all, P < 0:05).

3.4. Identification of Key Candidate Genes and Pathways by
DEGs PPI Network Analysis. As shown in Figure 3, a series
of DEGs were filtered into the PPI network, which contained
448 nodes and 1144 interaction pairs. Among the nodes, the
key candidate node genes were identified by filtering the ran-
dom walk score. The top 20 nodes, including 17 upregulated
and 3 downregulated genes were summarized in Table 2.
Among these DEGs, the MYC protooncogene (MYC) had
the highest score.

3.5. Regulatory Network of miRNA Target Genes. According
to the screening principles of an upregulated miRNA-
downregulated gene or downregulated miRNA-upregulated
gene, we constructed the miRNA-target gene regulatory net-
work. As shown in Figure 4, a total of 72 upregulated miR-
NAs which targeted 130 downregulated genes, as well as 19
downregulated miRNAs which targeted 133 upregulated
genes were filtered in the network. Based on the miRNAs
associated with ESCC obtained from miR2Disease (http://
www.mir2disease.org/), 8 miRNAs, including miR-196a,
miR-21, miR-205, miR-194, miR-103, miR-223, miR-203,
and miR-375, were found to be significantly differentially
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expressed in miRNAmicroarray datasets. Among these miR-
NAs, 7 miRNAs excluding miR-203 were found in the net-
work. Moreover, the gene with the highest score in the PPI
network, MYC, was coregulated by miR-125a-3p, miR-940,
and miR-375, among which miR-375 has been reported to
be related to ESCC.

3.6. Coregulatory Network between miRNAs. In order to con-
struct the coregulatory network, the miRNAs that regulated
the same target gene were identified via the miRNA-target
gene regulatory network. As illustrated in Figure 5, several
miRNAs which are reported to be disease related, such as
hsa-miR-198a, hsa-miR-103, hsa-miR-223, hsa-miR-21,
hsa-miR-194, and hsa-miR-375, had common target genes
with other DEMs. These miRNAs have played an essential
in proliferation, invasion, and metastasis of malignant dis-
ease, which is closely related to pathogenesis and prognosis.

3.7. Survival Analysis of DEMs.After processing of the TCGA
data described above, a total of 184 cancer samples and 174
differentially matched miRNAs were obtained. Survival anal-
ysis revealed that there were 91 DEMs significantly correlated
with the outcome of ESCC patients (Supplementary Table 1).

3.8. Univariate Cox Analysis and Prognostic Model
Construction. A total of 13 DEMs were obtained after the
univariate Cox analysis. According to the model analysis, a
prognostic survival model with 4 DEMs, including hsa-
miR-1248, hsa-miR-1291, hsa-miR-421, and hsa-miR-7-5p
was obtained. Among these miRNAs, hsa-mir-1248, hsa-
miR-1291, and hsa-miR-421 were the DEMs in the GEO
data. Moreover, hsa-miR-7-5p was concentrated as the pre-
cursor of hsa-miR-7 in the GEO data.

Multivariate Cox analysis was carried out for the follow-
ing 4 DEMs, hsa-miR-1248, hsa-miR-1291, hsa-miR-421,
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Figure 1: Heatmap clustering of the differentially expressed genes (DEGs) and miRNAs (DEMs) between ESCC and normal tissues samples
in the GSE20347 (a), GSE38129 (b), GSE23400 (c), and GSE55856 (d) datasets. “Red” represents high relative expression and “green”
represents a low relative expression.
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Figure 2: DEG functional enrichment analysis in ESCC. Upregulated (a) and downregulated (b) DEGs were enriched in four functional
categories, including pathways, biological processes, cellular components, and molecular functions.
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and hsa-miR-7-5p, in the training set and validation set,
respectively, and the regression coefficients were obtained
(Table 3). Furthermore, the corresponding risk score was cal-
culated for survival analysis and survival test. The threshold
determination of the prognostic model was performed. The
threshold of the cutoff point in the training set is 1.48
(Figure 6(a)) and in the validation set is 1.56 (Figure 6(b)),
respectively. As illustrated in Figures 6(c) and 6(d), the
survival analysis results of the risk score obtained by
the prognostic model composed of the 4 miRNAs were
appropriate in both the training and validation sets (both,
P < 0:01).

4. Discussion

During the past few decades, an increasing number of studies
have investigated the causes and potential mechanisms of
ESCC tumorigenesis. However, the high incidence and mor-
tality of ESCC worldwide still pose a challenge, as most stud-
ies only focus on a single genetic event [9, 26]. Gene profiling
or microarray technologies have been widely used to predict
potential targets for the treatment of different tumors. In our
study, we downloaded three original microarray data and
identified 2575, 2111, and 1205 DEGs, as well as 226 DEMs,
between ESCC and normal tissues. Moreover, the meta-

Table 1: Signaling pathway enrichment analysis of DEGs in ESCC.

Term Count P value

Up

hsa03030:DNA replication 13 3.51E-08

hsa04110:cell cycle 21 8.02E-07

hsa03050:proteasome 11 2.33E-05

hsa03410:base excision repair 9 9.52E-05

hsa03040:spliceosome 17 3.83E-04

hsa03430:mismatch repair 7 4.78E-04

hsa00240:pyrimidine metabolism 14 9.29E-04

hsa03420:nucleotide excision repair 8 5.35E-03

hsa05222:small-cell lung cancer 11 5.50E-03

hsa00480:glutathione metabolism 8 8.42E-03

hsa05230:central carbon metabolism in cancer 9 8.77E-03

hsa04062:chemokine signaling pathway 17 1.18E-02

hsa03013:RNA transport 16 1.29E-02

hsa04510:focal adhesion 17 2.83E-02

hsa00230:purine metabolism 15 3.25E-02

hsa04115:p53 signaling pathway 8 3.39E-02

hsa04512:ECM-receptor interaction 9 4.68E-02

hsa04145:phagosome 13 5.00E-02

Down

hsa04810:regulation of actin cytoskeleton 11 4.23E-03

hsa00260:glycine, serine, and threonine metabolism 5 4.86E-03

hsa04022:cGMP-PKG signaling pathway 9 9.30E-03

hsa00280:valine, leucine and isoleucine degradation 5 9.45E-03

hsa00330:arginine and proline metabolism 5 1.17E-02

hsa00072:synthesis and degradation of ketone bodies 3 1.29E-02

hsa00410:beta-alanine metabolism 4 1.72E-02

hsa04710:circadian rhythm 4 1.72E-02

hsa04270:vascular smooth muscle contraction 7 1.91E-02

hsa04924:renin secretion 5 2.68E-02

hsa04713:circadian entrainment 6 2.68E-02

hsa04510:focal adhesion 9 3.02E-02

hsa00982:drug metabolism-cytochrome P450 5 3.25E-02

hsa04610:complement and coagulation cascades 5 3.40E-02

hsa00360:phenylalanine metabolism 3 3.59E-02

hsa04020:calcium signaling pathway 8 4.01E-02

hsa05146:amoebiasis 6 4.02E-02

hsa00071:fatty acid degradation 4 4.30E-02
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analysis was used to further obtain more reliable DEGs, and
1001 genes that could be used for sample clustering of each
dataset were identified. Furthermore, based on the clinical,

survival, and miRNA-seq data downloaded from TCGA, a
total of 85 DEMs were found to be significantly associated
with the outcome of ESCC patients. As such, a prognostic
survival model composed of 4 DEMs, including hsa-miR-
1248, hsa-miR-1291, hsa-miR-421, and hsa-miR-7-5p was
constructed.

It has been known that tumorigenesis is a complex pro-
cess that involves the interaction of various genes and signal-
ing pathways [26, 27]. In ESCC, an increasing number of
signaling pathways have been reported to play important
roles in the progression of the disease [28–30]. Therefore,
the analysis of pathways related to neoplasia could provide
information regarding tumor development. In the present
study, the KEGG pathway analysis revealed that both upreg-
ulated and downregulated DEGs were mainly enriched in 18
pathways, such as the DNA replication, cell cycle, p53, protea-
some, BcGMP-PKG signaling pathway, valine, leucine, and
isoleucine degradation, beta-alanine metabolism, and arginine
and proline metabolism signaling pathways. Among these
pathways, recent studies have shown a correlation between
the proteasome pathway and ESCC carcinogenesis [31]. Zhou
et al. [32] revealed that the cell growth and apoptosis of ESCC
could be regulated via activation of the p53 signaling pathway.
Moreover, the beta-alanine metabolism pathway was reported
as a novel subpathway related to ESCC, by the cooperative use
of different genes in different pathways [33]. Taken together,
the detection of molecules related to these pathways may help
predict the occurrence and progression of ESCC.

Furthermore, the PPI network of proteins encoded by the
identified DEGs was constructed. It contained 448 nodes and
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Figure 3: DEGs protein-protein interaction (PPI) network in ESCC. There were 448 nodes and 1144 interactions identified in the network.
White represents upregulated genes and gray represents downregulated genes.

Table 2: The key genes (top 20) in the PPI network in ESCC.

Node Direction Random walk score

MYC Up 0.00656632

PCNA Up 0.005105377

AURKB Up 0.005066962

STAT1 Up 0.004433487

CXCL12 Down 0.003986094

POLR2K Up 0.003855735

CDC20 Up 0.003688161

PIK3CA Up 0.003613145

CDC6 Up 0.003570703

PRKDC Up 0.00355442

SHMT2 Up 0.003539976

CHEK1 Up 0.003533405

PPARGC1A Down 0.003496619

MAGOH Up 0.003355163

SERPINE1 Up 0.003290157

CCR1 Up 0.003277042

LYN Up 0.003267606

HK2 Up 0.003262363

WDR12 Up 0.003251239

PIK3R1 Down 0.003241252
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1144 interactions.MYC, with the highest random walk score,
could be regarded as the key gene in the PPI network. Indeed,
accumulating evidence has demonstrated that MYC is an
important factor in biological development and tumorigene-
sis. For instance, Kwon et al. [34] showed that MYC was
overexpressed in ESCC patients and that its expression could
predict better overall survival (OS) for patients. Likewise,
Zhong et al. [35] revealed thatMYC is involved in the tumor-
igenicity of ESCC by regulating the expression of the
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Figure 5: The coregulatory network between miRNAs. Several reported disease-related miRNAs shared common target genes with other
DEMs. Gray represents a downregulated expression and white represents an upregulated expression. The blue thickened edge represents
miRNAs reported to be disease related.

Table 3: The regression coefficients of 4 miRNAs.

Training set Validation set

hsa-miR-1248 0.62396 PANTR1 0.37498

hsa-miR-1291 0.40231 LINC01266 0.09693

hsa-miR-421 -0.02532 FGF13-AS1 0.10180

hsa-miR-7-5p 0.19866 TMEM132D-AS1 0.34272
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composed of 4 miRNAs.

13BioMed Research International



hydroxymethylglutaryl coenzyme A reductase (HMGCR).
Therefore, further research on MYC will provide a basis for
targeted therapy against ESCC.

miRNAs, which are endogenous, noncoding single-
stranded RNAs, have been reported to play critical roles in
various biological processes via binding to their target
mRNAs [36, 37]. In the present study, a miRNA-target gene
regulatory network using the identified DEMs was con-
structed, and seven miRNAs associated with ESCC, including
miR-196a, miR-21, miR-205, miR-194, miR-103, miR-223,
and miR-375 were identified in both the microarray data
and the miRNA-target gene regulatory network. Among
these miRNAs, miR-196a, miR-21, and miR-205 were previ-
ously found to be abnormally expressed in ESCC [38–40].
Notably, miR-125a-3p, miR-940, and miR-375 collectively
regulated the expression of MYC, suggesting that these miR-
NAs might play a role in ESCC by regulating the MYC
expression. Additionally, the miRNAs that regulated the
same target gene were identified using the coregulatory net-
work, and miR-198a, miR-103, miR-223, miR-21, miR-194,
and miR-375 were reported to be miRNAs related to ESCC
[41–44]. Survival analysis showed that a total of 85 DEMs
were related to prognosis, among which hsa-miR-1248,
hsa-miR-1291, hsa-miR-421, and hsa-miR-7-5p were used
in a prognostic survival model. Indeed, miR-1248 has been
reported to be involved in the microRNA signature model
for the prediction of prognosis in patients with the Wilms
tumors [45]. Moreover, miR-1291 and miR-421 are associ-
ated with OS in patients with lung adenocarcinoma [46,
47]. However, a prognostic survival model using these miR-
NAs has not been constructed for ESCC. The results of our
study revealed that the tumorigenesis of ESCC may be the
result of the coregulation of multiple miRNAs. Moreover,
several miRNAs, such as hsa-miR-1248, hsa-miR-1291, hsa-
miR-421, and hsa-miR-7-5p could be used to construct a
prognostic survival model for the prediction of ESCC patient
outcomes.

In conclusion, in the present study, we conducted a com-
prehensive bioinformatics analysis of DEGs, DEMs, and
pathways, based on different datasets. As such, we identified
DEGs such as MYC, miRNAs such as miR-125a-3p, miR-
940, miR-375 miR-196a, miR-21, miR-205, miR-194, miR-
103, miR-223, and miR-198a, and pathways such as the
proteasome, p53, and beta-alanine metabolism pathways,
which may be involved in ESCC development. Notably,
survival analysis showed that 85 DEMs were related to prog-
nosis, among which hsa-miR-1248, hsa-miR-1291, hsa-miR-
421, and hsa-miR-7-5p were used to construct a prognostic
survival model. Taken together, these findings have important
clinical significance, as they can improve our understanding of
the pathogenesis and molecular mechanisms of ESCC. More-
over, our results provide potential biomarkers for the predic-
tion of ESCC prognosis. However, further studies are still
needed to confirm the function of the identified genes.
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Background. Single nucleotide polymorphism (SNP) of complement component 2 (C2) has been found to be significantly
associated with hepatocellular carcinoma (HCC). However, little is known about the role and mechanism of C2 in HCC. In the
present study, we aimed to explore the prognostic value of C2 and its correlation with tumor-infiltrating immune cells in HCC.
Materials and Methods. mRNA expression was downloaded from TCGA (365 HCC patients and 50 healthy controls),
GSE14520 (220 HCC patients and 220 adjacent normal tissues), and ICGC HCC (232 HCC patients) cohorts. Unpaired
Student’s t-tests or ANOVA tests were used to evaluate differences of C2 expression. Univariate and multivariate analyses were
used to analyze the prognostic value of C2. CIBERSORT was used to calculate the proportion of 22 kinds of tumor-infiltrating
immune cells. Results. Significantly lower C2 expression was found at HCC compared to healthy controls, and C2 was associated
with TNM stages. Higher C2 expression was significantly associated with better prognosis, and multivariate analysis showed that
C2 was also an independent factor for the prognosis of HCC. Moreover, elevated CD4 T cells were found at HCC patients with
higher C2 expression while the higher proportion of macrophage M0 cells was found in HCC patients with lower C2 expression.
KEGG analysis showed that “cell cycle,” “AMPK signaling pathway,” and “PPAR signaling pathway” were enriched in HCC
patients with higher C2 expression. Conclusion. C2 is a prognostic factor for HCC and may be used as a therapeutic target for
future treatment of HCC.

1. Introduction

As one of the most common cancers and a leading cause of
cancer-related death worldwide, hepatocellular carcinoma
(HCC) continues to be a tremendous public burden on soci-
ety [1]. Up to 50% of HCC patients are estimated to develop
recurrence after resection partly due to limited amenable
curative treatment options and rapid development of resis-
tance [2]. A growing number of studies have indicated that
tumor microenvironment (TME) plays important roles in
almost every key aspect of HCC tumorigenesis, such as
tumor initiation, progression, immune invasion, metastasis,
recurrence, and resistance to therapy [3–5]. Therefore,
understanding the interactions of stromal cells with cancer
cells will help to develop effective strategies to conquer resis-
tance and improve the therapeutic effect for HCC [6].

The complement system is a fundamental branch of
innate immunity and could rapidly respond to invading
pathogens by promoting cell lysis [7]. Remarkably, studies
carried out over the last decade have shed new light on com-
plement activation in the TME, which contributes to tumor-
promoting and tumor-suppressing immune responses [8].
For example, complement component 7 (C7) and comple-
ment factor H (CFH) are found to be necessary for maintain-
ing stemness of HCC cells as silence of C7 and CFH inhibits
tumor-sphere formation and promotes cell differentiation
while overexpression of them elevates stemness factor
expression and cell growth in vivo [9]. C3 is required for
the local and systemic immune responses against tumor in
mice with G422 gliomas generated by photodynamic therapy
(PDT), because knockout of C3 reduces the infiltration of
immune cells and release of TNF-α and IFN-γ, which
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indicates a crucial role played by C3 in mediating antitumor
immunity [10]. Interestingly, bilateral effect of complement
component 5a (C5a) on tumor progression has also been
observed. High levels of C5a are related to tumorigenesis
accompanied by reduced IFN-γ-producing CD8 and CD4
cells, while a low level of C5a is associated with decreased
tumor burden with increased IFN-γ-producing CD4 and
CD8 T cells in mice with lymphoma [11]. These studies
indicate entirely different roles played by each complement
component on cancer development.

Complement component 2 (C2) is an important part of
the complement system, and single nucleotide polymorphism
(SNP) of C2 has been found to be significantly associated with
HCC [12, 13]. For example, C2 SNP rs9267665 is associated
with the risk of developingHCCwhile rs10947223 shows pro-
tective effects against HCC, indicating an important role
played by C2 in HCC. However, up to now, little is known
about the role andmechanism of C2 inHCC, so in the present
study, we aimed to explore the prognostic value of C2 and its
correlation with tumor-infiltrating immune cells of TME in
HCC patients.

2. Materials and Methods

2.1. Ethics Statement. All the data analyzed in the present
study were attained from The Cancer Genome Atlas (TCGA)
dataset, Gene Expression Omnibus (GEO) dataset, and the
International Cancer Genome Consortium (ICGC) dataset,
and informed consents had been gained from each patient
before our study.

2.2. Acquisition of mRNA Expression and Corresponding
Clinical-Pathological Parameters from TCGA, GEO, and
ICGC. In the present study, a total of three cohorts, including
the TCGA HCC cohort, GSE14520 HCC cohort, and ICGC
HCC cohort, were employed. mRNA expression and corre-
sponding clinical-pathological parameters of the TCGA
HCC cohort were downloaded from TCGA (https://
cancergenome.nih.gov/). In the TCGA HCC cohort, clinical-
pathological parameters of 377 HCC patients, including
gender, age, histologic grades, cirrhosis, TNM stage, status,
and time of overall survival (OS), were attained. Meanwhile,
mRNA expression of 374 HCC patients and 50 healthy
controls was also downloaded. The GSE14520 HCC cohort
was downloaded from GEO (https://www.ncbi.nlm.nih.gov/
geo/). In the GSE14520 HCC cohort, clinical-pathological
parameters of 220HCCpatients, including gender, age, tumor
size, cirrhosis, TNM staging, status, and time of OS, and
mRNA expression of 220HCCpatients and their correspond-
ing adjacent normal tissues were available. mRNA expression
and corresponding clinical-pathological parameters of the
ICGC HCC cohort were got from the ICGC portal (https://
dcc.icgc.org/projects/LIRI-JP). In the ICGC HCC cohort,
mRNA expression and clinical-pathological parameters of
232 HCC patients, including gender, age, TNM staging,
status, and time of OS, were available. Basic demographic
characteristics of TCGA, GSE14520, and ICGC HCC cohorts
are summarized in Table 1.

2.3. CIBORSORT. An online tool, CIBERSORT, was used to
calculate the proportion of 22 kinds of tumor-infiltrating
immune cells with transcriptomic data (https://cibersort
.stanford.edu). In CIBERSORT, relative fractions of 22 kinds
of immune cells were deconvolved from the transcriptional
expression of tumor samples basing on a referenced signature
matrix by linear support vector regression.

2.4. Kyoto Encyclopedia of Genes and Genomes (KEGG)
Analysis. The underlying mechanism of C2 in hepatocarcino-
genesis was analyzed by KEGG analysis in the Database for
Annotation,Visualization, and IntegratedDiscovery (DAVID)
(https://david.ncifcrf.gov/summary.jsp). First, HCCpatients of
TCGA or GSE14520 or ICGC HCC cohort were divided into
highC2 and lowC2groups according to themedianC2 expres-
sion. Then, differentially expressed genes (DEGs) between the
two groupswere foundwith a cut-off value of p < 0:05. Finally,
KEGG pathways enriched by these DEGs were identified in
DAVID, and a cut-off value of p < 0:05was considered as sta-
tistically significant.

2.5. Statistical Analysis. GraphPad Prism 6 (GraphPad Soft-
ware, La Jolla, CA, USA) was used to carry out the statistical
analyses. Data were presented as the median. Unpaired
Student’s t-tests or ANOVA tests were performed to com-
pare the difference of C2 expression between HCC patients
and healthy controls/adjacent normal tissues or among
HCC patients with different histologic grades or TNM stages.
Univariate and multivariate Cox regression analyses were
carried out to analyze the prognostic value of C2 expression,
and Kaplan-Meier analysis with a two-sided log-rank test was
also performed to compare the OS of HCC patients with high
or low C2 expression. Additional statistical analysis was
performed with STAMP [14]. p < 0:05 was considered as
statistically significant.

3. Results

3.1. C2 Expression between HCC Patients and Healthy
Controls/Adjacent Normal Tissues. We first analyzed the C2
expression between HCC patients and healthy controls/adja-
cent normal tissues of TCGA and GSE14520 HCC cohorts.
As is shown in Figure 1, in the TCGA cohort, significantly
lower C2 expression was found at HCC patients compared
to healthy controls (p < 0:01, Figure 1(a)). Similar results were
also found in the GSE14520 cohort, in which significantly
lower C2 expression was also found at HCC tissues compared
to adjacent normal tissues (p < 0:001, Figure 1(b)). In short,
the above results suggested that C2 expression of HCC was
lower than that of healthy controls.

3.2. Association of C2 Expression with Clinical-Pathological
Parameters of HCC Patients. After reduced C2 expression
was found in HCC patients, we next analyzed the association
of C2 expression with clinical-pathological parameters. As is
shown in Figure 2, in the TCGA cohort, C2 expression was
remarkably correlated with TNM stages. HCC patients who
were in more advanced TNM stages expressed lower C2
expression (p = 0:02, Figure 2(a)). Besides, HCC patients
who were in more decreased differentiation tended to express
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lower C2 expression too, but the difference was not signifi-
cant (p = 0:18, Figure 2(b)). Similar results were also found
at ICGC and GSE14520 HCC cohorts. In the ICGC cohort,
HCC patients who were in more advanced TNM stages
expressed lower C2 expression (p = 0:004, Figure 2(c)). In
the GSE14520 cohort, HCC patients who were in more
advanced TNM stages expressed lower C2 expression
(p < 0:0001, Figure 2(d)). Moreover, C2 expression of HCC
patients with tumor size ≥ 5 cm was lower than that of HCC
patients with tumor size ≤ 5 cm (p = 0:002, Figure 2(e)).
Taken together, C2 expression was significantly associated
with TNM stages in HCC patients, and the higher the
TNM stages, the lower the C2 expression.

3.3. Prognostic Value of C2 in HCC Patients. Having found
that C2 expression was significantly associated with
clinical-pathological parameters in HCC patients, we next
analyzed the prognostic value of C2 in HCC patients. As is
shown in Figure 3, C2 expression was significantly associated
with the prognosis of HCC patients. In the TCGA cohort,
univariate Cox analysis showed that higher C2 expression
was significantly associated with better OS of HCC patients
(HR = 0:66, 95% CI: 0.47-0.93, p = 0:02, Figure 3(a)). More-
over, multivariate analysis also showed that C2 expression
was independently associated with OS of HCC patients after
adjusting for gender, age, cirrhosis, histologic grade, and
TNM stage (HR = 0:68, 95% CI: 0.47-0.99, p = 0:04,
Table 2). In the GSE14520 cohort, univariate Cox indicated

that higher C2 expression was also significantly associated
with better OS of HCC patients (HR = 0:56, 95% CI: 0.36-
0.87, p = 0:01, Figure 3(b)), but multivariate analysis showed
that C2 expression was not independently associated with OS
of HCC patients after adjusting for gender, age, cirrhosis,
main tumor size, and TNM stage (HR = 0:73, 95% CI: 0.47-
1.16, p = 0:18, Table 3). In the ICGC cohort, univariate Cox
suggested that higher C2 expression was significantly related
with better OS (HR = 0:46, 95% CI: 0.25-0.86, p = 0:02,
Figure 3(c)), and multivariate analysis also showed that C2
expression was independently associated with OS of HCC
patients after adjusting for gender, age, and TNM stage
(HR = 0:73, 95% CI: 0.27-0.96, p = 0:04, Table 4). In a word,
C2 may play an important role in HCC suppression.

3.4. Correlation of C2 Expression with Tumor-Infiltrating
Immune Cells in HCC Patients. Increasing studies had proved
an immunoregulatory effect of complement on TME, and
interactions between complement and tumor-infiltrating
immune cells contribute to the development and progression
of many kinds of cancers [8]. So, we further analyzed the cor-
relation of C2 expression with tumor-infiltrating immune
cells in HCC patients. As is shown in Figure 4, C2 expression
was significantly associated with tumor-infiltrating immune
cells in HCC patients. In the TCGA cohort, significantly
higher proportions of resting CD4 memory T cells and
macrophage M1 cells were found in HCC patients with
higher C2 expression, while significantly higher proportions

Table 1: Basic characteristics of HCC patients from the TCGA, GSE14520, and ICGC HCC cohorts.

Variables TCGA cohort (N = 377) GSE14520 cohort (N = 220) ICGC cohort (N = 232)
Gender (male/female) 255/122 190/30 171/61

Age (years, median) 60 (16-90) 50 (21-77) 69 (31-89)

Cirrhosis (yes/no/NA) 81/137/159 202/18 NA

Histologic grade (G1/G2/G3/G4/NA) 55/180/124/13/5 NA NA

TNM stage (I/II/III/IV/NA) 175/87/86/5/24 93/77/48/-/2 36/106/71/76

Main tumor size (>/≤5 cm) NA 80/140 NA

Overall survival status (alive/dead) 245/132 136/84 189/43

Overall survival time (months, median) 19.67 (0-120.73) 51.65 (1.8-67.4) 26.0 (0.3-72)
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Figure 1: C2 expression between HCC patients and healthy controls/adjacent normal tissues. Expression of C2 in HCC patients and healthy
controls of the TCGA cohort (a); expression of C2 in HCC patients and adjacent normal tissues of the GSE14520 cohort (b).
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Figure 2: Association of C2 expression of HCC patients with clinical-pathological parameters. Association of C2 expression with TNM stages
and histologic grades of TCGA cohort (a, b); association of C2 expression with TNM stages of ICGC cohort (c); association of C2 expression
with TNM stages and main tumor size of cohort (d, e).
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of macrophage M0 cells, activated CD4 memory cells, and
plasma cells were found at HCC patients with lower C2
expression (all p < 0:05, Figure 4(a)). In the GSE14520
cohort, significantly higher proportions of resting mast cells,
follicular helper T cells, and resting CD4memory T cells were
found in HCC patients with higher C2 expression, while
significantly higher proportions of macrophageM0 cells, acti-

vated mast cells, and plasma cells were found at HCC patients
with lower C2 expression (all p < 0:05, Figure 4(b)). In the
ICGC cohort, significantly higher proportions of resting
CD4memory T cells were found in HCC patients with higher
C2 expression, while significantly higher proportions of
macrophage M0 cells, activated CD4 memory T cells, and
Treg cells were found at HCC patients with lower C2
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Figure 3: Prognostic value of C2 in HCC patients. Kaplan-Meier analysis of overall survival time of HCC patients with high C2 and low C2
expression in the TCGA cohort (a); Kaplan-Meier analysis of overall survival time of HCC patients with high C2 and low C2 expression in
the GSE14520 cohort (b); Kaplan-Meier analysis of overall survival time of HCC patients with high C2 and low C2 expression in the ICGC
cohort (c).

Table 2: Univariate and multivariate analyses of C2 expression for overall survival in HCC patients of the TCGA cohort.

Variables
Univariate analysis Multivariate analysis

Hazard ratio 95% CI p value Hazard ratio 95% CI p value

Gender (male vs. female) 0.82 0.57-1.16 0.26

Age (>60 vs. ≤60) 1.25 0.88-1.77 0.21

Cirrhosis (yes vs. no) 0.83 0.48-1.42 0.49

Histologic grade (G3+G4 vs. G1+G2) 1.12 0.78-1.61 0.54

TNM stage (III+IV vs. I+II) 2.43 1.69-3.55 0.000∗ 2.38 1.64-3.46 0.000∗

C2 (high vs. low) 0.66 0.47-0.93 0.02∗ 0.68 0.47-0.99 0.04∗
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expression (all p < 0:05, Figure 4(c)). Taken together, C2
expression was significantly associated with CD4 memory T
cells and macrophage M0 cells in HCC patients from all these
three HCC cohorts.

3.5. Molecular Mechanisms of C2 in HCC.KEGG analysis was
performed to explore the underlying biological mechanism
by which C2 influenced the prognosis of HCC. As is shown
in Figure 5, in the TCGA cohort, KEGG pathways, such as
“cell cycle,” “ubiquitin-mediated proteolysis,” “complement
and coagulation cascades,” “spliceosome,” and “RNA trans-
port,” were most significantly enriched in HCC patients with
higher C2 expression compared to HCC patients with lower
C2 expression (all p < 0:001, Figure 5(a)). In the GSE14520
cohort, KEGG pathways, such as “complement and coagula-
tion cascades,” “carbon metabolism,” “biosynthesis of amino
acids,” “peroxisome,” and “ribosome,” were most signifi-
cantly enriched in HCC patients with higher C2 expression
(all p < 0:001, Figure 5(b)). In the ICGC cohort, KEGG path-
ways, such as “ribosome,” “cell cycle,” “complement and
coagulation cascades,” “spliceosome,” and “RNA transport,”
were most significantly enriched in HCC patients with higher
C2 expression (all p < 0:001, Figure 5(c)). In total, as is shown
in Table 5, 17 significant KEGG pathways, such as “cell
cycle,” “complement and coagulation cascades,” “AMPK sig-
naling pathway,” and “PPAR signaling pathway,” overlapped
in the three HCC cohorts, indicating that C2 may influence
the prognosis of HCC by regulation of these 17 overlapped
KEGG pathways.

4. Discussion

HCC is one of the most malignant kinds of cancer world-
wide, and TME has been found to play important roles of

recurrence and resistance to therapy of HCC [8, 15]. Increas-
ing studies have proved an immunoregulatory effect of
complement on TME, and interactions between complement
and TME contribute to the development and progression of
many kinds of cancers [8]. C2 is an important part of the
complement system, and SNP of C2 has been found to be sig-
nificantly associated with HCC [12, 13]. In the present study,
we found that C2 was associated with the prognosis of HCC
and explored the relevant underlying mechanism.

Previously, Imamura et al. have found that higher expres-
sion of the C5a receptor from breast cancer tissues is signifi-
cantly associated with clinical parameters, such as larger
tumor size, advanced histologic grade, lymph node metasta-
sis, higher TNM stages, and poorer prognosis [16]. Lin
et al. have also observed that higher tissue C3 expression is
significantly associated with better prognosis of non-small-
cell lung cancer (NSCLC) patients, indicating an important
role played by C3 in NSCLC suppression [17]. Similarly, in
our study, lower expression of C2 was found at HCC patients,
and C2 expression was significantly associated with TNM
stages and better OS. Besides, C2 expression was indepen-
dently associated with OS of HCC patients in TCGA and
ICGC HCC cohorts, but it was not in the GSE14520 cohort.
The reason for the difference in the predictive value of C2
expression in different HCC cohorts may be that some path-
ological parameters among the three HCC cohorts were
different. For example, in the TCGA HCC cohort, cirrhosis
was not associated with OS, but in the GSE14520 HCC
cohort, cirrhosis and main tumor size were significantly asso-
ciated with OS. Moreover, in the TCGA and GSE1420 HCC
cohorts, gender was not associated with OS, but in the ICGC
HCC cohort, gender was associated with OS. The difference
of cirrhosis, main tumor size, and gender among the three
HCC cohorts may result in the difference of factors used

Table 3: Univariate and multivariate analysis of C2 expression for overall survival in HCC patients of the GSE14520 cohort.

Variables
Univariate analysis Multivariate analysis

Hazard ratio 95% CI p value Hazard ratio 95% CI p value

Gender (male vs. female) 1.68 0.81-3.49 0.16

Age (>50 vs. ≤50) 1.0 0.65-1.53 0.99

Cirrhosis (yes vs. no) 4.57 1.13-18.62 0.03∗ 3.66 0.89-14.98 0.07

Main tumor size (>5 cm vs. ≤5 cm) 1.97 1.28-3.30 0.002∗ 1.18 0.69-2.01 0.56

TNM stage (III+IV vs. I+II) 3.43 2.20-6.11 0.000∗ 2.38 1.64-3.46 0.000∗

C2 (high vs. low) 0.56 0.36-0.87 0.01∗ 0.73 0.47-1.16 0.18

Table 4: Univariate and multivariate analyses of C2 expression for overall survival in HCC patients of the ICGC cohort.

Variables
Univariate analysis Multivariate analysis

Hazard ratio 95% CI p value Hazard ratio 95% CI p value

Gender (male vs. female) 0.51 0.28-0.97 0.04∗ 0.43 0.23-0.81 0.01∗

Age (>70 vs. ≤70) 1.06 0.58-1.94 0.84

TNM stage (III+IV vs. I+II) 2.38 1.30-4.36 0.004∗ 2.59 1.39-4.80 0.003∗

C2 (high vs. low) 0.46 0.25-0.86 0.02∗ 0.73 0.27-0.96 0.04∗
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Figure 4: Continued.
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for multivariate analysis, thus leading to the difference of the
predictive value of C2 expression for OS. In a word, C2
expression was associated with OS of HCC patients, but it
still needed external and multicenter prospective cohorts
with large sample sizes to validate whether C2 expression
could be an independent prognostic factor for OS.

A series of studies have proved that the complement sys-
tem takes part in the regulation of TME, and interaction of
complement with tumor-infiltrating immune cells plays an
important role in the development and progression of many
kinds of cancers [8]. Tumor cell-derived C5a can recruit and
differentiate myeloid-derived suppressor cells (MDSCs) in
TME, which could protect tumor cells against the immune
system and immunotherapy and promote tumor progression
by inhibiting T cell responses and promoting the generation
of Tregs [18]. Moreover, blockade of C5aR can reduce the
number of MDSCs [19]. Lin et al. have also showed that
higher tissue C3 expression was positively correlated with
higher numbers of tumor-infiltrating CD4 T cells and CD8
T cells, which may also contribute to tumor suppression by
C3, as higher C3 expression predicts better prognosis in
NSCLC patients [17]. In the present study, elevated CD4 T
cells were found at HCC patients with higher C2 expression
while a higher proportion of macrophage M0 cells was found
in HCC patients with lower C2 expression in all three HCC
cohorts. Garnelo et al. have showed that the degree of infil-

trated T cells and B cells of tumor tissues significantly relates
to the improved prognosis of HCC patients [20]. CD4+ T
cells can improve antitumor immune responses by produc-
ing cytokines which are important for the activation of
CD8+ T cells and B cells. Imai et al. have found that CD4+
T cells are important for the formation and maintenance of
polyfunctionality of cytotoxic CD8+ T cells, which is a key
determinant of the success of immunological control of
tumor growth [21]. Moreover, the important role of virus
control and antitumor immunity played by CD4+ T cell-
mediated cytotoxicity is being increasingly recognized. Fu
et al. have found that circulating and tumor-infiltrating
CD4+ cytotoxic T cells decrease in HCC patients with
advanced stages, and loss of CD4+ cytotoxic T cells is associ-
ated with a high mortality rate and reduced survival time
[22]. Hsiao et al. have observed that the higher number of
macrophage M0 cells is significantly associated with poorer
prognosis of HCC patients [23]. Macrophages can be
recruited into HCC tissue to become tumor-associated mac-
rophages (TAMs) by upregulation of HMGB1 and then take
part in the cancer progression and metastasis [24]. TAMs
locate in the stroma of HCC tissue and are polarized toward
the M2 phenotype. A lot of studies have showed that TAMs
can promote tumor proliferation, angiogenesis, invasion,
and metastasis [25]. For example, Yeung et al. have showed
that M2 macrophages are associated with a poor prognosis
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Figure 4: Correlation of C2 expression with tumor-infiltrating immune cells in HCC patients of the TCGA cohort (a), GSE14520 cohort (b),
and ICGC cohort (c).
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Figure 5: The most significant 30 KEGG pathways enriched in HCC patients with higher C2 expression compared to HCC patients with
lower C2 expression of the TCGA cohort (a), GSE14520 cohort (b), and ICGC cohort (c).

Table 5: Overlap of significant KEGG pathways enriched in HCC patients with higher C2 expression from the TCGA, GSE14520, and ICGC
HCC cohorts.

ID Description
TCGA cohort GSE14520 cohort ICGC cohort

Count p.adjust Count p.adjust Count p.adjust

hsa04110 Cell cycle 96 0.000 33 0.003 89 0.000

hsa04610 Complement and coagulation cascades 59 0.000 42 0.000 64 0.000

hsa04152 AMPK signaling pathway 61 0.023 34 0.001 58 0.031

hsa03320 PPAR signaling pathway 42 0.014 27 0.000 40 0.025

hsa04910 Insulin signaling pathway 80 0.000 28 0.008 66 0.026

hsa01200 Carbon metabolism 73 0.000 44 0.000 71 0.000

hsa00630 Glyoxylate and dicarboxylate metabolism 20 0.012 13 0.002 21 0.004

hsa00620 Pyruvate metabolism 27 0.001 13 0.017 25 0.006

hsa01230 Biosynthesis of amino acids 42 0.011 33 0.000 48 0.000

hsa00410 Beta-alanine metabolism 19 0.039 11 0.021 19 0.030

hsa00270 Cysteine and methionine metabolism 29 0.017 16 0.008 29 0.012

hsa05110 Vibrio cholerae infection 31 0.006 17 0.004 35 0.000

hsa00010 Glycolysis/gluconeogenesis 42 0.001 22 0.002 36 0.029

hsa04979 Cholesterol metabolism 36 0.000 19 0.001 37 0.000

hsa00280 Valine, leucine, and isoleucine degradation 27 0.042 19 0.000 27 0.029

hsa00640 Propanoate metabolism 21 0.027 54 0.000 20 0.041

hsa00260 Glycine, serine, and threonine metabolism 23 0.048 16 0.001 26 0.004
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in HCC by promoting tumor growth and invasiveness
through CCL22-induced epithelial-mesenchymal transition
(EMT) [26]. Besides, tumor-suppressive M1 macrophages
were found to be enriched in HCC patients with higher C2
expression in the TCGA cohort, which may contribute to
better prognosis of HCC patients as studies have showed that
M1 macrophages are involved in killing pathogens and
tumor cells by producing large amounts of proinflammatory
cytokines and expressing MHC molecules [27]. Moreover,
the higher proportion of Tregs was found at HCC patients
with lower C2 expression in the ICGC cohort, which may
also contribute to the unfavorable prognosis of HCC patients
as Treg cells are immunosuppressive cells and could promote
the occurrence and development of HCC by inhibiting the
function of T cells [28]. Taken together, the interaction of
C2 with tumor-infiltrating immune cells may influence the
prognosis of HCC.

In addition, to analyze the association of C2 expression
with tumor-infiltrating immune cells, we also explore the
underlying signaling pathways exploited by C2 to influence
prognosis by KEGG analysis. Signaling pathways, such as
“AMPK signaling pathway” and “PPAR signaling pathway,”
were found to be significantly enriched in HCC patients with
higher C2 expression from all three HCC cohorts, which have
been reported to take part in the development and progression
of HCC. For example, Han et al. have observed that hispidulin
could suppress the growth and metastasis of HCC through
AMPK signaling-mediated PPARγ activation both in vitro
and in vivo [29]. Tuo et al. have also found that phosphoenol-
pyruvate carboxykinase 1 (PCK1), one of the key enzymes of
gluconeogenesis, could inhibit the progression of cell cycle
and proliferation of hepatoma cells via the AMPK/p27Kip1

axis [30]. Basing on these studies, we speculated that C2 may
influence the prognosis of HCC by regulation of the AMPK
signaling pathway and/or PPAR signaling pathway.

Several limitations of the present study should also be
noted. First, complement is mainly synthesized in the liver
and then secreted into blood, but we do not analyze the dif-
ference of serum C2 between HCC and healthy controls
and the prognostic value of serum C2 in HCC. Second, C2
expression is found to be associated with tumor-infiltrating
cells, such as CD4 T cells and macrophage M0 cells, but we
do not explore how C2 regulate these immune cells to influ-
ence the prognosis of HCC patients. Finally, we do not
validate the KEGG pathways enriched in HCC patients with
higher C2 expression in in vitro studies.

In conclusion, higher C2 expression is associated with
better prognosis of HCC, and C2 may influence the progno-
sis of HCC by interaction with CD4 T cells and macrophage
M0 cells and regulation of pathways, such as the AMPK
signaling pathway and PPAR signaling pathway.
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Lung tissue is abundant with immune cells that form a powerful first defense against exotic particles and microbes. The malignant
phenotype of lung adenocarcinoma (LUAD) is defined not only by intrinsic tumor cells but also by tumor-infiltrating immune cells
(TIICs) recruited to the immune microenvironment. Understanding more about the immune microenvironment of LUAD could
function in sorting out patients more likely with high risk and benefit from immunotherapy. Twenty-two types of TIICs were
estimated based on large public LUAD cohorts from the TCGA and GEO datasets using the CIBERSORT algorithm. Then
principal component analysis (PCA), meta-analysis, and single-sample gene set enrichment analysis (ssGSEA) were used to
measure and evaluate the specific immune responses and relative mechanisms. Moreover, an immunoscore model based on the
percent of immune cells was constructed via the univariate and multivariate Cox regression models, which provided an in-depth
overview of the LUAD immune microenvironment and shed light on the immune regulatory mechanism. The differential
expression genes (DEGs) were acquired based on the immunoscore model, and prognostic immune-related genes were further
identified. GSEA and the protein–protein interaction network (PPI) further revealed that these genes were mostly enriched in
many immune-related biological processes. It is hoped that this immune landscape could provide a more accurate
understanding for LUAD development and tumor immune therapy.

1. Introduction

Lung adenocarcinoma (LUAD), a dominating subtype of
non-small-cell lung cancer, is acknowledged and regarded
as one of the most leading cause of cancer-related mortality
worldwide, with a five-year survival rate of only 22.1% [1].
The primary reason accounting for this disappointing prog-
nosis is that the majority of LUAD patients are diagnosed
at advanced stage III or IV and the uneven efficiency of
chemotherapy selection [2]. The admitted first-line treat-
ment for NSCLC without driver mutations is cytotoxic
chemotherapy, immune checkpoint inhibitors, or a combina-
tion of both modalities.

The lung surrounding contacting with with the outer
world is abundant with immune cells that construct a power-
ful defense against noxious particles and microbes. Various
immune cells, IFN response, immune checkpoints, HLA,

cytokine, inflammation factor, and adoptive cell transplanta-
tion have been proven to make a great contribution in the
progression of lung cancer. Immunotherapy, such as pro-
grammed cell death protein 1 (PD-1)/programmed death
ligand 1 (PD-L1) checkpoint inhibitors and CTLA4, concen-
trates on revitalizing immunologic cells to release molecular
components to defend against cancer cell in the tumor
microenvironment. Two anti-PD-1 agents, pembrolizumab
and nivolumab, and two anti-PD-L1 agents, atezolizumab
and durvalumab, have been authorized by FDA for the treat-
ment of lung tumor. It has been studied that pembrolizumab
and nivolumab exhibited a surprising antitumor activity in
advanced NSCLC with better overall survival (OS) and
progression-free survival (PFS) than traditional second-line
chemotherapy [3, 4]. Tumor PD-L1 expression is the only
identified clinical biomarker to screen out patients most
likely to respond to immunotherapy. Patients with high PD
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− L1 expression ½TPS� ≥ 50% (tumor proportion score) and
no EGFR or ALK genomic mutant are suitable for anti-PD-
L1 agents. Disappointedly, the response rates for acceptable
patients to PD-L1 have been variable. Only a proportion of
high PD-L1 LUAD patients effectively respond to immuno-
therapy and gained a satisfactory clinical benefit [5], whereas
some metastatic NSCLC patients given pembrolizumab were
shown to have obvious longer PFS and OS regardless of PD-
L1 expression [6]. More seriously, an increase of immuno-
therapy does take a leap of the probability of side effects with-
out survival benefit in many cases. There are many reasons
contributing to this phenomenon; anti-PD-L1 agents’ thera-
peutic effects are limited by many biological characters, such
as intratumoral heterogeneity and temporal change expres-
sion. At present, the clinical used flow cytometry and immu-
nohistochemistry could not precisely meter the expression
level of PD-L1, with low accuracy and credibility. In addition,
some researches provided that there existed some intrinsic
resistant mechanisms in the tumor immune environment
for immunotherapy, such as improving the expression of
immunosuppressive cells and checkpoint molecules such as
tumor-associated macrophages (TAMs), T follicular helper
(Tfh) and regulatory T cells (Tregs), and absence of antigenic
proteins and antigenic presentation [7, 8]. The disorder of
immune cells and molecules then generate the insensitivity
of T cells, reprogram the phenotype of macrophage, alternate
the traditional immune response signaling pathways, and
engender T cell exclusion, which shut the door for the pow-
erful immune therapy.

The ultimate aim is to identify distinguished LUAD
patients that would benefit from immunotherapy, ensure
optimal clinical response, minimize immune related adverse
events, and decrease treatment costs. Therefore, it is war-
ranted to propose other predictive immune therapy markers,
not merely PD-L1, for the effectiveness of LUAD immuno-
therapy. Many ongoing clinical trials have been investigated
focusing on the identification of predictive and prognostic
biomarkers for immunotherapy. For example, peripheral
blood inflammatory parameters have been shown to be cor-
related with poor prognosis and lower response rate to
immune therapy in NSCLC [9, 10]; high tumor mutational
burden level was associated with greater expression of neoan-
tigens, which fosters anticancer immune response [10]; high
LDH seems to negatively correlate with cytotoxic T lympho-
cyte activation and impairs aerobic glycolysis, which partici-
pated in the prediction of immune therapy [11]. However,
the efficiency of these single indicators is still low and could
not convince the public. They ignored the essence property
of tumor immune microenvironment but concentrated on
the index only reflecting - one side face of immunological
indicators, impossibly whole. Thus, it is necessary to lucu-
brate the complexity of the LUAD microenvironment and
identify subclasses of the tumor immune microenvironment
existing in the LUAD tissues, which is beneficial for predict-
ing and administering corresponding immunotherapeutics.

A comprehensive analysis of the tumor immune micro-
environment in LUAD is imperatively required. In this study,
we systematically described the constitutive pattern of the
immune cell proportions and how it influenced progression

of tumor development. Moreover, we constructed an immu-
noscore signature model to predict 1-, 3-, and 5-year overall
survival for patients, with the hope to select patients for adju-
vant immunotherapy and guide the development of new
treatment options.

2. Materials and Methods

2.1. Data Acquisition. This study utilized data from a public
database. We retrospectively selected the LUAD gene expres-
sion and its clinicopathological data from the TCGA (https://
cancergenome.nih.gov/) and GEO datasets (https://www
.ncbi.nlm.nih.gov/geo/). We searched the key words “lung
cancer” and “Homo sapiens”. All matrices with LUAD gene
expression data (containing at least 20 samples) were consid-
ered eligible, with no specific exclusion criteria. All candidate
series were assessed by two independent reviewers. A total of
371 normal and 990 LUAD cases were eligible for subsequent
research. Raw microarray data Affymetrix were downloaded
and normalized using the limma package. The platform pro-
files of the Affymetrix matrix were listed in table S1. The
relevant clinical data from TCGA were retrieved and
organized manually. The concrete working algorithm was
demonstrated in Figure 1.

2.2. Inference of Infiltrating Immune Cells. Normalized gene
expression data were used to calculate the proportions of 22
types of infiltrating immune cells via the CIBERSORT
algorithm. CIBERSORT is a gene expression- based
deconvolution algorithm, which infers cell type propor-
tions in data from bulk tumor samples of mixed cell
types using support vector regression [12]. CIBERSORT
derives P values for the deconvolution for each sample
using the Monte Carlo sampling, providing the confi-
dence of the outcomes. At a threshold of P ≤ 0:050, the
results of the inferred fractions of immune cell popula-
tions produced were considered precise and accurate
[13]. Then, patients with CIBERSORT P ≤ 0:050 were
considered eligible for the following analysis.

2.3. Systematic Meta-Analysis. Meta-analysis was referred as
the standard method, offering an average impact estimate
of the heterogeneity of effects across a series of results.
In this study, we take advantage of the meta-analysis to
layout the expression of particular immune cell infiltrate.
Continuous outcomes were estimated as a standard mean
difference (SMD) with a 95% confidence interval (CI). Set-
ting P < 0:05 as the cut-off, we deeply explored the com-
position of TIICs in the LUAD to implement more
convincing conclusions.

2.4. Evaluation of Tumor Immune Reaction Score. We
obtained a series of genes in the immune-relative pathways
from KEGG and published articles [13], then applied the
single-sample gene set enrichment analysis (ssGSEA) to
quantify the score by the GSVA and GSEABase packages
[14]. The definition of each immune term was listed in the
table S2. The correlation of the composition of the TIICs
and the immune reaction were calculated by the Pearson
correlation and showed by heat map.
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2.5. Independence of the Prognostic Immunoscore for LUAD
Survival Prediction. Only patients with CIBERSORT P ≤
0:050 were selected for further survival analyses. Survival
package was used to perform univariate Cox proportional
hazard regression analysis to filter out prognostic immune
cell, and then, multivariate Cox regression analysis was used
to construct a powerful predictive immunoscore model. The
optimal cut-off value was evaluated by the survminer pack-
age. With the median score established as the cut-off line,
these LUAD patients were divided into the high- and low-
immunoscore groups. The results of Cox regression analysis
were showed by forest plot. A nomogram was generated via
the survival, rms, and ggplot2 packages.

2.6. Random Grouping Method. The LUAD patients were
randomly divided into the training and validation groups in
a ratio of 6 : 4 using the stratified randomization method,
which generated random values from a normal distribution
with specified mean (0) and standard deviation (1) values
and ordered them from high to low. These training and val-
idation groups were both used to validate the precision of
the immune model.

2.7. GSEA and PPI Analysis. We used the GSEA program to
derive the enrichment scores of each immune-related term
by calculated immunoscore [15]. Normalized gene expres-
sion data arranged by immunoscore were analyzed via the
limma package to identify the immune DEGs, with P ≤ 0:05
and ½logFC� ≥ 1:5 as the cut-off criterion. The connectivity
degree of each node of the network was calculated by the
STRING database and reconstructed via Cytoscape software.

2.8. Statistical Analysis. Continuous variables were exhibited
for means, medians, range, and standard deviation (SD) and
compared using an independent t-test or Wilcoxon test; cat-
egorical variables were compared between two groups by
means of the Chi-squared test. Spearman’ correlation coeffi-
cient was used for variable correlation. The associations of
immune cell infiltrates and corresponding overall survival
(OS) were analyzed by log-rank survival test, and the results
were shown in the forest plot. To identify prognostic immune
cells, the Cox proportional hazard regression model was
employed. All statistical tests were two sided and P < 0:050
was considered statistically significant. Statistical analyses
were conducted using R software and Stats.
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Figure 1: Study flowchart detailing the flow of sample collection and analysis.
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3. Results

3.1. The Immune Landscape of the Microenvironment in
LUAD. After applying data filter criteria, 564 annotated lung
adenocarcinoma samples with immune cell fraction were
available for further analyses. We systematically described
the immune microenvironment pattern of LUAD tissues
from the TCGA cohort. As shown in Figures 2(a) and 2(b),
the proportions of TIIC displayed distinct group bias cluster-
ing and expression pattern between normal and cancer tis-
sues. The proportions of B cell memory, plasma, T cell CD4
memory activated, T cell follicular helper, T cell regulatory,
and macrophage M1 were significantly improved, whereas
the proportions of T cell CD4 memory resting, NK cell rest-
ing, monocytes, macrophage M2, and mast cell resting were
downregulated (Figure 2(c)).

To confirm the accuracy of the results of this study, the
researchers inferred its accuracy in other independent LUAD
datasets both containing rental tumor and adjacent normal
specimens. Figure S1 summarized the compromise of TIIC
subpopulations of each normal (Figure S1A) and LUAD
tissues (Figure S1B) and CIBERSORT P value (Figure S1C).
Although these LUAD cohorts were obtained from different
platforms (Table S1) and variable signature matrix
influences the accuracy of inferred TIIC constitutes, they
did not show evident cohort bias both in normal and
cancer tissues. We summarized each selected matrix and
then eliminate the interaction between the components of
the original data by PCA analysis (Figures 2(d) and 2(e),
Figure S1). Then, precisely offering an average impact
estimate of the heterogeneity of effects was performed to
validate the proportions of each TIIC. Obviously, B cell
memory (95% CI, 0.92-1.29; P < 0:01, I2 = 97%), plasma
(95% CI, 3.58-4.67; P < 0:01, I2 = 91%), T cell CD4 memory
activated (95% CI, 0.68-1.17; P < 0:01, I2 = 91%), T cell
follicular helpers (95% CI, 1.42-2.06; P < 0:01, I2 = 96%),
Treg (95% CI, 0.27-0.44; P < 0:01, I2 = 93%), and
macrophage M1 (95% CI, 3.47-4.19; P < 0:01, I2 = 76%)
exhibited a decreasing tendency, whereas T cell CD4
memory resting (95% CI, -2.75–-1.49; P < 0:01, I2 = 92%),
NK cell resting (95% CI, -1.16–-0.57; P < 0:01, I2 = 94%),
monocytes (95% CI, -3.05–-2.58; P < 0:01, I2 = 98%),
macrophage M2 (95% CI, -3.09–-1.75; P < 0:01, I2 = 92%),
Mast cell resting (95% CI, -4.11–-3.71; P < 0:01, I2 = 100%),
and eosinophils (95% CI, -0.21–-0.06; P < 0:01, I2 = 94%)
exhibited an increasing tendency (Figure 3). Together, we
provided an in-depth overview of the LUAD TIIC
subpopulation, which was tightly bounded with LUAD
development and immune therapy.

3.2. TIIC Subpopulation Closely Correlated with Immune
Signatures in LUAD. To explore the correlation between var-
ious tumor immunity cell activities, we found that different
TIIC subpopulations were weakly to moderately correlated,
specially for T cell CD4 memory activated and T cell CD8
(Figure 4(a)). Next, we obtained a set of genes of the relative
immune system from KEGG and published articles, and then
used ssGSEA to quantify important immune signatures,

including HLA expression, T cell cosimulation,
inflammation-promoting mechanism, PD-L1 reaction, type
II IFN response, type I IFN response, check point reaction,
T cell coinhibition, parainflammation, and CCR. As shown
in Figure 4(b), plasma, macrophage M0, and macrophage M2
were negatively correlated with immune signatures, whether
macrophage M1 and T cell CD8 in mice. Moreover, we deeply
explored the concrete association between TIIC checkpoint
response (Figure 4(c)), PD-L1 reaction (Figure 4(d)), and
inflammation-promoting mechanism(Figure 4(e)).

3.3. Establishment of Immunoscore for LUAD Patients.
Considering the important role of the composition of the
TIICs in the prognosis, we further explored their clinical
significance. The unadjusted HRs and 95% confidence
intervals for the median proportion of TIIC subsets were
depicted in Figure 5(a). Macrophage M1 and dendritic cell
resting were significantly associated with LUAD survival.
Then, to identify a more predictive model with the best
explanatory and informative efficacy, 4 subgroup immune
cells were further selected to build an immunoscore model.
We yielded the immune score for each tumor sample
based on its immune proportion profiles: Formula = ðthe
percentage of NK cell activated × 0:066Þ + ðthe percentage of
macrophageM1 × 0:035Þ − ðthe percentage of dendritic cell
resting × 0:028Þ + ðthe percentage of dendritic cells activated
× 0:088Þ. As shown in Figure 5(b), patients were divided
into a high-immune and a low-immune group based on
the median immunoscore. The overall survival of patients
with a high-immune score was worse than that of those
with a low-risk score (P = 0:814 − e04, Figure 5(c)). This
immunoscore also had strong predictive power for T and
M stages (Figure 5(d)).

To further investigate the prognostic value of the
immune signature model, univariable and multivariable
Cox regression analyses were performed considering
immune score, sex, T stage, N stage, M stage, and pathologi-
cal stage. The results of univariable and multivariable analy-
ses of the above clinicopathological variables were presented
in Figures 5(e) and 5(f). In conclusion, the immunoscore was
a significantly independent prognostic factor for LUAD
patients.

3.4. Variation in Prognostic Effect of Immunoscore in Intra-
and Extracohort. To confirm that the proposed immunoscore
model has a powerful prognostic value in different popula-
tions, the formula was applied to the validation cohort and
also to the other cohort. We randomly divided total patients
in the primary and validation cohort. Consistent with the
findings in the total TCGA cohort, patients in the high-
immunoscore group had a significantly lower overall survival
rate than those in the low-immunoscore group in both the
validation cohort (HR = 2:57, 95% CI: 1.537-4.301) and the
training cohort (HR = 1:419, 95% CI: 1.152-1.844)
(Table 1). In line with these findings, the immunoscore
model was also validated to be independently associated with
survival in extracohort GSE101929 and GSE6857 (Figure S2,
only this two cohorts possessed clinical information in the
above meta-analysis data).
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Figure 2: Landscape of microenvironment TIIC composition in LUAD. (a) The composition of TIICs of normal and RCC tissues. (b) The
proportions of immune cells from normal and LUAD displayed distinct group bias clustering and individual differences in the TCGA
dataset. (c) Violin plot of the proportions of the TIIC subpopulation (blue represents normal tissue, red represents LUAD). (d) PCA
analysis of the subgroup of normal samples from the GEO dataset. (e) PCA analysis of the subgroup of LUAD samples from the GEO dataset.
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Figure 3: Continued.
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Figure 3: Continued.
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3.5. Prognostic Nomograms for Prediction of LUAD Patients’
Overall Survival. To develop a practical method for clinicians
to predict the LUAD survival probability, we constructed a
prognostic nomogram that integrated the immunoscore,
age, sex, T stage, N stage, M stage, and pathological stage.
These variables from the Cox proportional analysis were all
considered. As shown in Figure 6, the immunoscore contrib-
uted the most risk points (ranged 0 to 10), whereas the other
clinical factors contributed much less (ranged 0 to 20). In
general, the immunoscore was an independent risk predictor
for the overall survival for LUAD patients.

3.6. Functional Analysis of Immune-Relative Genes.We com-
pared the gene expression profiles between the high and low
immunoscores and identified the KEGG pathways that were
enriched in the cancerous immune activity by GSEA. It sug-
gested that the high-immunoscore group was significantly
enriched in B cell receptor signaling pathway, autoimmune
disease, primary immunodeficiency, and T cell receptor sig-
naling pathway (Figure S3). These results confirmed the
elevated immune activity in the progression of LUAD.

To investigate the potentially altered molecular mecha-
nisms, immune-relative genes were selected by comparing
the high- and low-immunoscore groups. Totally, 24 genes
were upregulated and 24 genes downregulated. The relation-
ship and function of immune-relative genes were revealed
using the PPI network, and there exist three significant
immune relative modules (Figure 7). In the most significant
one (left), 95 edges involving 30 nodes were formed in the
network (Table S3). ALB, APDC3, LPA, APDC3, and CRP
were hub genes and remarkable for having many
connections with others.

4. Discussion

In many studies, the important impact of immune cells in
determining the progression of the LUAD pathogenesis has
been proven. However, owing to technical limitations, rela-
tive studies have only heavily relied on limited repertoire of
immune phenotypic markers. The defects of single-agent
immunotherapy are restricted to a small number of patients,
with a response rate of 11-21% [6]. Immunotherapy concen-
trates on the activation of immunologic molecular compo-
nents to defend against the cancer cell in the tumor
microenvironment. Thus, it is important to deeply explore
the influence of the tumor microenvironment on LUAD

immunotherapy, which is the key to overcoming de novo
resistance. Compared with traditional single-factor predic-
tors, a comprehensive systematic assessment of the immune
system is urgently needed to better understand the develop-
ment of LUAD.

In our study, LUAD gene expression data from the
TCGA database was analyzed based on CIBERSORT
method, we found that the proportions of TIICs varied
between the normal and cancer tissues. CD4 memory resting,
macrophage M0, and macrophages M2 ranked the top three
proportions of TIICs in LUAD. CD4 memory resting T cells
can differentiate into a variety of helper T cells and regulatory
T cells, which play an important role in adaptive immune
response, participating in humoral immunity and regulation
of cellular immunity [16]. Meanwhile, tumor-associated
macrophages (TAM) have been proved to be the most
important immune cells in the tumor stroma and played an
important role in the occurrence and development of malig-
nant tumors, accounting for more than 50% of the total num-
ber of immune cells in the tumor stroma [17, 18].

Further research showed that B cell memory, plasma
cells, T cell CD4 memory activated, T cell follicular helper,
Tregs, and macrophage M1 were significantly increased in
LUAD compared with the adjacent normal tissues. In con-
trast, T cell CD4 memory resting, NK cell resting, monocyte,
macrophage M2, mast cell resting, eosinophils, and neutro-
phils were decreased in LUAD compared with normal tis-
sues. Then, the proportions of TIIC were validated in GEO
the database, and the trend was consistent with our previous
results. The varying degree of infiltration of some immune
cells between the tumor and adjacent normal tissues sug-
gested that these cells played an important role in the devel-
opment of LUAD. Macrophages are the main immune-
infiltrating cells in tumors, the key cell types that link inflam-
mation and cancer [19]. The major states of macrophages,
macrophage M1 and macrophage M2, differently infiltrated
between the tumor and adjacent normal tissue. Macrophages
have a series of continuous functional states, and M1-type
and M2-type macrophages are the two extremes of this con-
tinuous state [20]. Macrophage M1 activates the production
cytokine, recruited the proimmunostimulating leukocytes
TME, which ultimately leads to the phagocytosis of tumor
cells [21]. However, macrophage M2 was reported to have
an opposite function in tumor; it promotes the development
of tumor via the breakdown of basement membrane, recruit-
ment of leukocytes recruitment, angiogenesis, and immune
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Figure 3: Meta-analysis verified each discrepant TIIC composition in LUAD.
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Figure 4: Continued.
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suppression [22, 23]. Interestingly, previous studies showed
that the increased level of macrophage M1 level was associ-
ated with better prognosis of tumor [24, 25], while the
increase of macrophage M2 indicates that the prognosis of
tumor patients is poor [26]. Studies have demonstrated that
cytotoxic activity in the environment of the tumor would
be increased through reversion of macrophages from M2 to
M1 phenotypes [27]. Thus, scientists proposed that repro-
gramming the macrophage from M2 to M1 phenotypes in
different ways increases the antitumor activity of macro-
phages and provides new ideas for the treatment of tumors.
Some studies have been carried out. For example, in a tail
metastasis model established by breast cancer, the activation
of NF-κB in macrophages lead to a reversion from macro-
phage M2 to macrophages M1 and ended up with an
increased apoptosis of tumor cells and a reduction of lung
metastases [28]. In addition, more studies reported that
plasma cells play a positive role in antitumor immunity, indi-
cating a positive prognostic effect in human cancers [29]. The
number of follicular T helper cells increased significantly in
MLD patients, and the proportion of follicular T helper cells
decreased in effective treatment patients, which could be used
as an indicator of efficacy [30]. Among the 13 immune cells,
other than those discussed above, some are poorly investi-
gated in LUAD. As for their biological function in LAUD,
we believe that further investigations are urgently needed.

The interaction of programmed cell death ligand-1 (PD-
L1) interaction with programmed cell death protein-1 (PD-
1) provides an important target for blockade-based immuno-
therapy in LUAD [3, 31, 32]. Thus, based on our researches,
we would like to explore the association between TIICs and
PD-L1 reaction was further explored. The results showed

that the expression of PD-L1 was positively associated with
macrophage M1, T cell CD8, and T cell CD4 memory acti-
vated. The association between macrophages and anti-PD-1
therapy has been reported before. Previous studies of anti-
PD-1 therapy in osteosarcoma (OS) have shown that anti-
PD-1 therapy can cause phenotypic metastasis of macro-
phages from M2 to M1, resulting in regression of OS pulmo-
nary metastasis. Macrophage depletion significantly reduced
the efficacy of anti-PD1, confirming their role in anti-PD-1
against OS pulmonary metastasis [33]. Another study
showed that the expression of PD-L1 negatively correlates
with phagocytic ability against tumor cells, and the blockade
of PD-1-PD-L1 increased the phagocytosis ability of macro-
phage and reduced the progression of tumor, as well as pro-
longed survival time of mice in mouse models of cancer,
indicating that anti-PD-1 therapy may function through a
direct effect on macrophages [34]. In conclusion, the above
results suggested that macrophage cells played a key role in
the anti-PD-1 therapy of LUAD and can be a potential target
of immunity therapy of LUAD in the future.

The result of univariate analysis showed that not overall
immune cell infiltration but a certain TIIC subpopulation
was related to the prognosis of LUAD. In this way, a Cox
regression model was constructed based on the estimated
fractions of signature immune cells. In recent years, several
models based on immunoscore have been published to quan-
tify the immune contexture and provide a statistically robust
parameter for prognosis in patients with various types of
solid tumor. Our study showed that patients with high
immune scores have shorter survival time than patients with
low immune scores, and this result was validated in a testing
dataset and two independent databases from the GEO
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Figure 4: TIIC subpopulation was closely correlated with immune signatures. (a) The Spearman correlation matrix of all 22 immune cell
proportions in the TCGA cohort. (b) The Spearman correlation between the proportions of infiltrating immune cells and specific immune
signatures. (c) Correlation matrix of all 22 immune cell proportions and checkpoint response; (d). Correlation matrix of all 22 immune
cell proportions and PD-L1 activity. (e) Correlation matrix of all 22 immune cell proportions and inflammation-promoting mechanisms.
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Figure 5: Continued.
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database. Further studies showed that the immune score was
significantly related to the T stage and M stage. TNM staging
system was limited in clinical practice, due to the ignorance
of age, gender, or clinical stage of patients [35]. We believe
our immunoscore signature is a great complement to TNM
staging system. Thus, a nomogram based on age, gender, T
stage, N stage, M stage, tumor stage, and immunoscore signa-
ture was constructed, with which we can accurately predict
the prognosis of LUAD patients.

The potential mechanism for the differences in immune
score was explored through GSEA. The results showed that

a series of pathways associated with immune responses were
significantly enriched in patients with high immune score.
Moreover, DEGs of the high- and low-immune score group
were identified and sent to PPI network. The results show
that ALB, APOC3, LPA, AGT, and SSX1 were the hub gene
of the module of immune-related cells. Totally, the above
results suggested that immune responses play a critical role
in the development, diagnosis, and treatment of LUAD and
strong attention should be paid to it.

Despite the remarkable results of our research, we
should also recognize the limitations. Firstly, our model
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T stage
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Risk score

Multivariable Cox regression
P value Hazard ratio
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Figure 5: Construction of the immunoscore model. (a). Forest plots showed the association between each immune cell subsets and overall
survival in the total TCGA dataset. Unadjusted hazard ratios are shown with 95 percent confidence intervals. (b). The distributions of the
immune score and survival status for each LUAD patients. (c). Kaplan-Meier curves for the high- and low-immune score subgroup. (d)
Association between the TIICs and clinicopathological features. Infiltrating immune cell function in distinguishing T and M stages. (e)
Forest plot summary of the univariable analyses of overall survival of the immune score model. (f). Forest plot summary of the
multivariable analyses of overall survival of the immune score model.

Table 1: Validation of the immunoscore results in the training and validation cohort in the TCGA database.

Variable
Training cohort Validation cohort

P value Hazard ratio (95% CI) P value Hazard ratio(95% CI)

M 0.897 0.810

M0 0.698 0.753 (0.180-3.149) 0.541 0.642 (0.155-2.663)

M1 0.647 0.723 (0.180-2.898) 0.622 0.699 (0.168-2.901)

N 0.621 0.759

N0 0.505 0.617 (0.149-2.554) 0.766 0.710 (0.074-6.828)

N1-3 0.329 0.581 (0.196-1.727) 0.457 0.693 (0.264-1.822)

T 0.241 0.813

T1 0.152 0.285 (0.051-1.586) 0.314 7.388 (0.203-14.299)

T2 0.459 0.590 (0.146-2.385) 0.806 0.842 (0.214-3.317)

T3 0.606 0.842 (0.438-1.620) 0.990 0.922 (0.266-3.700)

T4 0.800 1.724 (0.279-5.236) 0.796 1.208 (0.288-5.067)

Stage 0.144 0.785

Stage1 0.133 0.408 (0.126-1.315) 0.326 0.520 (0.141-1.921)

Stage2 0.023 1.263 (1.016-1.832) 0.389 0.555 (0.145-2.119)

Stage3-4 0.418 0.802 (0.470-1.368) 0.711 0.877 (0.438-1.757)

Gender 0.648 0.782 0.682 (0.216-1.243)

Man 0.369 0.781 (0.455-1.340) 0.619 0.856 (0.463-1.582)

Woman 0.364 0.787 (0.469-10320) 0.546 1.207 (0.655-2.223)

Immune score 0.029 2.570(1.537-4.301) 0.001 1.419(1.152-1.844)

0.062 1.016(0.969-1.021) 0.325 1.027(0.988-1.036)
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was built based on the TCGA database and was validated
in the GEO dataset, and multicenter clinical date should
be collected to validate our model. Secondly, the level of
tumor-associated immune cells was estimated using

CIBERSORT method, and future studies should be needed
to confirm the findings.

In summary, we provided an in-depth review of TIIC
subsets in LUAD, which were closely related to the
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Figure 6: The nomogram to predict the 1-, 3-, and 5-year overall survival rates of LUAD patients.
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development of LUAD and immunotherapy. The immune
score signature was constructed based on four survival-
related immune markers. In addition, a nomogram was con-
structed by combining the characteristic immune score sig-
nature and meaningful clinical factor, providing an accurate
model for predicting the prognosis of patients with LUAD,
However, experimental researches on the mechanism
between immune cells and LUAD are still needed in the
future.
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Objective. To explore the expression of immune-related lncRNAs in colon adenocarcinoma and find out the effect on how
these lncRNAs influence the development and prognosis of colon adenocarcinoma. Method. Transcriptome data of colon
adenocarcinoma from The Cancer Genome Atlas (TCGA) were downloaded, and gene sets “IMMUNE RESPONSE” and
“IMMUNE SYSTEM PROCESS” were sought from the Molecular Signatures Database (MSigDB). The expression of immune-
related genes was extracted that were immune-related mRNAs. Then, the immune-related lncRNAs were sought out by utilizing
of the above data. Clinical traits were combined with immune-related lncRNAs, so that prognostic-related lncRNAs were
identified by Cox regression. Multivariate Cox regression was built to calculate risk scores. Relationships between clinical traits
and immune-related lncRNAs were also calculated. Result. A total of 480 colorectal adenocarcinoma patients and 41 normal
control patients’ transcriptome sequencing data of tissue samples were obtained from TCGA database. 918 immune-related
lncRNAs were screened. Cox regression showed that 34 immune-related lncRNAs were associated with colon adenocarcinoma
prognosis. Seven lncRNAs were independent risk factors. Conclusion. This study revealed that some lncRNAs can affect the
development and prognosis of colon adenocarcinoma. It may provide new theory evidence of molecular mechanism for the
future research and molecular targeted therapy of colon adenocarcinoma.

1. Background

Colon adenocarcinoma (COAD) is the third most common
cancer in the gastrointestinal tract. Most COAD are spo-
radic and have no genetic or family history. Though the
research of the molecular mechanism and pathway has been
making some progress, there is no perfect explanation on
the origin, development, and metastasis of COAD [1–3].
Long noncoding RNA (lncRNA) is a class of RNAs with a
length of more than 200 bases, lacking complete open read-
ing frames. Studies have shown that lncRNA can regulate
gene expression at multiple levels, such as transcription,
translation, regulation of protein modification, and RNA
proteins [4]. lncRNAs influence cellar physiology and
pathology, and they are involved in the tumor development
[5]. Some former researches found a number of lncRNAs

involved in the development of many diseases: SCHLAP1
promotes proliferation and metastasis of prostate cancer
by targeting miR-198 and promoting the MAPK1 pathway
[6]. And some diseases, such as melanoma, have satisfactory
results which are presented in the treatment [7]. In COAD,
CASC15 demonstrated to have promoted growth and metas-
tasis through the activation of the Wnt/β-catenin signaling
pathway in a miR-4310/LGR5-dependent manner [8]. And
ROR1-AS1 level in COAD tissues was remarkably higher
than that in normal tissues [9].

In this study, we attempted to explore the effect of
lncRNAs, regulating immune-related processes, on the sur-
vival of colorectal adenocarcinoma patients. Based on these
lncRNAs, we constructed a model to predict the risk of
death of COAD patients. We found out that the relationship
between these immune-related lncRNAs and prognosis of
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COAD are of great importance and may be helpful in build-
ing a new way to treat COAD.

2. Materials and Methods

2.1. Acquisition of Colon Adenocarcinoma Data from TCGA.
COAD transcriptome expression data in the format of Frag-
ments Per Kilobase Million (FPKM) of The Cancer Genome
Atlas (TCGA) were downloaded from Genomic Data Com-
mons (GDC, https://gdc.cancer.gov/), which are open to the
public. Clinical traits were also downloaded. Among these,
there were 480 colorectal adenocarcinoma patients and 41
normal control patients.

2.2. Acquisition of Immune-Related Genes from MSigDB. In
order to extract immune-related lncRNAs, two gene sets
“IMMUNE RESPONSE” and “IMMUNE SYSTEM PRO-
CESS” were downloaded from the Molecular Signatures Data-
base (MSigDB, https://www.gsea-msigdb.org/gsea/msigdb/).
Then, immune-related mRNA expression was extracted from
the above two gene sets.

2.3. Immune-Associated lncRNAs. Through Pearson’s method,
correlations between the mRNAs and lncRNAs were calcu-
lated. lncRNAs with the absolute value of correlation
coefficient > 0:4 and p < 0:001 were considered as immune-
related lncRNAs for further analysis.

2.4. Cox Regression. Immune-related lncRNA expression
matrix was merged with clinical traits. Univariate Cox regres-
sion was performed on the above data to extract immune-
related lncRNAs which are associated with survival time,

and p < 0:01 was used as threshold. All these lncRNAs were
divided into two categories: high-risk lncRNAs with HR > 1
and low-risk lncRNAs with HR < 1. A stepwise multivariate
Cox regression was conducted. The risk score of each patient
was calculated according to the multivariate Cox regression.
The formula can be expressed as follows: risk score = βgene
1 × Expressiongene1 + βgene2 × Expressiongene2 + βgene3
× Expressiongene3+⋯+βgenen × Expressiongenen. Patients
were divided into two groups according to the median value
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Figure 1: Univariate Cox regression showed that 34 immune-related lncRNAs were risk factors for COAD patients (hazard ratio > 1).

Table 1: The prognosis model of COAD patients was constructed
with immune-related lncRNA based onmultivariate Cox regression.

ID coef HR

AC040977.1 0.487058 1.627521

AC009237.14 0.372021 1.450663

EIF3J-AS1 0.630542 1.878628

LINC02474 0.450276 1.568745

AL513550.1 0.605145 1.831517

AC156455.1 0.356569 1.42842

AL391422.3 0.550559 1.734222

AC004080.1 0.348324 1.416691

AC008741.2 -1.07714 0.340569

LINC01503 0.614045 1.847891

AL161729.4 0.744444 2.105272

AC092687.3 0.305246 1.356959

MIR210HG 0.513543 1.671202

AC073611.1 0.523188 1.687398
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Figure 2: Continued.
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of risk scores. If the risk score was higher than the median, it
was assigned to the high-risk group; otherwise, it was assigned
to the low-risk group. The survival curve and risk curve were
drawn based on risk scores and survival information.

2.5. Independent Prognostic Analysis. Comparing clinical
traits and risk scores with survival status and survival time,
the risk score was determined whether it can be used as an
independent prognostic factor. Single factor and multifacto-
rial analysis were performed to judge if these factors can be
used as independent prognostic factors. The receiver opera-
tor characteristic (ROC) curve was drawn to determine
whether the result was reliable.

2.6. Clinical Relevance Analysis. A box chart was drawn to
analyze whether clinical traits were associated with lncRNAs
in the risk prediction model.

3. Result

3.1. Prognosis-Related Immune lncRNA. 329 immune-related
mRNAs were obtained. 918 immune-related lncRNAs were
obtained through Pearson’s correlation. The expression of
immune-related lncRNAs were extracted and fused with
clinical survival data. 34 immune-related lncRNAs were
associated with the survival of COAD (p < 0:01). Among
them, all of these prognosis-related lncRNAs were classified
as high risk factors (Figure 1).

3.2. Cox Regression. Based on the above prognosis-related
immune lncRNAs, the Cox regression model was built
(Table 1). Next, all risk scores were calculated according to
the Cox regression model. All COAD patients were divided
by the median value of risk scores: high-risk group and
low-risk group. According to the two groups, survival curves
were drawn. The chart showed that the survival probability of
the low-risk group was higher than that of the high-risk
group. The chart below confirmed this conclusion, because
patients’ survival time in the high-risk group was evidently

lower than that in the low-risk group. The number of deaths
in the high-risk group increased faster than that in the low-
risk group. By 11th year, only the patients in the low-risk
group still survived (Figure 2).

3.3. Independent Prognostic Analysis. In univariate Cox
regression, clinical stage, T stage, M stage, N stage, and risk
score were thought to be associated with survival time in
COAD patients (p < 0:001). Among them, age and risk score
were independent prognostic factors in multivariate Cox
regression (p < 0:001), but gender, clinical stage, T stage,
M stage, and N stage were not. The ROC was drawn, and
the area under the curve (AUC) was calculated to confirm
the reliability of this conclusion. The area under the curve
of gender was 0.444; all of the other factors including the
risk score, age, clinical stage, T stage, M stage, and N stage
were over 0.500. Among them, the AUC of risk score was
0.776 (Figure 3).

3.4. Clinical Relevance Analysis. A box chart was drawn to
analyze whether lncRNAs are associated with clinical
traits. The following results were obtained: T stage was
associated with AC004080.1, AC040977.1, and AC073611.1;
M stage was associated with AC004080.1, AC008741.2,
AC009237.14, AC092687.3, AL161729.4, 29.4AL391422.3,
and EIF3J−AS1 3; N stage was associated with AC004080.1,
AC008741.2, AC009237.14, AC092687.3 AL391422.3, EIF3J
−AS1, and LINC02474 4; and clinical stage was associated
with AC008741.2, AC009237.14, AC092687.3, AC156455.1,
AL391422, EIF3J−AS, and LINC0247 (Figure 4).

4. Discussion

The usual treatment of COAD is surgical treatment, which
still has the insufficiency. In recent years, emerging immuno-
therapy methods such as PD-1/PD-L1 inhibitor which tar-
geted at immune checkpoints have developed rapidly in the
treatment of tumor and achieved a certain curative effect
[10, 11]. These indicate that immune intervention has a
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Figure 2: The survival curve shows that patients in the high-risk score group have a shorter survival time than those in the low-risk score
group (a). The heat map of prognosis-related lncRNAs in COAD (b). Risk curves were drawn based on the data of 480 patients. Take the
risk scores as the vertical coordinate and the patient data as the horizontal coordinate. We can see the risk scores were increasing, in
which the low-risk curve was in green whereas the high-risk curve was in red (c). Green dots mean people who were still alive, and red
dots mean people who were already dead. As the risk scores were increasing, the deaths were added; the red dots were concentrated in the
high-risk area. And in the low-risk area, where the green dots were concentrated, patients are almost still alive (d).

4 BioMed Research International



Age

Gender

Stage

T

M

N

Risk score

0.017

0.653

<0.001

<0.001

<0.001

<0.001

<0.001

p value

1.026(1.005−1.047)

1.110(0.704−1.749)

2.252(1.739−2.916)

2.804(1.789−4.394)

4.342(2.714−6.946)

2.005(1.539−2.611)

1.169(1.131−1.208)

Hazard ratio

Hazard ratio
0 1 2 3 4 5 6

(a)

Age

Gender

Stage

T

M

N

Risk score

<0.001

0.885

0.098

0.354

0.730

0.790

<0.001

p value

1.048(1.026−1.071)

1.035(0.647−1.656)

1.912(0.887−4.122)

1.315(0.737−2.347)

1.206(0.418−3.481)

0.936(0.576−1.522)

1.160(1.107−1.216)

Hazard ratio

Hazard ratio
0 1 2 3 4

(b)

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

False positive rate

Tr
ue

 p
os

iti
ve

 ra
te

Risk score (AUC = 0.776)
Age (AUC = 0.591)
Gender (AUC = 0.444)
Stage (AUC = 0.727)

T (AUC = 0.649)
M (AUC = 0.662)
N (AUC = 0.679)

(c)

Figure 3: Univariate Cox regression showed that age, clinical stage, T stage, N stage, M stage, and risk score were all correlated with the
prognosis of COAD patients (a). Multivariate Cox regression showed that only the risk score was an independent risk factor for COAD
(b), and the ROC curve showed that the risk score had the largest area under the curve (c).
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Figure 4: Continued.
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broad application prospect in tumor therapy. However,
there is much room for improvement in the management
of colon cancer at present, and the prognosis of patients
with advanced COAD is still very limited by the existing
treatments. Therefore, new strategies for the treatment and
management of COAD are necessary. Based on these cur-
rent situations, we attempted to analyze the transcriptome
sequencing data of COAD in TCGA, a public database.
Because lncRNAs play a wide range of regulatory roles in

various biological processes of the organism, we focused
our research on lncRNAs and tried to correlate with immu-
nity. We speculate that immune-related lncRNAs may be
involved in important regulation in the immune process of
the body against COAD.

In this study, we extracted the expression amount of
lncRNAs regulating immune gene expression in COAD
patients. The results of univariate Cox analysis showed that
34 immune-related lncRNAs were significantly associated
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Figure 4: Multiple immune-related lncRNAs were associated with clinical traits (∗ means they had relevance, and the more they had, the
greater the correlation; “ns” means they had no relevance). (a) Relationship between immune-related lncRNAs and clinical stages. (b)
Relationship between immune-related lncRNAs and T stages. (c) Relationship between immune-related lncRNAs and N stages. (d)
Relationship between immune-related lncRNAs and M stages.
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with the survival time of patients with COAD, which is con-
sistent with our view that lncRNAs may be involved in the
regulation of the body’s antitumor immune process. The
results of multivariate Cox regression showed that the for-
mula containing 14 immune-related lncRNA expressions
could well distinguish patients with good prognosis from
those with poor prognosis. This index has advantages over
widely used clinical stages, T stage, N stage, M stage, and
age. We believe that this formula can improve the manage-
ment of patients with COAD.

Among 14 immune-related lncRNAs, EIF3J-AS1 was
reported to promote COAD cell proliferation and inhibit
apoptosis [12]. Our study found that EIF3J-AS1 was asso-
ciated with the expression of immune genes in COAD,
and its high expression predicted shorter survival time.
LINC01503 and LINC02474 were confirmed to be associ-
ated with the survival of COAD in bioinformatics-based
studies [13, 14], and LINC01503 could regulate the expres-
sion of miR4492/FOXK1 signaling which promotes prolif-
eration and invasion of cells of COAD [15]. MIR210HG has
been experimentally demonstrated to promote proliferation
and invasion of tumor cells in hepatocellular carcinoma,
non-small-cell lung cancer, breast cancer, cervical cancer,
osteosarcoma, and other tumors. Its high expression is asso-
ciated with poor prognosis of cancer patients [16–20]. He
et al. and Ruan et al. found that they also predicted poor
prognosis in COAD [21, 22], which is consistent with the
results of our study, suggesting that our prediction of their
survival in COAD is reliable. The remaining lncRNAs have
not been studied in COAD to our knowledge, and we found
that they are also associated with the survival of patients with
COAD. Their association with clinical stage, T stage, M stage,
and N stage also suggests that they may contribute to the
malignant development of COAD. Their roles and mecha-
nisms in tumors are still unknown, and we look forward to
future experimental studies on their roles in COAD that will
show us their mechanisms in COAD and their role in tumor
immune response, which we believe will be helpful and com-
plementary to tumor immunotherapy.

5. Conclusion

This study identified 329 immune-related lncRNAs in
colon adenocarcinoma. And 34 prognosis-related lncRNAs
were obtained by univariate Cox regression. The risk score
calculated by 14 immune-related lncRNAs was identified as
an independent prognostic factor. Compared with clinical
stages, T stages, N stages, M stages, and age, the risk score
is the best in predicting poor prognosis of patients. The
identification of prognostic immune-related lncRNAs and
the discovery of the relationship between these lncRNAs
and prognosis of COAD may provide a new direction for
future research and provide a new target for a molecular tar-
geted therapy of COAD.
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